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 Experimental life sciences have two basic foundations: concepts and tools. The  Neuromethods  
series focuses on the tools and techniques unique to the investigation of the nervous system 
and excitable cells. It will not, however, shortchange the concept side of things as care has 
been taken to integrate these tools within the context of the concepts and questions under 
investigation. In this way, the series is unique in that it not only collects protocols but also 
includes theoretical background information and critiques which led to the methods and 
their development. Thus it gives the reader a better understanding of the origin of the 
techniques and their potential future development. The  Neuromethods  publishing program 
strikes a balance between recent and exciting developments like those concerning new ani-
mal models of disease, imaging,  in vivo  methods, and more established techniques, includ-
ing, for example, immunocytochemistry and electrophysiological technologies. New 
trainees in neurosciences still need a sound footing in these older methods in order to apply 
a critical approach to their results. 

 Under the guidance of its founders, Alan Boulton and Glen Baker, the  Neuromethods  
series has been a success since its fi rst volume published through Humana Press in 1985. The 
series continues to fl ourish through many changes over the years. It is now published under 
the umbrella of Springer Protocols. While methods involving brain research have changed a 
lot since the series started, the publishing environment and technology have changed even 
more radically. Neuromethods has the distinct layout and style of the Springer Protocols 
program, designed specifi cally for readability and ease of reference in a laboratory setting. 

 The careful application of methods is potentially the most important step in the process 
of scientifi c inquiry. In the past, new methodologies led the way in developing new disci-
plines in the biological and medical sciences. For example, Physiology emerged out of 
Anatomy in the nineteenth century by harnessing new methods based on the newly discov-
ered phenomenon of electricity. Nowadays, the relationships between disciplines and meth-
ods are more complex. Methods are now widely shared between disciplines and research 
areas. New developments in electronic publishing make it possible for scientists that 
encounter new methods to quickly fi nd sources of information electronically. The design of 
individual volumes and chapters in this series takes this new access technology into account. 
Springer Protocols makes it possible to download single protocols separately. In addition, 
Springer makes its print-on-demand technology available globally. A print copy can there-
fore be acquired quickly and for a competitive price anywhere in the world.  

       Wolfgang     Walz     
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 I am delighted to write the preface to this publication, which marks another step in the long 
and diligent scientifi c career of a group of investigators who have spent decades studying 
the behavioral structures underlying social interaction. 

 The publication of Anolli, Duncan, Magnusson, and Riva’s reading path a decade ago 
marked an era. Now, with the heartfelt losses of Luigi Anolli and Starkey Duncan, we are 
set to take another step, united in our interest to further explore the vast opportunities 
offered by T-pattern detection and to take stock of the already extensive areas of knowledge 
in which T-pattern analysis has proven to be an exceptional analytical tool, while enabling 
a permanent exchange with the respective conceptual framework. 

 The detection of structures in behavior patterns forms a nexus between studies carried 
out in very diverse fi elds and contexts, involving humans (with highly diversifi ed character-
istics, and by analyzing the relation with hormonal levels, personality, culture, and so forth), 
animals (dogs, cats, primates, shoals of fi sh, wolves, rodents, chickens, insects), interaction 
studies between hormones and behavior, or neurons. Most studies are observational, with 
a perfectly established methodology. However, T-pattern detection is also used in laboratory- 
based experimental studies, where observation is simply a technique. A unifying factor is the 
observation of visually or even acoustically perceptible events or behaviors, nearly always 
arranged in clusters, which often correspond to interactive situations. The scale is extraor-
dinarily rich and varied, ranging from micro-movements of individual facial expressions to 
broad migratory movements in the marine environment. 

 As the following chapters confi rm, there are many forms of communication, and none is 
resistant to T-pattern detection. These forms range from the basic dyadic interaction between 
two individuals who regularly communicate and take decisions (be they two people, or a cat 
and its owner) to gregarious interaction (a shoal of fi sh) in a real or virtual situation, group 
conduct, or “self-interaction” (if that is a valid term), in the study of personal style. 

 Communication fl ows offer enormous research potential thanks to their multiple 
dimensions or levels of response (Anguera and Izquierdo 2006) and their extraordinary 
dynamic nature. Their study, however, poses methodological challenges, beginning with 
the establishment of dimensions or response levels (known as variables in THEME) and the 
criteria used to segment episodes into behavioral units, which give rise to event types and 
their arrangement into separate blocks. For good reason, the complexity of interactive 
behavior results in an episode or chain of episodes being expressed in a code matrix, adapted 
to the syntactic rules of THEME, so that the invisible structure to which it adapts and by 
which it is regulated can be extracted and studied quantitatively. An important aid to 
recording is the recently created freeware program LINCE (Gabín et al. 2012), which 
facilitates researchers’ work by enabling the direct export of data to THEME. 

 We want to foreground the ample possibilities of the multivariate approach of 
T-pattern detection in data recorded using  ad hoc , highly fl exible observation instru-
ments (Anguera et al. 2007), comprising fi eld format or fi eld formats combined with 
category systems. The invisible nature of T-patterns increases the potential for discovery, 
as researchers are interested in extracting the internal structure that unveils the key to 
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the target behaviors. The following chapters show how T-pattern detection can be used 
alone or in combination with other techniques, such as variance analysis, covariance 
analysis, and time series analysis. 

 We believe it is important to stress the multifaceted interest of the chapters on T-pattern 
detection, which are heterogeneous in terms of substantive scope and are mostly applied, 
although several contain proposals to develop the knowledge of structure revealed through 
T-patterns and the logistics of THEME program management. 

 A particularly salient novel feature is synfi re patterns. Though reminiscent of certain 
aspects of T-patterns, synfi re patterns have a different algorithm and a structure that posi-
tions them between T-patterns and random distribution. The critical intervals of synfi re 
patterns are constant and preestablished, and very recent works, such as that by Nicol et al. 
(2015), have postulated that they may be artifacts linked to the nature of the situation 
being examined. This topic is currently at the center of much scrutiny. 

 Another question for which there is empirical evidence in complex reality is the exis-
tence of different overlapping structures (Casarrubea et al. 2015), each of which gives rise 
to T-pattern detection; this reality cannot be analyzed by other multivariate techniques. 
Consequently, rather than one structure generating noise to detect another, each one can 
be clearly identifi ed and differentiated, thereby marking a signifi cant development in the 
meticulous analysis of reality. 

 The scientifi c dialogue concerning differences between T-pattern detection and lag 
sequential analysis, already recorded in other studies (Kemp et al. 2008; Lapresa et al. 
2013), is also highly signifi cant and will doubtless be followed up in subsequent works that 
may focus on the type and sensitivity of the information obtained, as part of a common goal 
to achieve a more complete picture of the organization of behavior, from both a synchronic 
and diachronic perspective. The signifi cant sequences detected though time lag sequential 
analysis should be fi rst level special cases of T-Patterns, and detectable by Theme. 

 I feel extremely honored to have had the privilege of writing this preface and to bear 
witness to the quality of the chapters in this book. Moreover, I am fully aware of the fresh 
impetus it brings to a fi eld of knowledge, whose long history dates back to 1979 and is a 
result of the initial efforts and endeavors of Magnus S. Magnusson. His work was nearly 
always in direct collaboration with Starkey Duncan and for years also with Hubert 
Montagner, Karl Grammer, Rodolf Ghiglione, and a number of others. All his work at 
Musée de l’Homme and with U. Paris V and Paris XIII occurred well before MASI created, 
but he was still collaborating with Paris V and Baudichon; also in a second stage it has been 
relevant the collaboration of Gudberg K. Jonsson. This fi eld is now reinforced by the devel-
opments of a wide range of research projects, not only in this book but also in several pub-
lications and works in progress, spanning a variety of areas and subareas (psychology, 
biology, medicine, sport, ethology, sociology, education, robotics, anthropology, fi nance, 
seismology, pharmacology, entertainment, agriculture, ergonomics, police, music, cuisine, 
tourism, and mass media). All reveal the high intrinsic value that T-pattern detection con-
tributes to research, and we are convinced that the enhancements included in THEME 
Version 6 will lead to a new stage of successful qualitative and quantitative research. 

 The most of essential development of the T-Pattern model and T-Pattern Analysis 
occurred before MASI and the principal additions, since then such as the T-Associates and 
T-Packets have, unfortunately, not yet been used in research. Even the much older 
T-Markers have, regrettably, hardly been used either. We hope that this book is an invite to 
readers to work on these. 
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 In terms of qualitative research, the new options of THEME Version 6 permit high- 
level scrutiny (see Casarrubea et al. 2015; Nicol et al. 2015) and have given rise to several 
components of the T-pattern model: T-Bursts, T-Markers, T-Associates, Satellites and 
Taboos, T-Packet structure (gravity and repulsion zones), Drifters and T-Kappa. 

 In terms of quantitative research, the presentation in November 2012—coinciding 
with the MASI meeting held in Guadalajara, Mexico—of the open access, educational ver-
sion of THEME Version 6 for noncommercial purposes has enabled researchers and pro-
fessionals the world over to use the program in their everyday work. Evidently, this 
straightforward program should ideally be used as an integral part of conceptual and 
methodological training, since it is vital to have knowledge of the basic structure involved 
in detecting patterns and of certain fundamental features of parameter assignment (such as 
the level of signifi cance, the minimum number of occurrences, lumping factor, how to 
reduce redundancy, and deciding between modalities by shuffl ing or rotation in order to 
randomize data). 

 We fi rmly believe that the “great THEME family” will continue to strive to further 
develop the potential of T-pattern detection and further explore the hidden structures that 
emerge from data. 

     Barcelona, Spain     M.     Teresa     Anguera   
 January 1st 2015  
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 Discovering hidden recurring patterns in observable behavioral processes is an important 
issue frequently faced by numerous advanced students and researchers across many research 
areas, such as, for example, psychology, biology, sports, robotics, media, fi nance, and medi-
cine. As generally, the many powerful methods included in statistical software packages 
were not developed for this kind of analysis, discovering such patterns has proven a particu-
larly diffi cult task, due to a lack of (a) adequate formalized models of the kinds of patterns 
to look for, (b) corresponding detection algorithms, and (c) their implementation in avail-
able software. 

 The research described in this book is based on the application of such pattern types, 
algorithms, and software developed over decades or since the late 1970s and until this day 
in the context of research in collaboration with human and animal behavioral research 
teams at internationally leading universities in the USA and Europe, thus testing the useful-
ness and validity of the pattern types, algorithms, and software in numerous research areas. 

 With the (scale-independent statistical hierarchical and fractal-like) T-Pattern at its 
heart, a set of proposed pattern types, called the T-System, forms the basis for the search 
algorithms implemented as the software THEME™ (v 6), which is easily available in free 
educational and full commercial versions (copyright www.patternvision.com). Recent origi-
nal additions to the T-System and Theme are the T-Burst, the T-Packet (with its gravity and 
repulsion zone), T-Associates, T-Satellites, and T-Taboos. 

 As each chapter of this book describes a different research application of T-Pattern 
Detection and Analysis with THEME™, it can be seen as a sequel to Anolli et al. eds. book 
 The Hidden Structure of Interactions: From Neurons to Culture Patterns . Both books can 
also be seen as products of an international research network, called “Methodology for the 
Analysis of Social Interaction” (MASI), based on a formal international interuniversity col-
laboration convention between leading European universities, with “Magnusson’s analyti-
cal model” as the common reference, initiated in 1995 by the University of Paris V, René 
Descartes and fi rst signed by the rectors and presidents of seven universities, but now 
involves 24 universities in Europe and the Americas. Both books include a number of con-
tributions from collaborators outside the MASI network, for example, in the area of human 
interaction at the University of Chicago in continuation of collaboration since the begin-
ning of this R&D effort in the 1970s; moreover, the University of Arizona (deception in 
interactions, Burgoon et al.); the University of California, Irvine (psychiatry, Sandman 
et al.); the University of Palermo, Italy (behavior and brain research, Casarrubea et al.); and 
the University of Cambridge, UK (neuroscience; multi-cell interaction patterns in living 
brains, Nicol et al.). 

 The chapters of this book provide advanced students and researchers highly varied 
models for their own research with easily available software tools (including free educa-
tional version) and should be a natural addition to university and research libraries.  

     Reykjavik ,  Iceland      M.  S.     Magnusson    
    Tucson ,  AZ ,  USA      J.K.     Burgoon    
    Palermo ,  Italy      M.     Casarrubea       
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Chapter 1

Time and Self-Similar Structure in Behavior 
and Interactions: From Sequences to Symmetry 
and Fractals

Magnus S. Magnusson

Abstract

This chapter concerns the temporal structure of behavior and interaction amongst individuals as diverse as 
brain neurons and humans. It suggests a view of behavior and interaction in terms of recurrent self-similar 
tree structures, T-patterns, which thus have the basic characteristics of fractals and exemplify translation sym-
metry through the similarity of the recurrence of each, a view that is the basis for the special pattern (T-pattern) 
detection algorithms implemented in the THEME software especially developed for T-pattern detection. 
Derived concepts are defined and illustrated with special T-pattern diagrams. Some comparison is made with 
standard multivariate statistics methods. The analysis of Big Data and Tiny Data using this particular recur-
rent hierarchical and multiordinal pattern detection approach is discussed, as well as the use of T-pattern 
Analysis (TPA) to detect experimental effects that often remain hidden to standard statistical methods.

Key words Behavior, Interaction, Time, Patterns, Detection, Hierarchy, Self-similarity, Symmetry, 
Fractals, Big data, Experimental effects

1 Introduction

The broadness of the concept of pattern is considerable as indicated 
by the fact that most modern mathematicians consider mathematics 
the science of patterns [1]. Risking to state the obvious, a decision 
to search for patterns is thus next to meaningless without further 
specification of the kind of pattern. Even the simplest kinds of pat-
terns may be of much interest as they sometimes describe the most 
diverse and apparently complex phenomena in nature and mathe-
matics, as does, for example, one of the most famous mathematical 
series, the Fibonacci number series, xi:= xi−1 + xi−2 where the next 
term of the series is simply the sum of the preceding two [2].

Here, the T-system composed of a particular kind of pattern, 
called T-pattern, with extensions and additions, are proposed as 
tools and building blocks for the discovery, analysis, and description 
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of real-time structure in behavior and interactions. The research 
reported in this book shares a focus on discovering and analyzing 
repeated patterns through T-Pattern detection and Analysis (TPA) 
using the THEME™ software especially developed for that 
purpose and often allowing the detection of patterns hidden to 
observers whether unaided or using other available tools. A num-
ber of publications contain background information and details 
(Magnusson [3–8]) recently complemented by a comprehensive 
review of TPA for the analysis of the temporal structure of behavior 
and interactions [9]. The present chapter thus aims at comple-
menting rather than repeating, but contains a fairly self- contained 
description regarding the main concepts, methods and tools 
applied in this book as well as some idea about their theoretical, 
methodological and historical roots. Some more recent additions 
and future perspective regarding the T-System are also noted.

2 Why a Hierarchical Pattern Detection Approach?

As it turns out, the relevance of the T-pattern goes beyond the 
human interaction situation for which it was initially designed, 
e.g., regarding the analysis of multi-neuron firing networks within 
populations of brain neurons ([10, 11] and Chap. 17, Nicol et al. 
in this book) and some DNA analysis [7]. Seeking answers as to 
why, leads to common aspects of natural and biological structures 
including that of the brain.

Modern science tells us that from the smallest to the largest in 
our universe, structure is mostly due to a balance between a rela-
tively small number of pushing and pulling forces. Of extremely 
different sizes and complexity, from subatomic particles to galaxy 
clusters, the elements at each level can thus be seen as results of this 
universal pushing and pulling [12, 13]. Thus, rather than simply 
clumping, the balancing of such opposing forces leads to hierarchi-
cal structured clustering that in the known universe appears as a 
hierarchy of complexity levels and as self-similar patterns of pat-
terns of patterns, etc. over multiple scales giving rise to the recently 
discovered fractal structure of the universe [14] (Fig. 1).

Astronomer E.L. Wright’s view of the gradual increase of 
structure in the universe is interesting here:

But dust grains is the interstellar medium are very unlikely to be spheri-
cal, and the most likely situation is one where dust grains can collide 
and stick, or collide and shatter, leading to a distribution of sizes and a 
random distribution of shapes. In order to model such a situation, I 
have made randomly shaped grains in a computer using a random col-
lision process.

He adds:Fractal dust grains are created from the coagulation of 
smaller subunits, starting with monomers. Two monomers collide 

Magnus S. Magnusson
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and stick to make a dimer. The figure above shows a process where 
two dimers collide to make a tetramer, two tetramers collide to 
make an octamer, and so on. This produces what I call CL fractals. 
(Quoted from his website http://www.astro.ucla.edu/~wright/
dust/ where illustrative figures can also be found.) (Fig. 2)

Much of the brain’s structure is also hierarchical and 
self-similar:

…a nested hierarchy – smaller elements join together to form larger 
elements, which, in turn, form even larger elements, and so forth … 
many of the integrative aspects of brain function depend on this multi-
scale structural arrangement of elements and connections. ([15], 
p. 41) (Fig. 3)

When trying to understand the world, discovering patterns 
that repeat is of primary importance for the survival of any indi-
vidual and species as it allows some prediction of what its future 
may hold and needs to be dealt with. Science is also less concerned 
with the anecdotal.

Science searching for repeated patterns in nature, and math-
ematics being the science of patterns, suggests imagining and 
mathematically describing the abstract structure of the often 
dimly perceived repeated patterns of everyday life. Profiting from 
the power of computers, unimaginable throughout practically all 
of mankind’s history, corresponding search algorithms can be 
developed. Obviously, creating a nouvelle kind of analysis of 
behavioral data must be based on knowledge about the structure 
of behavior, thus limiting hypotheses to what kinds of structure 
may realistically exist in behavior. Also necessary is knowledge 
about existing or obtainable data and about tools that are avail-
able or can be developed.

Fig. 1 This figure illustrates the gradual hierarchical and self-similar clustering in the universe, from almost 
homogenous energy near the Big Bang to gradually higher levels of hierarchical clustering until now. Adapted 
from http://cosmicweb.uchicago.edu/filaments.html

Time, Symmetry and Fractals in Behavior and Interactions
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Fig. 3 A connectome of a human brain. The fractal- or tree-like structure is apparent. Figure from  MGH Human 
Connectome Project Acquisition Team. In Neuroscience: Making connections, Jon Bardin, Nature, 21 March 
2012. (License obtained from Nature via RightLink)

Fig. 2 This figure (adapted from E.L. Wright’s website) illustrates how astronomer E.L. Wright of UCLA envisions 
the gradual hierarchical clustering of the universe as made of numerous different fragments rather than of a 
uniform kind of units. Given the multitude of different kinds of fragments, the number and kinds of different 
and gradually more complex combinations should quickly become, well, “astronomical”

Magnus S. Magnusson
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3 Looking for Ideas Regarding Hidden Patterns in Behavior

Behavior as repeated nonobvious or hidden sequences or patterns in 
time is a traditional viewpoint in behavioral science. Eibl-Eibesfeldt, 
sometimes called the father of human ethology (the biology of human 
behavior), thus opens his book in 1970 with these opening words:

Behavior consists of patterns in time. Investigations of behavior deal 
with sequences that, in contrast to bodily characteristics, are not 
always visible. ([16]. Emphasis added.)

Repeated sequences or temporal patterns in behavior having 
some kind of nonrandom syntactic structure to be discovered is 
obviously a long established idea in, for example, Linguistics [17], 
Ethology [18] and in Radical Behaviorism, where repeated real- 
time probabilistic contingencies (temporal patterns) are also para-
mount [19].

Numerous other areas of behavioral science such as 
Anthropology, Social Psychology, and Cognitive Science are also 
concerned with the discovery and analysis of often nonobvious or 
hidden repeated behavioral patterns such as scripts, plans, routines, 
strategies, rituals, and ceremonies, which all are repeated patterns 
of patterns, etc., that is, they are hierarchical and syntactically con-
strained temporal patterns (see, as an early example [20]).

4 Speech and Nonverbal Behavior

Human speech and language had evolved in the context of other 
behavior for thousands of years (see, for example [21]) long before 
the first ideas of systematic analysis. Since then, centuries of analy-
sis and inventions have led to modern Linguistics, recently includ-
ing computational linguistics. In speech and writing we again find 
repeated hierarchical patterns of patterns varying greatly in com-
plexity, content, function and meaning. From the simplest muscu-
lar movements in the vocal tract to phonemes, syllables, words, 
sentences and frequently repeated longer (vocal or written) pat-
terns such as stories, poems, and massively repeated and standard-
ized legal and religious verbal patterns, often of great length and 
complexity. These patterns are also made up of physical entities 
that do not simply clump in time and space, but form repeated 
hierarchical and syntactically constrained, spatially and temporally 
structured clusters. We thus see that they have nonrandom dis-
tances between their parts, which themselves have nonrandom dis-
tances between their parts at a lower scale, etc.

As the two major categories of human communicative behavior, 
verbal and nonverbal, are typically intertwined, a unified theory of 
both is a longstanding dream. Thus a leading linguist in his time, 

Time, Symmetry and Fractals in Behavior and Interactions
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Pike, begins his book “Language: in Relation to a Unified Theory of 
the Structure of Human Behavior” with a description of a party 
game—the repetition of a song—a timed sequence of words, but at 
each repetition, one more word is replaced by an equivalent gesture.

Finally, after further repetitions and replacements, there may 
be left only a few connecting words like the, and a sequence of 
gestures performed in unison to the original timing of the song. 
([22], p. 1).

A little later ([22], p. 2) Pike continues:

The activity of man constitutes a structural whole, in such a way that it 
cannot be subdivided into neat “parts” or “levels” or “compartments” 
insulated in character, content, and organization from other behavior. 
Verbal and nonverbal activity is a unified whole, and theory and meth-
odology should be organized or created to treat it as such. 
{Emphasis added.}

After years of intensive collaborative efforts within a group includ-
ing among others Birdwhistell [23] and Bateson analyzing speech 
and body movements, McQuown thus ends his foreword to their 
“Natural History of an Interview” (NHI) [24] with these words:

It is expected that, as a result of such investigations, the frames for 
describing language, paralanguage and body-motion in English (and 
in other) language communities will be perfected, that the linguistic, 
paralinguistic, and body-motion markers of sentence-like units mani-
fest in these communicative behavioral channels will be uncovered, and 
that the foundations of a general theory of the structure of human 
communicative behavior, as manifest through these channels, and such 
units, will eventually be worked out. It is hoped that the materials here 
presented may facilitate the first steps in this on-going process.

Bateson’s chapter in NHI [24] starts with an overview of the 
impressive scientific scene in the first half of the twentieth century 
citing many of the principal contributors (e.g., Shannon, von 
Neumann, Ashby, Tinbergen, and Lorenz) ending with this inter-
esting partial conclusion (p. 5):

What has happened has been the introduction into behavioral sciences 
of very simple, elegant, and powerful ideas all of which have to do with 
the nature of communication in the widest sense of the word. The 
steps and sequences of logic have been coded into the causal sequences 
of computing machines and, as a result, the Principia Mathematica has 
become a cornerstone of science. {Italics added}.

Just as the study of phenomena from micro to cosmic scales 
depended on the invention of microscopes and telescopes, the 
invention of film and video recording has allowed the fleeting char-
acter of human behavior and interactions to be captured for unlim-
ited inspection and the collection of high quality data. But 
paper-and-pencil behavioral data collection, whether directly or 
from film and video often overwhelmed the data processing pos-
sibilities of that time.

Magnus S. Magnusson
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As computers became more easily available, existing statistical 
methods were implemented in software and attempts made to use 
them in behavioral research (e.g., [25–27]). But these statistical 
methods were created when minimizing calculation was essential 
and therefore did not fully exploit the new computational power. 
More importantly here, these methods were not developed for the 
discovery of complex multilevel, multiordinal, hierarchical real- 
time patterns within partly independent parallel processes such as 
human behavior and interactions. New models were thus needed 
concerning the kinds of behavioral structure allowing the develop-
ment of adequate computational methods.

The present “beginning-from-scratch” or Cartesian mathe-
matical and computational approach could also among other, be 
seen as a reaction to two common aspects of observational interac-
tion research, at the time based on film and video recordings, (a) 
highly subjective qualitative interpretation and/or (b) nearly exclu-
sive focus on the frequency and duration of behaviors. Only rarely 
were multivariate or sequential analyses applied and then mostly 
standard and simple ones allowing little chance of discovering 
much of the complex hidden real-time structure of behavior and 
interactions.

5 Towards a Fresh Neutral and Objective Look

Two world wars in less than half a century is probably more than 
enough to suggest that something is wrong and a fresh look at 
human behavior, interactions, and relationships was overdue. But 
how to obtain true understanding of that elusive and complex phe-
nomenon? Experiments in unnatural laboratory environments 
meant that the results might not be valid in real life and watching 
the events of everyday life through glasses heavily tainted by theo-
ries and the collection and interpretation of data based on too 
much subjectivity might lead to a distorted view.

In his chapter in NHI, Bateson writes: “Our primary data are 
the multitudinous details of vocal and bodily action recorded on 
this film. We call our treatment of such data a “natural history” 
because a minimum of theory guided the collection of the data.” 
([24], p. 5). He also notes (p. 3) that Kurt Lewin [28] had already 
suggested a “mathematics of human relationships,” thus starting 
on the hard scientific path away from subjectivity through 
mathematics.

Ethology and then human ethology promoted direct objective 
non-intrusive and open-minded observation of each species’ behav-
ior in its natural environment, which for modern humans is not 
easily defined otherwise than as human everyday environments.

In 1973, the Dutch ethologist Tinbergen’s pioneering etho-
logical research [29] earned together with K. Lorenz and K. von 

Time, Symmetry and Fractals in Behavior and Interactions
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Frisch the Nobel Prize in ethology/zoology “for their discoveries 
concerning organization and elicitation of individual and social 
behaviour patterns” (www.nobelprize.org/nobel_prizes/medi-
cine/laureates/1973/) providing new inspiration for biologically 
oriented behavior research.

As a teenager, I had the good luck to find Tinbergen’s then brand 
new and inspiring book “Animal Behaviour” [30] and then a few 
years later another by the French ethologist and psychiatrist Jacques 
Cosnier [31] and later I visited with Cosnier and his laboratory at 
the University of Lyon around 1975. Later, during my work in 
Paris (1983–1993), he directed the first (state) doctoral thesis 
where T-pattern Analysis was applied [32].

Until the 1970s, ethology was almost exclusively concerned 
with nonhuman behavior, but human ethological studies began in 
earnest and under that name with the work of Blurton-Jones [33] 
and McGrew [34]. At about the same time, most importantly here, 
Montagner, who earlier had analyzed social insect interactions 
using high-speed filming and frame-by-frame analysis [35], turned 
to extensive filming of children’s interactions in their everyday kin-
dergarten environments, followed by frame-by-frame analysis [36], 
and the many interesting results suggested great possibilities of 
further insight especially given powerful computational analysis. A 
visit with Montagner around 1975 at his laboratory resulted in his 
long standing invaluable support, a collaborative paper and two 
doctoral theses, applying TPA, that he directed [37–39].

Fortunately, well before the advent of the PC, I had read some 
new American literature about the computer revolution. This was 
just before I moved to Denmark and began my studies at the 
University of Copenhagen in the biological and animal behavior 
section of its Psychological Laboratory where ethology and behav-
iorism struggled with the difficult questions of behavioral 
research—and with each other, and with Chomsky’s devastating 
assault on Skinnerian behaviorism still in fresh memory [40]. The 
triangular struggle between these three directions is partly indi-
cated by the words of the ethologist Cosnier who wrote about 
“Chomsky’s lacuna,” a serious one from a biologist’s point of view:

…if the competence is a part of the organizing system of the species, 
what we agree on, then speech activity should be placed within the 
general homeostatic system of the talking individual. ([31], p. 122, 
here translated from French).

Strongly inspired by recent research on social phenomena in 
animals and especially in social insects [35], I wrote in 1975 a B.A. 
thesis entitled “Social Organization and Communication in Social 
Insects and Primates (Humans Included)” [41] and began the 
theoretical, methodological and software development of my doc-
toral studies completed in 1983. Computational methodology 

5.1 Towards 
T-Patterns and THEME
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including multivariate statistics and Artificial Intelligence was com-
ing into focus and I experimented for a few years with multivariate 
statistics using the principal statistical program packages on the 
mainframe IBM computer of the North European University 
Computation Center (NEUCC) at the Technical University of 
Denmark, helped invaluably by my countryman, a statistician and 
computer statistics specialist there, Agnar Hoeskuldsson, but it 
turned out fairly soon that these methods were not fully adequate 
for the task at hand. So in 1978, I wrote a thesis entitled “The 
human ethological probabilistic structural multivariate approach to 
the study of children’s nonverbal communication” [42] where I 
initiated the alternative approach that eventually led to the 
T-pattern, the T-System, and THEME.

Using the brand new smaller computers (PDP 11 and 8) of the 
Psychological Laboratory, I developed and programmed the first 
version of the (3000 lines) THEME software. I was helped getting 
started with Fortran IV programming by psychologist Strange 
Rosss, who was also the principal computer person of the labora-
tory, but I was soon on my own. My very first computer program, 
Theme, was running in 1980 on a PDP 8, based on my developing 
model of temporal structure in behavior. I first presented it with 
the first results of an analysis of toddlers’ dyadic interactions, at an 
A.I. workshop at Uppsala University in Sweden. The title was 
“Temporal Configuration Analysis” [3] corresponding in essence 
to the present (“fast,” see below) T-pattern Analysis. Now, after 35 
more years of development, programming and application in my 
research mostly in Paris at the National Museum of Natural History 
1983–1988 and the University of Paris (V, VIII and XIII) 1988–
1993 and since at the Human Behavior Laboratory that I created 
at the University of Iceland in 1991, many new features have been 
added. Particularly useful was the special T-pattern diagram (see 
Fig. 12) that I developed at the Anthropology Laboratory of the 
Musée de l’Homme in Paris and at the Psychology Department of 
the University of Paris VIII around 1988–1989. Theme now also 
has a hundred times more lines (300 thousand), can process far 
larger data and is orders of magnitude faster. The research applica-
tion has always involved collaboration with a number of research-
ers at a still growing number of universities mostly in Europe and 
the USA that since 1995 is based on a formal interuniversity col-
laboration convention started at the (Binet) Psychological 
Laboratory of University of Paris V in the Sorbonne and now 
includes 24 universities.

In around 1976, I met Paul Ekman in Copenhagen and then 
visited his laboratory in San Francisco. It was a great inspiration as 
his new FACS (Facial Action Coding System) provided high qual-
ity real-time data with possibilities of new intensive kinds of analy-
sis unimaginable without the power of computers. A few studies 
have since combined the use of FACS and Theme, for example, in 

Time, Symmetry and Fractals in Behavior and Interactions
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studies of face-to-face psychiatric and psychotherapeutic interac-
tions [43, 44].

As I was travelling around the USA searching for behavior 
analysis software for human interaction research, Paul Ekman sug-
gested that I visit with Kenneth Kay (who had just developed the 
CRESCAT behavior analysis software) and with Starkey Duncan, 
both at the University of Chicago. Duncan had also worked with 
the NHI group as he describes in his 1977 book:

The underlying purpose of the materials presented in this work, as 
articulated by McQuown in his Foreword, was to initiate first steps in 
a process aimed at the development of “the foundation of a general 
theory of the structure of human communicative behavior… (p. 5)”. 
Both in its conceptualization and its implementation, The Natural 
History of an Interview served as the foundation of the design of the 
present study, and indeed, provided much of the motivation for pursu-
ing it. ([45], p. 136.)

Our collaboration and friendship started around 1977 and 
continued until his death in 2007. In 1973 Duncan had published 
a paper entitled “Toward a grammar for dyadic conversations” 
([46], p. 29–46) and in 2005 he developed a kind of interaction 
grammar based on detected T-patterns [47].

6 The T-System

The T-system, developed since the seventies, is evolving as formally 
defined statistical (probabilistic) patterns of relations between sets 
of points on a discrete scale (mostly time and molecular sequences). 
Corresponding detection and analysis algorithms are still being 
created and implemented in the THEME™ software (copyright 
PatternVision Ltd; for full versions and free educational versions 
see patternvision.com).

With the exception of some consideration of DNA patterns 
[7], the focus has been on behavior in time considered in terms of 
point-events occurring in unit intervals on a discrete scale within 
an observation interval [1, T]. Here the event typically represents 
the beginning or ending of some behavior, such as running, sit-
ting, smiling, looking, talking or swimming, each seen as a differ-
ent kind of state with beginning- and endpoints (t1, t2; where 
t2 ≥ t1 ≥ 0) and an “ongoing” state interval [t1, t2] with duration 
(≥1) = (t2 − t1 + 1). The beginning (and ending) of each such state is 
considered without duration, but located within a unit interval on 
the discrete scale. Data are thus point events, and the series of 
occurrence points (unit intervals) of each type of event (called 
T-EventType) is called a T-series. Occurrences of each event-type 
(a behavioral category) must be recognizable as a repetition of the 
same behavioral event.

Magnus S. Magnusson
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Note: A state may also have other associated event-types other 
than beginning and ending, for example, the point at min and/or 
max of some intensity or speed measure during the state interval, 
each giving rise to a different event occurrence series. Such series 
can be immediately included as can any point series within the 
observation interval (period).

The correspondence between a behavior and its T-series is achieved 
simply by labeling the series with a description, a T-EventType 
string, which is defined using values (T-Items) from predefined 
nominal value classes, T-Classes. These event-type descriptions 
typically include a specification of an agent or thing (individual, 
group, ball, etc.) and the beginning or ending of some particular 
behavior. T-EventType definition strings (descriptions) thus typi-
cally resemble simple sentences such as, for example, “sue begins 
running fast” {sue,b,run,fast}, “ball ends rolling” {ball,e,roll} or 
“baby ends crying in bed” {baby,e,cry,bed}, “jack starts a company 
in electronics” {jack,b,startup,electronics}, “neuron 245 begins fir-
ing” {n245,b,spike} (see Notes 1 and 2) (Fig. 4).

T-Data, the reference of all definitions in the T-System, is a collec-
tion of n (≥1) T-series, each representing the occurrences of an 
EventType within some observation period, the T-Period = [1, T], 
T being the length of the observation and thus the number of unit 
intervals (data points) where each T-event-type in T-Data occurs 
or not. The number of instances of an event-type divided by T 
gives its average probability of occurrence per unit time, used as a 
baseline probability by the detection algorithms. The number of 
occurrence data points in T-Data (discrete scale units with or with-
out an occurrence) is thus n × T.

(Note: it is, of course, not important at what time the observa-
tion interval begins, that is, its offset time, but only its length; the 
number of occasions for each event-type to occur or not.

Note: Splitting time infinitely, that is, increasing the temporal 
resolution, does not, of course, increase precision, but up to a 

6.1 The T-EventType

6.2 T-Data

Fig. 4 This figure shows the basic type of data of the T-system, an event-type and its series of occurrence 
points (unit intervals) on a discrete scale within an observation interval [1, T]
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point, as it’s the precision with which the events can be located on 
the discrete scale that really sets the limit.)

Each of the T-Series in T-Data may represent occurrences of very 
different phenomena, for example, anything from a bell ringing to 
a neuron firing, a person starting a company or a peek or special 
quirk in any analogous, for example, physiological measurement. 
Each T-Data may thus be multimodal and multichannel involving 
events of very different kinds and frequencies. Patterns found in 
such T-Data may therefore reveal relations across any channels and 
modalities (Fig. 5).

7 Critical Intervals: Fast and Free

Essential in the definition and detection of the T-Pattern structure is 
the critical interval relationship between two T-Series representing 
the occurrence times (positions) of event-types A and B with, respec-
tively, NA and NB elements. There are two main types of this relation-
ship called, respectively, fast and free, but both types concern a 
significant tendency for B to occur within a particular time window 
after occurrences of A. So for the NA occurrences of A at ti {i = 1…NA}, 
significantly more of the intervals [ti + d1, ti + d2] (short [d1, d2]) con-
tain one or more occurrences of B than expected by chance assuming 
independent distributions of A and B and [d1, d2] being the smallest 
such interval for the largest significant number of the A occurrences.

In the fast case, the lower limit, d1 is fixed at A so the critical 
interval becomes [d1=0, d2]. The critical interval detection algo-

6.3 Multimodal and 
Multichannel  
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Fig. 5 Example of T-Data. This diagram shows the T-Data coded from a 13.5 min dyadic toddler’s object inter-
action. The ethological categories used are mostly from the list of McGrew [34]. (Figure from THEME)
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rithm in this fast case thus begins with d2 set to the greatest dis-
tance between A and B and then removing the longest remaining 
case until a significant interval is found or no more cases remain. 
The free critical interval is detected using the same method except 
that d1 is first set equal to the shortest distance to a B and when the 
reduction of d2 fails to find a CI, d1 is set to the next shortest dis-
tance to a B. This procedure is repeated until a CI is found or d1 
cannot be further increased.

A special univariate fast critical interval, [1, d2] relates a series 
to itself, that is, the B series is the A series lag one (thus the lower 
limit of this critical interval is fixed at 1). It is used in the definition 
(below) of a special kind of T-patterns called T-burst (Fig. 6).

Fig. 6 For any two T-series, A and B, this illustrative example shows a frequency chart of distances measured from 
each element in A to the first concurrent or following in B. The red lines indicate some candidate critical intervals 
having failed the significance test. The green ones suggest significant cases, one free and the other fast (see text). 
The fast critical interval (CI) detection algorithm always has the occurrence time of A as the lower limit and starts 
trying with the longest distance from A to B, that is, [0, max(B − A)]. Testing each candidate interval, the candidate 
CI is narrowed as needed to the next shorter A to B distance until either significance is found or it fails, that is, [0, 
0] has been passed. The current free critical interval detection algorithm differs from the fast in lifting the lower 
limit each time it fails until a CI is found or [max(B − A), max(B − A)] has been tested. Note that it is not possible to 
know only by inspecting the chart whether any of the shown intervals are significant as this requires knowing the 
number of occurrences of A and B as well as the observation interval [1, T]  all used when testing the significance 
of each candidate interval (see Magnusson [5]). Note that each of the A to B distances may occur only once so 
that those corresponding to the CI may appear as a group or cluster rather than a peek as shown here
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8 The T-Pattern

Somewhat intuitively stated, a T-Pattern is a recurring set of 
T-event-types occurring concurrently and/or sequentially with sig-
nificantly invariant time distances between them, which can be 
noted in the following way:

 Q X dt X t X X dt X X t Xi i i m m m= » » ¼ » ¼ »+ - -1 1 2 2 3 1 1 1d d  (1)

where each of the X terms stands for some event-type in 
T-Data and the general term Xi ≈ dtiXi+1 means that during occur-
rences of the pattern, consecutive terms Xi and Xi+1 are separated 
by a characteristic approximate time distance ≈dti, where charac-
teristic also means statistically invariant. X1..m is called the terminal 
sequence, tX1..m the terminal times sequence and m the length of 
Q. For Q occurring n times, the lengths of [tX1, tXm]j; j = 1..n, are 
their durations and their sum the total duration of Q. The (behav-
ioral) descriptions in the m terminal T-Event-types of Q are called 
its (behavioral) content.

An equivalent view replaces the approximate distances ≈dt by 
the intervals of their variation over their occurrences in T-Data:

 Q X d d X d d X X d d X X d d Xi i i m m m= ¼ ¼+ - -1 1 2 1 2 1 2 2 3 1 2 1 1 1 2 1[ , ] [ , ] [ , ] [ , ]  (2)

Where Xi [d1, d2]iXi+1 means, that within all occurrences of the pat-
tern in T-Data, after an occurrence of Xi at t, there is a time window 
[t + d1, t + d2]i within which Xi+1 will occur. (Note shorthand nota-
tion, the values of d1 and d2 are not the same for the m-1 intervals.) 

Detecting long T-Patterns as a whole in data of any realistic size 
may overwhelm the computing power of PC’s and even (the most) 
powerful computers. In accordance with the view of behavior as 
repeated hierarchical and self-similar (statistical fractal) the detection 
of complex T-patterns is bottom-up. For practical detection pur-
poses a binary tree structure is assumed, that is, each nonterminal 
node having only two branches. Patterns are thus detected as pairs of 
T-EventTypes or already detected T-Patterns. Any T-pattern can be 
seen as a left and a right (concurrent or following) part. Equation (2) 
can thus be presented and detected as a binary tree of critical interval 
relations between a left and a right part, with the X terms in Eq. (2) 
as the terminal nodes of the binary tree of critical interval relations:

 Q Q d d Q® Left Right,[ ]1 2  (3)

Recursively splitting left and right in this way thus leads to the pre-
sentation in Eq. (2), which is only considered a significant T-pattern 
if it has at least one such binary tree presentation where all CI’s are 
significant.

For QLeft [d1, d2] QRight to be significant there must be a critical 
interval relation between the end times, (., S), of QLeft and begin-
ning times, (S, .), of QRight, that is,
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QLeft [d1, d2] QRight is a T-Pattern only if (., Sleft2) [d1, d2] (Sright1, .)
Each instance of QLeft ending at t, which is followed by the 

beginning of QRight within [t + d1, t + d2] forms an instance of a new 
T-Pattern, Q, which begins where that QLeft instance began and 
ends where that QRight instance ends. Such pairs of values form the 
Dseries for Q. The length (m) of Q is the sum of the lengths of Qleft 
and Qright, that is, m = mleft + mright.

As a number of significant binary critical interval trees may have 
the same Dseries and terminal sequence (e.g., ((AB)(CD)), ((((AB)
C)D), and ((A(BC))D); where all occurrences of A, B, C, and D as 
parts of the patterns are the same and are thus considered equiva-
lent, only whichever is detected first is kept and any others ignored. 
On the other hand, when two T-patterns, Qa and Qb, have identical 
Dseries (and thus the same number of occurrences) and the termi-
nals of Qa are the same and in the same order as in Qb except that 
one or more are missing in Qa, then Qa is considered less complete 
and redundant and is dropped. (As their Dseries are identical, all 
continuations of Qa, and Qb would be the same, keeping both thus 
only adding further redundant detections.)

Note that as only two occurrences are needed for the defini-
tion and detection of critical intervals or T-Patterns, cyclical occur-
rence is not a defining aspect nor are other common aspects of 
time series such as trends (Fig. 7).

A Monte Carlo simulation method is used to evaluate the a priori 
probability of findings globally for all patterns detected in a given 
data set and for individual patterns. This is done through repeat-
edly randomizing and searching in the same data, always with the 
same search parameters and thus establishing a mean and standard 
deviation of the number of detected patterns of each length 
detected in randomized data and then comparing with the num-
bers detected in the initial data. The number of randomizations 
with searches is set such that a higher number only shows a negli-
gible difference. Two different kinds of randomization are used, 
T-shuffling and T-rotation. T-shuffling replaces each T-series in 
T-data by a T-series with an equal number of random points within 
the T-period, thus totally removing any connection with the initial 
series except for the number of points. T-Rotation can be seen as 
folding T-data around a cylinder and then rotating each of its now 
circular T-series independently by a different random amount, thus 
barely altering its structure, but randomizing its relation to the 
other series. When detected T-patterns reflect synchronized cycli-
cal relationships between T-series, the difference between detec-
tion in random versus real data may be much smaller for T-rotation 
than for T-shuffling. These methods can also be used to estimate 
the a priori expected number of occurrences of a single detected 
pattern by only implicating the event-types (T-series) included in 
the pattern (Figs. 8 and 9).

8.1 Redundancy

8.2 Statistical 
Validation
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Fig. 7 This T-pattern diagram shows  all the raw data (point) series involved in this T-pattern. The static tree on 
the left,  shows the hierarchical level-by-level bottom-top detection and connection steps in the series part. At 
the top of the diagram are shown the dynamic versions of the static (left) tree corresponding to each occur-
rence of the pattern. These dynamic trees have the same hierarchical structure as the static (left) tree, but also 
show the real distances between the event-types (terminal nodes) at each occurrence of the tree (pattern) and 
point to the raw data point connections below. (THEME screen capture)
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Fig. 8 This chart shows in green the number of different patterns of each length detected in the dyadic interac-
tion of two toddlers playing with a picture viewer. In blue are the corresponding averages over 100T-shuffling 
randomizations and detections using the same search parameters and the blue line shows the average +1 
standardization. In red are corresponding numbers for T-rotation, the other kind of randomization used. (Figure 
created with THEMETM)

Magnus S. Magnusson



19

The following sections concern primarily definitions of T-pattern 
extensions or aspects that are a part of the T-system.

Bursts or bouts of some behavior occur when a number of its con-
secutive occurrences occur with shorter distances between them, 
that is, with a higher rate, than average. To capture these scale 
independent phenomena, a T-Burst is a special kind of (univariate) 
T-Pattern relating a series by a fast CI [0, d] with itself lag-one. 
When such a fast relation exists in the series, consecutive points 
separated by a distance ≤d are joined to form each T-Burst occur-
rence. Note that a T-Burst may be detected even if it occurs only 
once and possibly only has three points, which also defines the 
smallest T-Data that can be meaningfully analyzed with THEME™; 
a single T-Series with only three points within an interval [1, T]. 
Note, however, that the number of data points is T, the number of 
occasions for an event- type to occur or not.

T-bursts sometimes can highlight and make important use of 
the tendency of some behaviors to occur in bursts and sometimes 
with different effects from those expected from single occurrences 
(Figs. 10, 11, 12, and 13). For example, a rapid repetition of the 
same command may lead to a reaction different from a single one. 
As when simply saying “go” versus a rapid “go, go, go, go, go” 
indicating much urgency. An example where detecting T-bursts 
provides much increased predictability of following behavior is 
shown in Fig. 12.

The T-patterns in a T-corpus describe different aspects of structure 
in T-data. Some T-corpus subsets may be related in various ways 
and may also contain somewhat redundant information. 
Summarizing in some way the information in a T-corpus may thus 
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Fig. 10 This figure shows the occurrence series of a particular event-type in the T-Data of Fig. 5 where for 
13.5 min two toddlers, x and y, take turns playing with a picture viewer. The point is here only to show an obvi-
ous case of a series contains bursts of the kind defined and detected as T-bursts. Here, bursts of x’s fiddling 
with something without watching what it is (i.e., “automanipulate”; see Appendix). (Figure created with 
THEMETM)

Fig. 11 This shows how Theme has identified and presented the bursts in x,b,automanipulate shown in Fig. 10. 
In Theme, a T-burst, a special relation between a series and itself, is shown as a special kind of T-pattern 
where the series is shown twice and the first and last point of each burst are connected. In this way, T-bursts 
are easily included in more complex T-patterns, which may or not themselves occur as T-bursts or contain 
other T-bursts. Such relations may reach any level found in the data. (THEME screen capture)

Fig. 12 This figure illustrates how a burst of some behavior (here x,e,automanipulate) can provide 100% pre-
diction of a long following pattern while individual occurrence of that behavior cannot. Bursts may each con-
tain a high number of repeated occurrences of the same behavior,so prediction gain based on first detecting 
bursts may increase from a very low level, for example, a few percent, to 100%, that is, from almost no predic-
tive power to the maximum. The periods where y has the viewer begin at green vertical lines and end at red 
vertical lines. X thus has the viewer from red to green x lines (overall much longer than y). X’s burst of 
x,e,automanipulate thus strongly predict the switch of the viewer to her from y. Moreover, it can be seen that 
these bursts in x’s behavior only occur, and almost all the time when the other, y, has the viewer. (Figure cre-
ated with THEMETM)
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be highly valuable and has already been done through the con-
struction of flow-charts [47], which may also be seen as an impor-
tant step towards the still evasive goal of automatic grammatical 
inference [8]. However, some concepts and tools facilitating this 
task have been developed and implemented in the Theme soft-
ware. Among these, T-composition focuses on major splits or 
 alternations within an observation period (T-period), while 
T-markers focus on key event-types or “organizers” [37, 48] or 
hubs, such that when they occur it is usually as parts of one or 
more T-patterns and thus indicate that these are ongoing. 
T-predictors (and T-retrodictors) concern predictive relations (that 
is, forward predictions, but with backward or “retro-diction” also  
possible) between T-event-types and/or T-patterns occurring 
together within more complex T-patterns.

An x % T-marker of T-pattern Q is behavior (event-type or pattern) 
such that x % of its instances are involved in occurrences of Q. In 
this sense, an instance of the marker indicates with x % probability 
that Q is ongoing. Thus, depending on the marker’s position 
within the pattern, it predicts what may follows and/or precedes it. 
The focus here is thus on the occurrence of behavior indicating 
with some certainty that one or more particular T-patterns are 
ongoing.

A stream of behavior, here as T-data, may be composed of modules 
without a hierarchical relation between them, some occurring in 
parallel and independently while others may be mutually exclusive. 
T-composition concerns the latter case and is a description of 

8.6 T-Markers

8.7 T-Composition 
and Modularity

Fig. 13 This T-pattern diagram is similar to Fig. 7 except that it only shows the T-patterns while x has the 
viewer. (THEME screen capture)
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T-data as alternating instances of two or more nonoverlapping 
(mutually exclusive) T-patterns. While most concepts in the 
T-system involve repetition, a particular T-Composition may never 
be repeated, but has a set of parameters such as number, content, 
complexity and total duration of the involved T-patterns and can 
thus be used to compare the structures of different samples, that is, 
T-data sets [49]. Note: (total duration/T) expressed as a percent-
age is called T-coverage. A T-Composition may thus itself not be a 
standard component at all, that is, just as some sentences and 
phrases it may not be repeated while any or all of its components 
may. As such they are anecdotal, but may nonetheless be meaning-
ful and functional, just as a never repeated phrase.

When trying to answer questions regarding the causes and func-
tions or the structural positions of particular behaviors (T-targets), 
this can now be done with the help of a new feature in Theme. A 
target event-type or pattern is selected and if it occurs in one or 
more patterns after other event-types and/or patterns, these 1–100 
% T-predictors are automatically identified (see Fig. 14). The per-
centage is the forward or conditional probability of a particular 
T-target occurring after the T-predictor within a T-pattern given 
the number of occurrences of the predictor pattern in the data. 

8.8 T-Prediction: 
The Prediction 
of Particular Behaviors 
Using T-Patterns
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Fig. 14 This T-pattern diagram shows the result of using Theme to search through all the T-patterns detected 
in the particular T-data (see Fig. 5) for the behavior (event-type or pattern) that best predicts a head tilt in one 
of the two toddlers, y. The pattern shown in green was the best T-predictor found T-predicting 100% the occur-
rence of y’s beginning and ending a head tilt as seen in this detected T-pattern. (Figure created with THEME)
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The focus here is thus on the prediction (with retro-diction also 
possible) of the occurrence of particular behaviors and patterns 
within particular time distance windows relative to each other. 
Other structural concepts of the T-system are  T-packets with +/- 
T-Associates and +/− T-zones, which have not been applied in the 
studies reported here, but are described elsewhere (e.g., [5, 8]).

As can be seen above, each T-Pattern occurrence has parameters 
and so do its occurrences taken together. The set of all T-Patterns 
detected in a T-Data, called a T-Corpus, also has such parameters 
and among those that most often have helped to distinguish 
between T-Corpuses, such as obtained from different subjects or 
(experimental) conditions, are the average and maximum lengths 
(m) and frequencies of their patterns. Some other useful descrip-
tive parameters of a T-Pattern used, among other, in the chapters 
of this book  are, for example:

 – Number of actors: the number of actors in the terminal 
sequence (or string). Patterns with a single actor are called 
intra-individual, but those with more than one are called multi- 
individual or interactive patterns.

 – Number of actor switches: the number of times through the 
terminal sequence X1..m, the actor of Xi+1 is different from Xi.

For a quick view of the differences between TPA and standard 
multivariate statistical methods, it is useful to think of TPA as a 
multivariate statistical method with T-Data, of duration T, as a 
multivariate binomial data table with T rows and one column for 
each series (event-type). One essential differencewhich immedi-
ately sets TPA apart from most multivariate analyses is that the 
latter relates values within the same row and in special cases with a 
fixed row distance, while TPA automatically considers any distance 
ranges through its critical interval detection. Another difference is 
that TPA adds detected relations (patterns) to the data and thus 
becomes multiordinal, allowing that the repeated patterns and pat-
terns of patterns, etc., which it detects, are entities occurring in 
time rather than abstract relations such as found through, for 
example, Factor Analysis, Multidimensional Contingency Table 
Analysis and Multivariate Regression Analysis of time series. 
Markov Chain analysis does not either have the equivalent of criti-
cal interval detection and the multilevel hierarchical and self-simi-
lar patterns of patterns branching structure. The same is true for 
Lag Sequential Analysis.

The kind of multivariate analysis that superficially most resem-
bles TPA is Hierarchical Cluster Analysis as suggested by the simi-
larity of its hierarchical tree (or nesting) diagrams and those of 
T-patterns, but the differences are essential as indicated by the mul-
tilevel point connections part of T-Pattern diagrams. (Note: that for 

8.9 Pattern Aspects 
for the Detection 
of Experimental 
Effects

8.10 T-Pattern 
Analysis (TPA) 
and Multivariate 
Statistics
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TPA, similarity does not mean belonging to the same class as it is 
not about classifying known entities or patterns, but rather gradu-
ally discovering them.) However, TPA could probably be consid-
ered as a special multiordinal hierarchical cluster analysis with 
critical interval detection providing a kind of similarity measure (and 
with an added evolution algorithm). A T-pattern detection algo-
rithm of this nature has been implemented by Vishnevskiy et al. 
[50]. They also implement an improvement concerning optional 
pattern elements (decades overdue in Theme to be implemented 
when resources allow using a different and simpler method), but as 
they point out, at the price of, among other, some false detections 
and far more complex and slow statistical computations:

Due to method’s statistical roots, some patterns can be treated as noise. 
Also our method is computationally complex. The current version, 
implemented on MATLAB works approximately 100 times longer, 
than the algorithm, based on T-Pattern detection. One of the direc-
tions for future work is parallel implementation of the algorithm on 
multiprocessor computers or on Graphical Processing Units (GPUs).

This also serves as a reminder that among fundamental design 
criteria for the T-pattern detection algorithms in Theme have 
always been transparency and availability through use of mathe-
matically simple statistics and programs for small and common 
computers, first PDP computers and then PCs since they appeared. 
Regarding speed, the results, presented in the first Theme paper in 
1981 [3] demanded 6 h of computation on a PDP 8 (after count-
less debugging runs of similar duration) whereas Vishnevskiy’s 100 
times slower algorithm would have required some 600 h or nearly 
a month for each run. The latest T-pattern detection algorithm (in 
Theme 6) is about 50 times faster than the one they compared 
with, so the same task now takes around 15 s on a normal PC or 
5000 times faster than Vishnevskiy’s implementation.

As the T-Pattern concept has been applied, elaborated, and com-
plemented to form the T-system, ideas in various areas have been 
explored and some are here noted as they seem particularly rele-
vant and promising for the continued development: symmetry, 
self-similarity, and fractals.

Symmetry is still an unusual concept in behavioral research, but of 
paramount importance when considering patterns in other sci-
ences as stated by Livio in his book about the young French math-
ematical genius Galois:

…, symmetry is the paramount tool for bridging the gap between sci-
ence and art, between psychology and mathematics. It permeates 
objects and concepts ranging from Persian carpets to the molecules of 
life, from the Sistine Chapel to the sought-after Theory of Everything. 
([51], p. 2.)

8.11 Looking 
for New “Simple, 
Elegant, 
and Powerful Ideas”

8.12 Symmetry
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And in the words of the eminent mathematician and popular 
science writer Ian Stuart:

Symmetry is not a number or a shape, but a special kind of transfor-
mation – a way to move an object. If the object looks the same after 
being transformed, then the transformation concerned is a symmetry. 
For example, a square looks the same if rotated through a right angle. 
This idea, much extended and embellished, is fundamental to today's 
scientific understanding of the universe and its origins. ([52], p. ix. 
Emphasis added.)

A particularly relevant kind of symmetry is here the so called 
translation symmetry. If after being moved (in space or time), a 
pattern (anything) looks the same, it has translation symmetry 
under the operation of such movement, with exact sameness as a 
mathematical ideal, while in nature sameness can only be approxi-
mate. Thus T-Patterns may be seen as structures that show transla-
tion symmetry under recurrence (movement) in time or space. 
This also explains how a T-pattern with only two types of elements 
(A and B) each occurring only twice, can be highly significant, 
while, among other, no particular order permutation of the four 
elements can be significantly different from random. The focus on 
translation symmetry rather than on order (sequence, contingency 
etc.) alone, becomes possible using the information about the 
positions of the elements on a real scale (mostly discrete real-time). 
Thus even with A and B each occurring only twice, it is still possi-
ble to estimate how likely it is that they would, simply by chance, 
occur twice in the same observed order and with the observed 
distances between them, which may be very similar or identical. 
From this perspective, the number of data points is not four, but 
rather for each event-type as many as there are discrete time units 
in the observation period, where it either occurs or not. So for an 
observation period of length, T, there are here 2 × T data points. 
This might suggest that given an almost infinite temporal resolu-
tion, that is, an almost infinitely small basic (discrete) time unit, 
infinite precision can be obtained, but this would require that the 
locations of event-types could be decided with the same nearly 
absolute precision, which, of course, is not realistic if only because 
real events have somewhat fuzzy limits, so it is not 100 % clear 
exactly when they begin (and/or end). However, for example, 
given a time location precision of 10-6 and an observation period of 
106 time units, where, for example, “A then B” occurs twice with 
exactly the same number (> = 0) of time units separating them, it is 
possible to calculate how likely (extremely unlikely) this were to 
happen by chance were B distributed evenly, randomly and inde-
pendently of A. The same is true for any particular variation from 
this exact distance between A and B. The question thus becomes 
whether the “A then B” structure is showing translation symmetry 
within some criterion of approximation. For T-Patterns, the degree 
of likeness is evaluated through the critical interval relation.
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With ancient roots, the mathematical concept of fractal is primarily 
a concept of the latter half of the twentieth century attributed to 
the mathematician Benois Mandelbrot [53] and is of great impor-
tance for the mathematical representation of natural phenomena. 
While purely mathematical fractals are infinite, natural (physical) 
ones are not and are thus called pseudo-fractals.

Physical fractals typically display statistical self-similarity over scales dif-
fering by just a few factors of 10. Nonetheless, as Mandelbrot first 
observed, it’s extremely useful to recognize the fractal properties of 
natural shapes. ([54], p. 293)

A multitude of well-known branching structures such as, for 
example, various natural trees or the arteries in lungs are examples 
of statistical (approximate) pseudo-fractal objects. As each branch of 
a T-Pattern, is also a T-pattern, it is approximately (statistically) self-
similar, making the occurrences of a particular T-pattern those of a 
particular recurring statistical pseudo-fractal object. It may be noted 
that self-similar suggests (translational) symmetry under the opera-
tion of simply changing the scale, as the pattern again is approxi-
mately the same only smaller (or bigger), just as a triangle remains 
a triangle independently of variation in size and angles, making it 
look different in some ways but not regarding its triangle- ness. This 
is true for detected T-patterns, but staying within the limits set by 
its critical interval relations, the variation can appear quite big over 
the occurrences of a particular T-pattern (see Fig. 15).

8.13 Fractals

Fig. 15 This figure shows (upside down) only the dynamic T-pattern tree structure shown in Fig. 7. The four 
distinct pattern occurrences can be seen as consecutive pictures taken with some intervals between them of 
the same tree in some wind making the branches swing, a case of translation symmetry. Generally the bigger 
branches can move more and their distances to others change more. Small branches near the top of the same 
big branch will stay relatively close, while the distances between those at the top of different big branches may 
vary much more. This explains why search algorithms that assume all distance variations (using an interval 
size fixed a priory) between all parts to be the same when a large pattern repeats will normally fail if the pat-
tern has a fractal or tree structure and recurs in some “wind”. (Figure created with THEME)
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9 Discussion

The various terms of the T-System and in particular the T-pattern 
concept, have here been defined in a fairly formal manner, but are 
sometimes better communicated and explained by reference to the 
apparently obvious everyday observation that the instances of vari-
ous behaviors sometimes occur “together,” concurrently and/or 
sequentially, as pairs, triplets, quadruples, and combinations of 
these, etc. with predictable time distances between the consecutive 
n-tuples (n > =1), and that these approximately timed combina-
tions occur more often than expected if each part occurred inde-
pendently of the others (e.g., a greeting, a dinner, or a frequent 
verbal expression in terms of its main parts.) The repeated patterns 
are thus typically hierarchically composed of patterns that also 
occur independently and possibly as parts of different T-Patterns 
as, for example, in speech and text where even meaningless compo-
nents such as sub-meaning vocal tract movements or, in text, verti-
cal and horizontal segments and curves, combine into spoken or 
written phonemes or letters that again combine into meaningful 
words and phrases. Seeking objective information, the task here is 
to start by obtaining information about the locations of repeated 
simple elements, possibly below the level of meaning or function, 
and then searching for repeated higher order patterns, which may 
reach the level of “meaning” or function, while some that don’t in 
any obvious way, may still be useful, for example, for diagnostic 
purposes or for the detection of any experimental effects.

We meet mathematics again as a unifying language in the modern 
study of the neuronal connectome of the brain firmly based on 
Graph Theory, the mathematics of networks and providing already 
this interesting estimation:

Given the estimated number of neurons (≈1011) and number of synap-
tic connections (≈1015) in the human brain, a complete map of the 
connectome at the micro scale would be extremely sparse – fewer than 
one in a million (less than one ten thousandth of a percent) of all syn-
aptic connections actually exist. ([15], p. 41)

Similarly, one wonders what tiny proportion of all mathemati-
cally possible temporal T-patterns (connections) actually exists in 
neuronal (and human) behavior and interactions, but it seems 
likely to be even smaller.

TPA finds somewhat more complex patterns in human interactions 
than in the neuronal interactions ([10, 11], and Nicol et al in this 
volume). One possible reason is that while all the neurons regis-
tered are probably at the same organizational level, the human 
behavior categories commonly used, for example, anything from eye-
blinks to locomotion, are probably not. As the neuronal connection 

9.1 Physical 
and Temporal 
Connectomes

9.2 Neuronal vs. 
Human T-Patterns
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networks of brains are nested hierarchies with connection hubs at 
various levels [15], including the activation moments of hubs 
at various nesting levels might give rise to T-Patterns more like 
those found in human behavior.

Automatic data collection from social media, mobile devices and 
other kinds of electronic interactions, has made colossal data vol-
umes common place and is leading to a new field of research: social 
physics [55]. Consequently, much attention is directed towards 
mining the gigantic data volumes constantly piling up at a rate 
never seen before in human history. TPA was not developed for 
such data mining and has to date not been applied in that area. The 
biggest data analyzed with TPA to date are minuscule in compari-
son, that is, data collected automatically from microchips implanted 
in living brains simultaneously recording the firing of hundreds of 
individual neurons with a temporal resolution of a few millionth of 
a second during trials lasting tens of seconds and producing hun-
dreds of data files each with tens of thousands of spikes from hun-
dreds of neurons. So even if TPA with Theme was rather developed 
to deal with the analysis of tiny data it has been applied successfully 
to such fairly substantial neuronal data [10, 11], which are, how-
ever, dwarfed by modern big data.

Given the current attention to data mining in big data it may be 
forgotten that statistical analysis of tiny data, possibly only a few 
instances of a few types of events, can also be a great challenge as 
most statistical methods were not developed for such data. On the 
other hand, the T-Pattern model and algorithms were, from the 
very beginning developed for meaningful quantitative and struc-
tural analysis of tiny data, for example, from dyadic interactions 
lasting only a few minutes, where a single complex interaction pat-
tern possibly occurring only twice can be a highly significant 
T-Pattern detectable by TPA, but beyond the reach and intended 
use of available statistical methods. It is worth noting that some 
types of events will by nature remain be very rare and thus only 
provide tiny data, such as, for example, tsunamis, the melt down of 
nuclear power plants, major economic system crashes, earthquakes 
and volcanic eruptions or the collapse of states and political blocks.

In 2007, Buchanan writes in his book “The Social Atom”:

A few years ago, I worked as an editor for Nature,… I noticed then 
that the authors of some of the research papers … were seriously 
 seeking to find mathematical regularities in the human world of the 
kind known to physics; … finally beginning to take Schelling’s way of 
thinking seriously. Since then, an explosion of modern research in what 
I would like to call “social physics” has convinced me that we stand at 
an important moment in history. We’re now witnessing something 
akin to a “quantum revolution” in the social sciences. ([56], p. x).

9.3 Big Data

9.4 Tiny Data

9.5 Social Physics
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It seems that the approach described and applied in this book 
may fit in this evolution towards a more mathematical or “social 
physics” approach to the study of everyday behavior and interac-
tions, while attempting to understand in similar mathematical 
terms the behavior and interactions of organisms and other bio-
logical entities from proteins in Cell City (Note 4), to neurons in 
brains, to humans in cities and societies.

In our current extremely unequal “world of the 1 %” that 
nobody seems to want, “social physics” may help dealing with such 
unwanted “mathematical” twists in nature:

Even when everyone is content with racial integration, but just not 
wanting to be a part of an extreme minority (for example, 30 %), this 
leads to segregation even though no single individual would have 
wanted this”. ([56], p. viii). {Buchanan here referring to Schelling’s 
[57] famous segregation (simulation) experiment.}

In the first years of TPA with Theme, in the early 1980s the ice to 
break was quite thick especially among some statisticians, who 
were often automatically considered experts when numbers were 
involved. The analysis of data in standard matrix format (and rarely 
involving time series) such as obtained from, for example, ques-
tionnaires, were in great demand and close to the minds of most 
statisticians with excellent adequate tools in easily available statisti-
cal packages.

In continuation of the already mentioned collaborations and 
support, one important ice-breaker was a series of doctoral thesis 
(see [9]) directed by my long-time (mostly 1983–1993) collabora-
tor Janine Beaudichon director of the (Binet) Psychological 
Laboratory in the old Sorbonne while also vice-president of the 
University of Paris V. Another icebreaker was an invitation in 1993 
from our collaborator Teresa Anguera, then director of the 
Department for Methodology for the Behavioral Sciences at the 
University of Barcelona, to publish in the European Journal of 
Psychological Assessment, where she was then a guest editor [4]. A 
lesson learned from these earlier years is that it is not always sure 
that a paper containing some mathematics and computation is best 
understood any statistician or computer scientist, among other 
some knowledge of behavioral science may also be required as well 
as some general openness to new approaches. Another lesson 
learned is that easily available tools may sometimes  disproportionally 
influence the choice of analytical approach and even research, a fate 
that TPA will hopefully never befall.

Findings reported in this book and in earlier publications (e.g., [9, 
58]) indicate that T-patterns are salient features in the temporal 
organization of behavior and interactions at very different time 
scales with time units varying from approximately the order of s−6 

9.6 Breaking the Ice

9.7 From DNA 
in Cells, to Cells 
in Brains, to Brains 
in Cities
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to s5 (days) among organisms from brain neurons (≥m−6) to a 
humans [10, 11, 59]. It seems fairly obvious, even if no empirical 
analyses confirm this yet, that T-patterns exist at far larger scales 
such as well-known and named patterns repeated throughout his-
tory (uprisings, wars, elections, great games and strikes) all appar-
ently sharing the essential T-pattern characteristics of repeated 
structured hierarchical self-similar clusters in time and/or space.

Ending on an even more speculative note, there is apparently a 
structural similarity of behavioral T-patterns and the various 
repeated patterns, such as genes, on the physical DNA molecule 
[7]. Even more surprisingly there also seem to be functional analo-
gies between various behavioral T-patterns in human societies and 
genes and proteins within the cell (sometimes called “Cell City,” 
see Note 4). Thus to meet particular intra-cellular needs particular 
genes (DNA T-Patterns) may for a while be expressed more fre-
quently leading to more copies of the corresponding protein mol-
ecules and in human cities to facilitate some processes, the 
frequency may be increased of some T-patterns such as talks, ses-
sions and dinners.

In any case, TPA, that is, the T-system and corresponding soft-
ware, may hopefully continue to find some constructive use for 
researchers in various fields and with some luck be scrutinized and 
improved possibly beyond recognition by talented individuals with 
fresh energy and time.

10 Notes

 1. The following is an example of T-Class vs. T-Item (or nominal 
variable vs. nominal value) correspondence table as used in the 
Theme software. Class names begin in column 1 and its items 
in column >1. (Here classes are also shown in upper case and 
items in lower case.) Such tables are provided for each set of 
data files as simple .txt files, called vvt.vvt,  where vvt stands for 
“variable value (correspondence) table”.

ACTORS
     bill
…
 jack
B_E {for beginning or ending}
b
e
POSTURE
     stand
     sit
     …
     lie
LOCOMOTION
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     walk
     crawl
     …
     order
HEAD
     headtilt
     …
     nod
     toungout
HANDS
     reach
     manipulate
     …
     lay
     automanipulate
REACH
     up
     down
LOOKS
     lookat
     …
     glanceat
FOCUS
     viewer {a toy}
     …
     partner
DURATION
     short
     long
EXTENT
     full
OTHER
     haveviewer

 2. The following is a part of a T-Data file as entered into Theme, 
that is, as a simple tab delimited .txt file, here based on the full 
version of the variable vs. value correspondence table of the VVT 
file in Note 1. The Time variable, always an integer, indicates the 
time in the basic time unit of the time scale used (e.g., microsec-
ond, second, hour, or day). The Event variable indicates the type 
of event observed at the time unit (unit interval) on the left.

Note that while each event-type either occurs or not at any 
discrete time point (unit interval), any number of different 
event-types may occur at the same discrete time point. 
Hundreds of such files can be analyzed in a single Theme run, 
either independently, in various combinations corresponding 
to levels of experimental variable or all combined. The minimal 
size of data that may be meaningfully analyzed by Theme is a 
single T-data file with a minimum of one T-series with  
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a minimum of three occurrences of a single T-event-type. Such 
data may allow the detection of a single T-burt occurring once, 
but a T-Data with a single series with two occurrences of each 
of two event- types may allow the detection a two occurrences 
of a T-pattern.

Time      Event
155        : {means observation begins}
155        y,b,haveviewer
155        y,b,kneel
155        y,b,manipulate,viewer
161        y,b,lookat,viewer
211        y,e,lookat,viewer
214        y,b,view,long
318        y,e,view,long
319        y,b,lookat,viewer
369        y,e,lookat,viewer
370        y,b,lookat,pictcard
424        y,b,sit
424        y,e,kneel
519        x,b,walk
541        x,e,walk
….
12603    y,b,haveviewer
12611    y,b,manipulate,viewer
12612    y,b,glanceat,partner
12615    y,e,automanipulate
12622    y,e,glanceat,partner
12624    y,b,sit
12624    y,e,kneel
12628    y,b,glanceat,partner
12639    y,e,glanceat,partner
12639    y,e,sit
12640    & {means observation ends}

 3. Regarding Cell City see, for example,  http://www.open.edu/
openlearn/profiles/guest-218

Appendix: Meaning of Codes

Categories mostly those of McGrew [34]
Auto manipulate: touching something without looking at what is 

being touched.
View,long: viewing something for more than 3 s.
Glance at partner: a short glance at the other.
x or y, b or e, haveviewer: the viewer begins or ends being on the 

side of, respectively, x or y.

Toddlers X and Y 
playing with a viewer
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Immobile: being completely still, silent and not moving at all
Headtilt: tilting the head clearly to one side; a category much stud-

ied by Montagner [24] with results providing much inspira-
tion for the present methodological development of T-patterns 
and Theme. It seems to function often as a part of effective 
begging behavior and/or be soothing for the receiver.
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    Chapter 2   

 Interactive Deception in Group Decision-Making: New 
Insights from Communication Pattern Analysis                     

     Judee     K.     Burgoon     ,     David     Wilson    ,     Michael     Hass    , and     Ryan     Schuetzler     

  Abstract 

   Interpersonal deception is a dynamic process in which participating individuals adjust and adapt their 
behaviors as the deception proceeds. Using THEME, we demonstrate that deceptive communication in 
group settings is highly patterned. We further examine patterning behavior using the strategy-focused lens 
of Interpersonal Deception Theory (Buller and Burgoon, Commun Theory 6(3):203–242, 1996). 
Correlation and regression analyses suggest that (1) deceivers tend to be strategically assertive as they carry 
out deception in group settings, and (2) individuals suspicious of deception tend to engage in probing 
behavior, ostensibly attempting to confi rm their suspicions. Our fi ndings demonstrate the value of analyz-
ing deceptive behavior in terms of patterning to gain greater insight into the complex deception process.  

  Key words     Deception  ,   Group decision-making  ,   Nonverbal communication  ,   Pattern analysis  ,   THEME  

1      Introduction 

 Interpersonal  deception      is a complex and dynamic interaction 
between two or more people in which messages are knowingly sent 
by a deceiver in order to foster a false belief or conclusion by the 
receiver [ 1 ]. Deceptive interchanges, like other forms of interper-
sonal  message exchange  , are an iterative process of sending, receiv-
ing, and updating messages in response to the messages and 
feedback of interlocutors. During a deceptive exchange, deceivers 
attempt to manipulate the interchange in order to accomplish their 
goals while evading detection and may do so by resorting to a vari-
ety of different strategies, such as obfuscating, becoming reticent, 
or distancing themselves from what they are saying [ 2 ] or alterna-
tively, taking a more  assertive and persuasive approach   in order to 
win over their targets [ 3 ,  4 ]. In turn, potentially deceived  interac-
tants  , if made suspicious, may adopt strategies of their own to 
uncover the truth. For example, suspectors might make their sus-
picions manifest by probing for more information, or they might 
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quietly monitor the target of their suspicion but maintain an impas-
sive exterior that masks their own skepticism. Because interpersonal 
communication is an adaptive and dynamic process, the emergent 
communication between deceivers and their targets may take a 
variety of forms and evolve as the deception progresses. The strate-
gic, adaptive, and dynamic nature of communication thus poses 
signifi cant challenges to its analysis. Simple aggregate measures or 
analyses  conducted   in the opening seconds of an interaction may 
be highly misleading about the trajectory of a deceptive inter-
change, and what happens early may bear little resemblance to 
what happens later. This analysis becomes even more complex 
when applied to group interactions, inasmuch as the web of rela-
tionships and message exchanges increases exponentially the poten-
tialities for message transmission and receipt.  Senders   may produce 
one-to-one or one-to-many messages to recipients who may or 
may not transmit feedback to the sender and who may opt to 
remain a passive observer or who may take up the sending role. 
These complexities may account for why knowledge of deception 
in  group interaction is sparse   [ 5 ]. Because of this challenge, the 
current investigation attempted to uncover regularities in decep-
tive communication episodes by applying the pattern discovery and 
analysis tool THEME [ 6 ,  7 ]. Specifi cally, we applied it to group 
interactions in which both deception and suspicion were present to 
determine whether this analytical tool would deliver more insight 
into deception in interpersonal and group interactions. 

  THEME   is a commercially available program designed to 
detect subtle temporal patterns in a set of data. It can be used to 
discover and analyze any data that is composed of discrete events 
that are arranged according to some  temporal indicator  . This fl ex-
ibility has allowed the software to be used in such diverse contexts 
as team interactions [ 8 ], behavior of autistic children [ 9 ], and fam-
ily confl ict [ 10 ]. The current investigation, in which one deceiver 
attempted to deceive two other group members, one of whom was 
induced to be suspicious and one of whom remained naïve to the 
deception, offered an excellent test bed to examine the utility of 
THEME to uncover patterning of interaction in nonverbal behav-
ioral data identifi ed by trained observers. The patterning uncov-
ered by this analysis grants a novel angle from which to view the 
strategic and dynamic nature of group deception interactions. 

 In what follows, we fi rst articulate the theoretical underpin-
nings and research questions guiding the investigation, as informed 
by Interpersonal Deception Theory (IDT; [ 1 ]). Next, we briefl y 
describe the  experiment and behavioral observation procedures   
from which we derive the coded data used by the THEME soft-
ware. We then describe the THEME analysis approach before 
turning to our report of the results of our analysis within the 
 context of our IDT lens. We end with a discussion of our fi ndings, 
including some limitations of our approach and opportunities for 
future deception research using  THEME  . 

Judee K. Burgoon et al.
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 It is important to note at the outset that both the participant 
sample size and the nonverbal behaviors that are coded are limited 
and far short of the ideal for either. Nevertheless this  corpus  —as 
one of the fi rst derived from lengthy group interactions—offers 
the temporal scale and unconstrained discourse among group 
members to permit a fi rst glimpse of THEME’s ability to uncover 
interesting regularities in truthful, deceptive, and suspicious 
behavioral patterns. 

   As already noted, with rare exceptions (e.g., [ 5 ,  11 ,  12 ]), little prior 
research has considered deception in groups or its detection in 
groups [ 13 ], the lion’s share of work having focused on  dyadic 
deception   [ 14 ]. For this investigation, our focus was on  group inter-
actions   in which one deceiver attempts to deceive two other group 
members. This type of interaction is particularly well- informed by 
the perspective that deception is  interactive and dynamic   [ 1 ], since 
group communication processes are typically much more complex 
than dyadic interactions and require deceivers to manage the percep-
tions and communication of two or more receivers at once [ 11 ]. 
The demands on deceivers to manage this process, especially in the 
face of a suspicious interactant, are therefore likely to call forth 
diverse schemes for successfully achieving their ends while allaying 
suspicions. It is well understood that human communication tends 
to be highly patterned, and these patterns have been the subject of 
much empirical effort (e.g., [ 15 – 17 ]). In addition to turn-taking 
and similarly obvious communication patterns, interactions also fol-
low patterns that are sometimes subtle and imperceptible to the 
 casual observer   [ 18 ]. These patterns, perhaps especially those which 
cannot be easily observed, could provide important insights, espe-
cially under the assumption that behavioral patterns are fl uid over 
the course of a deceptive interaction [ 19 – 22 ]. 

 IDT [ 1 ,  23 ] was proposed as a “merger of interpersonal com-
munication and deception principles designed to better account for 
deception in interactive contexts” ([ 1 ], p. 203). The theory places 
deception in the context of interactive communication, and pro-
poses that deceivers exhibit both  strategic and nonstrategic behav-
ior  . Strategic behavior in this context refers to intentional, deliberate 
activities that are not necessarily manipulative but rather goal-
directed. Thus, deceivers may orchestrate and adapt their deception 
to put forward the most successful self-presentation, to allay receiver 
suspicions and to achieve their desired ends (such as to persuade 
another to accept their advocated position). Additionally, they also 
display inadvertent indicators of discomfort, true emotional state, 
cognitive taxation, and attempted behavioral control that result in 
impaired communicative performance. These are what IDT regards 
as nonstrategic behaviors. 

 The notion that deception is strategic is not unique to IDT. The 
original four-factor theory of Zuckerman, DePaulo and Rosenthal 

1.1  Theoretical 
Background

Interactive Deception in Group Decision-Making



40

[ 23 ] recognizes that deceivers engage in behavioral control. The 
later self-presentational perspective of DePaulo [ 24 ] and the alter-
native models of deception advanced by Vrij [ 25 ] all acknowledge, 
implicitly or explicitly, that deceivers are goal-oriented and adapt 
their communication to achieve their deceptive goals. However, 
the strategic nature of deception is particularly salient in the con-
text of an ongoing interaction. The  deceiver   must monitor the 
reactions of the other interactant(s) in order to guide the down-
stream interactions to further convince them, fi ll in exposed holes 
in the deception, and so on. 

 Though IDT broadly addresses many facets of interactive 
deception, the focus of our research here is on two interaction- 
focused factors that should be particularly evident in our pattern 
analysis approach:  behavior patterns associated with deception  and 
 behavior patterns associated with suspicion .  

   We have noted that during deceptive interchanges, deceivers may 
display both strategic and nonstrategic behavior. Considerable 
empirical work has identifi ed that certain kinds of behaviors such as 
adaptor gestures (scratching, face-rubbing, fi dgeting, and the like) 
are signs of discomfort or nervousness [ 26 ] and are unlikely to be 
displayed intentionally. Understudied are the ways in which deceiv-
ers might behave strategically. In the context of group deception, 
this strategic behavior might be manifested as the deceiver attempt-
ing to control the interaction, either dominating the conversation 
or, at a minimum, soliciting desired responses with carefully con-
structed speaking actions that initiate patterns of communication. 
Research has shown that the initiation and control of conversation 
are dominant strategies, as is using highly expansive and expressive 
gestural patterns that convey strength [ 27 ]. Thus, initiating pat-
terns by adopting the speaker role and displaying patterns that 
entail illustrator gestures would constitute strategic activity. Other 
forms of strategic behavior are also conceivable. For example, 
deceivers might opt for a more submissive “lying low” strategy 
after introducing deception, letting other group members initiate 
lines of discussion and further develop the deceptive ideas without 
his or her intervention. One way this pattern would manifest is 
through the use of backchannel head movements—nods, shakes, 
and other head movements—while in the listener role that 
 encourage the speaker to continue talking [ 28 ]. Because there is 
no clear- cut prediction of what strategies a deceiver might adopt, 
we left as a research question whether and in what form strategic 
patterns might emerge. If no repeated patterning involving deceiv-
ers were to emerge, or if patterns only entailed adaptor behavior, 
that would be suggestive of a lack of strategic activity on their part. 

 RQ1: To what extent and in what ways do deceivers exhibit 
strategic communication patterns when engaged in group 
deception?  

1.2  Behavior 
Patterns Associated 
with  Deception  

Judee K. Burgoon et al.



41

   Research related to IDT has shown that receivers often become 
aware of the presence of deception, even if they do not label it as 
such; when their suspicions are piqued, their own behavior often 
telegraphs their suspicions to senders [ 2 ,  29 ]. In turn, IDT con-
tends that senders perceive suspicion when receivers signal disbe-
lief, uncertainty, or a desire for more information, and such 
suspicion, whether perceived or actual, prompts senders to increase 
their own strategic activity to mitigate such suspicion [ 1 ]. 

 To ensure that suspicion would be invoked in the current exper-
iment and have some degree of homogeneity in its cognitive repre-
sentation, we experimentally induced suspicion but did not indicate 
who might be engaging in deceit or even how certain such a possi-
bility might be. Just as deceivers are active rather than passive inter-
locutors who may engage in deliberate, strategic actions of their 
own, suspectors possess a range of alternative strategies for attempt-
ing to unmask duplicitous team members. Sensing that deception is 
taking place may spur them to probe for further information or evi-
dence to confi rm or disconfi rm that suspicion. Employing this stra-
tegic information-seeking behavior [ 30 ], they might engage in 
verbal or nonverbal behavior that encourages suspected deceivers to 
talk more and in so doing to betray their duplicity verbally through 
what they say or nonverbally through “tells” of malicious intentions. 
In the context of patterned interactions, this probing behavior might 
manifest as an increase in interdependent interaction, i.e., patterns 
that include other members of the group. However, suspectors 
might also adopt a cagier strategy of increased watchfulness while 
remaining on the interaction sidelines, allowing other group mem-
bers to lead the conversation and elicit diagnostic indications of a 
suspect’s hidden agenda. Thus, we posed as a research question, 

 RQ2: To what extent do suspicious individuals exhibit regu-
larities in their interaction patterns and what is the complexion of 
those patterns?   

2    Method 

   The experiment consisted of Reserve Offi cers’ Training Corps 
( ROTC)   cadets participating in a simulated operations task called 
 StrikeCom,      a serious multi-player strategy game developed by the 
University of Arizona Center for the Management of Information 
[ 31 ]. StrikeCom is designed to investigate factors affecting team-
work and communication and to elicit the kinds of interdependen-
cies and interaction patterns that typify decision-making in 
scenarios that resemble real-world conditions, incorporating the 
kinds of decisions military personnel must make in searching out 
and destroying enemy weapons caches. Although the game was 
introduced to participants as an exercise in collaboration, in reality 
it was intended to test for the effects of deception and suspicion on 
group processes and outcomes.  

1.3  Behavior 
Patterns Associated 
with  Suspicion  

2.1  Overview
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   Participants ( N  = 42; 31 males, 11 females) were undergraduate 
 ROTC   cadets recruited from the university’s local ROTC chapter 
who participated as part of their curriculum in a simulation of an 
air operations center decision-making activity. Participants were 
randomly assigned to one of three roles—defi ned by the intelli-
gence assets they would control—to search territory in an enemy 
country, to locate caches of missiles, and to destroy the weapons. 
As an incentive to boost motivation, cadets were informed they 
would be observed by their superior offi cer during performance 
of the task and would receive a special reward if they were the 
most successful team in destroying all of the missiles. The sample 
ranged in age from 18 to 24 years ( M  = 19.69, SD = 1.52) and 
included 33 Caucasian, 7 Hispanic/Latino, and 2 Asian/Pacifi c 
Islander individuals.  

   The  independent variables      of deception and suspicion were deliv-
ered through the random role assignment. Those assigned to the 
role of  Space  (e.g., satellite imagery), were instructed to introduce 
faulty information that would steer the group  away from  the mis-
sile silos. They were to act as though they had friends and family 
members still living in the vicinity of the missile sites and their true 
allegiance was to the enemy cause. Their task was also to evade 
detection. They were thus induced to become  deceptive . Those 
assigned to  Intel  (e.g., spies on the ground) were induced to be 
 suspicious  by being told that other team members might or might 
not introduce inaccurate and misleading information into the team 
deliberations. The third member of each team controlled  Air  (e.g., 
surveillance planes) and was naïve to the deception and suspicion 
inductions. Air served as the control group against which to com-
pare the other two manipulations. This within-group design per-
mitted examining the dynamics resulting from having both 
deception and suspicion present in the group. Table  1  summarizes 
the three roles, their associated manipulations, and the  different      
instructions given to each participant.

      Participants  reported   to a research site and were randomly assigned 
to three-person groups and to one of three roles within their 
group: Space, Air, or (Human) Intel. Through a succession of fi ve 
turns, teams were to utilize their respective assets to locate targets 
hidden on a computer-displayed map overlaid with a 6 × 6 grid. 
After sharing search results with each other, they were to arrive at 
a consensus strike plan to destroy the missile launchers (see Figs.  1  
and  2 ). Instructions were delivered by video on the same comput-
ers to be used during the simulation. Prerecorded instructions 
assured that they were uniform for all groups and players. 
Participants completed a practice run through the simulation indi-
vidually before undertaking the team version so that all partici-
pants were familiar with the game.

2.2  Sample

2.3  Independent 
Variables

2.4  Experimental 
Procedure

Judee K. Burgoon et al.
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   Table 1  
  Independent  variable   manipulations   

 Role  Manipulation  Excerpts from manipulated instructions 

 Air  Naïve  Standard game instructions. Served as control group 

 Intel  Suspicion  “In group deliberations, there is always the possibility of faulty or inaccurate 
information. You are strongly advised to discuss your teammates’ search 
results and recommendations in detail…This faulty or inaccurate 
information can come from ANY source internal to this simulation, such 
as the players” 

 Space  Deception  “Although most of us typically think that ‘honesty is the best policy,’ there 
are times when being truthful is not in the best interest… Your real task 
is to deceive your team members about the true location of the enemy 
camps… You must prevent your teammates from discovering the true 
location of the enemies and must convince your team to destroy empty 
territory” 

  Fig. 1    Sample of 10 × 10  StrikeCom   grid and map showing search selection for satellite intelligence       
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    Teams were seated at round tables so that they could commu-
nicate face-to-face but with computer screens in front of each 
player on which were displayed the map and grid. Privacy screens 
prevented players from seeing one another’s computer; they had to 
rely on team members’ oral reports for the information returned 
by their assets. Teams would complete a search turn, share infor-
mation, plan their strategy for the next search and then undertake 
the next search. Results displayed to other group members con-
sisted of green checks, indicating a grid location was apparently 
clean, a yellow question mark signifying uncertainty about the 
intelligence from that area or a red icon suggesting a high proba-
bility (but not certainty) that weapons were present. Players were 
informed in advance that different information assets had varying 
degrees of reliability and that their single asset could only check 
one grid cell at a time. This instruction introduced the needed 
uncertainty about the accuracy of the assets. 

 Participants proceeded through fi ve search rounds, presenting 
and discussing their ostensible search results after each round and 
strategizing about where to search next, before proceeding to the 
strike round, during which they were to arrive at a single consen-
sual decision on three areas to strike with bombs. After fi ve search 
turns, the group developed a strike plan, choosing the territories to 
be bombed to destroy the weapons caches. After submitting their 
strike plan, the computer returned a report of their success in hit-
ting the three grid areas where the weapons had been located. 

  Fig. 2    Sample return of results after a search turn       
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 The search and strike  discussions   averaged 25 min 
(range = 15–51), thus providing much longer and richer interac-
tion than is typical of interpersonal communication experiments 
and far longer than the brief utterances that typify most deception 
studies [ 14 ].  

    Participants   first completed a pretest survey to assess demographics 
and prior computer experience. Following the simulation, they 
completed a posttest survey asking about their experiences playing 
the game and their personal motivation during the game. 
Manipulation checks were also collected to assess whether those in 
the Space role (deceivers) misreported information during the 
game and those in the Intel role (suspectors) actually were suspi-
cious of their team members. Following the posttest survey, the 
participants were fully debriefed and discussed the task as part of 
their ROTC curriculum on decision-making and the impact of new 
technologies on such decision-making.  

   Video  recordings   of the groups’ discussions during the exercise 
were manually time-coded using a software tool called C-BAS 
[ 32 ]. The kinesic nonverbal behaviors that were coded for analysis 
are summarized in Table  2 . Using C-BAS, trained coders watched 
each session’s video, pressing and holding a key each time a specifi c 
behavior began, then releasing the key when the behavior ended. 
This allowed the software to record both frequencies and durations 
of each behavior in very granular (down to individual frames at 30 
frames-per-second) increments, thus providing fi ne-grained data of 
behavior during the interactive sessions.

2.5   Self-Report 
Measures  

2.6  Nonverbal 
Behavioral 
Observation

   Table 2  
  Nonverbal  behaviors   coded for THEME analysis using C-BAS   

 Behavior  Description 

 Illustrator gestures  Movements used to accompany speech. They can be used to clarify speech 
and aid in listener understanding [ 34 ] 

 Adaptor gestures  A broad category of kinesic behaviors used to “satisfy physical or 
psychological needs” [ 26 ]. These adaptors in our classifi cation schema 
refer to adaptors  using the hands  

 Lip adaptors  Adaptor behavior limited to the mouth: pursing, licking, or biting lips, 
tongue-showing, and other related mouth movements indicating 
concentration, consternation, confusion, or nervous activity [ 26 ] 

 Speaker head movements  Head movements used during speech to illustrate and complement what 
is being said, to punctuate speech, or signify tense [ 35 ,  36 ] 

 Backchannel (listener) 
head movements 

 Nods and shakes while listening, which provide visual feedback and/or 
encouragement to the speaker, showing that they are being heard and 
understood [ 28 ] 

Interactive Deception in Group Decision-Making



46

   The means and standard deviations for each of the coded behav-
iors are summarized in Table  3 . They reveal that participants engaged 
in quite a few illustrator gestures. Head movement was also quite 
frequent, especially backchannel nods (listener head movements). 
Although the amount of speaker head movement did not differ by 
role, such movement was featured differentially in the initiation pat-
terns that emerged. Thus, aggregate data may mask an important 
behavior, while THEME analysis can expose its importance. One 
other noteworthy statistic is the frequency of lip adaptors. Those in 
the space (deceiver) role used more than twice as many as those in 
the air (naïve) role. Although this is evidence of nonstrategic behav-
ior by deceivers, it does not obviate the presence of strategic behav-
ior, as the analyses to follow reveal.

   These frequency data were the input for our THEME analysis, 
described in the next section. Each behavior’s beginning and end 
was also marked.  

   The THEME software  program   is designed to discover and ana-
lyze patterns among discrete events within time-oriented data [ 7 , 
 6 ]. The software uses specially coded data to build a timeline of 
events, then searches for patterns within the timeline that meet 
very stringent statistical signifi cance thresholds and other criteria. 
Each occurrence of an event is signifi ed by a text-based code that 
specifi es the type of event that occurred along with a timestamp of 
when it occurred. In our dataset, a sample event type that occurred 
would be  coded   as “Space,b,SpeakingNods,” signifying that the 
individual in the Space role began a speaking nod at the associated 
time. These coded data are aggregated by the software into a time 
sequence that includes each distinct event type and the times at 
which that event type occurred. 

2.7  THEME Analysis

   Table 3  
  Summary statistics for frequencies of nonverbal  behaviors   included in THEME analysis ( N  = 14)   

 Behavior 

 Air  Intel  Space 

  M   SD   M   SD   M   SD 

 Illustrator gestures  53.0  46.2  63.4  26.3  47.1  39.6 

 Adaptor gestures  50.6  53.5  33.7  40.9  38.1  36.7 

 Lip adaptors  17.7  18.7  26.9  18.9  38.2  25.6 

 Speaker head movements  22.3  21.2  20.3  20.2  22.3  17.8 

 Backchannel (listener) head movements  52.1  39.5  41.0  23.8  46.5  36.7 

   Note : Means and standard deviations are aggregated across all 14 interactive sessions  

Judee K. Burgoon et al.
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    THEME allows   the researcher to specify various parameters when 
searching for patterns. We used a maximum search level of four to 
find complex patterns yet stay within operational bounds of our 
system. Variability in group discussion length necessitated adjust-
ing the pattern recognition parameters for each session. To over-
come potential bias because of this variability, we chose to 
dynamically weight the minimum occurrences according to the 
length (in seconds) of each interaction session. In this way the 
minimum occurrences threshold was set lower for datasets with 
shorter  interactions   and higher for datasets with longer interac-
tions, with a maximum threshold of ten occurrences. This dynamic 
threshold assured that we were only analyzing truly recurrent 
events, but that we did not artificially deflate the number of pat-
terns discovered for datasets from shorter interactions.  

   A  t-pattern   is defi ned as a set of event types that occur either con-
currently or sequentially with signifi cantly invariant time differ-
ences between the pairs [ 6 ]. When THEME detects a t-pattern, a 
string of event types is provided. This string reports the pattern 
structure observed. An example t-pattern discovered in our dataset 
is the following:

   ((Intel,b,BackchannelNods (Intel,b,Left,Adaptors Space,b,Left,
Adaptors)) (Space,e,SpeakingNods Intel,b,BackchannelNods))    

 This pattern shows an interaction between the Intel and Space 
roles, with Intel demonstrating backchannel nods and adaptors 
while the Space role is speaking (indicated by the end of speaking 
nods during this pattern). A representation of where this pattern 
appeared during an interaction is shown in Fig.  3 .

   It is possible, especially given the large number of events in 
each session, that some or all of the patterns discovered by THEME 
are the result of chance. To ensure that this is not the case, THEME 
also compares the results of the pattern discovery process to ran-
domized results. To accomplish this, THEME randomizes the 
order of the event types to produce a new sequence of events. 
Pattern discovery is then performed on the randomized data using 
the same parameters previously selected, and the resulting discov-
ered patterns are compared against those patterns which were dis-
covered using the original data. This procedure is repeated several 
times to get an average number of patterns from the random data. 
As shown in Fig.  4 , which is produced from the coded data from 
one of the team discussions, the communication patterns from the 
original dataset occur much more frequently than can be attrib-
uted to chance. In the fi gure, which represents the counts of dif-
ferent lengths of discovered patterns, we see  substantially   more 
observed patterns of lengths three, four, and fi ve in the real data 
than in the randomized data (which are  represented   by the smaller 
bars only visible at patterns of lengths two, three, and four). Take, 

2.7.1  Pattern Search 
Parameters

2.7.2  The T- Pattern  
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for example, the bars representing patterns of length four. In the 
 real  , unshuffl ed dataset (the red bar), THEME discovered 76 inde-
pendent patterns that included exactly four different or repeating 
event types. The randomized data produced an average of three 
patterns of this length.

3         Results 

   Prior to testing hypotheses,  manipulation checks   were conducted to 
confi rm that those in the Space role actually deceived, those in the 
Human Intel were actually suspicious, and that their suspicion level 
differed from those in the naïve Air role. On the rating of “I was accu-
rate in reporting my asset’s information to the group,” those in the 
Space role ( M  = 2.36, SD = 2.10) were signifi cantly less accurate than 
those in the Intel ( M  = 6.86, SD = 0.36) and Air ( M  = 6.43, SD = 1.09) 
roles,  F ( 2 ,  39 ) = 45.29,  p  < 0.001,  η  2  = 0.70. Space participants largely 
misled their group, although the large standard deviation indicates 
that not all were equally compliant. Less accurate reporting also 
tended to be related to a poorer team game score ( r  = 0.22,  p  = 0.08, 
one-tailed)—an indication that Space’s deception produced an 
objectively quantifi able impairment of team performance. 

 Suspicion failed to differ by role,  F ( 2 ,  39 ) = 0.89,  p  = 0.47, 
 η  2  = 0.04, in part because Space also reported being suspicious of 
Air, making both Intel and Space somewhat more suspicious than 
Air of their team members. However, suspicion ratings were quite 
low, indicating that these cadets, who were acquainted with one 
another, were largely unswayed by the suspicion manipulation. 
These self-report results warrant caution in over-interpreting fi nd-
ings related to suspicion. Interestingly, suspicion was strongly and 
inversely related to measures of interaction, relationship and task 
communication quality ( r  = −0.48,  r  = −0.67, and  r  = −0.41, respec-
tively;  p  < 0.001). It was also negatively related to team perfor-
mance: Those with poorer game scores reported being more 
suspicious ( r  = −0.25), implying that  suspicion   may have registered 
at a more subconscious level and resulted in reduced acceptance of 
team members’ reports of their assets’ fi ndings.  

   With the  THEME   software confi gured as described previously, we 
conducted the pattern recognition analysis on each of the coded 
interaction sessions. THEME provides a plethora of pattern-related 
data which can be used in analyses. THEME discovered many pat-
terns in the interactions, ranging from a low of 48 to over 1600 
patterns in a given group. These data were then exported to 
Microsoft Excel® for the full analysis of the pattern data. Using 
Excel®, we fi ltered the patterns according to a number of different 
criteria described below (for example, excluding all patterns in 
which a certain role was not a participant, or limiting results to 

3.1  Manipul-
ation Checks

3.2  Overview 
of THEME Analysis
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only those initiated by a particular event). The results of the  pattern 
discovery process   are summarized in Table  4 .

   THEME produces a vast amount of potential data for explora-
tion. We narrowed our focus to the issues raised by IDT and the 
research questions set forth earlier. For the purposes of this explor-
atory investigation into the patterned behavior of deceptive group 
interactions, we conducted three types of analysis. First, we con-
ducted a  descriptive analysis  . Second, we completed an  explor-
atory, zero-order correlation analysis  . Third, we conducted a 
 hierarchical regression analysis  .  

   The 14  sessions   analyzed produced signifi cantly varying metrics. 
One session, for example, produced 416 patterns, while another 
produced only 76. Rather than skew our results comparing, for 
example, the number of patterns in which one particular role par-
ticipated (227 vs. 38 patterns), we converted the counts to per-
centage of total patterns in the session, which yielded a better 
comparison of relative differences (55 % vs. 50 %). Such adjusted 
percentage-based comparisons were used for all pattern analyses in 

3.3   Descriptive 
Statistics  

   Table 4  
  Summary of pattern  discovery   using THEME   

 Session 

 Session 
length 
(min) 

 Unique 
patterns 

 Total 
patterns 

 Actor 
switches 
per pattern 

 Actors per 
pattern  Pattern level  Pattern length 

  M   SD   M   SD  Max   M   SD   M ax  M  SD 

 1  17  305  2593  0.70  0.70  1.59  0.56  5  3.34  0.73  3  1.96  0.43 

 2  25  239  2576  0.71  0.71  1.59  0.54  5  3.27  0.77  3  1.90  0.47 

 3  34  408  5715  0.60  0.72  1.47  0.50  5  3.27  0.69  4  1.88  0.37 

 4  15  416  2307  1.39  1.01  2.10  0.70  6  3.55  0.80  4  1.98  0.46 

 5  28  349  4468  0.54  0.67  1.45  0.51  5  3.27  0.67  3  1.89  0.35 

 6  51  146  3530  0.29  0.53  1.26  0.44  5  2.84  0.65  3  1.72  0.48 

 7  24  101  966  0.43  0.59  1.38  0.49  4  2.99  0.69  2  1.76  0.43 

 8  19  903  7126  1.32  0.90  1.86  0.47  5  3.64  0.64  3  2.01  0.33 

 9  17  1603  8804  1.43  0.89  2.11  0.62  5  3.63  0.56  3  1.98  0.20 

 10  21  71  567  0.21  0.48  1.20  0.43  5  2.93  0.70  3  1.75  0.47 

 11  33  76  967  0.45  0.60  1.42  0.55  4  2.78  0.67  2  1.64  0.48 

 12  29  198  2567  0.82  0.73  1.74  0.61  4  3.15  0.65  2  1.85  0.35 

 13  17  356  2436  0.73  0.82  1.56  0.55  6  3.55  0.77  4  2.02  0.44 

 14  15  48  304  0.40  0.57  1.40  0.57  6  3.17  1.02  3  1.81  0.64 
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this report. Table  5  summarizes means and standard deviations of 
the metrics used in our analyses, both for the percentages of raw 
behaviors (i.e., without considering patterned behavior), and for 
the percentages of patterned behavior as calculated using THEME.

   The descriptive statistics produced some noteworthy observa-
tions. First, group interactions were lengthy, averaging almost 25 min, 
indicating that groups were, for the most part, engaged in the task and 
devoted a fair amount of time to discussion. This is in sharp contrast 
to many laboratory group tasks that are only a few minutes in length. 

 Second, the number of unique patterns was quite high 
( M  = 373, SD = 417) but the large standard deviation indicates that 
there was substantial heterogeneity across groups. The same was 

   Table 5  
  Means and standard deviations of behaviors and general pattern statistics ( N  = 14)   

 Variable  Description 

 Air  Intel  Space 

  M   SD   M   SD   M   SD 

 % Illustrator 
gestures 

 Percent of total illustrator gestures in a 
session performed by this role 

 20.6  15.6  32.6  12.0  46.9  23.1 

 % Adaptor 
gestures 

 Percent of total hand adapt or behaviors 
in a session performed by this role 

 27.4  15.4  43.9  16.1  28.7  12.7 

 % Lip adaptors  Percent of total lip adaptor behaviors in a 
session performed by this role 

 36.0  20.6  29.0  12.0  35.0  17.5 

 % Speaker head 
movements 

 Percent of total speaking head movements 
in a session performed by this role 

 34.2  21.4  30.4  16.0  35.4  19.5 

 % Listener head 
movements 

 Percent of total listener head movements 
in a session performed by this role 

 42.4  29.7  26.6  17.4  31.0  18.5 

 % of speaking 
activities 

 Percent of total speaking activities in a 
session performed by this role 

 29.8  16.9  31.2  11.4  39.1  19.4 

 % Total patterns  Percent of total session patterns in which 
this role participated 

 46.2  21.2  41.3  23.2  54.1  19.3 

 % Total patterns 
solo 

 Percent of total session patterns in which 
this role was the sole actor 

 21.3  13.5  25.8  18.6  27.9  17.5 

 % Total patterns 
initiating 

 Percent of total session patterns which 
this role initiated with some behavior 

 34.5  17.0  26.7  13.4  38.8  19.0 

 % Total patterns 
with switches 

 Percent of total session patterns in which 
this role participated and in which there 
was at least one switch between actors 

 25.0  16.8  25.9  22.8  28.2  16.4 

 Pattern length 
(complexity) 

 Number of consecutive event types 
(length) of patterns in which this role 
participated 

 1.42  0.7  1.31  0.8  1.67  0.6 

   Note : Each percentage represents the average percent of a session’s patterns in which the specifi ed role participated with 
the specifi ed behavior  
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true of the total number of patterns ( M  = 3209, SD = 2522). 
Another interesting fi nding was the number of patterns that were 
repetitive (not unique) for each group. Calculated as a percentage 
of the total number of patterns, the groups averaged 88.7 % redun-
dancy in patterning; that is, their interactions showed a high degree 
of structure and repetition. Some of this can be attributed to the 
fact that the beginning and ending of some  behaviors   would con-
stitute a pattern. However, patterns went beyond simple begin-
nings and ends of single behaviors and tended to be interactive. 
Pattern level averaged 3.2 behaviors, and number of actors per 
pattern averaged 1.6, indicating that the patterns more often than 
not involved two actors.  

   Next, we  examined   intercorrelations among pattern features such 
as the number of patterns that each role  initiated , the number of 
patterns in which the role was simply  included , the average com-
plexity (length of patterns) of each role’s patterns, the number of 
patterns which  excluded  a given role, the number of patterns in 
which a given role was the  sole  actor (i.e., self patterns rather than 
interactive patterns), and various measures of interactivity in pat-
terning, such as the average number of turn-switches between 
actors in a given pattern (i.e., when event types from one actor 
triggered event types from another actor), or the number of pat-
terns which included one, two, or all three actors. These  metrics   
represent a fraction of the pattern-related data that can be pro-
duced by the THEME software. 

 The interdependent nature of  group   interaction data meant 
that independent analyses could not be conducted between roles. 
Instead, we conducted analyses on patterns in which the Air, Space, 
or Intel player participated. For the measure of complexity, which 
concerned the length of patterns, Space—the deceiver—was 
involved in the longest patterns ( M  = 1.67, SD = 0.6), whereas 
Intel—the suspicious role—participated in the shortest  patterns   
( M  = 1.31, SD = 0.8), and Air—the naïve role—fell in between 
( M  = 1.42, SD = 0.7). Thus, rather than being reticent or removed 
from the interactions, Space’s behavior was part of the most com-
plex patterns. 

 For diversity of patterns, we used the total percentage of group 
patterns in which the individual was involved. Space was involved 
in the largest percentage of patterns ( M  = 54.1 %, SD = 19.3 %), 
with Intel involved in the least ( M  = 41.3 %, SD = 23.2 %), and Air 
again in the middle ( M  = 46.2 %, SD = 21.2 %). This further sug-
gests active engagement by Space, whereas Intel acted as an 
observer during interactions between Space and Air. 

 We also examined the percentage of patterns in which a role 
was the sole participant. These patterns constituted self-patterning. 
Once again, Space was most active ( M  = 27.9 %, SD = 17.5 %), Intel 
was second ( M  = 25.8 %, SD = 18.6 %), and  Air   was the least likely 

3.4  Bivariate 
Correlation Analysis
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to be in a pattern alone ( M  = 21.3 %, SD = 13.5 %). This implies 
that Space’s communication was not random but rather produced 
systematic and repeated patterns. 

 A summary of the  zero-order correlation analysis   is given in 
Table  6 . We highlight several relationships that relate to our research 
questions. First, deceivers could opt for two distinctly different 
strategies—either opting for reticence, in which the deceiver largely 
lets other group members do the talking and occasionally hitch-
hikes on their misstatements, uncertainties, and erroneous conclu-
sions, or a persuasive deception strategy, in which they take a more 
active and assertive role in misleading the group. The former better 
fi ts a fl ight or defensive response pattern whereas the latter better 
fi ts a fi ght or offensive stance. The results, though showing both 
types of patterns, more often fi t the latter characterization in that 
there was an extremely high correlation,  r (12) = 0.92,  p  < 0.01, 
between the deceiver (Space) initiating communicative patterns and 
the deceiver starting patterns with speaking actions (either illustra-
tors or speaking nods). Put differently, nearly all interactions initi-
ated by the deceiver were done so with him or her  presumably   
controlling the situation by initiating lines of talk and guiding the 
conversation. Importantly, neither the Air nor the Intel role had a 
signifi cant correlation between these two factors,  r (12) = 0.46, 
 p  = 0.10 and  r (12) = 0.23,  p  = 0.43, respectively. Across all groups 
the deceiver tended to initiate more patterns with speaking activities 
than did the other members of the group. These fi ndings inform 
RQ1.  Deceivers   were more inclined to tilt in favor of active, persua-
sive deception than more passive, opportunistic deception.

   Given IDT’s proposition that  suspectors   also behave strategi-
cally and may telegraph their suspicions through their behavior, we 
might also expect some effects to emerge in the behavior of the 
group members other than the deceiver. This is the focus of RQ2. 
In our case, the Intel role was given a suspicion manipulation in 
which he or she was notifi ed that others in the group may not act 
in the best interest of the group. Accordingly, we might expect to 
see probing activities from the Intel role as he or she attempted to 
uncover the deception and confi rm suspicions. The zero-order 
correlation analyses reveal several interesting fi ndings in this regard. 
The Intel role tended to be highly interactive in the patterning. 
For instance, nearly all patterns that included Intel also included a 
switch between actors,  r (12) = 0.96,  p  < 0.01.  Patterns   that included 
a single actor were very negatively correlated with involvement 
from Intel,  r (12) = -0.84,  p  < 0.01, while patterns with two or three 
actors were very positively correlated with involvement from Intel, 
 r (12) = 0.81,  p  < 0.01 and  r (12) = 0.62,  p  = 0.02, respectively. Thus, 
when Intel was implicated in patterned behavior, he or she tended 
to draw another actor into the pattern, which could be interpreted 
as investigative behavior. Perhaps more intriguing, however, is the 
tendency of Intel’s interactive behavior to focus on the Space role. 
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Patterns that included Intel, but were not necessarily initiated by 
Intel, were highly correlated with patterning that  excluded  Air (and 
often included Space),  r (12) = 0.66,  p  = 0.01, while patterns initi-
ated by Intel tended to be highly correlated with patterns that 
 included  Space,  r (12) = 0.89,  p  < 0.01. These results reveal that far 
more of Intel’s patterning involved Space than  Air  , which could be 
an indication that Intel was engaging with Space because of his or 
her suspicion of deception. These fi ndings shed light on the prob-
ing behavior of suspicious individuals. Rather than adopt a passive 
observer role, Intel was actively engaged in threaded,  interdepen-
dent   communication with Space and far more so than with Air.  

   While our  exploratory      zero-order analysis yielded several interest-
ing insights, simple correlations must be interpreted with caution 
inasmuch as they merely indicate an association, without measur-
ing or controlling for possible alternate explanations. To assess 
more adequately the strategic nature of deception in our group 
setting and possible joint infl uences on group conduct, we chose 
to also employ an exploratory multiple regression analysis. 

 A fi rst analysis focused on the  deceiver  , specifi cally on the 
extent to which the deceiver tended to control and manage the 
interaction in order to guide the conversation as desired, and so is 
directly related to RQ1. For this analysis, the criterion measure was 
the number of patterns initiated by performing speaker-related 
actions (illustrators or speaking nods). The chief predictor variable 
of interest was whether the role (i.e., deception condition) affected 
this strategic speaking patterning. Included as covariates were gen-
der, age, ethnicity, and a measure of general computer experience. 
We also controlled for differences in motivation between the dif-
ferent people assigned to the different roles.  Motivation   was a gen-
eral measure of self-reported monitoring of others and vigilance 
for anything being amiss. Individuals who were more motivated to 
attend to others’ communication could be expected to be either 
more strategic or more active in terms of speaking (or both), and 
controlling for this possibility allowed us to better understand the 
effect of the deception manipulation on strategic patterning behav-
ior. Table  7  summarizes the descriptive statistics, including reli-
abilities where appropriate, for each of the  variables   included in the 
regression model.

   The multiple regression was conducted hierarchically using 
 SPSS version 20  . Because of the small sample size and the 
 exploratory nature of this investigation, we used a more relaxed 
criterion of  p  < 0.10 for entry into the model, and  p  < 0.20 for 
removal. Predictors were added in steps, with stepwise regression 
as the entry method at each step, beginning with inclusion of the 
demographic variables (gender, age, dummy-coded ethnicity cate-
gories) and computer experience. We then added motivation in 
step 2 to additionally control for differences in participant engage-

3.5  Multiple 
Regression Analysis

Interactive Deception in Group Decision-Making



56

   Ta
bl

e 
7  

  M
ea

ns
, r

el
ia

bi
lit

ie
s,

 a
nd

 in
te

rc
or

re
la

tio
ns

 a
m

on
g 

 va
ria

bl
es

   ( N
  =

 4
2)

   

 Va
ria

bl
e 

  M
  

 SD
 

  α  
 1 

 2 
 3 

 4 
 5 

 6 
 7 

 8 
 9 

 1.
 

M
al

e 
 —

 
 —

 
 —

 
 —

 

 2.
 

H
is

pa
ni

c 
/

 L
at

in
o 

 —
 

 —
 

 —
 

 0.
12

 
 —

 

 3.
 

A
si

an
/

Is
la

nd
er

 
 —

 
 —

 
 —

 
 −0

.1
2 

 −0
.1

0 
 —

 

 4.
 

A
ge

 
 19

.6
9 

 1.
52

 
 1.

00
 

 0.
24

 
 0.

22
 

 0.
10

 
 —

 

 5.
 

C
om

pu
te

r 
ex

pe
ri

en
ce

 
 3.

53
 

 0.
94

 
 0.

71
 

 0.
52

 
 0.

04
 

 0.
11

 
 −0

.1
8 

 —
 

 6.
 

In
di

vi
du

al
 m

ot
iv

at
io

n 
 4.

59
 

 1.
36

 
 0.

69
 

 −0
.0

6 
 0.

06
 

 −0
.1

3 
 0.

06
 

 0.
06

 
 —

 

 7.
 

In
te

l d
um

m
y 

co
de

 
 —

 
 —

 
 —

 
 0.

08
 

 0.
09

 
 0.

08
 

 0.
08

 
 0.

23
 

 −0
.0

1 
 —

 

 8.
 

Sp
ac

e 
du

m
m

y 
co

de
 

 —
 

 —
 

 —
 

 −0
.0

4 
 −0

.0
4 

 0.
08

 
 0.

01
 

 −0
.1

2 
 −0

.0
7 

 —
 

 —
 

 9.
 

Sp
ea

ki
ng

 I
ni

tia
tio

n 
 14

.4
7 

 13
.7

0 
 1.

00
 

 0.
03

 
 −0

.2
1 

 0.
17

 
 0.

07
 

 0.
18

 
 0.

20
 

 −0
.1

9 
 0.

42
 

 —
 

 10
. 

R
el

at
io

na
l q

ua
lit

y 
 5.

92
 

 0.
62

 
 0.

79
 

 0.
00

 
 −0

.2
1 

 −0
.0

2 
 0.

05
 

 −0
.3

0 
 −0

.0
6 

 −0
.1

2 
 −0

.0
5 

 −0
.4

1*
 

 11
. 

In
te

ra
ct

io
n 

qu
al

ity
 

 5.
99

 
 0.

66
 

 0.
73

 
 0.

01
 

 −0
.0

7 
 0.

17
 

 −0
.1

8 
 −0

.1
2 

 −0
.0

7 
 0.

10
 

 −0
.0

5 
 −0

.4
8*

 

 12
. 

T
as

k 
qu

al
ity

 
 6.

21
 

 0.
66

 
 0.

59
 

 0.
11

 
 0.

02
 

 0.
10

 
 −0

.0
1 

 −0
.0

2 
 −0

.1
5 

 0.
15

 
 −0

.2
6 

 −0
.4

4*
 

   N
ot

e :
 C

or
re

la
tio

ns
 w

ith
 a

bs
ol

ut
e 

va
lu

e 
of

 0
.3

1 
an

d 
gr

ea
te

r 
ar

e 
si

gn
ifi 

ca
nt

 a
t 

 p  <
 0

.0
5  

Judee K. Burgoon et al.



57

ment and effort. Lastly, step 3 included dummy variables for Intel 
and Space (with Air as the reference group because it best served as 
a control group for comparing the two manipulated roles). The 
only signifi cant  predictor   in the model was the Space role,  β  = 0.41, 
 F (1,40) = 8.45,  p  = 0.006,  R   2   = 0.17, adjusted  R   2   = 0.15. Regardless 
of demographics or motivation, the Space (deceptive) role initiated 
signifi cantly more patterns with speaking actions than did the ref-
erence group (the Air role), and Intel did not differ from Air. These 
patterning data increase our understanding of the strategic decep-
tion processes. Relative to a naïve group member, deceivers tended 
to initiate more observed patterns, whereas suspicious group mem-
bers did not differ signifi cantly from the naïve group member. 

 One of the ways in which a group member can eschew active 
participation and encourage others to talk instead is through the 
use of  backchannel head movements  . We also explored this mea-
sure as a criterion, specifi cally considering the number of patterns 
that began with this behavior. The multiple regression model pro-
duced three predictors. In step 1, computer experience entered as 
a predictor; in step 2, gender entered as a predictor; and in step 3, 
age entered. The total three-variable model was signifi cant, 
 F (3,38) = 4.55,  p  = 0.008,  R   2   = 0.26, adjusted  R   2   = 0.21. Those 
with less computer experience, males, and younger students were 
more likely to start interaction patterns with backchanneling. The 
role did not factor into this pattern. 

 On the other hand are indications of nonstrategic behavior 
such as adaptor  behavior  . We examined two criterion measures, 
percent of total session patterns beginning with adaptor gestures 
and patterns beginning with lip adaptors. In the model analyzing 
adaptor gestures, three predictors emerged: ethnicity, the Intel role 
and the Space role. The total three-variable model was signifi cant, 
 F (3,38) = 5.67,  p  = 0.003,  R   2   = 0.31, adjusted  R   2   = 0.25. Those of 
Hispanic descent  exhibited   more adaptors, whereas those in Intel 
and Space roles exhibited fewer patterns beginning with adaptors 
than those in the Air role. For  lip pursing  , only a single predictor 
emerged: the Intel role. Those in the Intel role initiated more pat-
terns beginning with lip pursing than those in the Air role, 
 F (1,40) = 8.01,  p  = 0.007,  R   2   = 0.17, adjusted  R   2   = 0.15, possibly 
as a telltale sign of uncertainty or concentration.   

4    Discussion 

 Deception in group contexts is complex, and relatively little work 
has been conducted to understand the intricate communicative 
processes within group deception. Using IDT [ 1 ] as a guiding 
framework, we addressed two research questions regarding the 
strategic behavior of deceptive individuals and the tendencies of 
deceived individuals who are suspicious of their deception. Using 
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THEME [ 7 ,  6 ], we extracted and analyzed the interactional pat-
terns evident in 14 different experimental group sessions in which 
both deception and suspicion were introduced. In a two-stage 
approach, we fi rst used zero-order correlation analysis to investi-
gate tendencies within the patterning behavior. We then used 
regression analysis to more accurately model the strategic speaking 
behavior of the deceptive group member. 

   RQ1 attempted to explain the strategic  behavior   of deceptive indi-
viduals, following the logic of IDT [ 1 ]. Though IDT states that 
deceivers will be strategic as they carry out their deception, there 
are at least two ways in which such strategic behavior might surface. 
The fi rst possibility is a “lying low” strategy in which the deceiver 
strategically withholds information or allows group members to 
entertain false possibilities in order to achieve the desired outcome. 
Such behavior would be shown in our pattern analysis by, for exam-
ple, a lack of participation in patterned interactions or a tendency 
toward backchannel encouragement (i.e., backchannel nods). 

 The second possible strategy a deceiver might employ would be 
a more active—perhaps even manipulative—role in guiding the group 
interaction, leading the group astray by actively working to engender 
false assumptions or conclusions. This type of behavior would be sup-
ported in our dataset by the deceiver being more engaged in interac-
tional patterns, particularly with behaviors associated with active 
speaking actions (e.g., illustrators and/or speaking nods). 

 The exploratory correlation analysis supports the latter of these 
two possibilities. The patterning behavior of the deceptive Space 
role was found to be generally correlated with presumably strategic 
initiation of interactional patterns, more so than that of the other 
two roles. The regression analysis furthered this line of discovery, 
focusing on the strategic actions of the deceiver, in which the 
dependent variable was operationalized as the extent to which 
interactional patterns were initiated by speaking behaviors (which 
could be expected from someone who is trying to strategically 
manipulate the direction of the interaction). Our analysis revealed 
that, even after controlling for salient individual characteristics that 
might affect patterned speaking behaviors, the deceptive role initi-
ated signifi cantly more interactional patterns with speaking behav-
iors than did the other two roles. 

 While these fi ndings are very preliminary, they indicate that 
deceivers in group settings may attempt to actively and strategically 
guide the interaction in order to successfully achieve their decep-
tion. The deceivers in our sample tended to be actively  engaged   in 
interactional patterns, and they tended to initiate patterns with 
speaking-related behaviors, as compared to the suspicious or naïve 
group members.  

4.1  Answering RQ1: 
The Actively Strategic 
Deceiver
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   RQ2 focused on the behavior of the suspicious  individual  . IDT 
proposes that individuals who become aware of deception will 
attempt to uncover or, at a minimum, confi rm the deception tak-
ing place. Like the behavior of deceivers, however, suspectors’ 
behavior might also take different forms. One strategy might be a 
less active, watchful approach in which suspectors carefully exam-
ine the other members’ behaviors without initiating much interac-
tion in order to identify the deceiver. A second, more active strategy 
would be one in which the suspector engages in probing behavior, 
initiating interactions with other group members and attempting 
to discover the deceiver. 

 The Intel role that was made to be suspicious during the inter-
action produced substantial evidence that indicated probing behav-
ior. The interactions with the suspicious role tended to show signs 
of interactivity and, most tellingly, a focus on the deceptive Space 
role in that interaction. These results intimate that suspicious indi-
viduals in groups where deception has been introduced may actively 
engage rather than passively observe the other members of the 
group in order to uncover the deceiver. 

 It is important to note that while some of the above conclu-
sions could be drawn from other forms of analysis such as summary 
statistics of the individual coded behaviors, such analyses would in 
no way reveal the interdependencies and evolutionary character of 
the interaction patterns that are evident in our pattern analysis. For 
example, although the speaking behavior of the Intel role could be 
inferred somewhat from summary statistics, simply counting the 
number of speaking behaviors for each role and comparing those 
totals would not reveal their importance to specifi c roles and their 
embeddedness in overall patterns of behavior associated with a 
given role, and the tendency of the Intel role to be interactive and 
focused on the deceiver role would be overlooked. Put differently, 
it is the structure and relatedness among behaviors that would not 
be evident in simple summary statistics, and the strength of the 
THEME  pattern   analysis approach lies in detecting and analyzing 
those structures. 

 Moreover, a particular value of THEME is revealed in the 
study of interactions between the group members, which interac-
tions are modeled in patterns using THEME. Using THEME to 
detect subtle, even imperceptible patterns during these group 
interactions, we were able to uncover tendencies of deceivers and 
the other group members as they interact with one another. These 
tendencies could be aggregated and studied in an objective way, 
and the fi ndings extracted therefrom expand our understanding of 
the intricacies of deception in group settings. Further opportunity 
exists to better understand the patterns that surface during decep-
tive group communication. 

 Also offering new insights were the results on pattern length. 
The THEME software was able to discover and analyze patterns 

4.2  Answering RQ2: 
The Investigative 
Suspector
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that ranged in length from two to as many as six different or 
repeated behaviors. As we have demonstrated, these patterns occur 
much more frequently than those that could be expected to occur 
by chance. That deceptive behavior is so intricately patterned sug-
gests the need to drill deeper into the full gamut of patterns exhib-
ited by each dyad or group. Such exploratory work would lead to 
more insights into how variable each dyad or group is in the enact-
ment of deception and whether these patterns that are impercep-
tible to the unaided observer are associated with judges’ intuitive 
notions of suspicious or deceptive communication.  

   The current analysis  only   begins to exploit some of the potential of 
THEME analysis in uncovering the intricacies of human interac-
tion. For example, IDT posits that interactions are dynamic and 
iterative, which implies that behaviors and their patterning may 
change over time. In the case of interpersonal deceit, there is evi-
dence that behavioral displays do not remain constant; what is dis-
played early in an interaction is not the same as what is displayed 
later [ 21 ,  33 ]. Thus, one might expect that behavioral patterns 
themselves are subject to change. Some that are present at one 
juncture may disappear later, while other new patterns may emerge. 
It is also possible that deceivers, being focused on attaining their 
ulterior ends, may lose the routinized character of their communi-
cation patterns and show greater heterogeneity than truth tellers, 
whose patterning might show greater stability over time. THEME 
can answer this question by analyzing whether more patterns 
emerge prior to or following a particular juncture in the interac-
tion. Other forms of statistical analysis only reveal whether the tra-
jectories of particular behaviors change over time but not whether 
entire patterns of behavior change their frequency and complexion 
over the course of an interaction. THEME has the potential to 
reveal whether interdependence deepens or attenuates over time as 
well as whether patterns distribute themselves relatively equally 
over time or are more bunched early or late in an interaction. 
Questions such as whether more strategic or nonstrategic behavior 
is evident early or late in an interaction can also be answered by 
THEME, thus going beyond superfi cial understanding of group 
interaction to unpack some of its complexities.  

   As with any study, our work is not without  limitations  . As stated, 
our analyses have been highly exploratory in nature. While we 
believe the discovered patterning behavior to be both valid and 
novel, the relationships observed among these behaviors and with 
other measured variables remain tentative. As such, there exist sev-
eral opportunities for future research to further explore the ten-
dencies observed in this work. Our correlation and regression 
analyses also suffered from small sample sizes ( N  = 14 and 42, 
respectively), and the risk of error due to sampling error should be 

4.3  Future Use 
of THEME

4.4  Limitations
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considered while interpreting our results. These (and other) limita-
tions notwithstanding, we believe that our fi ndings provide a con-
vincing argument regarding the value of pattern discovery and 
analysis afforded by the THEME software.   

5    Conclusion 

 We have demonstrated the use and value of a novel pattern discov-
ery and analysis tool in studying the complex interactions that take 
place in the context of group deception. The interactional patterns 
discovered, together with their general tendencies as uncovered in 
our exploratory analyses, provide additional insight to the knowl-
edge base of group deception. Our hope is that the fi ndings in this 
paper will spur other analysis and discovery in this fertile area of 
research.     
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    Chapter 3   

 Imposing Cognitive Load to Detect Prepared Lies: 
A T-Pattern Approach                     

     Valentino     Zurloni     ,     Barbara     Diana    ,     Massimiliano     Elia    , and     Luigi     Anolli     

  Abstract 

   One of the most well-documented claims in the deception literature is that humans are poor detectors of 
deception. Such human fallibility is exacerbated by the complexity of both deception and human behavior. 
The aim of our chapter is to examine whether the overall organization of behavior differ when people 
report truthful vs. deceptive messages, and when they report stories in reverse vs. chronological order, 
while interacting with a confederate. We argue that recalling stories in reverse order will produce cognitive 
overloading in subjects, because their cognitive resources are already partially spent on the lying task; this 
should emphasize nonverbal differences between liars and truth tellers. In the present preliminary study, 
we asked participants to report specifi c autobiographical episodes. We videotaped them as they reported 
the stories in chronological order or in reverse order after asking to lie about one of the stories. We focused 
in analyzing how people organize their communicative styles during both truthful and deceptive interac-
tions. In particular, we focused on the display of lying and truth telling through facial actions. Such infl u-
ences on the organization of behavior have been explored within the framework of the T-pattern model. 
The video recordings were coded after establishing the ground truth. Datasets were then analyzed using 
Theme 6 beta software. Results show that discriminating behavioral patterns between truth and lie could 
be easier under high cognitive load condition. Moreover, they suggest that future research on deception 
detection may focus more on patterns of behavior rather than on individual cues.  

  Key words     Deception  ,   Cognitive load  ,   T-Pattern microanalysis  ,   Theme  ,   Detection  ,   Nonverbal cues    

1     Introduction 

  Deception   is an articulated and complex communication act aimed 
at infl uencing the beliefs of others [ 1 – 3 ]. There are many kinds of 
deception, such as lies, fabrications, concealments, misdirection, 

 This chapter is dedicated to the memory of Professor Luigi Anolli. 
 Professor Anolli made an effective contribution to the introduction and development of communication psychology in 
Italy. Focusing on the miscommunication fi eld, he closely examined deceptive communication in its different aspects. 
Within the communication domain, Professor Anolli also gave special attention to nonverbal communication. As well, 
he focused on new methodological devices of analysis. In Italy, he introduced the use of “Theme” software for the 
recognition of hidden patterns in human interaction. His contribution and his effort in the methodological and theoreti-
cal approach we have embraced were crucial for the realization of this study. 
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bluffs, fakery, mimicry, tall tales, white lies, defl ections, evasions, 
equivocation, exaggerations, camoufl age, and strategic ambiguity. 
These forms of deception are common, everyday occurrences in 
interpersonal, group, media, and public contexts. However, one of 
the most well-documented claims in the deception literature is that 
humans are poor detectors of deception. Such  human fallibility   is 
exacerbated by the speed, complexity, volume, and global reach of 
communication and information exchange that current informa-
tion technologies can afford now, enabling the collection of mas-
sive amounts of information—information that must be sorted, 
analyzed, and synthesized. The interactions and complex interde-
pendencies of information systems and social systems make the 
problem even more diffi cult and challenging [ 4 ]. 

 A recent  meta-analysis   reveals that although people show a sta-
tistically reliable ability to discriminate truths from lies, overall 
accuracy rates average 54 % or only a little above chance [ 5 ]. 
Moreover, the average total accuracy rates of professional lie catch-
ers (56 %) are similar to that of laypersons. What is the reason for 
the near-chance performance of human lie detection? Do liars 
behave consistently with people beliefs about deceptive behavior?  

2    Cues to Deception 

 Three recent, comprehensive meta-analyses [ 6 – 8 ] which consid-
ered above 130 studies published in English examining 158 differ-
ent  cues to deception  , including a large variety of nonverbal, verbal, 
and paraverbal cues, as well as certain content features of deceptive 
and truthful messages, reveal that many confl icting results have 
been found. 

 DePaulo, Lindsay, Malone, Muhlenbruck, Charlton, and 
Cooper [ 6 ] examined around 100 different nonverbal behaviors. 
Signifi cant fi ndings emerged for 21 behaviors. The cues were 
ranked in terms of their effect sizes. The highest effect sizes were 
found in the cues that have not often been investigated, such as 
changes in foot movements, pupil changes, smiling. Concentrating 
on the cues that were investigated more often, the largest effect 
size was found for pupil size (dilation). Compared to truth tellers, 
liars’ pupils look more dilated. Gaze aversion is not a valid indica-
tor of deception. The simple heuristic that liars are more nervous 
than truth tellers is not supported because many cues of nervous-
ness, such as fi dgeting, speech disturbances or blushing, are not 
systematically linked to deception. However, liars appear tenser, 
have a tenser voice, have their chin in a higher position, press their 
lips more, and have less pleasant looking faces. They also sound 
more ambivalent, less certain and less involved, and make more 
word and sentence repetitions. 
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 In different studies it was further found that liars make fewer 
illustrators, fewer hand and fi nger movements, and fewer leg and 
foot movements than truth tellers. DePaulo and colleagues [ 6 ] 
showed that the effect for illustrators was small, whereas the effect 
for hand and fi nger movements was somewhat more substantial. In 
those studies where a difference was found, liars typically showed 
fewer leg and foot movements than truth tellers. However, the 
effect for leg movements was not signifi cant in this meta-analysis, 
perhaps because a “no difference” was found in many individual 
studies. Conversely, hand and fi nger movements appear to have the 
strongest relationship with deception. Vrij, Winkel, and Akehurst 
[ 9 ] found that 64 % of their participants showed a decrease in 
hand/fi nger movements during deception, whereas 36 % showed 
an increase of these movements during deception. Finally, most 
researchers that obtained an effect for shifting position reported 
that liars change their sitting position more than truth tellers do. 
In most studies where shifting position was measured, however, no 
difference between truth tellers and liars was found. It is therefore 
probably best to conclude that shifting position is not related to 
deception [ 8 ]. 

 Even if research on this topic revealed only a few, and usually 
weak, relationships between nonverbal cues and deception, police 
training packages often include nonverbal and paraverbal behav-
iors as important cues to deception. Lay people and professionals 
alike have believed that these behaviors are particularly helpful in 
catching a liar [ 10 ,  11 ]. Although there seems to be no reliable 
cues, a closer look reveals that some studies have found reliable 
differences between liars and truth tellers under certain condi-
tions, which may account for the overall inconsistency in fi ndings. 
An explanation for the contradictory fi ndings obtained across 
individual studies might be that studies differ regarding experi-
mental method, the type of sample, or the operationalizations 
used to measure the nonverbal behaviors of interest. A host of 
moderator variables may blur the association between behavioral 
cues and deception. 

 These studies reveal that a sign equivalent to Pinocchio’s 
growing nose has not been found [ 8 ]. In fact, most of the non-
verbal cues do not appear to be related to deception. However, 
for some cues a weak relationship with deception emerged. Why 
only a few and rather weak relationships between nonverbal 
behavior and deception have been found? Could it be that more 
nonverbal cues to deception exist than we are aware of, but that 
 researchers   so far have overlooked some diagnostic nonverbal 
cues to deception? And could it be that a combination of nonver-
bal cues, rather than individual cues, would reveal diagnostic 
indicators of deceit?  

Detection of Hidden Patterns in Deceptive Behavior
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3    The Imposing-Cognitive-Load Approach to Deception 

 Nonverbal cues to deception are typically faint and unreliable, as 
confi rmed by the studies above mentioned. A contributing factor 
is that the underlying theoretical explanations for why such cues 
occur, like nervousness and cognitive load, also apply to truth tell-
ers [ 12 ]. In order to explain deceptive communication, Zuckerman, 
DePaulo, and Rosenthal [ 13 ] pointed out that liars show signs of 
deceit as an outcome of experiencing emotions or cognitive load. 
However, those assumptions may lead to opposite behaviors. For 
example, arousal typically leads to an increase in eye blinks whereas 
cognitive load typically leads to a decrease in  eye blinks  . Moreover, 
the emotional approach predicts an increase in certain movements 
(signs of nervous behavior), whereas the cognitive load approach 
predicts a decrease in movements during deception as a result of 
neglecting the use of  body language  . 

 Different researches have recently examined whether liars actu-
ally do experience these processes more than truth tellers [ 14 ,  15 ], 
with controversial results. Studies in the past have focused on  elic-
iting and amplifying emotions   [ 16 ] for example by asking ques-
tions, but it is uncertain whether this procedure will necessarily 
raise more concern in liars than in truth tellers. For instance, Inbau, 
Reid, Buckley and Jayne [ 17 ] pointed out that liars feel more 
uncomfortable than truth tellers during police interviewing. 
Conversely, DePaulo and colleagues [ 6 ] comprehensive meta- 
analysis regarding how liars actually behave, and Mann, Vrij, and 
Bull’s [ 18 ] analysis of behaviors shown by suspects during their 
police interviews gave no support for the assumption that liars, 
above all, appear nervous. DePaulo and colleagues [ 6 ] stressed 
that experiencing emotions is not the exclusive domain of liars. 
Truth tellers may also experience them and, as a result, may also 
display nonverbal cues associated with emotion. Moreover both 
liars and truth tellers gain from being believed, and will attempt to 
appear convincing [ 6 ]. 

 Conversely, only a few efforts focused on unmasking the liars 
by applying a cognitive lie detection approach [ 16 ,  19 ]. Vrij and 
his colleagues [ 12 ,  16 ] have recently suggested that lying can be 
more cognitively demanding than truth telling. First, formulating 
the lie may be cognitively demanding. Except when the liar deceives 
by omission (e.g., when he omits to give the addressee some infor-
mation that he/she thinks or knows is relevant to the addressee’s 
goals), he needs to invent a story and must monitor its fabrication 
so that it is plausible and adheres to everything the addressee 
knows or might fi nd out. Moreover, liars must remember what 
they have said to whom in order to maintain consistency. 

 Furthermore, liars are typically less likely than truth tellers to 
take their credibility for granted [ 12 ]. As such, liars will be more 
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inclined than truth tellers to monitor and control their demeanor 
in order to appear honest to the investigator. Such monitoring and 
controlling is cognitively demanding. They may also monitor the 
interlocutor’s reactions carefully in order to assess whether they 
appear to be getting away with their lie, and this too requires cog-
nitive resources. 

 Liars also have to suppress the truth while they are fabricating, 
and this is also cognitively demanding. While activation of the 
truth often happens automatically, activation of the lie is more 
intentional and deliberate, and thus requires mental effort. A sin-
gle deceptive act can be governed by a plurality of intentions, 
embedded in each other and hierarchically organized. Such is the 
case of a prepared (packaged) lie, in which different layers of  com-
municative intentions   are at work [ 20 ]: (a) a hidden (covert) inten-
tion (the speaker intends to deceive the addressee by manipulating 
the information); (b) an ostensive (overt) intention (the speaker 
intends to convey the information manipulation to the addressee). 
This second intentional layer is, in its turn, twofold: (b1) informa-
tive intention (the speaker wants to give the addressee the manipu-
lated information as if it were true); (b2) “sincerity” intention (the 
speaker wants the addressee to believe that what he has said is true, 
in order to respect the Sincerity Rule of Searle [ 21 ]: “I want you to 
believe that I believe what I am saying to you”). Therefore, decep-
tive communication appears to require at least a second-order 
intentional system and in certain cases (especially in prepared lies) 
a third-order intentional system. 

 Lying is not always more cognitively demanding than truth 
telling [ 22 ]. Perhaps the reasons given as to why lying is more 
cognitively demanding could give us insight into when it is more 
cognitively demanding. For example, lying is likely to be more 
demanding than truth telling only when liars are motivated to be 
believed. Under those circumstances it can be assumed that liars 
take their credibility less for granted than truth tellers and hence 
will be more inclined than truth tellers to monitor their own behav-
ior and/or the interlocutor’s reactions. Moreover, for lying to be 
more cognitively demanding than truth telling, liars must be able 
to retrieve their truthful activity easily and have a clear image of it. 
Only when liars’ knowledge of the truth is easily and clearly 
accessed suppressing the truth will be diffi cult for them. Obviously, 
truth tellers also need to have easy access to the truth for the task 
to be relatively undemanding. If truth tellers have to think hard to 
remember the target event (e.g., because it was not distinctive or it 
occurred long ago), their cognitive demands may exceed the cog-
nitive demands that liars require for fabricating a story. 

 To sum up, the cognitive load of the deceiver (a) arises as a 
function of the entity and gravity of the deceptive contents, and 
(b) depends on the context’s signifi cance. This raises the distinc-
tion between   prepared  and  unprepared lies   . The former is 
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cognitively planned in advance and examined by the deceiver at 
least in its main aspects, while the latter is spontaneously said, often 
by an answer to an unexpected question, without any mental plan-
ning. Anolli and colleagues [ 20 ] introduced a further distinction 
between  high - and  low-content lies . A deceptive act is high-content 
when it concerns a serious topic, is said in an important context, 
and is characterized by the presence of notable consequences and 
effects for the deceiver, for the addressee or even for other people. 
High- content lies may request previous planning, since they are 
generally foreseen and prepared. In this case, the liar has to elabo-
rate his best communicative way to convince the partner. He has to 
be careful in the deceptive message planning, paying attention to 
its internal consistency and compatibility with the partner’s knowl-
edge. Moreover, he has to be as spontaneous as possible in the 
deceptive message execution in order to be believable [ 20 ]. 

 In order to discriminate more effectively between truth tellers 
and liars, a lie catcher could exploit the different levels of cognitive 
load that they experience. If liars require more cognitive resources 
than truth tellers, they will have fewer cognitive resources left over. 
Cognitive demand can be further raised by making additional 
requests. Liars may not be as good as truth tellers in coping with 
these additional requests. 

 One way to impose cognitive load is by asking speakers to tell 
their stories in reverse order [ 12 ,  16 ]. The underlying assumption 
is that recalling events in reverse order will be particularly debilitat-
ing for liars—whose cognitive resources have already been partially 
depleted by the cognitively demanding task of lying—because (a) 
it runs counter to the natural forward-order coding of sequentially 
occurring events [ 23 ,  24 ], and (b) it disrupts reconstructing events 
from a schema [ 25 ]. This is analogous to the fi nding in the 
cognitive- attention literature that information processing in the 
primary task is slower in dual-task conditions than in single-task 
conditions [ 26 ]. 

 In an experiment, half of the liars and truth tellers were 
requested to recall their stories in reverse order [ 16 ], whereas no 
instruction was given to the other half of the participants. More 
cues to deceit emerged in the reverse-order condition than in the 
control condition. Observers who watched these videotaped inter-
views could distinguish between truths and lies better in the 
 reverse-order condition   than in the control condition. For exam-
ple, in the reverse-order experiment, 42 % of the lies were correctly 
classifi ed in the control condition, well below what is typically 
found in nonverbal lie detection research, suggesting that the lie 
detection task was diffi cult. Yet, in the experimental condition, 
60 % of the lies were correctly classifi ed, more than typically found 
in this type of lie detection research.  
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4    Discovering Hidden Patterns in  Deceptive Behavior   

 Since no diagnostic cue to deception occurs, it could be that a 
diagnostic pattern does arise when a combination of cues is taken 
into account [ 8 ]. Senders are able to arrange a set of different  sig-
naling systems   to communicate and make their communicative 
intentions public, like language, the paralinguistic (or supra- 
segmental) system, the face and gestures system, the gaze, the 
proxemics and the haptic, as well as the chronemics. Among oth-
ers, Anolli [ 27 ] argued that each of these communicative systems 
bears its contribution and participates in defi ning the meaning of a 
communicative act in an autonomous way. However, the genera-
tive capacity of each signaling system should be connected to pro-
duce a global and unitary  communicative action  , with a more or 
less high consistency degree. 

 Meaning is not connected with a unique and exclusive signaling 
system but is generated by the network of semantic and pragmatic 
connections between different systems. Such a process is ruled out 
by the so-called principle of   semantic and pragmatic synchrony       [ 27 ], 
according to which meaning is originated by a nonrandom combi-
nation of different portions of meaning, each of whom produced by 
a given signaling system. Thus, the meaning of a word, an utterance 
or a gesture hinges upon its relations to every piece of meaning aris-
ing out of each signaling system within the same totality. 

 Although it sounds reasonable to suggest that looking at a 
combination of  nonverbal and verbal behaviors   will lead to more 
accurate classifi cations of liars and truth tellers than investigating 
nonverbal and verbal behaviors separately, researchers rarely inves-
tigate both types simultaneously. Vrij and his colleagues [ 28 ,  29 ] 
examined participants' nonverbal and verbal behavior and obtained 
the most accurate classifi cation of liars and truth tellers when both 
the nonverbal and verbal behaviors were taken into account. On 
the basis of a combination of four nonverbal behaviors (illustrators, 
hesitations, latency period, and hand/fi nger movements) they cor-
rectly classifi ed 70.6 % of participating truth tellers and 84.6 % of 
liars, whereas any of these  behaviors   separately resulted in much 
more disappointing fi ndings. 

 Ekman and colleagues found similar patterns of nonverbal 
behaviors during deception. Up to 80 % of truths and lies could be 
detected when a trained observer paid attention to  micro-facial 
expressions   [ 30 ]. When the tone of voice was taken into account in 
addition to micro-facial expressions, 86 % of the truths and lies could 
be detected [ 31 ]. Other studies have shown that between 71 and 
78 % of correct classifi cations were made when the researchers inves-
tigated a cluster of behaviors [ 28 ,  32 ,  33 ]. In other words, more 
accurate truth/lie classifi cations can be made if a cluster of nonver-
bal cues is examined rather than each of these cues separately. 
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 Clustering nonverbal cues to deception brings out some issues 
that remain unresolved at present. First of all, which kind of behav-
ior should be clustered? Currently, different researchers examine 
different clusters of behavior, and it cannot be ruled out that a 
cluster that is effective in pinpointing lying in one situation or 
group of participants is not effective in another situation or group 
of participants [ 8 ]. Second, is there a criterion for grouping differ-
ent behaviors into the same pattern? For example, the temporal 
distance between one cue and another is decisive. How much time 
must elapse between two cues to consider them as part of the same 
pattern? Finally, liars sometimes deliberately attempt to appear 
credible to avoid detection. For example, able liars, or people who 
are informed about the operating method on nonverbal behaviors, 
can successfully employ countermeasures to conceal nonverbal 
cues to deception. If it is known amongst terrorists, spies and crim-
inals which lie detection tools will be used to catch them, they may 
learn more about these tools and attempt to beat them. If they 
succeed in doing so, the tools are no longer effective. 

 Of course, people can easily control only those patterns that 
are manifest and have a macroscopic nature, easily readable from 
the outside time by time. However, patterns in behavior are fre-
quently hidden from the consciousness of those who perform them 
as well as to unaided observers [ 34 ]. As Eibl-Eibesfeldt [ 35 ] 
argued, “behavior consists of patterns in time. Investigations of 
behavior deal with sequences that, in contrast to bodily character-
istics, are not always visible”. Order alone is not a valuable criterion 
to detect hidden recurrent behavior patterns because deceptive 
strategies are characterized by a large complexity and by a  great   
variability in the number of behaviors occurring between the liar 
and his interlocutor. 

 One approach is to include the element of time in the analysis 
of nonverbal deceptive behavior. Neural networks have been used 
frequently over the last few decades for static pattern recognition 
and pattern recognition in time. Discovering the real-time multi-
layered and partly parallel structure of even the most common 
dyadic verbal and nonverbal interactions remains a formidable 
challenge where clues to deception may be hidden to unaided 
observers in anything from the tiniest of details to intricate aspects 
of temporal structure. 

 A mathematical approach that may be particularly suitable for 
defi ning and discovering repeated temporal patterns in deceptive 
behavior is T-pattern sequential analysis. T-pattern detection was 
developed by Magnus S. Magnusson [ 34 ,  36 ,  37 ] to fi nd temporal 
and sequential structure in behavior. The algorithm is implemented 
in the software  THEME   [ 38 ]. T-pattern analysis focuses on deter-
mining whether arbitrary events  e   1   and  e   2   in a symbolic string of 
{ e   i  } events sequentially occur within a specifi ed time interval at a 
rate greater than that expected by chance. In this way, it detects 
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repeated patterns of intra- or inter-individual behavior coded as 
events on one-dimensional discrete scales. This kind of analysis has 
been used in a wide variety of observational studies, including 
 microanalysis   of  Drosophila  courtship behavior [ 39 ], cooperative 
behavior between humans and dogs when constructing an object 
[ 40 ], patient-therapist communication in computer assisted envi-
ronments [ 41 ], and analysis of soccer team play [ 42 ]. The com-
mon feature in all of the above studies is the need to identify 
repeated behavioral patterns that may regularly or irregularly occur 
within a period of observation. 

 Since human behavior is highly organized, in this chapter, 
rather than concentrating on individual nonverbal cues of lies, our 
aim is to observe and describe the overall organization of behavior 
patterns which repeat over time. In particular, we focused on the 
display of lying and truth telling through facial actions. Research 
on single cues to deception has highlighted that facial displays are 
not reliable indicators of deception. They have great communica-
tive potential (e.g., eye contact is used to persuade others) and, as 
a result, people are practiced at using and, therefore, controlling 
them [ 8 ]. We were interested in verifying the presence of signifi -
cant and systematic differences in the organization of facial pat-
terns when participants tell the truth or lie, both in the condition 
of imposed cognitive load and that of no cognitive load manipula-
tion, in order to detect regularities  in   the temporal patterns of indi-
viduals belonging to the same condition.  

5    The Present Study 

     Participants were 12 students, all females, aged from 20 to 26 
(mean age 23.25 ± 2.4), all native to the same geographic area. 
They were recruited at the faculty of Psychology from the University 
of Milano-Bicocca. After being recruited, all participants gave their 
informed consent both to audio and video recording.  

   The present study was carried at the  University of Milano-Bicocca   
in an audio-isolated laboratory room equipped with four cameras, 
set to video-record participants’ full-lengths and close-ups. The 
cameras were connected to a two channel quad device (  split-screen  
technique     ).  

   Participants were asked to report two autobiographical episodes, 
the fi rst being a simple night out with friends, the second being 
about the last time they went to a restaurant with relatives. They 
were asked to lie about several elements of one (and only one) of 
the two reports; 15 min were given to recall the events (for the 
truth condition) and prepare a story (for the untruthful report), 

5.1  Method

5.1.1  Participants

5.1.2  Materials 
and Setting

5.1.3  Experimental 
 Procedure  
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considering that they then would have to tell these reports to a 
confederate who  didn’t   know which one was untruthful. In a fi rst 
condition, participants had to report the story in chronological 
order, while in the second, they had to report it in reverse order 
(starting from the end of the story and going back to the begin-
ning). Each story had to last around 5 min, marked by audio 
signals.  

   A 2 × 2 experimental design was carried out. Included independent 
variables were:

 –    Content (1 = truth; 2 = lie).  
 –   Cognitive load (1 = normal—chronological order; 2 = induced—

reverse order).  
 –   Nonverbal cues (Fig.  1 ) were the measured dependent 

variables.

         To establish the ground truth and verify cognitive load manipula-
tion and  motivation  , we asked the subjects to complete a question-
naire after the experiment was fi nished. Later, we watched the 
video recordings with the participants and asked them when they 
lied (veracity status).   

   The coding grid was built basing on literature review of facial dis-
plays (gaze and facial micro-movements) in lie detection [ 6 ,  8 ,  43 , 
 44 ] (Fig.  1 ). 

 We coded 2 min of each report, using a  frame-by-frame video 
coder (Theme coder)     . Each behavior occurrence was considered as 

5.1.4   Experimental 
Design  

5.1.5  Manipulation
Check

5.2  Data Analysis

b

ITEM ITEMDESCRIPTION DESCRIPTION

ACTOR

GAZE

FACE

e

actor1

au1

au20 Lip Stretcher

Lip Tightener

Lip Pressor

Lips part

Lip Suck

Lid Drop

Eyes Closed

Blink

au23

au24

au25

au28

au41

au43

au45

gazeup

gazedown

gazeleft

gazeright

begin of the event type

end of the event type

participant

Inner Brow Raiser

Outer Brow Raiser

Brow Lowerer

Upper Lid Raiser

Cheek Raiser

Lip Corner Puller

Dimpler

Chin Raiser

au2

au4

au5

au6

au12

au14

au17

  Fig. 1    Coding grid       
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a punctual event (no duration). The occurrences of each behavior 
(event types) form the “T-dataset”. 

 To assess inter-rater reliability of the T-dataset, Cohen’s Kappa 
was calculated on 10 % of the same video materials independently 
coded by two coders, using a  “blind” coding procedure     . Although 
differing through categories, inter-coder reliability was found to be 
good to satisfactory (ranging from 0.79 to 0.91;  p  < 0.05). When 
disagreements were identifi ed or the agreement was not perfect, 
the specifi c cases were discussed and agreed by both coders. 

 Datasets were then analyzed using  Theme 6 XE3 beta soft-
ware     . A fi rst analysis was conducted, aimed to explore the effects of 
the independent variables on the organization of nonverbal behav-
ior in each condition, identifying their most signifi cant patterns. 
We had a theme project fi le for each condition (normal/truth, nor-
mal/lie, reverse/truth, reverse/lie). Individual datasets were 
joined together through the “concatenate into a multi sample fi le” 
function. 

 We then conducted a second analysis, exploring the specifi c 
qualities that characterize truthful and untruthful behaviors within 
the “normal” and “reverse” conditions through the aforemen-
tioned concatenate into a multi sample fi le function. 

   Theme detects statistically signifi cant time patterns in sequences of 
behaviors. The term T-pattern stands for temporal pattern; it is 
based on the timing of events, relative to each other. T-pattern 
detection [ 36 ,  37 ,  45 ] was developed for fi nding temporal and 
sequential structure in behavior. The algorithm implemented in 
the software detects repeated patterns of intra- or inter-individual 
behavior coded as events on one-dimensional discrete scales. 
T-patterns are repeated occurrences of two or more event types 
such that their order (allowing also for concurrence) is the same 
each time and the distances between them are signifi cantly fi xed as 
defi ned by a statistically defi ned and detected critical interval rela-
tionship. A minimal T-pattern consists of two event types. An event 
type is a category of observable behavior whereas an event is an 
instance of behavior occurring at a particular time unit without a 
duration [ 36 ]. The search naturally stops when no more patterns 
can be found and the result of such procedure is the discovery of 
patterns occurring more often than chance and embedded within 
the raw data stream in a nonintuitive manner. 

 By means of relevant options,  the   program allows the experi-
menter to set specifi c search parameters. Parameters set in present 
study were: critical interval type (free), signifi cance (0.0001), mini-
mum occurrence (5), lumping factor (0.90), minimum % of sam-
ples (100), packet base type (off), types of randomizations 
(shuffl ing and rotation), number of runs per type (20).  

5.2.1   Detection 
Procedure  
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   In the fi rst analysis, complex T-patterns were considered, since 
they are regarded as the most interesting, due to their potential 
meaning and the (low) likeliness to be detected using other defi ni-
tions and algorithms [ 36 ,  38 ]. However, instead of ignoring less 
complex patterns (e.g., simple two event type patterns), we selected 
those presenting a demonstrated behavioral relationship, basing 
our choices on literature review. 

 In the second analysis we used the function of Theme “selec-
tion – multi-sample fi le selection—statistical”. Theme select pat-
terns that appear signifi cantly more often in samples selected 
than in the multi-sample fi le as a whole. The level of signifi cance 
was 0.05.   

       We compared the number of patterns detected (Fig.  2 ) and the 
mean of their lengths and number of levels (Fig.  3 ) among the four 
experimental conditions.

       Within the fi rst condition (truth when cognitive load is normal), 
most relevant patterns included a combination of different eyes 
movements with blinking (au45) and eyes closed (au43), a combi-
nation of different action units (au1 + au4; au1 + au2), and sponta-
neous smile (au6 + au12). 

 Analogous patterns were detected in the second condition (lie 
when cognitive load is normal). In particular, signifi cative patterns 
included a combination of different eyes movements with blinking 
(au45) (e.g., Fig.  4 ), chin raised (au17) and spontaneous smile 
(au6 + au12), and a combination of different action units 
(au1 + au2).

   Within the third condition (truth when cognitive load is 
induced), lots of patterns included a combination of different eyes 

5.2.2   Selection 
Procedure  

5.3  Results

5.3.1  First Analysis

  Qualitative Assessment  

  Behavioral Patterns  

  Fig. 2    First analysis: number of patterns in different conditions       
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movements with blinking (au45), and spontaneous smile 
(au6 + au12) (Fig.  5 ). Most patterns were composed of the repeti-
tion of a single event type.

   In the fourth condition (lie when cognitive load is induced), 
most relevant patterns included a combination of eyes move-
ments with blinking (au45) and eyes closed (au43), a combina-
tion of different action units (au17 + au23), and fake smile 
(au12 + au25) (Fig.  6 ). Lots of patterns were composed of one 
repeated event type.

         We compared the number  of   patterns detected (Fig.  7 ) and the 
mean of their lengths and number of levels (Fig.  8 ) between two 
experimental conditions (the two levels of the independent vari-
able “cognitive load”).

5.3.2  Second Analysis

 Qualitative Assessment

  Fig. 3    First analysis: patterns’ level and length in different conditions       

  Fig. 4    A T-pattern in normal-lie condition: combination of eyes movements with blinking (au45)       
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  Fig. 5    A T-pattern in reverse-truth condition: spontaneous smile (au6 + au12)       

  Fig. 6    A T-pattern in reverse-lie condition: fake smile, e.g., au12 + au25       

  Fig. 7    Second analysis: number of patterns in different conditions       
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       In the condition where the cognitive load was normal, the truth 
had only one signifi cantly distinctive pattern compared to the 
 entire   dataset. It was composed only by the repetition of a single 
action unit (au28) (Fig.  9 ).

   The lie instead had  fi ve   signifi cantly distinctive patterns com-
pared to the entire dataset, most were composed by event types 
belonging to different eyes movements (gaze up, gaze down, and 
gaze right). 

 In the condition in which cognitive load was induced (reverse), 
the truth had four signifi cantly distinctive patterns compared to 
the entire dataset. Patterns more relevant contained the spontane-
ous smile, present in three different patterns. 

 The lie had three signifi cantly distinctive patterns compared to 
the entire dataset. They concerned the simultaneous presence of 
gaze up and gaze down (e.g., Fig.  10 ).

 Behavioral Patterns

  Fig. 8    Second analysis: patterns’ level and length in different conditions       

  Fig. 9    A signifi cantly distinctive T-pattern of truth in normal condition: au28       
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  Fig. 10    A signifi cantly distinctive T-pattern of lie in reverse condition: gaze up and gaze down       

        Research on detection of deception mostly focused on identifying 
cues to deception, while few studies observed the sequential and 
temporal structure of deceptive behavior [ 8 ]. Through T-pattern 
analysis, our results showed repetitive temporal patterning among 
the different experimental conditions. 

 If we look at the overall pattern frequencies by group, in the 
normal condition the number of occurrences, lengths and levels 
between lying and truth telling is very similar. In contrast, in the 
reverse condition the number of occurrences was higher in lying 
than in truth telling, while lengths and levels were higher in truth 
telling than in lying. If we take a look at signifi cant patterns, it can 
be seen how, within the normal condition, patterns were very simi-
lar among lying and truth telling. Moreover, they were diffi cult to 
interpret due to a combination of different eyes movements and 
different action units. Conversely, very regular patterns are more 
signifi cantly present in the reverse condition, both in the lie and 
truth conditions (most patterns contain sub-patterns with repeti-
tion of event types). Since patterns in the reverse condition are 
more recurrent, regular and simpler than the ones seen in the nor-
mal condition, it is easier to assign a meaning to them. Besides, 
being the patterns in the reverse—truth condition quite different 
from the ones in the reverse—lie condition, it could be easier to 
discriminate nonverbal behaviors between liars and truth tellers in 
the reverse condition, than doing it in the normal one. 

 As Vrij stated [ 8 ], certain behavioral patterns are associated 
with honesty and likeability, such as directed gaze to a conversation 
partner, smiling, head nodding, leaning forward, direct body ori-
entation, posture mirroring, uncrossed arms, articulate gesturing, 
moderate speaking rates, a lack of –ums and –ers, and vocal variety 

5.4  Discussion
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[ 46 – 49 ]. Some people show such demeanor naturally even when 
they are lying (e.g.,  natural performers ) [ 50 ]. These natural per-
formers are likely to be good liars because their natural behavior is 
likely to allay suspicion. DePaulo and colleagues [ 6 ] examined 
around 100 different nonverbal behaviors. Signifi cant fi ndings 
emerged for 21 behaviors. The cues were ranked in terms of their 
effect sizes. The highest effect sizes were found in the cues that 
have not often been investigated, such as changes in foot move-
ments, pupil changes, smiling. 

 In all conditions, except for the reverse-lie one, there are pat-
terns containing event types ascribable to the spontaneous smile 
[ 47 ] (au6 + au12). This behavior is associated to truthful commu-
nication in literature [ 47 ] and it could be helpful to discriminate 
lying and truth telling in the reverse condition. 

 Patterns with a combination of different gaze movements were 
disclosed in all conditions. Even blinking (au45) does not seem to 
be signifi cantly discriminative for the different conditions. 
However, when we compared truth and lies in the reverse condi-
tion, gaze movements (e.g., gaze up and gaze down) were signifi -
cantly more present in lying than in truth telling. Moreover, there 
is a higher presence of closed eyes (au43) in both normal truth and 
reverse lie conditions than in other conditions. A number of 
researchers have linked excessive gaze aversion with increased cog-
nitive load [ 51 ,  52 ]. During diffi cult cognitive activities, we often 
close our eyes, look up at the sky, or look away from the person 
we’re talking to [ 53 ]. The fact that this behavior is present in the 
reverse lie condition and not in the normal lie or in the reverse 
truth could confi rm this hypothesis, emphasizing the effectiveness 
of the reverse order as a method to induce cognitive load and to 
emphasize the differences between lying and truth telling.   

6    Conclusion 

 Our data seems to support our objectives and proposals, even 
though it is clearly subject to some limitations. The most impor-
tant limit, related to the use of self-reports and autobiographical 
episodes, is a  ground truth bias . Can we really trust truth tellers? 
Did the liars lie for real? There is no legal way to assess the veracity 
status of most of our participants’ statements; for example, lie tell-
ers may also give socially desirable versions of their stories, violat-
ing the instructions we gave them [ 52 ]. 

 In addition, we cannot be sure that participants are perfectly 
able to fully recall target events, even during the truthful condi-
tions. Moreover, all participants who had to report (truthfully or 
not) their story in reverse order, experienced serious diffi culties in 
recalling (and even telling) the events in that modality. 
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 There are some factors that had to be excluded from this pre-
liminary study, that we plan to explore in our next studies; we 
confi ned our studies to young females participants only, but it is a 
certain fact that this method should be applied to a wider sample, 
variable in gender and age range. 

 Future developments of this research will also take into account 
interactions between lie/truth tellers and their interlocutor, due to 
the importance of interpersonal processes involved in deceptive 
communication, which is created and ruled by a reciprocal game 
between communicators [ 27 ].     
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    Chapter 4   

 Paraverbal Communicative Teaching T-Patterns 
Using SOCIN and SOPROX Observational Systems                     

     Marta     Castañer     ,     Oleguer     Camerino    ,     M.     Teresa     Anguera    , 
and     Gudberg     K.     Jonsson     

  Abstract 

   This chapter focuses on how to analyze the paraverbal communicative fl uency of teaching style. Essential 
paraverbal criteria related to kinesics and proxemics were studied in lecturers offering courses. Some lessons 
were analyzed using the Observational Systems of Paraverbal Communication SOCIN and SOPROX, both 
observational instruments that enables a broad analysis of kinesics and proxemics. The recording instrument 
used to codify SOCIN and SOPROX was LINCE software and the Theme software was used to detect tem-
poral patterns (T-patterns) in the observational data. The results reveal the power of the teachers’ illustrative 
and regulatory kinesics. The regulatory function makes use of clearly defi ned kinesic gestures such as emblems 
and kinetographs, whereas the illustrative function is accompanied by largely undefi ned kinesic gestures.  

  Key words     Paraverbal communication  ,   Kinesics  ,   Proxemics  ,   Observational instruments  ,   T-Pattern 
analysis  

1       Teaching Communication   

 In order to  understand            and improve the scenarios to be managed 
by teachers it is important to identify the essential aspects of com-
munication, such as gestures, voice quality, and the use of teaching 
time and space, which are associated with the teaching discourse. 
In this regard, it is clear that one of the keys in optimizing teaching 
tasks lies in paying close attention to the communication and teach-
ing style that each teacher may develop and rework over time. More 
recently, accurate and detailed reviews demonstrated that very little 
educational research has been concerned with the role of gestures 
in teaching and learning. “The few existing studies that focus on 
gesture in an education context, often appearing in journals whose 
primary focus is not educational research, suggest that such research 
might be of tremendous importance in helping to understand better 
the role of gestures in knowing and learning science.” ([ 1 ]: 365). 
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 An intrinsic part of all teaching activity is a constant 
 communicational fl ow, in which the spontaneous nature of com-
munication is considered to be a habitual feature. The observation 
of students’ reactions may thus be useful for optimizing this com-
munication [ 2 ]. As such, there is good reason why communication 
is regarded as an indicator of the communicator’s emotional, as 
well as  symbolic experiences [ 3 ]. Symbolic communication is 
intentional communication that uses learned, socially shared signal 
systems of propositional information transmitted via symbols. 

  Observational methodology   was used due to the habitual 
nature of teachers’ behavior and the fact that the context is a 
 naturalistic one. The fl exibility and rigor of this methodology makes 
it fully consistent with the characteristics of the study and it has 
become a standard approach to observational research [ 4 – 6 ], 
  especially            in the fi eld nonverbal communication, motor behavior, 
and dance [ 7 – 14 ]. The empirical results indicate the power of the 
 teachers’ illustrative and regulatory kinesics, along with the 
 proxemics used: the regulatory function is combined with the static 
posture, whereas the illustrative form accompanies movement. The 
 regulatory function makes use of clearly defi ned kinesic gestures 
such as emblems and kinetographs, whereas the illustrative function 
is accompanied  by   largely undefi ned kinesic gestures such as beats.  

2    The Singular Nature of Paraverbal Communication 

 Before proceeding it is important to clarify an aspect related to 
the concepts  nonverbal  and  paraverbal . In our view the use of the 
 negative prefi x implies that the terms “verbal” and “nonverbal”    
should be understood as being mutually exclusive, when in fact 
they refer to two forms of communication that go hand in hand 
with one another. Therefore, and with the aim of respecting the 
meaning of the concepts under study, we opt to use the concept of 
paraverbal communication. The communicative reality in which 
humans live is understood in terms of the linearity and sequential 
nature of verbal language, which is produced by a single phonatory 
organ that is unable to emit simultaneous sounds; in other words, 
we cannot say  a  and  b  at the same time, and, therefore, verbal dis-
course can be assimilated to the concept of  melody  . A further issue 
is that all discourse which is not strictly verbal is characterized by 
simultaneity. The diverse—and at the same time, bilateral—structure 
of our corporeity enables us to generate bodily postures (dyna-
mism), gestures (dynamism), and attitudes (meaning) in a simulta-
neous way [ 10 ] and also “…gestures are often subsequently 
replaced by an increasing reliance upon the verbal mode of 
 communications” [ 15 ]. Paraverbal  teaching style   refers to the 
ways in which a teacher conveys his or her educational discourse, 
and this is why it is sometimes associated with the idea of expressive 
movement [ 16 ]. The paraverbal structure of communication will be 
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addressed here according to four  dimensions  : kinesics,  proxemics, 
chronemics and paralanguage. All these dimensions of analysis 
have been considered for many years by key authors in the fi eld 
[ 17 – 19 ]. In teaching discourse these dimensions can be defi ned as 
follows:

    (a)      Kinesics :   the study of patterns in gesture and posture that are 
used by the teacher with or without communicative meaning.   

   (b)      Proxemics :    the            study of how the teacher uses the space in which 
teaching takes place.   

   (c)      Chronemics :   the study of how the teacher uses the temporal 
factors that infl uence the teaching setting.   

   (d)      Paralanguage :   the study of all those vocal emissions that 
are not included in arbitrary verbal language, but which do 
accompany it.    

  These dimensions are associated with the study of bodily 
 gesture, the use of space, the use of time, and voice-related 
 paralanguage. Here we outline a theoretical framework for 
 teachers’ communicative behavior that delineates kinesic and 
proxemics dimensions in the Observational System of Kinesic 
Communication SOCIN and Observational System of Proxemic 
Communication SOCIN [ 11 ], integrating them in an exhaus-
tive and mutually exclusive way. These dimensions can appear 
simultaneously or  concurrently, functioning in an integrated 
and systemic way. If communication is to be effective, it is neces-
sary to ensure that all the paraverbal dimensions are  congruent  , 
i.e., that they seek to transmit the same message, strengthening, 
confi rming, and heightening it in accordance with the educa-
tional circumstances [ 20 ]. The present study is focused on two 
of these dimensions, proxemics and kinesics, and the next  section 
provides a more detailed conceptual description of these. 

   It is important to clarify a conceptual aspect that continues to be 
overlooked in the fi eld of kinesic language based on human motor 
behavior. Firstly, it is necessary to distinguish between kine, pos-
ture, gesture, and attitude with respect to the body.

    (a)      Kine :   the basic unit of movement, comparable to the phoneme 
of verbal language.   

   (b)      Body posture    refers to the static nature of the body in relation 
to the position of its various osteoarticular and muscular parts.   

   (c)      Body gesture     refers            to the dynamic nature of the body, with-
out forgetting that each gesture is comprised of multiple 
micro-postures.   

   (d)      Body attitude    refers to the meaning that each social group 
gives to the emotional and expressive ways of using postures 
and gestures.     

2.1  What Gestures 
Come From?

Analysing Paraverbal Communicative Teaching



86

 On the basis of this initial clarifi cation, gesture can be regarded 
as the basic unit of meaning for constructing the  paraverbal kinesic 
observational system  . Consider the chart shown in Fig.  1 .

   Related to the   morphology    of the categories (see Fig.  2 ) we 
establish a continuum that encompasses:

     (a)    Gestures that offer a highly defi ned profi le and which are 
clearly observable by the receiver.   

   (b)    Gestures with a less well-defi ned and weaker profi le.    

  A clear example of kines that have their own meaning, and 
which offer a highly defi ned gesture profi le, is emblems [ 21 ]. 

 With respect to their   functionality    we establish a continuum 
that encompasses:

    (a)    Gestures with a purely communicative purpose.   
   (b)    Gestures whose purpose is communication with interaction.   
   (c)    Extra-communicative gestures, i.e., those without any explicit 

interactive or communicative purpose.    

     The present paper focuses on how to analyze and optimize the 
paraverbal communicative fl uency of teaching style using SOCIN 
and  SOPROX            observational systems [ 11 ], an observational 
 instrument that provides a clear analysis of the use of kinesics 
and proxemics in teaching. Each teacher will have his or her own 
style of communication and verbal and paraverbal expression, 
but despite this diversity, gestures are inscribed in the conven-
tions of the society in which a person lives. An individual’s 

2.2   Kinesic 
and Proxemics 
Functions  

  Fig. 1    Relationship between the morphology and function of kinesic  gestures         
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identity,  however unique, is never constructed in isolation as it 
has to be communicated, and as such it must draw upon social 
conventions. Thus, paraverbal communication is subject to cer-
tain social  standards regarding forms of gesture and proxemics 
that cannot escape the ethnoaesthetics of each historical moment. 
Therefore, despite the concrete and unique nature of each body 
[ 22 ] it is  possible to identify certain kinesic and proxemic func-
tions and morphologies that are suffi ciently generalized and 
which are of considerable interest with respect to teaching. 
Identifying these features is a central aim of the present study. 
Given that we use observational methodology [ 23 ] in the habit-
ual setting of  teachers’ behavior, the context is a naturalistic one. 
In sum, the present study seeks to provide answers to the follow-
ing questions:

    1.    Is it possible to codify, in an exhaustive, clear, and manageable 
way all the possible forms of paraverbal communication used 
by teachers?   

   2.    How we can obtain behavioral patterns from teachers’ 
 communicative competencies that reveal both kinesic and 
 proxemic aspects at the same time?   

   3.    Does teachers’ use of proxemics  and   illustrative and regulative 
gestures differ between expository situations and interactive ones?    

  Fig. 2    Examples of gesture  morphology  : deictic, emblems, pictographic, kineto-
graphic, and adaptor       
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3       Method 

 The present study continues a line of research being conducted in our 
laboratory, by means of fi eld studies, since the award of a pedagogical 
prize. Paraverbal actions constitute an important source of informa-
tion when the aim is to observe in detail the  versatility   of human com-
munication. Indeed, people spend less time vocalizing than they do 
emitting behaviors that are not strictly verbal. In the fi eld of paraverbal 
communication one is dealing with a type of  behavior   that despite 
being very perceivable [ 24 ], tends to be largely overlooked due to the 
sociocultural value that has traditionally been ascribed to it. Within a 
chain of  behavior   it is feasible to separate and demarcate  behaviors            of 
diverse etiology provided we are referring to discreet and mutually 
exclusive behaviors. However, in practice this is not always a realistic 
proposition, since  social interaction  , as well as interaction between 
objects, means that many aspects of behavior are interlinked and occur 
in synchrony, which, of course, is of enormous interest from a concep-
tual and methodological point of view [ 25 ,  26 ]. 

 One of the inherent features of the optimum form of  observa-
tional methodology   is precisely the absence of standardized instru-
ments. Here,  observational methodology   was used due to the 
habitual nature of teachers’ behavior and the fact that the context is 
a naturalistic one. The fl exibility and rigor of this methodology 
makes it fully consistent with the characteristics of the study and it 
has become a standard approach to observational research [ 4 ,  27 ]. 
Of particular relevance is its multidimensional nature, which enables 
it to be adapted to the successive events of paraverbal behavior, as 
well as to each of its components. In sum, observational methodol-
ogy can be applied to many different facets of human communica-
tion [ 11 ,  28 – 31 ], and the wide range of possibilities it offers enables 
us to optimize the demarcation of units or the development of ad 
hoc instruments such as  SOCIN and SOPROX  , which combines 
the fi eld format with category systems. The fi eld format is an open, 
multidimensional system with multiple and self-regulating codes. 

   Here we observed the kinesic and proxemic communication used 
by teachers in high education courses. Given that the aim of this 
paper is to present the observation instrument we present a 
Nomotetic, Punctual, and Multidimensional (N/P/M) [ 27 ] design 
that aims to identify the “intention” of the behavior rather than its 
extension. Thus, kinesic and proxemic responses are subjected to 
detailed, in-depth, and specifi c investigation.  

    Classroom-based lessons   on various subjects and taught by four lec-
turers  offering            high education courses were recorded. A total of four 
lessons, each taught by a different teacher, were analyzed. In this study 
we were not interested in analyzing the individual  communicative 
style of each teacher involved, but rather we sought to identify 

3.1   Design  

3.2  Participants
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teachers’ communicative style as a whole. Therefore, the sample used 
comprised four teaching sessions with a mean duration of 50 min, and 
this entailed analyzing a total of 1120 observation frames ( x    = 280 
frames/session). The procedure was in line with APA ethics and was 
approved by the university departments involved. The project did not 
involve any experiments or manipulation of subjects. The results are 
based on data obtained from recordings from public TV, and adjusted 
to the  Belmont Report   (National Commission for the Protection of 
Human Subjects of Biomedical and Behavioral Research, 1979) in 
order to assure that subjects’ rights have been protected.  

   The observation instruments used were SOCIN and SOPROX, 
which enables the different levels of kinesic and proxemic response 
to be systematically observed. Kinesic responses were recorded by 
means of the Observation of Kinesic Gestures (SOCIN; see 
Table  1 ), while proxemic  gestures   were recorded via the Observation 
of Proxemics (SOPROX; see Table  2 ). Both systems have been 

3.3   Instruments  

    Table 1  
   SOCIN  : system of observation for kinesic communication [ 11 ]   

 Dimension 
 Analytical 
categorization  Code  Description 

 Function 
 Dimension that refers 

to the intention of 
the spoken discourse 
that the gesture 
accompanies 

 Regulatory  RE  Action by the teacher whose objective is to 
obtain an immediate response from 
receivers. It comprises imperative, 
interrogative, and instructive phrases with 
the aim of exemplifying, giving orders or 
formulating questions and answers 

 Illustrative  IL  Action that does not aim to obtain 
an immediate response from the receiver 
(although possibly at some future point). 
It comprises narrative, descriptive, and 
expository phrases with the aim 
of getting receivers to listen 

 Morphology 
 Dimension that 

refers to the iconic 
and biomechanical 
form of gestures 

 Emblem  EMB  Gesture with its own preestablished iconic 
meaning 

 Deictic  DEI  Gesture that indicates or points 
at people, places, or objects 

 Pictographic  PIC  Gesture that draws fi gures or forms in space 
 Kinetographic  KIN  Gesture that draws actions or movements 

in space 
 Beats  BEA  Iconically undefi ned gesture used 

exclusively by the sender and which 
usually only accompanies the logic of 
spoken discourse 

(continued)
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 Dimension 
 Analytical 
categorization  Code  Description 

 Situational 
 Dimension that 

refers to a wide 
range of bodily 
actions, which 
usually coincide 
with parts of the 
teaching process 
that cover a 
certain period 

 Demonstrate  DE  When the teacher performs in gestures that 
which he or she wishes the students to do 

 Help  HE  When the teacher performs actions with the 
intention of supporting or improving the 
contributions of students 

 Participate  PA  When the teacher participates alongside 
students 

 Observe  OB  Period of time during which the teacher 
shows an interest in what is happening in 
the classroom with the students 

 Provide material  PM  When the teacher handles, distributes, or 
uses teaching material in accordance with 
the educational setting 

 Adaptation 
 Dimension that refers 

to gestures without 
communicative 
intentionality in 
which the teacher 
makes contact 
with different parts 
of his/her body, 
or with objects 
or other people 

 Situational  AF  When the teacher uses an emotionally 
charged gesture with respect to the 
students 

 Object adaptor  OB  When the teacher maintains 
contact with objects but without any 
communicative purpose 

 Self-adaptor  SA  When the teacher maintains 
contact with other parts of 
his/her body but without any 
communicative purpose 

 Hetero-adaptor  HA  When the teacher maintains 
bodily contact with other 
people but without any communicative 
purpose 

 Multi-adaptor  MUL  When several of these adaptor gestures are 
combined 

Table 1
(continued)

successfully used in previous research to observe the behavior of 
expert and novice teachers [ 11 ]. These instruments combine the 
 fi eld format   (since the investigation is multidimensional) with the 
category systems (SOCIN and SOPROX), which fulfi l the essential 
criteria of observational methodology as they are exhaustive and 
mutually exclusive.

    SOCIN and  SOPROX      offer the general communicative 
 structure found in every classroom-based teaching discourse and 
enables the exhaustive and mutually exclusive observation of the 
chain of kinesic and proxemic actions that are produced during 

Marta Castañer et al.



91

    Table 2  
   SOPROX  : system of observation for proxemic communication [ 11 ]   

 Dimension 
 Analytical 
categorization  Code  Description 

 Group 
 Dimension that refers 

to the number of 
students to whom 
the teacher speaks 

 Macro-group  MAC  When the teacher speaks to the whole class/group 
 Micro-group  MIC  When the teacher speaks to a specifi c sub-group 

of students 
 Dyad  DYA  When the teacher speaks to a single student. 

 Topology 
 Dimension that 

refers to the 
spatial location of 
the teacher in the 
classroom 

 Peripheral  P  The teacher is located at one end or side 
of the classroom 

 Central  C  The teacher is situated in the central 
area of the classroom 

 Interaction 
 Dimension that 

refers to the bodily 
attitude which 
indicates the 
teacher’s degree 
of involvement 
with the students 

 At a distance  DIS  Bodily attitude that reveals the teacher to be absent 
from what is happening in the classroom, or which 
indicates a separation, whether physical or in terms 
of gaze or attitude, with respect to the students 

 Integrated  INT  Bodily attitude that reveals the teacher to be highly 
involved in what is happening in the classroom, 
and in a relation of complicity with the students 

 Orientation 
 Dimension that 

refers to the spatial 
location of the 
teacher with 
respect to the 
students 

 Tactile contact  TC  When the teacher makes bodily contact with a 
student 

 Facing  FAC  The teacher is located facing the students, in line 
with their fi eld of view 

 Behind  BEH  The teacher is located behind the students, outside 
their fi eld of view 

 Among  AMO  The teacher is located inside the space occupied 
by the students 

 To the right  RIG  The teacher is located in an area to the right of 
the classroom and of the students, with respect 
to what is considered to be the facing orientation 
of the teaching space 

 To the left  LEF  The teacher is located in an area to the left of the 
classroom and of the students, with respect to 
what is considered to be the facing orientation 
of the teaching space 

 Transitions: 
dimension that 
refers to the body 
posture adopted 
by the teacher 
in space 

 Fixed bipedal 
posture 

 FB  The teacher remains standing without moving 

 Fixed seated 
posture 

 FS  The teacher remains in a seated position 

 Locomotion  LOC  The teacher moves around the classroom 
 Support  SU  The teacher maintains a support posture by leaning 

against or on a structure, material, or person 
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the teaching  process           . The instruments described here have a 
 molar structure   that is easy to use and readily adaptable to various 
 naturalistic communicative contexts. We believe that the instru-
ments offer greater applicability and fl exibility than do other exist-
ing tools which, in our view, are hindered by a degree of 
molecularization that is too complex; for example, the kinesic anal-
yses [ 32 ] in the fi eld of nonverbal human communication, or the 
notation   systems   [ 33 ] provide a considerable amount of informa-
tion but they are very diffi cult to use in many natural contexts in 
which communicative teaching might be observed. 

 The instrument SOCIN, for kinesic actions, is based on four 
 dimensions   (morphology, function, adaptor, and situation). 
Similarly, the instrument SOPROX, for proxemic actions, is 
based on fi ve dimensions (group, topology, location, orienta-
tion, and transition), each of which gives rise to a system of 
categories that are exhaustive and mutually exclusive. 
Observational methodology requires a clear and exhaustive defi -
nition of each of the categories included in the observation sys-
tem or fi eld  format  . Each of the dimensions, categories, and 
codes that form part of the SOCIN (Table  1 ) and SOPROX 
(Table  2 ) are defi ned below.   

4    Procedure 

 The recording instrument used to codify SOCIN and SOPROX 
was  LINCE software      [ 34 ], an interactive video coding program 
which allows effective recording processes. It is easy to use and 
integrates a wide range of necessary functions: coding, recording, 
calculation of data quality, and the analysis of information in 
 specifi c formats, thereby enabling it to be directly exported to 
 several applications already used in observational data analysis. 
LINCE has been designed to facilitate the systematic observation 
of sport and motor practices in any situation or habitual context 
in which behavior is spontaneous. 

 Sessions were digitized to make them available for frame-to- 
frame analysis and enable them to be coded in LINCE software. 
The behavior of teachers was observed uninterruptedly across all 
the sessions, the mean duration being 50 min ( x    = 280 frames/
session). 

 Two different  observers            analyzed all the recordings from 
observation sessions. In order to control the quality of data [ 35 ] 
the  kappa coeffi cient   was obtained (0.94 for all sessions). This 
coeffi cient provides a satisfactory guarantee of data quality. 

 Temporal patterns were detected and analyzed with the 
  Theme  v.5 software   [ 36 ].  Theme  not only detects temporal pat-
terns but also indicates the relevance and confi guration of 
recorded events. The approach is based on a sequential and 
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real-time pattern type, known as T- patterns     , which, in conjunc-
tion with detection algorithms, can describe and detect behav-
ioral structure in terms of repeated patterns [ 36 ]. It has been 
shown that such patterns, while common in behavior, are typi-
cally invisible to observers, even when aided by standard statisti-
cal and behavior analysis methods. The T-pattern algorithm has 
been implemented in the specialized  software package,  Theme  
(see   www.patternvision.com     and   www.noldus.com    ).  Theme  also 
displays event frequency charts based on the occurrences of 
recorded events and the frequency of each  category indepen-
dently of the other categories. The detection of T-patterns has 
proven to be extraordinarily productive and fruitful for the study 
of the multiple facets or fi elds of body movement as we have 
pointed before.  

5    Results 

 Obviously, each teacher has his or her own paraverbal communica-
tive style. However, the objective of this paper is not to compare 
styles but, rather, to reveal the trends in this dimension of 
 communication among teachers working in a similar naturalistic 
context. The observation of a  natural context   requires the use 
of the abovementioned observational instrument, as well as the 
 detection of temporal patterns (T-patterns) in the transcribed 
actions. The  Theme  program grouped all the recordings of each 
teacher (nomothetic view) and derived T-patterns that reveal the 
trends in kinesic and proxemic paraverbal communication from 
an ideographic perspective. 

 In the current data sets,  Theme  detected several relevant 
 T-patterns  . As an  example           , let us consider three T-patterns 1  that 
are of interest with respect to the generation of paraverbal com-
municative responses. The T-pattern in Fig.  3  demonstrates dyadic 
interaction between teacher and student, while the T-pattern in 
Fig.  4  describes and interaction sequence between the teacher and 
the whole classroom.

1
   How to read the pattern tree graph : The upper left box of Figs.  3  and  4  shows 

the events occurring within the pattern, listed in the order in which they occur 
within the pattern. The fi rst event in the pattern appears at the top and the last 
at the bottom. The upper right box shows the frequency of events within the 
pattern, each dot means that an event has been coded. The pattern diagram 
(the lines connecting the dots) shows the connection between events. The 
number of pattern diagrams illustrates how often the pattern occurs. Sub-
patterns also occur when some of the events within the pattern occur without 
the whole of the pattern occurring. The lower box illustrates the real-time of 
the pattern. The lines show the connections between events, when they take 
place and how much time passes between each event. 
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IL,PIC,DE,DYA,P,INT,LEF,SEA(01)

(02)

(03)

(04)
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0 5000 10000 15000 20000 25000 30000 35000 40000 45000

(04)(03)(02)(01)

OB,OBJ,DYA,P,INT,LEF,SEA

IL,DEI,HE,OBJ,DYA,P,INT,LEF,SEA

RE,EMB,HE,OBJ,DYA,O,INT,LEF,SEA

   Fig. 3    This relevant T-pattern focuses on interaction with a dyad. It consists of three levels and a sequence of 
four events, each one of which comprises a complex combination of codes (combinations formed by between 
fi ve and nine codes), occurring on three occasions during the observation period with the same sequence of 
events and signifi cantly similar time intervals between each event occurrences. This T-pattern shows how the 
regulatory and illustrative functions follow one another, and indicates the type of morphology, both in terms of 
gesture and proxemics, which the teacher uses to accompany these functions. The interpretation that can be 
derived from the four steps of this T-pattern sequence can be described step by step as follows: ( 01 ) The 
teacher begins with an illustrative function (IL), in this case demonstrating (DE) something by using picto-
graphic (PIC) gestures that draw an object or idea in space. He then relates to a partner (DYA) with an integra-
tive (INT) attitude while situated in a peripheral area (P) of the classroom to the left (LEF) of the group and with 
a fi xed bipedal (SEA) posture. ( 02 ) The teacher begins to observe (OB) what the dyad (DYA) is doing, makes an 
object-adaptor gesture (OB) and maintains the same proxemic criteria (P) (INT) (LEF) (SEA). ( 03 ) The teacher 
begins to offer help (HE) while illustrating (IL) by means of a deictic (DEI) gesture to point; he maintains the 
object adaptor (OB) and the same proxemic trend. ( 04 ) The teacher changes to regular (RE) in a dyadic situa-
tion (DYA) of help (HE), and is therefore integrated (INT) in a seated position (SEA) to the left of the space (LEF), 
maintaining an object adaptor (OBJ) and using a well-defi ned emblem (EMB) gesture       
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IL,BEA,OBJ,MAC,C,INT,AMO,LOC

RE,DEI,OBJ,MAC,P,INT,FA,BI

IL,PIC,DE,MAC,P,IN,FA,BI

(01)

(02)

(03)

0 10000 20000 30000 40000 50000 60000

0 10000 20000 30000 40000 50000 60000

(04)(03)(02)(01)

   Fig. 4    This relevant T- pattern      is related to interaction with the whole class/group of students. It consists of 
three levels and a sequence of three events, each one of which comprises a complex combination of codes 
(combinations of eight codes), occurring on three occasions during the observation period with the same 
sequence of events and signifi cantly similar time intervals between each event occurrences. This T-pattern 
shows the alternation between the use of illustration (IL) and regulation (RE), as defi ned previously. As can be 
seen in ( 01 ), most illustrative (IL) situations involve expository, narrative, and descriptive phrases that are usu-
ally accompanied by gestures whose morphology takes the form of beats (BEA), and also accompanied by 
locomotion (LOC) or movement by the teacher around the classroom or among the students (AMO). As can be 
seen in ( 02 ), situations of regulation (RE), in which the teacher uses imperative, interrogative, or instructive 
phrases, are usually accompanied by deictic (DEI) gestures and made from a peripheral (P) area of the class-
room. In ( 03 ) one can see another trend in the illustrative function accompanied by more defi ned gestures, in 
this case pictographs (PIC) that are usually used when the teacher has a fi xed bipedal (BI) posture. It seems 
that maintaining a fi xed posture helps to focus the attention required to make highly defi ned gestures such as 
kinetographs or pictographs. The object adaptor (OBJ) appears frequently, except when the teacher begins to 
demonstrate (DE) (for example, holding a piece of chalk in his hand (OBJ) but then beginning to write with it 
(DE), or putting it down so as to demonstrate something with his hands more clearly)       
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6        Discussion 

 The analysis of the results should be approached on two different 
levels: (a) with respect to the codes and their combinations; and 
(b) with respect to the criteria of the observation systems (SOCIN 
and SOPROX).

    (a)    Here the results reveal the power of gestures which have an 
illustrative and regulatory function and are associated with 
various  morphologies  , as well as with key aspects of proxemics 
and the interaction with the group/class. It can be stated that 
regulatory gestures (RE) are morphologically coded predomi-
nantly by means of emblems (EMB) and deictic forms (DEI). 
Illustrative gestures (IL) are coded through beats (BEA), pic-
tographs (PIC) and kinetographs (KIN). Regulatory gestures 
(RE) are usually  made            while the teacher is in a static position 
(especially bipedal (BI), although also seated (S); however, pic-
tographic (PIC) and kinetographic (KIN) gestures, whether 
they have a regulatory (RE) or illustrative (IL) function, may 
also be used during periods of locomotion (LOC). When 
teachers move around (LOC) they tend to use, above all, illus-
trative beats (IL). As beats (BEA) do not have their own mean-
ing they can be employed when the attention of others is not 
focused on the meaning of the gesture but, rather, on the sig-
nifi cance of what is being said. Emblems (EMB), deictic forms 
(DEI) with a regulatory function, pictographs (PIC), and 
kinetographs (KIN) are usually used from a static position so 
that recipients are not distracted by any movement (LOC) 
and, instead, pay attention to the meaning conveyed by the 
gesture. When a teacher demonstrates (DE) he or she tends to 
use illustrative gestures (IL), which may be morphologically 
coded as pictographs (PIC) or kinetographs (KIN), and to a 
lesser extent as beats (BEA).   

   (b)    As regards the criteria defi ned by the observation instruments 
SOCIN and SOPROX the results enable us to highlight a 
series of trends in both kinesic and proxemic communication, 
as well as in combinations of the two. The   Function  criterion   
reveals that most teachers use the regulatory function 30 % of 
the time, the remaining 70 % corresponding to the illustrative 
function; in other words, actions that do not require an imme-
diate response such as explaining and providing information 
account for the largest proportion of time to the detriment of 
regulatory actions, which do seek an interaction or responses 
such as asking questions, giving orders, offering help, etc. 
Concerning the combination of the  criteria    Morphology  and 
 Function  of gestures it can be seen that emblems, deictic 
forms, pictographs, kinetographs, and beats are used without 
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distinction in order to convey each function, whether it be 
regulatory or illustrative; however, gestures that are less 
 well-defi ned in terms of morphology, such as beats, are more 
likely to  accompany the illustrative function, whereas most 
emblems and deictic forms, both of which are gestures with 
a well-defi ned morphology, tend to accompany more the 
 regulatory function.     

 In our view the criterion   Adaptation    is of less interest as it 
refers to extra-communicative aspects and is associated with 
 unconscious contact gestures made by the sender; the results show 
a highly frequent use of these. 

 With respect to the criterion   Transitions ,   fi xed bipedal  postures 
are usually alternated with periods of locomotion as the teacher 
moves from one area of the classroom to another. Occasionally one 
can  observe            support postures, generally in conjunction with tables 
or chairs, whereas when posture is static in the seated position this 
tends to be maintained for some time. 

 Concerning the relationship between the criteria  Function  
and   Transitions    the results reveal a common association between 
the regulatory function and static bipedal postures, whereas the 
 illustrative function is combined with locomotion or movement 
around the classroom. It appears that when giving an illustra-
tion, which does not require a gesture of interaction, the teacher 
feels freer to move around. In contrast, the regulatory function, 
which does call for gestures that indicate interaction, seems to 
require greater concentration on the part of teachers and leads 
them to fi x their posture and thus focus their vision on a single 
point while asking questions, making comments or giving 
orders, etc. 

 With respect to the criterion   Orientation    the predominant 
position tends to be facing the group. Teachers rarely take up a 
position behind the group. 

 The criterion  Group   shows   that interaction mostly occurs 
with the whole group, followed by that with micro-groups and, 
occasionally, with dyads. However, and as is shown in the 
T-patterns of Figs.  3  and  4 , the combinations of codes in each 
event are more numerous and varied for interactions with 
 student dyads (Fig.  3 ) than they are for those with micro-groups 
or the group as a whole (Fig.  4 ).  

7    Conclusion 

 In addition to observing the particular style of paraverbal 
 communication associated with each teacher the present study 
also illustrates the ways in which they tend to use such communica-
tion from both a kinesic and  proxemic   perspective. We can provide 
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answers according to the questions proposed for this study: (1) 
The observation instruments  SOCIN and SOPROX   have been 
shown to be effective tools for recording in an exhaustive, clear 
and manageable way all the possible forms of paraverbal communi-
cation used by teachers, whether this be kinesic (by means of 
SOCIN) or proxemic (via SOPROX). (2) As pointed out in the 
results section it has been possible to obtain trends in relation to 
each criterion of both SOCIN and SOPROX, as well as combina-
tions of them; for example, observing the relationship between the 
criterion  Orientation  and  Topology  or  Transitions  enables us to 
investigate whether  there            is a signifi cant relationship between 
the way in which teachers move around, the spatial orientation 
chosen and the topology used with respect to the dimensions of 
the classroom and the space in which teaching takes place. (3) 
Regulatory gestures (RE) are usually made while the teacher is in a 
static position (especially bipedal (BI), although also seated (S); 
however, pictographic (PIC) and kinetographic (KIN) gestures. 
The regulatory function (RE) always appears in the context of 
interactions between teachers and students, whereas the illustrative 
function (IL) appears in expositive situations. Although we have 
seen how both are associated with specifi c proxemic behaviors, 
their power resides in their being effectively combined with verbal 
expression. Thus, for example, the illustrative function of gestures, 
regardless of whether these are iconically well defi ned, is interesting 
in terms of fostering students’ learning, but too much illustration 
can have a negative effect [ 37 ]. 

 A complementary and desirable objective for this type of 
research would be that teachers, via observation of their classes 
and a debriefi ng interview, could become aware of their particular 
style of paraverbal communication. In light of such information, 
 teachers tend to be highly motivated to improve the effi cacy of 
the paraverbal communication associated with their everyday 
teaching  discourse. In this regard, strategies and techniques based 
on mixed methods research [ 12 ,  38 ,  39 ] provide different points 
of reference and indicators that may help new professionals to 
understand modulate and adjust the development of their self-
perception and behavior. 

 Given the inevitable limits to the rationality and refl ective 
capacities of educational professionals, we are obliged to consider 
the intentions of teachers, the tasks of whom can be approached 
through descriptive and qualitative instruments, as well as with data 
derived from more quantitative observation of their behavior. 

 For teachers, having an  optimum   paraverbal communicative 
style (both kinesic and proxemic) in combination with effective 
verbal communication is important in terms of the effi cacy of 
instruction. We  fi rmly            believe that the optimisation of these 
 communicative styles would have a direct positive effect on 
 students’ learning.     
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    Chapter 5   

 The Self-Organization of Self-Injurious Behavior 
as Revealed through Temporal Pattern Analyses                     

     Aaron     S.     Kemp     ,     Mohammed     R.     Lenjavi    ,     Paul     E.     Touchette    ,     David     Pincus    , 
    Magnus     S.     Magnusson    , and     Curt     A.     Sandman     

  Abstract 

   Intentional acts of harm to self are among the most dramatic and disturbing behaviors exhibited by human 
beings and frequently exact a heavy toll in terms of the emotional and economic burden that must be 
borne by affected individuals, families, caregivers, and society. One major obstacle to understanding and 
treating self-injurious behavior (SIB) is the absence of adequate tools and methodologies to identify dis-
tinctive behavioral phenotypes or to quantify the complex presentation of SIB across varying time scales 
and environmental settings. Granted, there are increasingly sophisticated analytic techniques available to 
study behavior, but the vast majority of existing studies on SIB still rely on measures of frequencies or rates 
of SIB linked to a single environmental condition or other presumed contingencies. In contrast, our recent 
investigations of SIB among individuals with severe intellectual and developmental disabilities have 
employed temporal pattern analyses using the Theme™ program to explore the complex organizational 
dynamics underlying the presentation of SIB as recurrent patterns across time. Comprehensive behavioral 
and environmental events were recorded in situ, in real time, by trained, unobtrusive observers using The 
Observer ® . The event codes and their associated times were then imported into Theme™, which was used 
to identify highly signifi cant (i.e., nonrandom), recurrent, temporal patterns that were not constrained by 
implicit assumptions about the sequential ordering or hypothesized relations among the constituent 
events. Principal among our fi ndings are that transitions to episodes of SIB are characterized by greater 
overall behavioral complexity and order within individuals; that self-injuring acts may serve as singular 
points that increase coherence within self-organizing patterns of behavior; that temporal patterns associ-
ated with SIB are highly correlated with basal beta-endorphin and adrenocorticotropic hormone levels 
across individuals; and that treatment with the opiate antagonist naltrexone may reduce the temporal pat-
terning of SIB. The implication of these fi ndings is that SIB can never be fully understood within a strictly 
linear conceptualization of “cause-and-effect” sequential dependencies. Instead, we suggest that SIB is 
dynamically regulated by “internal” processes which contribute to the emergence of complex, self- 
organizing patterns. If confi rmed, these results may portend the development of innovative new behavioral 
or pharmacologic interventions designed to disrupt self-organizing regulatory processes, rather than sim-
ply focusing on putative antecedents or consequences.  

  Key words     Self-injurious behavior  ,   Self-organization  ,   Temporal pattern analyses  ,   Theme  
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1      Introduction 

 Abnormality in human behavior is often characterized on the basis 
of functional criteria pertaining to whether the behavior is generally 
regarded as “adaptive” or “maladaptive”    in a given social context 
or environmental setting. Behaviors that serve to increase produc-
tive or constructive adjustments  to                  functioning in daily life are nor-
mally regarded as “adaptive,” while behaviors that lead to impaired 
adjustments to functioning in a given social situation or setting are 
generally considered “maladaptive” in that they do not appear to 
serve a productive or constructive adjustment purpose. As such, 
maladaptive behaviors are thought to be counter- productive to the 
individual’s own social, psychological, or physical well-being. Some 
of the most commonly observed maladaptive behaviors are repeti-
tive, perseverative, or stereotyped movements, compulsions, tics, 
addictions, and intentional acts of physical harm to self. 

 Frequently termed “self-injurious behavior” (SIB), repetitive 
acts of self-harm are among the most dramatic and disturbing mal-
adaptive behaviors exhibited by human beings. Although SIB has 
been observed in association with a variety of psychological disor-
ders, neurological conditions, psychiatric diagnoses, and genetic 
syndromes, the primary focus of the investigations described herein 
is the frequent occurrence of SIB among individuals diagnosed 
with severe  intellectual and developmental disabilities (IDD)     , 
including autistic spectrum disorders. The prevalence of SIB within 
this population has been estimated to be as high as 30 % and remains 
one of the primary reasons that individuals with  IDD   either are 
retained in institutional (restrictive) environments or administered 
psychotropic medication [ 1 ]. Despite considerable research effort, 
the underlying causes of SIB in this population remain a mystery 
and there is still no consensus among researchers and clinicians 
regarding the most effective interventions or treatments [ 2 ]. 

 A major obstacle to understanding the mechanisms of SIB and 
developing coherent  treatment plans   has been an absence of reli-
able and effective methods for quantifying the complex, recurrent 
patterns of SIB across varying settings and time scales, such that 
relations with a variety of factors may be empirically assessed [ 3 ]. 
Indeed, the topographies and circumstances surrounding recur-
rences of SIB vary so considerably from one individual to the next 
that establishing a metric or analytical technique to reliably assess 
severity, change, or temporal contingencies is a major methodolog-
ical impediment. Individuals exhibiting SIB employ an assortment 
of methods of  self-harm   that include cutting, hitting, or biting 
themselves, ingesting foreign objects, hurling themselves to the 
ground, and banging their head against solid objects often result-
ing in broken bones, disfi gurement, blindness, or even loss of life 
[ 4 – 9 ].  This   broad spectrum of self-harm phenotypes,                   the range of 
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methods used to commit these acts and the various motives pro-
posed to explain them has militated against a unifying mechanism 
and the development of a universally effective intervention. 

 After considerable debate on this topic, a panel of experts con-
vened by the  US National Institute for Child Health and Human 
Development (NICHD)      reached a consensus that it should be 
possible to defi ne a distinct behavioral phenotype for SIB, perhaps 
with greater precision than most complex human behaviors because 
it is directly observable and can be reliably counted [ 10 ]. However, 
the NICHD group argued that data collection and analysis of SIB 
was primitive and that new methods of increasingly sophisticated 
sequential and temporal analysis of in situ observations of behavior 
were available [ 11 – 14 ] so that measures and analyses of patterns of 
SIB should replace or supplement measures of rate and frequency 
[ 4 ,  15 ]. Nonetheless, the majority of existing studies on this topic 
still rely on measures of frequencies or rates of SIB, often linked to 
a single environmental manipulation or experimental condition. 

 In contrast, our recent investigations of SIB among individuals 
with severe IDD have employed temporal pattern analyses using 
the  Theme™ program   [ 16 ,  17 ] to explore the complex organiza-
tional dynamics underlying the presentation of SIB as recurrent 
patterns across time. In conjunction with the application of tempo-
ral pattern analyses, our approach has also explored the heuristic 
utility of concepts derived from nonlinear dynamical systems theory 
to provide a unique perspective on the “internal” regulatory  pro-
cesses   believed to subserve the persistent recurrence of SIB in this 
population. In so doing, it was hoped that this novel approach 
would catalyze the development and empirical testing of new 
hypotheses regarding the apparent self-organization of self- injurious 
and other maladaptive behaviors and eventually lead to innovative 
new treatment modalities for these troubling conditions.  

2    Identifying Temporal Patterns of SIB 

 Increasingly sophisticated analytic techniques have been  applied                  to 
the investigation of observationally recorded behavioral data over 
the past 30 years. For example, in 1979, Gene Sackett [ 13 ] 
described the application of  lag sequential analyses   to directly 
address the complexity and constraints of existing methods for 
identifying contingent relations across time in multivariate obser-
vational data. The conceptual basis for lag analyses derives from the 
quantitative methods of auto- and cross-correlation. When applied 
to qualitative behavioral data, the lag principle examines the condi-
tional (or transitional) probability that a criterion event of interest 
will be sequentially followed by another event of interest (event 
lag), or that any observed event will fall within a specifi ed temporal 
window in relation to the criterion event (time lag). 
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 In the early 1990s, Eric Emerson and colleagues were among 
the fi rst researchers to apply this analytic approach to the study of 
SIB among individuals with IDD. In a  cross-validational compari-
son   of time-based lag sequential analyses with traditional, experi-
mental (functional) analyses,    Emerson et al. [ 18 ] found a high 
degree of consistency between the two approaches (86 % agree-
ment in the identifi cation of behavioral processes underlying SIB). 
These results were interpreted as lending support to the external 
validity and overall viability of time-based lag analyses for exploring 
the mechanisms and contextual contingencies underlying SIB in 
IDD populations. Since then, several studies have applied this sta-
tistical method to quantify the conditional probabilities between 
recurrent acts of SIB and relations to a variety of other presumed 
behavioral and/or environmental antecedents or consequents. 

 Researchers from our project team have also employed  time- 
based lag sequential analyses   to examine whether successive epi-
sodes of SIB are sequentially dependent. In a study published  by 
  Marion et al. [ 19 ], sequential dependencies were determined by 
calculating the conditional probabilities that a match event fol-
lowed a criterion event within four windows of time: 2, 10, 30, and 
60 s. The results indicated that the only, highly signifi cant, sequen-
tial predictor of SIB was another, antecedent occurrence of 
SIB. There was no evidence that SIB was sequentially dependent 
on environmental events or on other observationally recorded 
behaviors within these temporal windows. Furthermore, the 
method of analysis controlled for chance pairings of events and 
revealed that the sequential patterns of SIB were independent of 
frequency or  rate                  of occurrence. Additionally, the conclusion that 
SIBs occur in sequentially related “bouts” was also confi rmed 
using  survival analyses   to quantify the temporal distribution of SIB 
patterns [ 20 ]. The results reported  by   Kroeker et al. [ 20 ], sug-
gested that, within some individuals with severe IDD, SIB fol-
lowed  “contagious” temporal distribution patterns  , which could 
represent a unique behavioral phenotype that is maintained by bio-
logical rather than social or environmental factors. 

 Despite the meaningful application  of   lag sequential analyses in 
studies such as these, the method does have some inherent short-
comings that must be taken into consideration. For example, the 
temporal windows or variables of interest must be specifi ed a priori. 
Implicit assumptions regarding the sequential or temporal proxim-
ity of contingent events, however, present serious limitations that 
may preclude the identifi cation of “noncontiguous” or “long-
range” temporal relations among events of interest. Furthermore, 
   Sackett [ 13 ] cautions that lag sequential methods are highly vulner-
able to “capitalization on chance,” meaning that as the number of 
observations collected increases suffi ciently, so too will the probabil-
ities of fi nding signifi cant sequential dependencies. While Bakeman 
 and      Gottman [ 21 ] provide detailed methods for controlling such 
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Type 1 errors, they caution that this is an issue of concern whenever 
lag sequential analytic methods are employed. 

 In the interest of overcoming such limitations in the study of 
SIB, our recent investigations [ 1 ,  3 ,  22 ] have utilized a unique, 
probabilistic, temporal pattern analysis program known as Theme™ 
(PatternVision Ltd and Noldus Information Technology BV). As 
developed by Magnusson [ 16 ,  17 ], Theme™ provides  a   statistical 
method of detecting temporal patterns (T-patterns) of related 
behavioral events that may not be obvious to a trained observer or 
identifi able by traditional or sequential analysis methods. The 
T-pattern detection algorithm fi rst identifi es signifi cant (nonran-
dom) recurrences of any two events within a statistically similar 
temporal confi guration (critical interval) in a real-time behavioral 
record and then proceeds to identify hierarchical relations with any 
other antecedent or subsequent events. Thus, the search algorithm 
detects highly signifi cant, hierarchically arranged T-patterns that 
are composed of statistically related behavioral events that repeat-
edly appear in the same, relatively invariant, temporal confi gura-
tion regardless  of                  whether they are contiguous or noncontiguous 
in sequential distribution across time. 

 T-Patterns “grow” in complexity as simple patterns are incor-
porated into larger patterns, and are retained for further analysis 
according to whether they meet the search parameters specifi ed by 
the user. Among these parameters is the probability that a given 
T-pattern will occur in a randomized distribution of the current 
record, the transitional probability that component patterns must 
possess to be included in a larger pattern, and the minimum num-
ber of instances that detected patterns recur across the record. 
Hence, the major  advantages   of this method are that it is not con-
strained by implicit assumptions about the sequential distribution 
of the behaviors of interest and allows the user to select the rele-
vant probability levels to be tested against a randomized distribu-
tion of the actual behavioral record, thereby providing programmatic 
control over vulnerability to chance fi ndings. 

 The following sections will provide a brief overview of the 
key fi ndings that have been identifi ed through the use of Theme™ 
in our analyses of observational data that were collected unobtru-
sively via handheld, mobile computers using The  Observer ®    
(Noldus Information Technology BV). For each of the studies 
detailed below, individual participants were observed by research 
staff throughout their regular daily routines, in situ, with minimal 
intrusion. The observation of individuals with varying self- 
injurious behavioral topographies required a coding strategy with 
a broad selection of the most salient features observed in the fi eld 
and informed by previous research conducted over the past 30 
years by Curt Sandman and colleagues at the University of 
California, Irvine. Though not described herein, details regard-
ing the specifi c coding schemes employed, the reliability of the 
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observational  procedures utilized, and the neuropeptide assay 
methodologies mentioned below can all be reviewed in previous 
publications from Sandman and colleagues [ 1 ,  3 ,  5 ,  6 ,  8 ,  19 ,  20 , 
 22 – 28 ]. Furthermore, it should be noted that the following stud-
ies were all conducted in compliance with the Declaration of 
Helsinki. Informed consent was obtained from conservators and/
or guardians of all study participants. The methods of  consent 
and data collection   as well as the specifi c study protocols were all 
reviewed and approved by the ethics oversight committees of the 
University of California, Irvine (UCI Institutional Review Board) 
and the State of California (Committee for the Protection of 
Human Subjects).  

3    Comparing Temporal Patterns in Records  With  and  Without  SIB 

 A primary question when evaluating the utility of temporal pat-
tern analyses in our studies was whether the occurrence of SIB 
would have a discernible impact on the  overall                  temporal organi-
zation of the observed events. To answer this question we took 
10 days of observational records from 32 individuals (18 male, 14 
female; mean age = 40 ± 13 years) known to display SIB and sepa-
rated them into records with and without an observed SIB. These 
records were analyzed with Theme™ (Version 5) and the quanti-
tative results (mean number of distinct T-patterns, mean number 
of T-pattern occurrences, mean length, and mean level) were 
then compared using Paired-Samples  t -tests. As can be seen in 
Fig.     1 , records that included SIB produced signifi cantly more dis-
tinct T-patterns ( t  31  = 2.33,  p  < 0.03; Fig.  1a ), more T-pattern 
occurrences ( t  31  = 2.14,  p  < 0.04; Fig.  1b ), longer T-patterns 
( t  31  = 2.19,  p  < 0.04; Fig.  1c ), and more complex T-patterns 
( t  31  = 2.37,  p  < 0.03; Fig.  1d ) when compared with records from 
the same subjects without an observed SIB. Furthermore, these 
comparisons remained signifi cant even after controlling for an 
increased opportunity of detecting T-patterns (i.e., more recorded 
events) in records that included SIB by removing all SIB and 
staff-interaction codes from the records prior to rerunning the 
analyses.

   As reported by Sandman et al. [ 22 ], these results indicate that 
SIB may function as a “singularity” around which a complex tem-
poral confi guration of behavioral patterns becomes increasingly 
self-organized. For example, it is possible that the temporal pat-
terning of behaviors associated with SIB refl ects the dynamical 
infl uence of an  internal regulatory mechanism   that drives the 
overall system toward greater behavioral coherence and complex 
structural integrity. Indeed, the dynamical processes underlying 
transitions between periods of relative calm and the occurrence 
on an episode of SIB may refl ect a system that is in a critical state 
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at the “ edge of chaos  ” [ 29 ], or some other process of self-organi-
zation [ 30 ]. Future research could serve to extend these results 
by investigating the specifi c mechanisms underlying the emer-
gence of order that appears in the proximity of SIB (e.g., fractal 
patterns) [ 31 ]. 

 Regardless of the specifi c mechanisms involved, however, 
 transitions   were observed between relatively disorganized behav-
ioral states with few temporal patterns to a relatively organized 
state characterized by signifi cantly more patterns, of greater 
complexity. It was surprising that the transition to a more orga-
nized state was observed when SIB was exhibited because 
increased complexity and system integrity typically are  associated 
  with “adaptive” states [ 32 ] and biopsychosocial resilience [ 33 ]. 
It is possible that the movement from behavioral calm to periods 
of self-infl icted  injury                  confers an adaptive advantage or gain for 
the individual. For example, SIB could actually produce a move-
ment toward equilibrium in biologically mediated processes 
associated with the regulation of arousal [ 34 ], reward, or plea-
sure [ 25 ], particularly if those processes are already in a state of 
dysregulation [ 26 ].  

  Fig. 1    Quantitative results of the temporal pattern (T-pattern) analyses on fi les with and without an observed 
episode of SIB. All of these mean values were found to be signifi cantly different between fi les with and without 
an observed SIB episode on  Paired  t -test comparisons         
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4    Exploring Relations between Temporal Patterns of SIB and  Neuropeptides   

 Among the biological processes that have been suggested to con-
tribute to the emergence and maintenance of SIB is the stress- 
related molecule  proopiomelanocortin (POMC)     . Evidence from 
our laboratory, and several others, has indicated that the process-
ing and release of POMC in the hypothalamic–pituitary–adrenal 
(HPA) axis may be perturbed among subgroups of individuals 
exhibiting SIB [ 1 ,  5 ,  6 ,  25 – 28 ,  35 – 55 ]. For example, Sandman 
et al. [ 25 ,  26 ] reported that sequentially dependent patterns of SIB 
reached highest conditional probabilities among individuals who 
exhibited a dysregulation, or “uncoupling,” of the POMC system, 
as characterized by elevated basal levels of β-endorphin (βE) rela-
tive to basal levels of  adrenocorticotropic hormone (ACTH)     . 
These two hormones are POMC-derived neuropeptides that are 
involved in the stress response as part of the HPA axis (ACTH), 
and in the modulation of pain and pleasure because of their affi nity 
for the opiate receptors (βE). 

 Despite such evidence implicating the role of POMC, mea-
sures of rate or frequency of SIB have never been shown to have a 
direct correlation with blood levels of the POMC-derived hor-
mones, βE and ACTH. As the sequentially dependent patterns of 
SIB revealed a signifi cant (though indirect) association, we hypoth-
esized that a more robust pattern detection method such as 
Theme™ could further elucidate the hypothesized relations 
between disturbed basal levels of βE and ACTH and a unique 
 behavioral                  presentation of temporally patterned recurrences of 
SIB. Accordingly, we used Theme™ (Version 5) to identify 
T-patterns that included SIB within a dataset of in-situ observa-
tional recordings spanning 8 days (~40 h) in 25 individuals (13 
male, 12 female; mean age = 40.5 years) with IDD and a history of 
persistent SIB for whom we also had basal (morning) blood levels 
of βE  and   ACTH. 

 As reported by Kemp et al. [ 3 ], and summarized in Table  1 , 
the results of this investigation indicated that the within-subject 
percentages of detected T-patterns containing SIB were highly 
correlated with basal levels of βE ( r  = 0.79,  P  < 0.001) and ACTH 
( r  = 0.79,  P  < 0.001). These correlations were even higher for the 
proportion of detected T-patterns that included both SIB and 
 agitated behaviors (AB), but were not signifi cant for the propor-
tion of T-patterns containing AB without SIB or for any of the 
other “control” behaviors such as non-injurious motor stereoty-
pies or staff interactions. Furthermore, such high correlations were 
not found, and have not been previously reported, between “raw” 
frequency counts or rates of SIB and these hormone levels. This 
indicates that the detection of temporally distributed patterns of 
SIB may yield measures more directly relevant to the underlying 
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biological mechanisms than traditional methods of quantifying 
occurrences. Furthermore, these results  suggest   the potential util-
ity of temporal pattern analyses to identify a sub-type of subjects 
that may respond most benefi cially to certain treatment approaches 
(e.g., opiate antagonists).

5       Examining the Effects of Naltrexone on Temporal Patterns of SIB 

 In the early 1980s, Sandman and colleagues were among the fi rst 
to present evidence that opiate antagonists could be used to reduce 
the occurrences or attenuate the severity of SIB among individuals 
with IDD [ 46 ]. Since then numerous studies have explored the 
putative effi cacy of  opiate antagonists   (e.g., naltrexone or nalox-
one) for the treatment of SIB. Although there have been some 
reports that have not shown clear support for the effi cacy of this 
intervention [ 56 ], several reviews of this approach [ 1 ,  57 – 59 ] have 
reported improvements ranging from 57 to 80 % across numerous 
studies of individuals treated with naltrexone, with “ unequivocal 
responders  ” comprising from 25 to 47 % of cases reviewed. One of 
the outcomes of research on this topic has been the suggestion that 
there may indeed be subgroups of individuals that respond most 
favorably to treatment with opiate antagonists. Furthermore, as 
noted above, one of the obstacles in identifying possible biological 
indicators of treatment responsiveness has been the reliance on 
relatively simple methods of analysis (e.g., rate or frequency of 
occurrence) that do not capture the complex expression of SIB as 
patterns across time. 

   Table 1  
  Pearson’s  r  correlations (sig.) between  hormone   levels, behavior counts and rate (rows) and Theme 
results (columns), including total T-patterns and the proportion of T-patterns containing SIB, agitated 
behavior (AB), both SIB and AB, motor stereotypy (STER), and staff behaviors (STAFF)   

 Total 
T-patterns 

 % SIB 
T-patterns 

 % AB 
T-patterns 

 % SIB and AB 
T-Patterns 

 % STER 
T-patterns 

 % STAFF 
T-patterns 

 βE level  0.29 
(0.147) 

  0.79 
(<0.001)  

 0.17 
(0.403) 

  0.83 (<0.001)   −0.09 
(0.668) 

 −0.06 (0.759) 

 ACTH level  0.23 
(0.265) 

  0.79 
(<0.001)  

 0.18 
(0.371) 

  0.85 (<0.001)   −0.14 
(0.494) 

 −0.09 (0.660) 

 Total SIB  0.08 
(0.690) 

 0.20 (0.337)  0.06 
(0.755) 

 0.15 (0.481)  0.22 
(0.228) 

 0.04 (0.839) 

 SIB per 
hour 

 0.12 
(0.585) 

 0.22 (0.274)  0.06 
(0.748) 

 0.17 (0.401)  0.21 
(0.243) 

 0.03 (0.892) 

 Total 
behaviors 

  0.57 
(0.003)  

 0.37 (0.073)  −0.23 
(0.270) 

 0.29 (0.163)   0.44 
(0.011)  

 −0.26 (0.213) 
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 In order to evaluate whether temporal patterns of SIB may 
 provide                  a more sensitive measure of the effects of  opiate antago-
nists,   we conducted a small study in which six individuals (four 
male, two female; mean age = 38 years) with IDD and a persistent 
history of SIB were administered three dose levels of naltrexone 
(0.5, 1, and 2 mg/kg) for 1 week each, with intervening weeks 
receiving placebo, and the ordering of doses counterbalanced 
across subjects. Observational recordings were analyzed separately 
for each week using Theme™ (Version 5) and the results were then 
aggregated to compare the proportion of T-patterns containing 
SIB with the proportion of SIB events in the overall behavior fre-
quency counts observed during the baseline week, and the weeks 
during which the subjects received either a placebo or one of the 
three doses of naltrexone. The results of these comparisons are 
shown in Fig.  2 .

   These results clearly indicate that SIB T-patterns provide a 
more sensitive measure of the effects of naltrexone, despite the fact 
that the small sample size precluded statistical signifi cance for these 
comparisons. With regard to “clinical signifi cance,” one could 
argue that a reduction of SIB T-patterns would be relatively mean-
ingless if the frequency of SIB shows no changes. However, an 
alternative interpretation is that the effects of naltrexone may serve 
to disrupt the underlying biological processes that subserve the 
organization of SIB into patterns, as expressed across time, thereby 
creating a condition which could make SIB more amenable to 
behavioral interventions. 

  Fig. 2    Mean percentages of SIB T-patterns (out of total detected T-patterns) and 
SIB Events (out of total recorded behavioral events) detected during Baseline 
week and during weeks that the subjects were receiving either placebo or nal-
trexone treatments       
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 With regard to the apparent “placebo effect” seen in the 
change from baseline for the SIB T-patterns in Fig.  2 , it should be 
noted that the dosing of placebo and naltrexone was counterbal-
anced across subjects on alternating weeks. Accordingly, the aggre-
gation of respective placebo and naltrexone weeks includes 
potential “carryover” effects from a previous dose of naltrexone. 
This is more likely to be the reason for the decrease from baseline 
levels than the “expectation” bias commonly associated with an 
actual placebo response. Alternatively, Fig.  3  provides a compari-
son of SIB T-pattern and SIB event percentages that are matched 
for each subject to show the percent change from the placebo week 
 immediately                  preceding each of the doses of naltrexone. Again, it 
appears clear that SIB T-patterns revealed a more pronounced 
effect in the percent change from weeks during which the subjects 
received placebo to the following weeks during which the subjects 
received the respective doses of naltrexone.

   In addition to the observational data collected during this small 
trial, we also had blood levels of the N-terminal fragment of  beta-
endorphin (βEN)   that were collected from each of these  subjects 
prior to the initiation of the drug trial. Samples were collected 
within 2–5 min after an episode of SIB (defi ned as the observation 
of at least one self-injurious act). Control samples were collected on 
 separate   days, following a period of at least 30 min without an epi-
sode of SIB, and were matched for time of day with the post- SIB 
samples. To further control for the possible infl uence of physical 
exertion, samples were also collected on a separate day following 

  Fig. 3     Mean percentage decreases   from placebo to respective naltrexone dose 
levels for the percent of T-patterns containing SIB (out of total detected T-patterns) 
and the percent of SIB events (out of total recorded behavioral events). These 
changes are matched for each subject for the weeks immediately preceding 
each dose of naltrexone       
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a brisk 10-min walk (physical exercise). Finally, on a separate day 
from the other samples, morning (8 A.M.) and afternoon (4 P.M.) 
samples were collected (on the same day) to estimate the peak and 
nadir, respectively, of the peptide levels under investigation. 

 As shown in Table  2 , these βEN  levels   were compared with the 
percentage change in T-patterns (by behavior type) from the weeks 
the subjects were treated with placebo to the following weeks in 
which they received naltrexone. Despite the small sample, a highly 
signifi cant correlation was detected between post-SIB levels of 
βEN and the change from placebo in the percentage of T-patterns 
containing SIB to the weeks subjects were receiving naltrexone. 
No such correlations were found for changes from placebo on any 
“control” T-patterns (i.e., those containing non-injurious, stereo-
typed behaviors or staff interactions). These fi ndings suggest post- 
SIB βEN levels may have direct relevance to the effects of naltrexone 
on the temporal organization of SIB.

   Though limited by a relatively small sample size, these fi ndings 
may be the fi rst to demonstrate a relation between response to a 
pharmacological intervention for SIB and endogenous levels of the 
N-terminal fragment of βE. At least one study [ 55 ] has suggested 
a relatively unrecognized role of the N-terminal in the processes 
thought to subserve SIB; however, there are no previous studies 
that have suggested that post-SIB levels may have direct relevance 
to whether an individual may respond favorably to treatment with 
naltrexone. Such relations may portend a more complete under-
standing of the biological mechanisms underlying the persistent 
and disturbing recurrence of SIB among certain individuals with 
developmental disorders and clearly warrant further investigations. 
Without the utilization of temporal pattern analyses in these inves-
tigations, however, such relations might continue to lie unrecog-
nized, as  traditional                  linear analyses may not possess adequate 
sensitivity to reveal the complex emergent structuring of these 
behaviors across time.  

   Table 2  
  Pearson’s  r  coeffi cients (signifi cance) between levels of beta-endorphin (N-terminal) collected in 
either the A.M., P.M., or following SIB, no SIB, or physical exercise (PE) and the change in the percent 
of T-patterns (by behavior type) between weeks treated with placebo and naltrexone   

 Change in T-pattern % 
by behavior type 

 Beta-endorphin (N-terminal) levels 

 A.M.  P.M.  Post-SIB  No-SIB  Post-PE 

 SIB   0.37 (0.47)   0.25 (0.64)   0.82 (0.045)   −0.45 (0.44)   0.66 (0.22) 

 Stereotypy  −0.76 (0.07)  −0.26 (0.96)  0.52 (0.29)  −0.29 (0.64)  −0.10 (0.87) 

 Staff interactions   0.42 (0.41)   0.54 (0.27)  0.35 (0.49)  −0.63 (0.25)   0.26 (0.68) 
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6    Comparing Temporal Pattern Analysis with Lag Sequential Analysis 

 The studies described above have undoubtedly demonstrated the 
utility of temporal pattern analyses in the investigation of 
SIB. Nonetheless, we have also sought to evaluate the relative mer-
its of this method in a direct comparison with the other method of 
analysis that has been extensively applied in the study of  observa-
tional data  : lag sequential analysis. As noted earlier in this chapter, 
researchers from our laboratory have applied lag sequential analy-
ses on a number of studies, but were uncertain as to how those 
fi ndings might have differed if temporal pattern analyses had been 
applied instead. Accordingly, we conducted a direct comparison of 
these two complementary methods and examined how they differ 
with regards to the type of information each may yield when 
applied to the study of SIB. Furthermore, this study also provided 
an opportunity to compare the sensitivity of each method to diur-
nal levels of a  stress-related hormone (cortisol)   and their respective 
utility for detecting changes associated with acute and long-term 
treatment with naltrexone in a case study of a single subject. 

 This case study included 74, 2-h, observational records col-
lected via unobtrusive, in situ observation of an 11-year-old boy 
diagnosed with autism and a persistent history of severe SIB. These 
observational records were collected during three separate time 
periods, each spanning approximately 1 month, with approximately 
6 months between each period. The subject was not receiving any 
medications during the fi rst observational period and began taking 
a daily dose of 2 mg/kg of naltrexone 2 weeks into the second 
period and continued taking this dose throughout the remaining 
time periods. As such, the “acute”  effects   of naltrexone described 
below were evaluated within the second time period, whereas the 
“long-term” effects were evaluated using data from the third time 
period. During the third time period, salivary cortisol samples were 
also collected for 21 consecutive days at four daily time-points: 
6:30, 7:00, and 7:30 A.M. to detect the cortisol  awakening 
response, and at 4:00 P.M. to measure the approximate nadir. 

 All 74 observational records were analyzed using both  lag 
                 sequential and temporal pattern analyses. Lag sequential analyses 
were conducted using The  Observer ®  XT   (Version 9) to calculate 
event-based conditional probabilities across all recorded catego-
ries. The comparisons described below included the conditional 
probability of an SIB event contiguously following another SIB 
event, as this measure previously had been found to be highly sen-
sitive to the treatment effects of naltrexone and to biological vari-
ables of interest [ 25 ,  26 ]. Temporal pattern analyses were 
conducted with Theme™ (Version 5) using the following  search 
parameters  : Minimum Occurrence of 3, Signifi cance Level less 
than 0.05, and a Lumping Factor of 0.99, with all other parame-
ters set to default values. 
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 The  conditional probabilities   that an SIB event would be fol-
lowed by a subsequent SIB event (SIB-SIB CPs), as calculated 
using lag sequential analyses, was found to be signifi cantly corre-
lated with the total number of T-patterns detected by Theme™ 
( r  = 0.44;  p  < 0.001), the number of T-patterns containing SIB 
( r  = 0.32;  p  < 0.005), and the proportion of T-patterns that con-
tained an SIB event ( r  = 0.63;  p  < 0.001). The raw frequency counts 
of SIB were also found to be highly correlated with SIB-SIB CPs 
( r  = 0.70;  p  < 0.001), the total number of T-patterns ( r  = 0.64; 
 p  < 0.001), the number of T-patterns containing SIB ( r  = 0.56; 
 p  < 0.001), and the proportion of T-patterns that contained an SIB 
event ( r  = 0.59;  p  < 0.001). This indicates that these measures are 
highly related and share ~9 to ~40 % common variance. What a 
 direct correlational comparison   does not address, however, is 
whether there are differences in the types of information that can 
be derived from each method. To address this issue, we also exam-
ined the sensitivity of each method to diurnal cortisol levels and 
their relative utility for detecting changes associated with acute and 
long-term effects of naltrexone. 

 Table  3  provides  a   comparison of how well SIB frequency 
counts, SIB-SIB CPs,                   and SIB T-patterns correlated with salivary 
cortisol levels. All three measures showed modest, though nonsig-
nifi cant, trends for inverse correlations with the A.M. cortisol lev-
els. For the 4:00 P.M. samples, however, elevated levels of cortisol 
were signifi cantly associated with the number of T-patterns that 
included SIB ( r  = 0.61;  p  < 0.005). Correlations between afternoon 
cortisol levels and SIB frequency counts were also positive but only 
marginally signifi cant, while SIB-SIB CPs showed no relations at 
all with this measure. Finally, the largest correlations with cortisol 
were for the percent decrease from A.M. to P.M. levels. Signifi cant 
negative correlations with this measure were found for both SIB 
frequencies ( r  = −0.57;  p  < 0.01) and SIB T-patterns ( r  = −0.81; 
 p  < 0.001), but not for SIB-SIB CPs, indicating that days with fl at-
ter diurnal variation were associated with a greater probability of 

   Table 3  
   Pearson’s correlation coeffi cients   (signifi cance) for comparisons between 
salivary cortisol levels and various measures of SIB   

 SIB frequency  SIB-SIB CPs  SIB T-patterns 

 Cortisol—6:30 A.M.  −0.27 (0.29)  −0.19 (0.44)  −0.28 (0.26) 

 Cortisol—7:00 A.M.  −0.26 (0.29)  −0.22 (0.38)  −0.35 (0.15) 

 Cortisol—7:30 A.M.  −0.28 (0.26)  −0.26 (0.29)  −0.43 (0.08) 

 Cortisol—4:00 P.M.   0.43 (0.06)   0.00 (0.99)    0.61 (0.005)  

 % Decrease A.M.–P.M.  − 0.57 (0.01)   −0.02 (0.92)  − 0.81 (0.0005)  
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SIB and SIB T-patterns. This would appear to indicate that this 
subject’s cortisol levels remained unusually high well into the after-
noon on days when SIB occurred at higher levels and a high pro-
portion of his temporally organized behavioral patterns included 
SIB among their constituent events, regardless of SIB-SIB sequen-
tial dependencies. Overall, these fi ndings indicate that temporal 
pattern analyses offer superior sensitivity to this biological measure 
and merit further application in future investigations into the pos-
sible contributory role of disturbed diurnal patterns of cortisol in 
relation to the temporal patterning of SIB.

   Table  4  provides  a   summary of the differential sensitivity of 
these measures to changes associated with the administration of 
naltrexone. Repeated-measures ANOVA comparisons revealed 
that the proportion of T-patterns containing SIB decreased signifi -
cantly ( F  = 5.61;  p  < 0.03) in the weeks immediately following the 
initiation of naltrexone. By contrast, no signifi cant acute changes 
were seen in SIB-SIB CPs or in the raw frequency counts of SIB, 
though the latter did show a sizable decrease. The repeated- 
measures ANOVA comparisons of the “long-term”  effects  , follow-
ing 6 months of treatment with naltrexone, however, revealed 
highly signifi cant decreases in all three of these measures: the pro-
portion of T-patterns containing SIB ( F  = 15.59;  p  < 0.001), SIB- 
SIB CPs ( F  = 12.54;  p  < 0.001), as well as the raw frequency count 
of SIB events ( F  = 24.13;  p  < 0.001).

   Of note, the proportion of T-patterns containing SIB was the 
only measure to show a statistically signifi cant change during the 
fi rst few weeks of treatment. Although SIB frequency counts also 
decreased by more than 50 % this change was not found to be sta-
tistically signifi cant. This may mean that SIB T-pattern percentages 
could yield important predictive information with regards to inter-
vention effectiveness, even when clinically observable effects could 
be masked by the higher variability  in                  raw frequency counts. The 
 clinical implications   of this fi nding are that physicians may prema-
turely decide to discontinue treatment with naltrexone on the basis 
that no notable effects on SIB are observed by the caregivers within 

   Table 4  
   ANOVA results   comparing the changes in three measures of self-injurious behavior (SIB) following 
treatment with naltrexone for 3 weeks (acute) and 6 months (long-term)   

 Baseline  Acute effects  Long-term effects 

 Mean (SD)  Mean (SD)   F -value (sig.)  Mean (SD)   F -value (sig.) 

 SIB T-patterns (%)  55.8 (16.2)  30.4 (23.5)   5.61 (0.03)   13.6 (25.2)   15.59 (0.0005)  

 SIB-SIB CPs  0.04 (0.01)  0.04 (0.02)  0.25 (0.62)  0.02 (0.02)   12.54 (0.001)  

 SIB frequency  55.0 (51.9)  26.4 (18.4)  3.05 (0.10)  8.3 (12.9)   24.13 (0.0005)  
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the fi rst few weeks. However, these fi ndings would suggest that 
such a decision, made on the basis of subjective impressions or SIB 
frequency counts alone, may discount the possibility that naltrex-
one may produce “subclinical” acute effects on processes subserv-
ing SIB, which may only be observable with more sophisticated 
analytic methods. As suggested earlier in the chapter, naltrexone 
may serve to disrupt the underlying temporal organization of emer-
gent SIB patterns by blocking the contributory role of the endog-
enous opiate β-endorphin, thereby creating a condition which 
could potentiate the success of other behavioral interventions.  

7    Examining the Self-Organization of SIB Dynamics 

 As described by Pincus et al. [ 60 ], self-organizing systems are 
essentially systems in nature that exhibit emergent order through 
the interactions of suffi ciently complex coupling relationships 
among interacting components. Once such a system emerges, it is 
maintained over time through reciprocal feedback from the global 
level back down to the parts, leading to subsequent emergence 
over time. Self-organization is considered adaptive within  “living” 
systems   (e.g., biological, behavioral, or social systems) because it 
allows such systems to adjust their levels of structural organization 
towards rigidity or fl exibility depending upon environmental 
demands. Numerous examples of self-organization exist in nature, 
such as fl ocking behaviors (e.g., migratory birds, humans in a 
crosswalk, or driving in traffi c), collective survival behaviors (e.g., 
swarming insects or ant colonies), and also across the various 
domains of psychological science [ 61 ] including: small group 
dynamics [ 62 ], psychotherapy processes [ 63 ], emotional dynamics 
[ 64 ], and symptom covariations underlying psychopathology [ 65 ]. 

 In the interest of examining whether temporal patterns of SIB 
displayed the hallmark characteristics of self-organization, Pincus 
et al. [ 60 ] utilized  orbital decomposition (OD)   [ 66 ,  67 ] to analyze 
the observational data collected by Sandman et al. [ 22 ] and 
described earlier in this chapter.                   OD is a technique based on sym-
bolic dynamics designed to identify patterns and measure complex-
ity within categorical time-series data. The use of OD provided a 
means to test the role of SIB within self-organizing behavior–envi-
ronment pattern dynamics by producing several theoretically 
grounded measures of systemic complexity (i.e., Shannon entropy, 
topological entropy, Lyapunov dimension, and fractal dimension), 
essentially measures of order and disorder. These entropy measures 
allow one to empirically examine self-organization in behavioral 
fl ows and allowed us to compare the results of this method of anal-
ysis with those obtained using Theme™. 

 The results of this analysis revealed that the dynamics observed in 
these data were generally what would be described as low dimensional 

Aaron S. Kemp et al.



117

chaos or “ edge of chaos  ” dynamics as described  by   Kauffman [ 68 ] 
and others as hallmarks of self-organization. This conclusion is based 
on the  Lyapunov dimension value   between 1 and 2 (mean  D  l  = 1.2), 
the fractal dimension between 2 and 3 (mean  D  f  = 2.542), and strong 
fi ts to inverse power-law distributions (mean IPL  R  2  = .93). These 
results strongly suggest that the behavior- environment dynamics 
described in the Sandman et al. [ 22 ] study would be accurately char-
acterized as self-organizing behavioral fl ows. 

 Furthermore, a comparison of records with and without SIB 
also revealed that the series with SIB contained signifi cantly longer 
deterministic patterns (mean SIB = 12.48, mean No-SIB = 8.47; 
 p  = 0.008;  t  = 2.658), a higher number of behaviors within the same 
time-period (mean SIB = 173, mean No-SIB = 134;  p  < 0.001; 
 t  = 3.702), and a greater observed variety of behavioral codes (mean 
SIB = 10.70, mean No-SIB = 9.47;  p  = 0.001;  t  = 3.404). Altogether, 
longer patterns, higher activity, and higher variety culminated in 
higher levels of  Shannon entropy   in series containing SIB (mean 
SIB = 4.61, mean non-SIB = 4.36;  p  < 0.001;  t  = 3.642). It appears 
that SIB promotes more behavioral shifting, variety, and unpre-
dictability of patterns. These results suggest that series containing 
SIB are more coherent (i.e., pattern length), yet also more com-
plex (i.e., higher Shannon entropy), which is consistent with the 
results reported by Sandman et al. [ 22 ] using Theme™ to quantify 
the temporal patterning of SIB.  

8    Theoretical Implications and Future Directions 

 Theories regarding the persistent recurrence of SIB  among                  indi-
viduals with IDD have generally embraced either a strict behavioral 
or biological perspective. The behavioral account proposes that 
SIB is reinforced through operant conditioning [ 69 ], for example 
as a means of escaping demands [ 70 ,  71 ], relieving anxiety or seek-
ing attention [ 34 ]. Indeed, a number of studies have shown posi-
tive outcomes for  behavioral interventions   which lend support to 
this conditioning perspective [ 72 ,  73 ]. The biological perspective 
focuses on  physiological and neurological processes   associated with 
SIB, and considers its recurrence in relation to the endogenous 
release of opiates or other disturbances in the pain, pleasure, or 
arousal centers of the brain [ 1 ,  59 ].  Treatments   aimed at blocking 
pleasure receptors, lowering pain thresholds, and decreasing 
arousal have also proven effective in a number of studies [ 57 – 59 ]. 
Nevertheless, no clear consensus has emerged from either line of 
investigation and there are no universally  effective   treatments. 

 In our recent investigations, described above, we have utilized a 
sophisticated method of time-pattern analysis (Theme™) and 
explored the utility of concepts derived from  nonlinear dynamical 
systems theory  . It was hoped that this novel approach would provide 
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new insights into the mechanisms subserving the persistent recur-
rence of SIB, instigate the formulation of new hypotheses for future 
empirical studies, and eventually lead to the development of innova-
tive new treatments. Indeed, the fi ndings reported herein do sup-
port the perspective that the temporal patterning of SIB is an overt 
expression of a self-organizing process that defi es classical interpreta-
tion from either a prevailing behavioral or biological viewpoint. 
Perhaps it is time for researchers of SIB to begin exploring new 
nosological concepts that are not constrained by traditional theo-
retical frameworks. 

 Commonly referred to as “ Chaos Theory  ,” the dynamical sys-
tems perspective has been growing in popularity over the past 25 
years thanks in large part to best-selling books such as  Chaos: 
Making a New Science  by James Gleick [ 74 ] and  At Home in the 
Universe  by  Stuart   Kauffman [ 68 ].  Among                  the more important 
recent developments, is the work of Per Bak, Chao Tang, and Kurt 
Wiesenfeld, who fi rst introduced the concept of “self-organized 
criticality” [ 75 ]. As noted earlier, a self-organizing dynamical sys-
tem is one in which complex order can emerge through the inter-
actions of lower-order components. The concept of “ self-organized 
criticality  ” describes the property of some dynamical systems that 
are balanced at their critical point (i.e., at the “edge of chaos”), 
such that slight perturbations of the system can trigger large transi-
tions, or the emergence of a complex rearrangement in the overall 
state of the system. The classic examples of this are a sand pile shift-
ing under the weight of a few added grains of sand, or a massive 
avalanche being triggered by the added weight of a solitary skier. 
These systems can be described as having self-organizing, critical- 
state dynamics as they are poised at the edge of large transitions, 
whereby a small change in the system can lead to large-scale 
changes and greater emergent complexity. 

 Recent studies [ 76 – 79 ] have described “self-organized critical-
ity” in the human brain, particularly in the critical balancing of 
inhibitory/excitatory projections within cortical–subcortical loop 
circuits through activity-dependent, dynamic modulation of syn-
aptic receptor densities or other mechanisms of neural plasticity 
(e.g., long-term potentiation or depression).    It has been suggested 
that these dynamic modulation processes serve to keep the summa-
tion of inhibitory and excitatory projections within these neural 
loop circuits poised at a critical state to maximize information pro-
cessing capacity and maintain the fl exibility of the system to rapidly 
respond to environmental demands or other changes in the condi-
tion of the overall system. The  critical-state dynamics   of this system 
include “long-range temporal correlations” that fl uctuate with the 
amplitude envelopes of neuronal oscillations (e.g., electroencepha-
lography), and “neuronal avalanches” which are spatiotemporal 
cascades of activity that emerge from the aggregation of local fi eld 
potentials within parallel neural loop circuits. 
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 Parallel “cortico-striatal-thalamo-cortical” loop  circuits   are 
believed to regulate the patterning, storage, and elicitation of com-
plex behavioral repertoires, as well as various motoric, affective, 
and cognitive “control” processes, and have been shown to be dis-
turbed in individuals with schizophrenia and autism [ 78 – 84 ]. 
These same cortico-striatal loop circuits have also been suggested 
as a key neurobiological mechanism involved in the generation and 
maintenance of repetitive “maladaptive” behaviors, such as motor 
stereotypies, compulsions, addictions, and even SIB [ 83 ,  84 ]. 
Furthermore, in addition to the well-known dopaminergic and 
GABAergic projections within these cortico-striatal loop circuits, 
recent evidence suggests opioid neuropeptides mediate communi-
cation between medium spiny striatal  projection                  neurons which 
may “provide a new cellular substrate for competitive dynamics in 
the striatum” [ 85 ]. In fact, recent fi ndings also suggest that “an 
intact endogenous opioid system is necessary for normal goal- 
directed learning and more importantly, reveal that a compromised 
endogenous opioid system during learning enhances the habitual 
control of actions” [ 86 ]. In short, these studies have implicated a 
relatively unrecognized role of opioidergic striatal projections in 
the dynamic modulation of neural loop circuits that are widely 
believed to subserve the learning and elicitation of complex 
 behavioral sequences which may either be goal-directed (“adap-
tive”) or habitualized (“maladaptive”). 

 If these neural loop circuits do  display   “self-organized critical-
ity,” as has been suggested, then it would be reasonable to expect 
that the dynamics of this underlying system should be observable 
at a behavioral level, particularly since the critical-state dynamics of 
a self-organized system should be multilevel, self-similar, and scale- 
independent, by defi nition. As reported by Pincus et al. [ 60 ], and 
described above in this chapter, the temporal patterning of SIB 
within the observational records collected by Sandman et al. [ 22 ] 
do display the hallmark characteristics of a self-organized dynami-
cal system poised in a critical state at the “ edge of chaos  .” 
Accordingly, it is quite possible that the self-organization of self- 
injurious behavior, as revealed through temporal pattern analyses, 
could be regarded as an endophenotypic expression of systemic 
perturbation within the critical-state dynamics of the underlying 
cortico-striatal loop circuits of the human brain. 

 Granted, such suggestions are rather speculative; however, it is 
precisely this type of approach that will be required to overcome 
the limitations of traditional, linear, cause-and-effect, conceptual-
izations of complex behavioral phenomena like SIB, and begin to 
defi ne new behavioral phenotypes with direct relevance to under-
standing the underlying neurobiological mechanisms. In 2009, the 
 US National Institute of Mental Health (NIMH)   launched its 
 Research Domain Criteria (RDoC) project   “ to                  develop a research 
classifi cation system for mental disorders based upon dimensions 
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of neurobiology and observable behavior” [ 87 – 89 ]. The basic 
premise of this approach is that existing diagnostic categories do 
not provide an adequate foundation for research into the possible 
neurobiological mechanisms underlying “abnormal” behavior, as 
expressed across a dimension of “normal” behaviors. From this 
perspective, research into the neurobiological mechanisms believed 
to subserve SIB must seek to quantify a dimension of behavioral 
processes that may be linked with discrete neural circuits which, 
when perturbed, result in the perpetuation of maladaptive patterns 
of behavior, with self-injury occurring at the extreme. As such, our 
results described herein are directly aligned with the RDoC 
approach recommended by the NIMH. 

 In addition to the possibility of providing a new theoretical 
framework for future investigations of SIB, the implications of the 
fi ndings presented herein also raise many questions that additional 
studies might address: Are there common neurobiological mecha-
nisms underlying the learning, expression, and temporal pattern-
ing of complex human behaviors across a dimension from normal 
to abnormal? Do these mechanisms display self-organizing, critical- 
state dynamics that could be quantifi ed across multiple levels of 
investigation? What are the “tuning” parameters that could 
 modulate the dynamics of this system? Could a “dysregulation” of 
the opioidergic system (or other biological process) perturb  the   
critical- state dynamics within the neural loop circuits that are 
thought to regulate the storage and elicitation of behavioral pat-
terns? Are there other processes that could be used to modulate 
the dynamics of these circuits? 

 Finally, we sincerely hope that the current fi ndings and some-
what speculative discussion presented in this chapter will serve to 
catalyze the development of innovative new treatments for SIB, as 
well as other maladaptive behaviors. For example, there are several 
neuromodulatory techniques that offer the potential of directly 
“tuning” the processes implicated in the dysfunctional perpetua-
tion of maladaptive behaviors. In our previous studies exploring 
the use of  repetitive transcranial magnetic stimulation (rTMS)      in 
the treatment of schizophrenia [ 90 ,  91 ], we demonstrated that the 
“resonant tuning” of intrinsic alpha-frequency stimulation could 
be used to increase  the                  amplitude and selectivity of frontal alpha 
oscillations and produce clinically signifi cant improvements in 
symptom severity. There are several investigators that are currently 
exploring the effi cacy of  rTMS   in the treatment of individuals with 
autistic spectrum disorders. At present, there is at least one pub-
lished report that offers a preliminary indication that this tech-
nique could be benefi cially applied in the treatment of SIB, as 
evidenced by a signifi cant reduction in repetitive behaviors follow-
ing low-frequency rTMS [ 92 ]. Future studies should seek to pro-
vide a theoretical basis for the mechanism of action of such 
neuromodulatory techniques, and we believe that the current 
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chapter provides a viable framework for exploring the putative effi -
cacy of such innovative new interventions for the treatment of 
SIB. Without the use of Theme™ to identify the dynamics underly-
ing the temporal patterning of this complex and horribly debilitat-
ing behavior, however, the foundational tenets of our approach 
would likely remain unseen and undetected.     
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    Chapter 6   

 Detecting and Characterizing Patterns of Behavioral 
Symptoms of Dementia                     

     Diana     Lynn     Woods     ,     Maria     Yefi mova    ,     Haesook     Kim    , and     Linda     R.     Phillips     

  Abstract 

   The high prevalence of dementia among older adults over the age of 85 years, the fastest growing sector 
of the population in the USA, constitutes an impending health care crisis. One major contributor to the 
costs and distress experiences is the management of behavioral symptoms in persons with dementia (BSD), 
such as yelling, restlessness and wandering. There is a critical need for effective interventions that either 
prevent or reduce the occurrence of BSD. Part of the reason that we have failed to create satisfactory treat-
ments that produce safe and consistent results is that currently we have very crude measures for outcomes. 
Outcomes are usually assessed with a single dichotomous indicator, focusing on either the presence or 
absence of a particularly troublesome behavior, rather than viewing behavior as occurring in a cluster. The 
current conceptualization of BSD leads to our inability to quantify and detect subtle behavior changes that 
might signify intervention responses or to appropriately detect and characterize these behaviors such that 
interventions can be tailored. Temporal pattern analysis (T-pattern) can be used to detect and characterize 
subtle behavior changes that might signify intervention responses. In this chapter we present work com-
pleted by our research team at the University of California, Los Angeles, School of Nursing using pattern 
recognition software, THEME 5.0. The aim of the following sections is fi rst, to review and critique the 
current measurement strategies for BSD and their limitations, and second, to offer an alternative method 
of conceptualizing and analyzing behavioral data. The purpose of using THEME TM  is to identify and quan-
tify behavior patterns with regard to intensity, frequency and complexity. These temporal associations may 
reveal characteristics of behavior escalation, which in turn will enhance the tailoring and timing of inter-
ventions to reduce BSD burden. The T-pattern algorithm was used to detect and characterize BSD using 
videotaped and direct observation data. Three exemplars are presented: fi rst, a case study of interaction 
leading to the escalation of behavior, second, the relationship between dementia and culturally appropriate 
interaction and BSD, and third the effect of a non-pharmacological treatment effect on BSD. The analysis 
of the exemplar data is presented and discussed in the context of a direction for future research.  

  Key words     Behavioral symptoms of dementia  ,   Escalation patterns  ,   Intervention validation  

1      Introduction 

 The burgeoning population of elders over the age of 85 years, the 
fastest growing sector of the population in the USA [ 1 – 3 ], coupled 
with the high prevalence of dementia (45 %), constitutes an 
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impending health care crisis [ 4 ]. One major contributor to the 
 costs   is the  management            of behavioral symptoms in persons with 
dementia (BSD) [ 5 ,  6 ]. BSD, such as yelling, restlessness, and 
wandering, are some of the most diffi cult problems faced by care-
givers, consuming enormous amounts of time and effort [ 7 ]. 
Although 32 % of behaviors occur alone, 66.4 % co-occur [ 8 ] and 
18 % co-occur within the same hour [ 9 ]. Behaviors manifested by 
persons with dementia ( PWD)         are frequently accompanied by 
alterations in affect and response to a particular interaction. BSD 
can result in fear and avoidance in caregivers and others in close 
proximity, embarrassment for affected older adults, and nursing 
home (NH) placement [ 10 ,  11 ]. These behaviors also contribute 
to  staff turnover   [ 12 – 14 ], and accidents involving both elders and 
care providers [ 15 ]. Moreover, high restlessness among PWD is 
strongly associated with reduced caregiver quality of life [ 16 ]. As a 
consequence, there is a critical need for effective interventions that 
either prevent or reduce the occurrence of BSD. Finding these 
interventions has remained elusive despite years of research. 

 The aim of this  chapter            is, fi rst, to review and critique the cur-
rent measurement strategies for BSD and their limitations, and sec-
ond, to offer an alternative method of conceptualizing and analyzing 
behavioral data. The purpose of using pattern recognition software, 
such as THEME™,    is to identify and quantify behavior patterns 
with regard to intensity, frequency, and complexity. These temporal 
associations may reveal characteristics of behavior escalation, which 
in turn will enhance the tailoring and timing of interventions to 
reduce BSD burden. To this end, the analysis of three exemplar 
data is discussed, highlighting future research directions. 

   We defi ne BSD as restlessness, vocalization, pacing, searching and 
wandering, tapping and banging, and attempts to escape from 
restraint. Studies indicate that 38 % of individuals with dementia 
have repetitive purposeless activity (restlessness), [ 17 ] and between 
29 and 45 % exhibit problematic vocalization [ 9 ]. Although  non- 
pharmacological interventions   are recommended as a fi rst line of 
treatment for BSD [ 18 ], overall these treatments show only small 
to moderate effects [ 19 ]. Some speculate [ 20 – 22 ] that at the heart 
of the diffi culty of developing safe and effective interventions is a 
measurement problem [ 20 ]. 

 Part of the reason that we have failed to create satisfactory 
treatments that produce safe and consistent results is that currently 
we have very crude measures for outcomes. Outcomes are usually 
assessed with a single dichotomous indicator, focusing on either 
presence or absence of a particularly troublesome behavior, such as 
 yelling   (range 0–1). Rarely are outcomes of 0 considered (meaning 
that yelling is absent, but so are functional behaviors). The current 
measurement strategy is based on the belief that BSDs are separate 
or that they may occur with one other behavior. This view does not 

1.1  Problem 
and Measurement 
Issues
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include the notion that these behaviors may form complex, non-
random clusters that occur repeatedly in the same individual [ 23 ]. 

 The current  conceptualization            of BSD leads to our inability to 
quantify and detect subtle behavior changes that might signify inter-
vention responses. Strongly infl uenced by the ABC (antecedent–
behavior–consequence)  model   of behavior [ 24 – 26 ] BSDs are usually 
viewed as single behaviors (“target behaviors”) that occur following 
a stressful event or stimuli. Under the  single behavior approach  , 
some researchers [ 27 ,  28 ] conceptualize BSD as consisting of sub-
types of troublesome or unsafe  behaviors  . For example, Cohen 
Mansfi eld [ 27 ] considers twenty-nine BSD divided into four  sub-
scales   (physical agitation; physical aggression; verbal agitation; verbal 
aggression). This approach to studying particular disruptive behav-
iors is common. For example, wandering [ 29 – 31 ], aggressive behav-
ior [ 32 ], and problematic vocalizations [ 14 ,  17 ,  33 ,  34 ] have been 
studied extensively. Most measures of BSD under the single behav-
ior approach rely on frequency of the target behavior. In the  Cohen 
Mansfi eld Agitation Inventory (CMAI)         [ 35 ], the most widely used 
instrument for measuring BSD, the 29 behaviors are rated on a fre-
quency scale from 1 to 7 (never occurs to occurs several times an 
hour). Scores are summed within and then across subscales to derive 
the total score. Rarely considered in this type of measurement is that 
the absence of the target behavior can also mean absence of func-
tional behaviors. This frequently happens with use of psychotropic 
drugs where the PWD becomes somnambulant. 

 Since the current measurement strategy is based on the belief 
that BSD are separate or occur with one other behavior, it is impos-
sible to determine the interrelationships among behaviors and their 
therapeutic importance. Moreover, it is impossible to link triggers 
to troublesome behaviors because the measurement begins at the 
point when the target behavior occurs. A  trigger   may precipitate a 
behavioral chain that begins with the appearance of more benign 
behaviors (e.g., restless tapping) and escalates to the target behav-
ior (yelling). Given the current conceptualization and  strategies            
available for measuring outcomes, it is diffi cult to know if the prob-
lem is with the interventions or with the measurement of outcomes. 
The conceptual and measurement problems in studies of BSD have 
been recognized for some time. In 1996, for example, Cohen-
Mansfi eld commented that “we need to acknowledge and clarify 
the complexity of BSD” [ 36 ], a challenge that we still face today.  

   Consistent with the  view   of von Gunten and colleagues [ 22 ] and 
based on our preliminary data, we conceptualize BSD as clusters of 
behavior rather than being single events [ 23 ]. Within each indi-
vidual, behaviors vary by intensity and the number of different 
clusters displayed in a specifi c time period. Behavior patterns can 
escalate over time, becoming more complex (increased in variabil-
ity), more intense (more troublesome), and more frequent [ 23 ]. 

1.2  Reconceptua -
lization

T-patterns and Behavioral Symptoms of Dementia
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This suggests that individual behaviors in BSD may be linked 
together in predictable ways. 

  Behavioral patterns   are key characteristics of new conceptual-
ization of BSD. Two types of patterns are interesting for clinical 
consideration: temporal patterns and patterns of escalation. 
Temporal patterns have been examined for the past several years 
using a variety of methods in an attempt to determine the time of 
peak behavior, albeit using aggregated data, and instruments 
designed to be used in cross sectional studies [ 37 ]. Patterns of esca-
lation involve an increase in the frequency and intensity of a behav-
ior. Escalation temporality, the period of time within which a 
behavior changes, can be demonstrated in the case of vocalization, 
which begins as repetitive mumbling and escalates to louder calling, 
then yelling within a period of 20–40 min [ 23 ]. The “ideal” 
sequence of  escalation   follows a clearly demarcated linear contin-
uum from agitation to aggression to violence [ 38 ,  39 ]. The reverse, 
de-escalation, is assumed but rarely described. However, in contrast 
to the that model, Woods et al. [ 23 ] examined patterns of BSD 
escalation using videotaped data and found that the “ideal” pattern 
was rarely observed. Rather than escalating within categories in a 
linear fashion, patterns moved back and forth between behavioral 
categories. This suggests that, in addition to containing more fre-
quent and severe behaviors, escalation patterns become more com-
plex, increasing in  variability            among co-occurring behaviors. 

 We conceptualize  escalation   as involving behavioral chains that 
begin with benign behaviors and culminate in the target behavior 
that is very disruptive to family and staff caregivers. For example, 
our data show particularly troublesome behaviors like yelling may 
be accompanied by benign behaviors (e.g., fi dgeting, tapping) that 
may actually be part of a pattern of escalation. We present a new 
strategy to measure outcomes validly and reliably,  representing   
characteristics of behavioral patterns, the interrelationship of 
behaviors and the escalation of behavior over time.  

   Our  approach      to the detection and characterization of BSD is pattern 
recognition using THEME™5.0 [PatternVision Ltd. and Noldus 
Information Technology] [ 40 ] for measuring complex behavior pat-
terns that do not necessarily occur in a proscribed sequence within 
individuals. THEME™ makes no a priori assumptions about the 
characteristics of the behavior patterns. Rather, it allows the data to 
inform the resultant patterns, providing a more accurate character-
ization of temporal behavior patterns, behavior complexity and esca-
lation. By detecting the complexity, frequency, and interrelationships 
of behavior patterns then quantifying these factors within person, 
THEME™ provides a method of detecting within-individual sequen-
tial and nonsequential temporal patterns (T-patterns) of related 
behavior clusters that are not obvious to the trained observer or iden-
tifi able by traditional sequential methods [ 40 ,  41 ]. 

1.3  Temporal Pattern 
Analysis

Diana Lynn Woods et al.
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 This pattern recognition software fi rst identifi es signifi cant 
recurrences of any two events in a realtime behavioral record, such 
as low-intensity restlessness or vocalization. A simple pattern is 
defi ned as two behaviors that occur nonrandomly. This relation-
ship becomes a behavioral pair that is specifi ed as level one. 
T-patterns increase in complexity as simple patterns are incorpo-
rated into more complex patterns. We defi ne a complex pattern as 
incorporating at least eight behaviors within four levels. Moreover 
the search algorithm can be set (fi ltered) such that only high- 
intensity and/or complex behavior patterns are detected and quan-
tifi ed. Thus, the number of  high - intensity            and complex patterns 
within a time period can be examined in addition to escalation 
from simple patterns (lower intensity and few behaviors) to com-
plex patterns (higher intensity and more varied behaviors). 
Escalation measured in this way shows behavior clusters that 
include behaviors of low intensity becoming more  comple     x and 
including different behaviors of higher intensity.   

2    Three Exemplars 

 Three exemplars of BSD data analyzed with  THEME™   are pre-
sented: two case studies and one intervention study. For the inter-
vention study, the software was used to confi rm and expand the 
analysis of aggregated behavioral data. Each of the three exemplars 
highlights a different aspect for the use of THEME™. All behav-
ioral data in the parent studies were collected using the  modifi ed 
Agitated Behavior Rating Scale (mABRS)        , which codes for the fre-
quency and intensity of six different  behaviors  : restlessness, escape 
restraints, searching or wandering, tapping or banging, pacing and 
walking, and vocalization [ 42 ] (see Table  1 ). Behaviors were scored 
on a 4-point, Likert-type scale ranging from “not present” (0) to 
“high-intensity” (3).

   To ensure the  validity and reliability   of behavioral observations 
research assistants (RAs) completed a 2 h training session, then 
simultaneously observed and scored a resident every 20 min for 2 
h.  Interclass correlation   was calculated to ascertain inter-rater reli-
ability using a two-way mixed effects model where people effects 
were random and measures effects were fi xed.  Cohen’s kappa     , 
ranged 0.66–1.00, considered good to excellent agreement [ 43 , 
 44 ] For the frequency measures percentage agreement was 85.5–
96.8 %, with kappa values in the range of 0.71–0.93. For intensity 
measures percent agreement was 83–89.5 %, with kappa values 
ranging from 0.60 to 0.64. The mABRS [ 42 ] is a valid and reliable 
tool that allows the capture of both the frequency and intensity of 
multiple co-occurring behaviors. This instrument fi ts the outlined 
measurement strategy necessary for the pattern recognition and 
analysis using THEME™. 

T-patterns and Behavioral Symptoms of Dementia



130

      Table 1  
  Examples of mABRS coding and descriptions   

 Behavior  Description 

  Restlessness  

 1 LowIntensity  Rhythmic, purposeless movements of hands in rubbing/picking motion 

 2 RepetiManipulat  Repetitive manipulation of an object, as if a nervous habit; may display facial 
distress 

 3 LargeUrgency  Large amplitude rubbing/picking; may see rocking motions of the torso 

  Escaping restraints  

 1 FidgetRest  Purposeless fi dgeting w/restraints; non-stressful, nonurgent behavior 

 2 TuggingRest  Purposeful tugging at restraints; urgency refl ected in motions 

 3 Violent/exit  Violent rattling of or attempts to slip out underneath restraints 

  Searching/wandering  

 1 Search/table  Undirected/haphazard searching through pockets, purse, lap blanket, or tray 

 2 SearchDrawer  Searching thru pockets, rooms, drawers, the purpose of which is disoriented 
to reality 

 3 WanderRoom  Wandering into various rooms in search of something 

  Tapping/banging  

 1 TapRhythmHands  Purposeless, rhythmic tapping of a few fi ngers or the feet; denture clacking 

 2 TapSwingH&F  Irregular tapping or swinging motions which involve the whole hand/arm, 
feet and legs 

 3 ViolentBang/Hit  Violent banging or hitting on self or object. Involves hands, arms, and 
possibly legs 

  Pacing/walking  

 1 WalkingAimless  Walking aimlessly around the halls or unit. Movement is relaxed and steady 

 2 WalkingPurpose  Purposeful walking toward door or exit; very directed activity—diffi cult to 
redirect 

 3 Pacing/Marching  Pacing or marching with increasing speed around hall or unit 

  Vocalization  

 1 LowMumble  Mumbling to self or others; words are not necessarily distinct. Low volume 

 2 RepeatModIntens  Continuously asking questions of others; repetitive. Mild intensity groaning, 
moaning 

 3 ScreamYell  Complaining, demanding, temper outbursts, yelling, screaming 

Diana Lynn Woods et al.
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   The fi rst exemplar  focuses            on using  THEME™   to detect temporal 
relationships among behaviors exhibited by a 93-year old 
Caucasian female nursing home resident with a  Mini Mental State 
Exam (MMSE)      score of 13 indicating moderate-to-severe demen-
tia. Of the eighteen 20-min videotapes recorded over a 4 day 
period, one videotape that demonstrated the majority of BSD was 
selected for further analysis by THEME™. As well as the six behav-
iors included in the mABRS [ 42 ], persons with dementia may 
express their emotions through facial expression, body movements, 
posture, gestures, and non-word vocalizations [ 45 ], all of which 
are considered behavior. Affect is closely related to behavior and 
can be a sign of unfulfi lled needs that may prompt behavior. The 
quality of interaction with others affects affect and potentially, if 
positive, alleviate outbursts of behavior or change the escalation 
trajectory of a behavior. THEME™ was used to fi nd patterns that 
include all behavior affect and interaction that may shed light on 
inter-relationships and provide an avenue for intervention. 

   A trained  research   assistant used Noldus The Observer 5.0 (Noldus 
Information Technology, the Netherlands) to recode BSD, affect 
and interaction in the videotaped observation. BSD was coded 
using mABRS. Affect and interaction behaviors were coded with 
the  Observable Displays of Affect Scale (ODAS)   [ 46 ]. This scale 
contains 41 behaviors categorized into six subscales of positive and 
negative facial displays, vocalizations, and body movement/pos-
ture. During the observation presence/absence of each behavior 
was indicated. Inter-rater reliability for the categories ranged 0.68–
0.98. Test-retest reliability for the categories ranged from 0.97 to 
1.00. Ten experts in gerontological nursing with an average of 
17.8 years in the fi eld established content validity [ 47 ]. Interaction 
was coded when staff, family, other resident or observer approached 
the subject. Inclusion of ODAS behaviors gives more contextual 
information to the interaction and provides an important avenue 
toward understanding internal and external interaction factors 
infl uencing BSD. 

 The coded observational record               was transferred from The 
Observer into THEME™. The search settings were set at (1) mini-
mum occurrence= 3, specifying that the pattern must occur at least 
three times in the record; and (2) signifi cance level of <0.05, speci-
fying the probability of random occurrence. Filters were set to 
detect all behaviors patterns, those containing BSD and those  onl  y 
containing high-intensity BSD and interaction.  

   In the selected 20-min  videotape  , the resident appears agitated, and 
is trying to get out of a geri-chair (similar to a lounger with raised 
feet), that has a table for meals locked across the chair. This is consid-
ered a form of restraint. She is yelling multiple times during the 
20-min time period. Several nursing assistants approach her making 

2.1  Case Study 1: 
Behavior, Affect, 
and Interaction

2.1.1  Methods

2.1.2  Results
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an attempt to calm her, but leave after a short interaction, after which 
there is another outburst of behavior. There is a direct temporal rela-
tionship between the interaction and behavior, but the specifi c rela-
tionship is diffi cult to discern when observing the videotape. 

  THEME™ analysis   provided a more detailed picture of this 
videotaped behavior, yielding 1094 different behavior patterns 
with 4477 occurrences. Thirty-seven percent of the total number 
of patterns (511 patterns with 2084 occurrences) included some 
sort of BSD. Of those, 60 patterns included BSD, affect, and inter-
action. A complex pattern that consisted of 16 behaviors and 8 
levels is shown in Fig.  1 . The pattern occurs three times during the 
20-min videotaped observation period. Figure  1  illustrates the 
sequence of  interaction  , with a behavioral outburst when the per-
son was left alone following an interaction with staff. When the 
staff is nearby, the person exhibits the positive affect of attending 
to message, however, when the staff leaves and the person is left 
alone, she begins to bang on the table tray.

0

(01) b,2staff

(03) e,2staff

(04) b,1alone

(07) e,1alone

(08) movesbody

(09) e,eyesobjectactiv

(10) b,3screamyell

(11) e,1lowmumble

(12) b,attendtomsg

(13) e,eyespace

(14) e,3screamyell

(15) b,1lowmumble

(16) e,hardenedsadworry

(05) e,3violentbang/hit

(06) b,3violentbang/hit

(02) e,attendtomsg

50000 100000

100000500000

  Fig. 1    Example of BSD  pattern   with interaction       
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   Using  traditional analysis methods  , a mean behavior score was 
correlated with staff interaction. There was no identifi cation of the 
temporal order of the relationships. THEME™ detected a pattern 
that suggests that once the person was left alone, she started “act-
ing up.” An occurrence of three times in a 20-min period indicates 
that this pattern may be a fairly frequent pattern that may be pre-
dicted. The clinical implication of detecting such a pattern is sig-
nifi cant. If the type of behavior as well as the clustering of behavior 
shows a predictable pattern, then interventions can be timed to 
prevent or decrease the manifestation of this pattern.   

   This case study is a  part            of a larger study [ 48 ] that focused on 
describing the association between the culturally competent care 
delivered by direct care staff to  Korean American (KA)   elders and 
BSD. The specifi c aim was to explore the relationship between the 
social interaction competence of non-Korean  Certifi ed Nursing 
Assistants (CNAs)      and KA elders exhibiting BSD. We examined 
this association as a fi rst step in the development of culturally 
appropriate and supportive interventions for ethnic minority older 
adults. This case study focuses on detecting the  social interaction   
between the resident with dementia and the CNA, and the infl u-
ence of the CNA’s cultural and dementia competent behaviors on 
BSD. We focus on two research questions: (1) using  THEME™ 
can   we validate the original fi ndings from the parent study; (2) can 
THEME™ provide more discrete information about the specifi c 
high-intensity troublesome behaviors. 

  Dementia-competent   social interaction behaviors indicate the 
CNAs’ ability to be aware of and use dementia appropriate verbal 
and nonverbal communication skills while caring for NH residents. 
Culturally competent social interaction behaviors indicate a CNAs’ 
ability to be aware of and understand cultural differences that may 
affect residents’ behaviors, and to use culturally appropriate verbal 
and nonverbal communication skills while caring ethnic minority 
nursing home residents. 

 In this case study, one resident was selected from the parent 
study [ 49 ]. The  resident   was a 74-year-old KA woman with mod-
erate to severe dementia (MMSE = 10) who resided in the nursing 
home for 6 years. Her primary language was Korean with minimal 
understanding of English. Of the three CNAs who provided direct 
care, two were Hispanic and spoke Spanish primarily, and the other 
was African-American and English speaking. All CNAs were able 
to speak a few Korean words related to work, such as “sit,” “turn,” 
and “wait a minute”. We used THEME™ to detect  and            character-
ize the individual pattern of high-intensity BSD, then analyze the 
association between the CNAs’ social interaction behaviors and the 
resident’s BSD. 

2.2  Case Study 2: 
Behavior and Certifi ed 
Nursing Assistant’s 
Care
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    Resident’s   BSD and CNA’s social interaction behaviors were 
directly observed while assisting with morning and afternoon care. 
Trained research assistants input the codes using handheld com-
puters. The scales used were mABRS [ 42 ], Dementia Social 
Interaction (DSI) and Culture Social Interaction (CSI) coding 
schemas [ 49 ]. DSI consists of 27 behavioral codes, including 12 
dementia-competent and 15 dementia-incompetent behaviors. 
The dementia appropriate social interaction behaviors include 
making eye contact, speaking slowly, keeping a gentle pace, provid-
ing continuous assistance, speaking in a calm tone of voice, using 
gestures, and informing the resident before providing care. Inter-
rater reliability of the DSI coding scheme varied from 0.73 to 0.83 
for Cohen’s Kappa and 75–84.62 % for percentage agreement 
[ 49 ]. CSI is based on cultural norms among Koreans, respecting 
older adults, which is embedded in verbal and nonverbal commu-
nication. The CSI schema consists of 17 behavioral codes, includ-
ing eight culturally competent and nine incompetent behaviors. 
The culturally competent social interaction behaviors for KA 
older adults include greeting, using polite expression speaking in 
Korean, keeping proximity around arm length, not staring at older 
adults, and not calling the resident’s first name The inter-rater reli-
ability of the CSI coding schema varied from 0.69 to 0.82 using 
Cohen’s Kappa, indicating good to very good agreement, and 
76.92–84.21 % for percentage agreement [ 49 ]. 

 Total BSDs per encounter were computed by multiplying the 
frequency of each behavioral occurrence by the intensity score and 
then summing the six types of BSDs for each of the six encounters. 
For each CNA, we computed the proportion of dementia- 
competent and culturally competent behaviors by summing the 
competent behaviors and then dividing by the total number of 
both competent and incompetent behaviors (competent behav-
iors/competent + incompetent behaviors). 

 One resident’s data was selected for THEME™ analysis. Six 
observations of morning and afternoon care over a 3-day period 
were used for analysis. We exported the resident’s behavioral data 
and CNA social interaction  behavioral            data into THEME™. The 
goal was to identify specifi c behavior patterns that contained high-
intensity behavior for vocalization and restlessness. The search 
 settings were (1) minimum occurrence= 6, specifying that the pat-
tern must occur at least six times, such that the pattern occurs once 
in each observation period; (2)  signifi cance   level of <0.05, specify-
ing the probability of random occurrence.  

   Using the original coding, the primary behavioral symptoms 
detected were  vocalization and pacing   during the observation 
period. While the CNA assisted the resident with morning or after-
noon care, the resident refused care, cursed, screamed, or hit the 
CNA. When the resident was left alone after care was provided, the 

2.2.1  Methods

2.2.2  Results
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resident searched other resident’s drawers/rooms or paced until 
she napped. In the parent study there was no signifi cant association 
between the total number of BSD and the CNAs proportion of 
dementia or culturally appropriate social interaction behaviors for 
either morning or afternoon care; however, there was a trend 
toward a decrease in BSD as dementia competent care increased 
especially in the afternoon. 

 The total number of BSD and the proportion of competent 
social interaction behaviors per social interaction encounter are 
shown in Table  2 . The average total number of BSD was 169. The 
average CNAs’ percentage of culturally appropriate behaviors was 
33.5 % and dementia appropriate behaviors were 77.83 %. The 
total number of  BSD   was much higher in the late afternoon than 
in the morning. The average count of BSD in the morning was 
90.33 rising to 246.67 in the afternoon, a difference of 156.34.

   THEME™ analysis results provided more detailed information, 
by detecting specifi c types of BSD followed by specifi c dementia or 
culturally appropriate CNA behaviors. This relationship and these 
specifi c behaviors were not captured previously.  Pattern recognition   
using THEME™ yielded 711 total patterns, 269 of which included 
BSD and interaction (37.84 % of total patterns). Figure  2 a shows a 
within-person pattern containing both interaction and BSD. The 
analysis shows specifi c patterns with the following  interaction. The 
CNA called the resident by her fi rst name, which is culturally inap-
propriate and spoke a command in English, while assisting with 
ADLs. The resident then yelled at the CNA. The CNA provided 
the care step-by-step and used simple familiar words, which are 
dementia appropriate social interaction behaviors. The intensity of 
the resident’s vocalization decreased to intensity 2 (mild intensity 
groaning) from a previous intensity of 3 (see Table  1 ).

    THEME™ results   validated fi ndings from the original study 
[ 48 ]. The original fi ndings showed that for the group of NH resi-
dents with  high - intensity            behavior, both dementia and culturally 

   Table 2  
  Resident’s  BSD and CNAs’ social interaction behaviors     

 Day 
 Time 
of day 

 Total number 
of BSD 

 Culturally appropriate 
behaviors (%) 

 Dementia appropriate 
behaviors (%) 

 1  a.m.  50  24  87 
 p.m.  244  41  81 

 2  a.m.  176  13  90 
 p.m.  260  53  70 

 3  a.m.  45  15  89 
 p.m.  236  55  50 
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competent social interaction behaviors are interrelated and infl u-
enced BSD with morning and afternoon differences. This associa-
tion was most prominent among those with high-intensity BSD 
( N  = 10,  b  = −4.46, SE = 3.59,  p  = 0.22). This specifi c resident was 
one of the ten residents who exhibited high-intensity behavior, 
with more behaviors in the late afternoon than in the morning. 
However, since the original behavioral data was aggregated within 
an encounter across several time points, it was hard to capture dis-
crete behavioral characteristics. 

 On the other hand, the THEME™ analysis expanded the results, 
elucidating the characteristics of specifi c behavior patterns, by iden-
tifying which behaviors are included in these patterns and their rela-
tionship to the time of day (morning or afternoon). This analysis 
shows that the CNAs’ social interaction behavior may contribute to 
the escalation/de- escalation   of BSD. In addition, in the late after-
noon there was a delayed response between when the CNA used 
simple familiar language when providing care and vocalization of 
intensity of 2 (see Table  1 ) indicated by the little step between behav-
iors (06) and (07) in Fig.  2 . One possible explanation is a delay in 
neurological connections. This information has important clinical 
implications and emphasizes that persons providing care may have to 
wait for a response. The response will likely not be immediate.   

   In the third exemplar study we wanted to confi rmthe THEME 
results with known results of an intervention study. The study 
described elsewhere [ 50 ] was a double blind randomized con-
trolled trial (RTC) to evaluate the effect of  therapeutic touch (TT)      

2.3  Case Study 3: 
Confi rmation 
of  Intervention 
Results
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(07) 2repeat_mod
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  Fig. 2    Example of BSD pattern with CNAs’ social interaction behaviors       
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to decrease BSD in NH residents with dementia. The sample of 64 
predominantly Caucasian participants aged 67–93 years, with 
female–male ratio of 1:4 was randomized into three groups. The 
experimental group received TT with contact on the neck and 
shoulders; the placebo group received a mimic treatment that 
looked identical (to the naïve observer), and the control group 
received routine care. The purpose of using  THEME™   to analyze 
the data was to detect the number of patterns at each of the fi ve 
phases of the study over a 21-day period (baseline, treatment 1, 
post-treatment 1, treatment 2, post-treatment 2) and  confi rm            a 
previously identifi ed intervention response. 

   For the  original   data analysis behavioral data were aggregated into 
fi ve time periods: 1 = baseline (days 1–4); 2 = treatment 1 (day 5–7); 
3 = post-treatment 1 (days 8–12); 4 = treatment 2 (days 13–15), and 
5 = post-treatment 2 (days 16–20). The percent of each behavior 
was calculated in relation to the total behavioral scores. Behavior 
scores were calculated by frequency × intensity of behavior. The 
mean score was calculated per time period by summing the fre-
quency-intensity score per hour, per day, per person, computing the 
mean score per person per time period, and then pooling the scores 
across persons, for each of the fi ve time periods. A mixed model 
approach was used to detect signifi cance between the three groups. 

 Using THEME™ analysis behavioral data were imported and 
analyzed. The search settings were (1) minimum occurrence= 3, 
specifying that the pattern must occur at least three times (2) sig-
nifi cance level of <0.05, specifying the probability of random 
occurrence. Then a fi lter was applied to patterns containing high- 
intensity  behaviors. Percent of behavioral clusters containing high- 
intensity behaviors was calculated by dividing the number of 
patterns of high-intensity behaviors by the total number of found 
patterns. A mixed model was used to look at change in the percent 
of high-intensity patterns over the course of the study.  

   For the original study, a mixed methods approach for longitudinal 
data was used as an omnibus test for group differences. Post hoc 
analysis using ANOVA methods was used to examine any group 
differences across time periods. Restlessness decreased signifi cantly 
by group (F2, 61 = 3.03, p = 0.05) and time period F2, 61 = 
11.04, p <.0001). [50]. While the original study examined only 
single behaviors, aggregating data, THEME™ results identifi ed 
complex repeated patterns of behavior that included high-intensity 
restlessness and the other fi ve behaviors (Table  1 ). Therefore a 
decrease in number of patterns indicates a decrease in several 
behaviors. As shown in Figure  3  and consistent with the original 
study, group variability was not equal at baseline. THEME™ 
showed that high-intensity patterns occurred in 7/22 of the exper-
imental group; 11/21 of the placebo group and in 12/21 of the 
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control group. THEME™ results showed the same trend of 
decreasing high-intensity patterns of BSD including restlessness at 
time period 4 (treatment time 2) in the experimental group com-
pared to the placebo and control groups. There was no signifi cant 
change over time in the percent of patterns over time when the 
three groups were compared.

   Using THEME™ we were able to detect patterns that con-
tained high-intensity restlessness providing more discrete and spe-
cifi c information about which behaviors are included in these 
high-intensity patterns, thus providing insight into the specifi c 
behaviors that may be linked to an escalation pattern. Consistent 
with previous fi ndings, the number of patterns decreased at treat-
ment time period 2, although results were not signifi cant, likely 
related to the small sample size and to the high variability. Moreover, 
it is important to remember that a decrease in the number of pat-
terns containing high-intensity restlessness means that several 
behaviors decrease, not only restlessness. For example, a single 
behavior may decrease in intensity from a 3, maximum intensity to 
a 2 or 1, much lower intensity. While this may be clinically signifi -
cant for this one behavior, decreasing the number of high-intensity 
patterns (those occurring at least 3 times) means that a cluster or 
constellation of BSD has decreased together. This results in an 
overall decrease in agitation in several persons and thus an overall 
decrease of agitation in the environment, potentially preventing 
others from escalating [53].    

100

80

60

40

20

0

baseline tx1 tx2post-tx1 post-tx2 baseline tx1 tx2post-tx1 post-tx2 baseline tx1 tx2post-tx1 post-tx2

Phase

Experimental

M
ea

n
 %

 P
at

te
rn

s 
w

it
h

 H
ig

h
-

In
te

n
si

ty
 R

es
tl

es
sn

es
s

Group

Placebo Control

  Fig. 3    Percent of patterns with  high-intensity restlessness  . Each  line  is an individual       

 

Diana Lynn Woods et al.



139

3    Discussion and Conclusion 

 Data show that rather than being single events, BSD are complex, 
nonsequential, nonrandom, patterned clusters of behavior recur-
ring repeatedly in the same individual [ 23 ]. These behavior  patterns 
vary by the number of clusters in a specifi c time period, the level of 
intensity of behaviors contained in the clusters, and the number of 
different clusters displayed in a specifi c time period.  Behavior pat-
terns   can escalate over time and become more complex (increased 
in variability), more intense (more troublesome), and more fre-
quent. Ultimately, to develop and provide safe, effective, and timely 
treatments we must use measurement strategies that can be used to 
measure outcomes in a way that validly and reliably represents 
behavioral patterns, the interrelationship of behaviors and the esca-
lation of behavior over time. The use of  T-patterns   to detect stable 
structures no matter how hidden they are [ 51 ], is inextricably linked 
to the valid and reliable measurement of behavioral patterns and 
thus the development of effective and timely treatments. These pat-
terns can also be used to further characterize the context in which 
the behavior takes place, increasing a broad understanding of these 
behaviors and guiding the timing and development of treatment. 

 The data presented shows that  THEME™   can detect complex 
stable patterns. The use of T-pattern detection in the study of BSD 
has tremendous potential. The identifi cation of patterns that can-
not be identifi ed through simple observation has great benefi ts in 
informing clinical practice. First, by detecting and characterizing 
these patterns we have the potential to predict when these patterns 
may most likely occur, then time already developed treatment and 
utilize new treatments to alleviate or prevent these disturbing 
behaviors. For example, once the relationship between the con-
text, such as a staff interaction or noise, and an individual’s behav-
ior is identifi ed, timely measures, related specifi cally to time of day, 
can be taken that modify the environment and reduce the manifes-
tation of the behavior. Better  utilization            of resources has major 
cost implications. 

 We used THEME™ to validate and expand previous fi ndings 
and to confi rm an intervention effect. In Kim’s  study   [ 48 ], the use 
of THEME™ provided not only validation but also more discrete 
information about specifi c behaviors and their relationship to time 
of day. Moreover, the detected patterns provide contextual infor-
mation to better inform underlying factors associated 
BSD. Similarly, in the Woods study [ 50 ], the use of THEME™ 
confi rmed an intervention effect for a non-pharmacological inter-
vention. Moreover, we detected specifi c complex patterns that 
were more responsive to the intervention than other patterns. This 
has specifi c clinical implications. Since persons with dementia are 
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frequently in a secured area in a nursing home, the behavior of 
someone exhibiting high distress and intense behavior results in 
distress for numerous other residents [ 52 ]. Being able to recog-
nize and intervene with specifi c predicable BSD patterns in a 
timely manner reduces the escalation and distress of not only one 
person but of several persons. 

 Using THEME™ the pattern of  temporal behavioral clusters   
can be quantifi ed and related to environmental complexity at base-
line. If an intervention is applied to decrease environmental com-
plexity, the effect could be refl ected in a decrease in complex 
patterns of behavioral clusters. Even if the effect infl uences only 
one or two individuals with high-intensity behaviors, research 
shows that decreasing the BSD of specifi c individuals frequently 
results in a generalized decrease of BSD on the entire unit, espe-
cially in designated dementia units [ 52 ]. Interventions tailored 
more specifi cally to individuals would result in a more effi cient use 
of resources. Once we understand who responds and the character-
istics of the behavioral clusters exhibited by individuals who 
respond we may be able to tailor and time effective interventions. 
For example, a non-pharmacological intervention may alter the 
complexity of BSD by decreasing the number and intensity of 
behaviors that occur together, by altering number of behavioral 
complexes that contain high-intensity behavior, or by altering the 
frequency of the behavioral complexes that occur over time. All of 
these results are benefi cial. They can decrease not only staff time 
and frustration but also the associated costs [ 53 ]. 

 The ability to quantify patterns of behavior and validate these 
patterns with other biological measures, such as  stress hormones 
and temperature  , is the key to the development of tailored inter-
ventions. Our vision for clinical practice and management is that 
by characterizing the patterns of BSD escalation, person-centered 
interventions will be modifi ed and timed to ameliorate BSD, and 
prevent escalation and associated accidents and injury to persons 
with dementia and to staff. 

 The measures we currently use to evaluate treatment effi cacy 
are crudely devised and basically focus on the presence or absence 
of specifi c high-intensity behavior such as  yelling and intense rest-
lessness  . When these behaviors occur they require high staff 
involvement to calm both the person with the intense behavior and 
other residents who show increased agitation [ 52 ]. The use of 
THEME™ to detect temporal changes in behavioral clusters might 
be the  key            to detecting subtle behavior changes that herald an 
unrecognized treatment response or a response that suggests the 
need for a different treatment approach. Future studies must focus 
on behavior patterns and not single behaviors to guide the devel-
opment of safe, timely, and effective treatments.     
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    Chapter 7   

 Typical Errors and Behavioral Sequences 
in Judo Techniques: Knowledge of Performance 
and the Analysis of T-Patterns in Relation 
to Teaching and Learning the Ouchi-Gari Throw                     

     Ivan     Prieto     ,     Alfonso     Gutiérrez     ,     Oleguer     Camerino     , 
and     M.     Teresa     Anguera      

  Abstract 

   The aim of the study was to detect the most frequent errors and their associated behavioral sequences in 
relation to the judo technique Ouchi-gari, the ultimate objective being to propose improvements to the 
way in which judo is taught. The novice participants ( n  = 31; 15 men and 16 women) were all students 
from the Faculty of Educational and Sports Science at the University of Vigo (Spain) and they were fi lmed 
while performing the technique in the context of a systematic observational study. The results, based on 
descriptive statistics and the sequential analysis of T-patterns obtained via the THEME v.5 software, 
revealed that students committed a series of typical technical errors when learning the Ouchi-gari  technique 
that affected the whole throw sequence. These errors were primarily related to an initial failure to put 
the adversary off balance, the foot and trunk position, the reaping action, and the fi nal action of the arms. 
As regards the teaching of judo these fi ndings can be used to propose motor tasks and movement sequences 
for novices that would ensure successful learning of the technique, this process being based on a range of 
tasks and the use of corrective feedback.  

  Key words     Observation instrument  ,   Observing judo  ,   Sequence learning  ,   T-Patterns  

1      Introduction 

 The fi rst studies of combat sports focused on the physiological 
demands associated with the effort required by the combat [ 1 – 3 ]. 
More recently, research, particularly in judo, has considered ways 
of improving the training process [ 4 – 6 ]  and            the psychological 
response of judokas in competitive settings [ 7 ,  8 ]. However, these 
studies do not examine in detail the factors that affect the  teaching 
and learning process   with novices, and knowledge is still lacking 
regarding the factors that infl uence the learning and the overall or 
nonlinear acquisition of a given combat technique [ 9 ]. 
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 The model based on knowledge of performance in relation to 
 sports technique   [ 10 ,  11 ], and in particular the errors committed 
during performance [ 12 ,  13 ], is a valuable and novel tool. 
Correcting a technical movement or gesture from the perspective of 
errors and knowledge of performance is, when information about 
the nature of those errors is available, more useful than simply 
pointing out the outcome of performance [ 14 ]. 

 The aim of the present study was to apply the knowledge of 
performance model to the judo throw Ouchi-gari in order to 
reveal error sequences which are normally diffi cult to perceive. 
This was done by means of a systematic observational analysis, 
the results of which are used to propose ways of improving the 
teaching of judo techniques. Such proposals have already been 
made in relation to other sports [ 15 ].  

2    Method 

 The study was based on observational methodology [ 16 ,  17 ], 
which has the rigor and fl exibility required to study the episodes 
of behavior that emerge naturally during the process of teaching 
and learning judo. Based on the work  of         Borrie, Jonsson, and 
Magnusson [ 18 ,  19 ] the type of observation carried out was 
 systematic, open, and nonparticipant. 

   The observational design [ 20 ] was nomothetic (i.e. various 
 participants performing the same technique, in this case Ouchi-
gari), based on monitoring (a throw technique across fi ve academic 
years), and multidimensional (different dimensions of the observa-
tion instrument). The use of this design implies a series of decisions 
that are made in relation to the participants,             the observational 
instrument and register, and the procedure of data analysis.  

   Participants were students on a degree course in Physical Activity 
and Sports Science ( n  = 31; 15 men and 16 women), covering fi ve 
academic years (from 2003/2004 to 2007/2008) and with an age 
range of 21–30 years ( M  = 24.56; SD = 2.73).  They   were all novices 
in judo and gave their informed written consent prior to being 
fi lmed on video. The recordings made were distributed equally 
across the fi ve academic years (six subjects per year, except for the 
fi nal year, in which there were seven).  

   The  observation instrument   developed for this study was the 
SOBJUDO-OU (see Table  1 ), a tool that combines the robustness 
and fl exibility required to observe motor behavior [ 21 ,  22 ]. The 
criteria of which the SOBJUDO-OU is comprised include 
the object of the present study: technical errors in performance. 
The technical model used for both the process of teaching and 

2.1   Design  

2.2   Participants  

2.3  Observation 
Instrument
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    Table 1  
   SOBJUDO-OU observation instrument        

 Criterion  Code  Description 

 Grip  BGRIP   Tori  uses his left hand to grip  Uke’s judogi  midway up the forearm. 
The correct position would be at the elbow. 

 Off-balance  NOB   Tori  does not put  Uke  off balance in the fi rst part of the technique. 
His arms maintain the initial grip and only serve to accompany 
the action. 

 DOB  The frontal off-balancing action and the subsequent initial 
displacement are performed in a discontinuous way. 

 Left-foot 
position 

 ILFP   Tori  incorrectly positions his left foot after the initial movement. 

 Right-arm 
position 

 ARMP  At the end of the technique,  Tori’s  right hand is in the supine 
position when gripping the left lapel of his opponent, leaving 
the dorsal part of his body in contact with the mid-level of the 
opponent’s trunk (similar to the grip of Morote-seoi-nage). 

 Face position  FAP  The position of  Tori’s  face is incorrect while performing the 
technique. 

 Trunk 
position 

 TRP   Tori  incorrectly positions his trunk before initiating the leg reap. 
 CGA  In the  kake  phase of this throw,  Tori’s  center of gravity is too high. 

 Right-arm 
action 

 IRAA  In the  kake  of Ouchi-gari, the right-arm action of  Tori  is 
insuffi cient. 

 Left-arm 
action 

 ILAA  In the  kake  of Ouchi-gari, the left-arm action of  Tori  is insuffi cient. 
 RAAR   Tori  raises his left arm during the fi nal phase of the movement, 

at the moment of pushing off the opponent’s body (elbow 
at the same level as the wrist). 

 Reaping  SLWR  Instead of performing a circular reap the leg which should 
perform this action is used for support, thereby failing 
to carry out the reap. 

 KBR   Tori  bends his right leg while performing the reap, such that his ankle 
ends up above the imaginary line that would be  described   by the 
initial position of his knee. 

 BLO  Instead of reaping his opponent’s left leg with his own right leg, 
 Tori  performs a blocking action on it. 

 INCR   Tori  interrupts the reap, which is therefore incomplete. 
 INSR  During the fi nal phase of this technique, the position of  Tori’s  leg 

that is performing the reap is insuffi cient as regards his 
opponent’s leg. 

 Throw stage  NR  While performing Ouchi-gari,  Tori  fails to reap  Uke’s  leg 
with his own. 

 Control 
stage 

 FACC  During the  kake  stage  Tori  uses his right arm to accompany 
 Uke’s  fall to the fl oor. 

 FNC  During the fi nal stage of the technique  Tori  performs no action 
with his left hand and therefore fails to control the fall of his 
adversary’s body. 

(continued)

T-Patterns in Ouchi-Gari Throw
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learning the throw and for its observation was based on the 
approach of the Kodokan school [ 23 ].

   As the SOBJUDO-OU is a multidimensional instrument, it is 
compatible with the proposed observational design. Each one of 
its dimensions gives rise to a system of categories that fulfi lls the 
conditions of exhaustiveness and mutual exclusivity (E/ME).  

   The performance of the technique under study (the Ouchi-gari) 
was fi lmed after a training period lasting approximately 4 months. 
Data were gathered by means of two digital video cameras (JVC 
GZ-MG21E), and the recordings of the throws were subsequently 
edited using the video editing suite Pinnacle Studio v.12. 

 The observational register was created using the software 
Match Vision Studio Premium v.1.0 [ 24 ]. This is an interactive 
multimedia program that enables the user to visualize and regis-
ter digitalized video recordings on the same computer screen. 
The program is highly fl exible and allowed us to introduce all the 
codes corresponding to each of the changing criteria of the 
SOBJUDO-OU observation instrument, thereby producing a 
register of their appearance in succession.  

   The  performance   of the technique under study (the Ouchi-gari) 
was fi lmed after a training period lasting approximately 4 months, 
involving 3 h of practice per week. Overall, a total of 17 throws 
were learnt. During the video recording each participant  performed 
fi ve of all the techniques that had been learnt, all without opposi-
tion from the other judoka and starting from a static  position (i.e. 
it was technical work). Stratifi ed random sampling was used to 
assign participants and techniques. The quality of the data regis-
tered by two observers was assessed by  means            of Cohen’s kappa 
[ 25 ], with values of this coeffi cient above 0.8 being regarded as 
indicative of reliability (inter-observer agreement). This test was 
conducted using the software GSEQ v.5 for Windows [ 26 ,  27 ] and 

2.4   Recording 
Instrument  

2.5  Procedure

 Criterion  Code  Description 

 Rebalancing  RRF  After performing the throw  Tori  loses his balance. In order to 
regain it he steadies himself with his right foot. 

 RLF  Upon completion of the technique  Tori  loses his balance, which 
he regains by steadying himself with his left foot. 

 RHR  Upon throwing  Uke ,  Tori  loses his balance and uses his right hand 
in an attempt to maintain him. 

 RFR  After the reap,  Tori  uses the leg that had performed the action 
to regain his balance. 

 Globality  SLEX  The throw is executed slowly and without any continuity. 

Table 1 
(continued)
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yielded a kappa value of 0.82. Having ensured the quality of the 
data, an initial descriptive analysis of the frequency and percentage 
of occurrence of technical errors was then conducted. 

 After  recording   all the throws performed the Match Vision 
Studio software produces a series of Excel fi les containing the 
 successive confi gurations formed by the lines of codes that have 
changed, with their temporality and duration expressed in frames 
(25 frames is equivalent to 1 s). These Excel (.xls) fi les, which 
 provide frequencies for all the registered occurrences of codes, 
were then transformed successively in order to enable various 
 analyses to be carried out. 

 The codes of the SOBJUDO-OU observation instrument 
were then exported to the THEME software [ 28 – 30 ] with the aim 
of detecting temporal patterns (T-patterns). These T-patterns, 
which were obtained by means of the algorithm incorporated 
within THEME v.5 [ 29 ], can help to reveal hidden structures and 
unobservable aspects in sports techniques. The application of the 
THEME software has proved to be highly effective for studying 
both team and individual sports [ 21 ,  31 ,  32 ].  

   The frequency of occurrence of the different errors made when 
performing the Ouchi-gari throw was determined by means of a 
descriptive analysis using SPSS 15, the results of which are shown 
in Table  2 . An analysis of temporal patterns among the observed 
errors was also conducted using THEME, the aim here being to 
identify the most signifi cant error sequences. The Mann–Whitney 
 U  test (in SPSS 15, with signifi cance set at  p  < 0.05) was used to 
analyze the data in relation to the chosen independent variable, in 
this case the gender of participants.

3        Results 

   Following on from the above description of the errors observed 
during performance of the Ouchi-gari, (Table  1 ) this section 
describes the frequency and percentage of occurrence of errors in 
the study group ( n  = 31). 

 The most common errors detected were  related            to an initial 
failure to put the adversary off balance (NOB), an inadequate posi-
tion of the right arm (ARMP), an incorrect positioning of the face 
and trunk (FAP and TRP), the height of the center of gravity dur-
ing the  tsukuri  and  kake  phases of the throw (CGA), insuffi cient 
traction effect of both arms in the fi nal phase of the throw (IRAA 
and ILAA), and an incorrect reaping action (INCR). 

 Application of the  Mann–Whitney  U  test   to compare means 
and detect possible differences between men and women in their 
performance of the Ouchi-gari revealed no signifi cant differences 
( p  > 0.05).  

2.6   Data Analysis  

3.1  Statistical 
Analysis

T-Patterns in Ouchi-Gari Throw
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   In order to examine the errors made in greater detail the THEME 
software [ 28 ,  29 ] was used to analyze temporal patterns ( T-patterns  ) 
in the observational data. This kind of analysis is able to reveal 
important links related to the sequences of errors that emerge. 

 Figure  1  shows the sequence of errors detected. The left-hand 
box represents the relationship between the different categories (i.e. 
the technical errors, as listed in the SOBJUDO-OU observation 

3.2  Detection 
of Temporal Patterns 
(T-Patterns)

   Table 2  
  Frequency and percentage of occurrence of technical errors made when 
performing the Ouchi-gari   

 Error  Frequency  Percentage 

 Grip  BGRIP  9  29 

 Off-balance  NOB  25  80.6 

 DOB  8  25.8 

 Left-foot position  ILFP  13  41.9 

 Arm position  ARMP  16  51.6 

 Face position  FAP  23  74.2 

 Trunk position  TRP  19  61.3 

 CGA  17  54.8 

 Right-arm action  IRAA  28  90.3 

 Left-arm action  ILAA  29  93.5 

 RAAR  2  6.5 

 Reaping  SLWR  9  29 

 KBR  3  9.7 

 BLO  2  6.5 

 INCR  22  71 

 INSR  9  29 

 Throw stage  NR  7  22.6 

 Control stage  FACC  4  12.9 

 FNC  4  12.9 

 Rebalancing  RRF  3  9.7 

 RLF  6  19.4 

 RHR  2  6.5 

 RFR  7  22.6 

 Globality  SLEX  1  3.2 

Ivan Prieto et al.
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instrument). This tree diagram should be read from top to bottom, 
i.e. the fi rst category to appear is at the top (red rectangle). The right-
hand box shows how many times each of these relationships occurs, 
by means of lines that run from top to bottom (blue rectangle).

   These results show that the initial failure to put the adversary off 
balance (NOB) precedes an incorrect positioning of the left foot 
(ILFP), which in turn leads to an incorrect trunk and face position 
(TRP-FAP). As a result of this foot position,  Tori  fails to achieve the 
optimal lowering of her  center of gravity (CGA)     , which prevents an 
appropriate reaping action from being performed (INCR) and leads 
to an insuffi cient arm action (ILAA-IRAA). Finally, she has to use 
her right leg in order to regain her balance (RFR).   

4    Discussion 

 Although there is a lack of scientifi c research on technical  errors   in 
judo, a review of the literature reveals that the most prestigious 
practitioners of the sport do, in their publications, refl ect upon key 
aspects of technique or the most common errors made [ 33 – 36 ]. 
Interestingly, the points they make, which are no doubt based on 
 their            personal and professional experience, often coincide with the 
typical errors revealed by the present study. 

 For example, most of the authors consulted recommend that 
in the fi rst part of the Ouchi-gari, which involves putting the 

(01)NR

(02)IRAA

(03)NOB

(04)ILFP

(05)ARMP

(06)FAP

(07)TRP

(08)CGA

(09)RAAR

(10)INCR

(11)RFR

0 5000 10000

  Fig. 1    The most representative tree diagram for Ouchi-gari       
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 adversary off balance  , the direction of the force should be towards 
the left posterior diagonal, such that  Uke’s  weight falls on his/her 
heels or solely on the left foot [ 33 ,  37 ]. The literature notes that 
this is one of the most common errors made by novices who are 
learning this throw [ 34 ]. 

 As regards the position of   Tori’s  supporting foot   [ 37 ] 
 specifi cally recommends that this foot is placed between  Uke’s  feet, 
in the frontal plane, albeit a few centimeters away from them in the 
sagittal plane, thereby forming a kind of triangle. 

 The technical literature also highlights the importance of 
 lowering the  center of gravity   [ 37 ,  38 ], of turning one’s body to 
the side [ 39 ,  40 ] and of looking to the right [ 37 ,  39 ,  41 ] just prior 
to performing the reaping action. 

 Another of the most common errors observed in the present 
study was related to an insuffi cient and misdirected arm action. In 
this regard the experts recommend that  Tori  should aim to shift 
 Uke  backwards and towards the left posterior diagonal in the fi nal 
phase of the technique [ 34 ,  35 ,  39 ], continuing the action that was 
begun with the initial  off-balancing maneuver   [ 38 ] but using in 
addition one’s body weight to favor this off-balancing [ 37 ]. 

 As regards the reaping action the recommendations are 
clear. For example,    Taira [ 32 ] states: “The reap is performed 
with the Achilles tendon in contact with the same part of  Uke’s  
body, with the tip of the foot remaining in contact with the 
 tatami  throughout the action and reaping in a circular direc-
tion” (p. 267). This point of view is shared by authors such as 
[ 33 ,  36 ,  40 ,  41 ], among others. 

 The tree diagrams reveal a clear  sequence of errors  , whereby 
the initial failure to put the adversary off balance subsequently 
 prevents the left foot from being correctly positioned, which means 
that the body is not facing the right way during the  tsukuri . This 
makes it impossible to execute a suffi cient arm action and an 
 effective reaping action during the  kake  phase of the technique. 

 These sequences are not explicitly referred to  in            the technical 
manuals consulted, but the descriptions they contain do refer to 
aspects of the most representative tree diagram. For example, 
Uzawa [ 41 ] highlights the importance for  Tori  of using his left leg 
to put  Uke  off balance at the start, so as to be subsequently able to 
execute a more effective reap (NOB–INCR). Daigo [ 33 ] notes that 
if  Tori  does not bend his knees and lower his center of gravity 
(CGA) during the  tsukuri  phase he will not be able to execute a 
suffi cient arm action (IRAA–ILAA) or, subsequently, an effective reap. 
This sequence of errors can be clearly seen in the tree 
 diagram. Finally,    Taira [ 37 ] stresses that the reaping and arm 
actions should be performed simultaneously and in a synchronized 
way, suggesting that the two are complementary as regards the 
correct execution of each (IRAA/ILAA–INCR).  

Ivan Prieto et al.
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5    Conclusions 

 With the aim of avoiding the errors detected here a number of 
recommendations can be made regarding execution of the 
 Ouchi- gari technique:   (1) use your left hand to grip  Uke’s  right 
sleeve at the level of the elbow; (2) put  Uke  off balance in the 
direction of the left posterior diagonal, such that your body 
weight falls solely on your left foot; (3) place your left foot 
between  Uke’s  feet (in the frontal plane); (4) turn your hip and 
head to the right, lowering your center of gravity by bending 
your knees; (5) reap the adversary’s leg with a circular motion, 
such that he is thrown backwards (specifi cally, the reap should be 
centered over the area of  Uke’s  Achilles tendon and with the 
ankle extended); and (6) the reap should be accompanied by a 
strong arm action. 

 The teaching and  learning   of this judo technique could be 
improved by paying special attention to the following movement 
sequences, which will ensure that the throw is correctly executed: 
(1) correctly putting the adversary off balance increases the 
 likelihood that the feet and body will subsequently be in the  correct 
position; and (2) correct positioning of the supporting foot and 
ensuring that the face and trunk are adequately positioned favors 
the required arm action (traction) and makes it easier to execute 
the reap during the throw phase of the technique. 

   The results of this study also enable a number of strategies based 
on knowledge of performance to be proposed with the aim of 
improving the teaching and learning of the Ouchi-gari technique:

    1.     When            demonstrating the technique the student’s attention 
should be drawn towards the key points highlighted by this 
study. In relation to the theoretical aspects of the throw, 
coaches may wish to incorporate the use of video or other 
images that illustrate its fundamental features, as well as the 
most common errors detected here. At all events, teachers or 
coaches should focus only on the most relevant aspects.   

   2.    Instructors could design tasks or drills that focus the student’s 
attention on the most signifi cant errors and sequences of 
behavior detected.   

   3.    After a throw is performed in training the subsequent commu-
nication between coaches and students could be improved by 
providing more precise feedback. Coaches should begin by 
focusing on the most signifi cant errors and sequences identi-
fi ed in the present study, leaving any others for a later stage of 
training. It is also helpful to focus on a few key aspects so that 
students do not become overloaded with information. At all 
events the results of this study can provide a platform for dif-

5.1  Practical 
Implications Based 
on  Knowledge 
of Performance  
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ferent kinds of feedback (verbal, verbal with a practical demon-
stration or verbal with hands-on assistance), which should 
always be positive in nature.   

   4.    Coaches could draw up observation/evaluation sheets based 
on the category system of the observation instrument used in 
this study. One model would be for students to work in groups 
of three, with one of them observing the other two while they 
perform the throw. The former student would therefore con-
duct an observational analysis using the evaluation sheet, not-
ing the errors made and providing immediate feedback. The 
same approach could also be used with video recordings, 
thereby enabling  the   observational analysis to be conducted 
after the throw has been performed.          
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    Chapter 8   

 Qualitative Differences in Men’s and Women’s Facial 
Movements in an Experimental Situation                     

     Anaïs     Racca     ,     Magnus     S.     Magnusson     ,     César     Ades    , and     Claude     Baudoin      

  Abstract 

   Studies indicate that men and women show quantitative differences in their production of facial move-
ments. However, less is known regarding the qualitative aspect of facial differences between women and 
men. The aim of this study was to determine whether men and women could present a gender-specifi c 
temporal organization of facial movements. Eighteen Brazilian students (nine men and nine women) were 
fi lmed whilst performing a perceptual task involving verbal answers, the aim being to generate various 
types of facial expressions. The location of 29 facial points involved in facial movements were coded frame 
by frame and then analyzed with the THEME Software, allowing the detection of temporal patterns 
( T-patterns ) of facial movements. Our results highlighted three typically feminine  T-patterns  (expressed 
only by women) in an experimental context, all involving mouth movements. No typically masculine 
 T-patterns  were detected in the same situation. This study shows the existence of some qualitative differ-
ences between women and men in their facial movements’ organization.  

  Key words     Human behavior  ,   Facial movements  ,   Gender  ,   Pattern detection  

1       Introduction 

  Sexual dimorphism   is a widespread phenomenon among animal 
species, and in humans the face constitutes a major cue allowing 
sex identifi cation.  Bruce   and her colleagues [ 1 ] showed that even 
without any cultural cues relative to the gender (make up, hair 
style, etc.) or facial hair, participants are extremely effi cient and fast 
in recognizing someone’s gender based on the picture of their 
face. The differences between men and women allowing this iden-
tifi cation relate to the structure of several facial features (notably 
the brows, eyes, jaw, etc.) [ 2 ], to the confi guration of  these            fea-
tures between them [ 3 ] and to the differences related to the skin’s 
texture and pigmentation [ 4 ]. 

 This chapter is dedicated to the memory of Professor César Ades who died tragically in an accident in March 2012. 
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 In human social interactions faces are not static entities, study-
ing dynamic aspects of face gender identifi cation is therefore essen-
tial. Facial movements are notably involved in recognizing people’s 
emotional expressions [ 5 ,  6 ]. Could facial movements also provide 
cues about someone’s gender? Some studies suggest that it could 
be the case. The challenge here is to  isolate dynamic information   
from static ones. Using point-light displays or the animation of a 
three-dimensional androgynous head with male or female facial 
movements (captured from markers arranged on particular points 
of actors’ face), researchers showed that participants can identify 
the gender of the stimuli above chance [ 7 – 10 ]. Moreover, internal 
facial movements appear particularly useful for this gender identifi -
cation, in opposition to rigid head movements [ 8 ]. Studies investi-
gating the nature of sexual dimorphism in human facial movements 
notably indicate that women seem to express more facial move-
ments than men [ 10 – 13 ] and that men display wider movement 
than women [ 14 – 16 ]. Other studies also showed that men display 
more asymmetrical facial movement than women [ 17 ,  18 ]. 

 Human facial movements carry information indicating some-
one’s gender that is perceptible and usable by viewers. To  date 
research   focused only on some aspects (i.e. quantitative traits) of 
gender differences and did not take into account the temporal 
structure of facial movements. A new methodology, characterized 
by a bottom-up approach, has been set up in our team in order to 
consider the temporal organization of facial movements, video 
recorded in men and women. It relies on manual pointing of facial 
points involved in facial movements using no a priori organiza-
tional assumption and records the movement of these points 
throughout video sequences, frame by frame. The software 
THEME [ 19 ] (  www.noldus.com    ) permits to search for T-pattern 
(i.e. Temporal-Pattern) present in one set of data that are totally 
absent from another set. Applied to our topic, it allows the detec-
tion of T-patterns presented only by men and never by women 
and vice versa. The aim of the present study was to investigate 
whether humans present such gender-typical temporal organiza-
tion of facial movements.  

2    Method 

 We  video record  ed facial movements of young healthy adults in 
several countries (Bulgaria, Brazil, France, Gabon, Morocco, etc.) 
following similar experimental conditions for future cross-cultural 
comparisons. The present study focused on a Brazilian population 
with a total of 21 volunteer students from the University of Sao 
Paulo. The experiment was designed to privilege freedom and 
spontaneity in the expression of facial movements of naïve partici-
pants, in opposition to the use of patches on the face of  actors            in 

Anaïs Racca et al.
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other studies [ 8 ,  9 ]. To do so, the subjects were in a situation 
allowing them the expression of various facial movements (includ-
ing speech) but in which (a) head movements are limited (due to 
constraints from our coding technique, see below) and (b) a cam-
era could be placed in front of them. Participants were welcomed 
by an experimenter then left alone in a room and asked to perform 
a computer-based perceptual task. The total duration of the task 
was around 5 min per subject. The task consisted in watching series 
of pictures (“trompe-l’oeil”) and to answer questions regarding 
their ambiguous nature, out  loud   (see example Fig.  1 ). The partici-
pants were naïve towards the real aim of the study; nevertheless, 
they were aware of the presence of the camera in order to keep the 
context indirectly social. All participants gave their consent to be 
fi lmed in this study. Some participants had to be excluded from the 
experiment: one was chewing a gum and two had their hand in 
front of their mouth during the quasi-total duration of the study. 
The fi nal sample contained nine men and nine women, aged from 
19 to 26 years old.

   Three 5-s video sequences were selected from each partici-
pant, including 2 s before a verbal answer (easy to identify on the 
video) and 3 s after its start. The sequences were selected ran-
domly among all “codable” ones for each participant. Indeed, the 
use of one single video camera provides only two-dimensional 
information and the coding of facial movements would be dis-
torted in case of rigid head movements. Therefore, only video 
sequences in which the  participants   presented facial movements 
but kept its head stationary were analyzed. In their studies, Hill 
and Johnston [ 8 ] showed that internal facial motions are particu-
larly useful for gender identifi cation of three-dimensional androg-
ynous heads compared to rigid head movements. Consequently 
we assume that our technique does not neglect important infor-
mation regarding our purpose. 

How many legs does this elephant have?

  Fig. 1    Example of a picture and question presented to the  participants         
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 The  data collection   was performed using the software Face 
Coder 1  and consisted in coding 29 facial points involved in facial 
movements [ 14 ,  20 ] throughout video sequences. Those points 
involved the eyes, eyebrows, nose, mouth, and chin of the subjects. 
The coding was performed manually (using the computer cursor), 
frame by frame (rate: 25 frames/s). All 29 points were coded 
regarding  t           he fi rst frame of a sequence and then only facial points 
for which movements occurred were coded for the next frames. The 
 coding   of men and women sequences was performed alternatively 
in order to avoid differential effect of potential changes in coding 
(e.g. improvement, tiredness etc.) on men and women’s data. For 
each facial point and each frame the Face Coder software attributed 
coordinates within an  orthonormal basis   relative to the participants’ 
face (see Fig.  2 ): the abscissa (X) was built using the two external 
eye corners (points 1 and 6) and the ordinate (Y) passed by the tip 
of the nose (point 18) (see illustrations Figs.  2  and  3 ).

1
   This software has been developed by Magnus S. Magnusson as Invited 

Professor at the University of Paris 13. 
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  Fig. 2    Illustration of the  29   facial points coded (with reference) and the orthonormal basis used ( O  Origin of the basis)       
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    For each frame the software  calculated   the distance of the facial 
points to the origin of the basis (Point-Origin = PO). A movement 
was defi ned as a move of a given point from the origin of the basis, 
higher than 1.5 standard deviation compared to its averaged 
 distance (calculated through the entire sequence). This criteria was 
set up in order to avoid taking into account slight inaccuracy in 
coding (because manual) and appeared the most adequate by look-
ing at our data set. Two types of movements could be detected: a 
movement towards the origin (decrease of PO) or a movement 
away from the origin (increase of PO). Both the start and the end 
of the movements were taken into  account   (see Fig.  4 ). The data 
set then consisted in a list of those movements throughout frames 
of the sequences.

   Data were analyzed with  THEME 6.0 BETA  . The software’s 
parameters were defi ned so as to detect all T-patterns present in 
men sequences exclusively (not present in women ones) and then 
all T-patterns present in women sequences exclusively (not present 
in men ones). We used the default parameters for analysis including 
minimum occurrence number = 3, signifi cance level = 0.005. 

  Fig. 3    Coding of a frame under Face Coder ( screen shot ). The points are coded on the videos ( left part of the 
screen ), a schematic face  illustrates            the location of these points ( bottom right corner ) and the points’ coordi-
nates are listed in a table ( upper right corner )       
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 Analyses were conducted regarding  quantitativ           e gender dif-
ferences concerning the size of the pattern repertoire (averaged 
number of distinct patterns), the repetition of the pattern (aver-
aged frequency of manifestation of the pattern) and the com-
plexity of the pattern (averaged number of movements involved 
in a pattern).  

3    Results 

 We detected three typically feminine T-patterns, illustrated in 
Fig.  5 . Each of those patterns were displayed by six out of nine 
women and never displayed by men. Two women presented 
those three patterns twice within the sequences. These are rela-
tively long patterns (fi ve or six events) within 5 s sequences and 
all involved the start of a mouth movement going away from the 
origin. Those patterns seem likely to be related to the way 
female participants opened their mouth when started to speak. 
No typically masculine T-patterns were detected. That is, all 
 T-patterns   of facial movements produced by men were also pro-
duced by women.

   Regarding quantitative aspects of gender differences in the 
expression of T-patterns of facial movements, no signifi cant differ-
ences were observed between men and women as exposed in 
Table  1 .

  Fig. 4    Evolution through time of  the   distance of a point to the origin (PO). Illustration of a movement, its start 
and end       

 

Anaïs Racca et al.



161

  Fig. 5    Typically  feminine   T-patterns ( numbers  correspond to the order of occurrence of the events within a pattern)       

   Table 1  
  Quantitative differences  in   men and women T-Patterns (Mann–Whitney U 
tests)   

 Measures  Men  Women   Z    P  

 Size pattern repertoire  110.56  139.78  0.75  0.49 

 Pattern  frequency    5. 13             4.71  1.41  0.16 

 Pattern complexity  2.83  2.74  0.22  0.83 
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4       Discussion 

 The present study aimed at testing the  hypothesis   of the existence 
of qualitative gender differences in humans’ temporal organization 
of facial movements. Our results corroborate this idea by highlight-
ing three T-patterns of facial movements expressed by women 
exclusively, associated with mouth movements and likely involved  in 
           speech behavior. No typically masculine T-patterns of facial move-
ments were detected. That is, all pattern expressed by men were, at 
some point, also presented by women. These results constitute the 
fi rst demonstration of a gender-typical temporal structure of facial 
movements in humans. They were confi rmed in another study with 
Bulgarian students using the same methodology [ 21 ]. 

 Why would only women present gender-typical facial move-
ment organization? The answer might be found regarding the 
function of gender-typical behavior. Many researchers were inter-
ested in the implication of gender-typicality and attractiveness in 
human’s faces. From a static point of view (using pictures) research-
ers agree concerning the importance of typically feminine traits in 
attractiveness for women faces [ 22 – 26 ], however, the opposite is 
not as obvious regarding male face for which discrepant results 
have been found [ 25 ,  27 – 31 ]. One possible explanation relates to 
the fact that menstrual cycle and mating context are known to infer 
on women’s preferences for male faces [ 32 ]. Therefore, women 
may be optimizing reproductive success by preferring feminine- 
looking males, offering good parental investment, in some situa-
tions and masculine looking males, offering good genes, in others. 
Such differential effect of gender-typical traits in attractiveness in 
men and women’s faces is also found regarding their facial move-
ments. In their study, Morrisson and coworkers [ 10 ] presented 
androgynous head animated with facial movements from either 
men or women to naïve participants and asked them to identify the 
sex of the animations as well as rating their attractiveness. They 
showed that animations whose genders were the easier to identify 
were also those that were considered the most attractive, but only 
regarding animations from women’s facial movements. Our fi nd-
ings strikingly fi t with the idea that gender-typicality is adaptive 
regarding women faces but not necessarily in men. It remains to be 
seen whether the women T-patterns found in our study are found 
attractive or not. 

 Previous studies reported quantitative differences between the 
way men and women move their face. Notably, women were found 
to present more movements than men [ 10 – 13 ] and men present-
ing larger movements than women [ 14 – 16 ]. Looking at facial 
movements’ organization through time, no such gender distinc-
tion could be observed. Thus, T-pattern differences between men 
and women may be limited to qualitative aspects, at least in the 
conditions of the present study. 

Anaïs Racca et al.
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 This study demonstrates the presence of typically feminine 
organization of facial movements in humans. Contrary to other 
studies in the fi eld, the method we chose here privileged subjects’ 
freedom in the expression of facial movements. However, due to 
methodological constraints,             the experimental situation could not 
be directly social. Would those typically feminine T-patterns also be 
found in a directly social context? Similarly, are those T-patterns 
present in every human culture? Further studies are currently car-
ried out in order to answer those questions, but such research will 
be greatly facilitated as tools for refi ned automatic coding of facial 
movements become generally available.     
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    Chapter 9   

 Understanding Film Art: Moments of Impact 
and Patterns of Reactions                     

     Monika     Suckfüll      and     Dagmar     Unz      

  Abstract 

   While there is a wide consensus that in the core of fi ctional stories is the generation of emotions, little is 
known about how this happens. The aim of our contribution is to better understand the nature of recep-
tion processes that occur while people are watching movies. We analyze patterns of physiological and facial 
reactions to a movie by using THEME. We refer to data gathered in a study conducted to investigate 
cognitive and emotional reactions to the animated short fi lm  Father and Daughter  (2000). The narrative 
structure of the movie and the most important formal features were determined on the basis of dramatur-
gical models. In the study, heart rate and skin conductance of the participants were measured, and the 
facial reactions of the consenting participants were videotaped. In summary, the analyses enlighten the 
dynamic nature of movie reception: Important scenes of a movie are prepared with virtuosity, creating 
“lines“ or repetitions of motives combined with each other; the fi lm maker plays with the expectations and 
emotions of the viewers.  

  Key words     Film art  ,   Narrative structure  ,   Reception  ,   Emotion  ,   Facial expression  ,   Physiological reac-
tion  ,   Time-pattern  

1      Introduction 

 No one doubts that media has the potential to attract the  audience  . 
Nevertheless, little  is      known about  how  the audience processes 
media stimuli. Many researchers agree that an essential function of 
fi ctional stories is the generation of emotions (e.g., [ 1 ]).  Tan   
describes movies as  emotion   machines [ 2 ]; Konijn and ten Holt 
name emotion as “key construct in processing media messages” 
([ 3 ], p. 37). Media induces emotions through the presentation of 
a story by using a huge variety of  storytelling techniques   and for-
mal features that aim to involve the viewer. In fi ctional stories, 
ideas and ideals concerning our social world are presented in a way 
that is easier to grasp and to comprehend than our complex social 
environment [ 4 ]. Thus, if we aim at understanding fi lm art, it is 
essential to understand the techniques of emotion elicitation as 
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well as the emotional processes that de facto occur during the 
reception of a movie. 

 In order to understand the nature of such emotional processes, 
we analyzed patterns of physiological and  facial reactions   to a 
movie by using the T-pattern-detection of THEME. The study, we 
took the data from, was conducted to investigate emotional reac-
tions to the animated short fi lm  Father and Daughter  [ 5 ,  6 ]. The 
narrative structure of the movie and the most important formal 
features were determined using different theoretical approaches in 
fi lm studies. Those structures and features are now—in the context 
of this contribution—conceptualized as events, i.e. as time intervals 
within the movie that are hypothetically of relevance for the view-
ers. We also use THEME to determine reoccurring combinations 
of events in the movie. In the reception study, heart rate and skin 
conductance of 30 participants were measured. The faces of the 
consenting 16 participants were videotaped during the reception 
and were analyzed using the  Facial Action Coding    System    [ 7 ]. We 
will focus on the analysis of reoccurring combinations of physio-
logical and facial reactions associated with particular events in the 
movie for those 16 participants. The results are interpreted in the 
light of emotion theories.  

2    Media-Induced Emotions 

 Emotions are key features of our mental architecture. They are 
activated by means of specifi c cues in our environment and focus 
our attention on urgent and relevant information. Furthermore 
they allow a fast evaluation of environmental stimuli or events for 
the organism’s needs, plans, or preferences. In addition to this 
they initiate psychological and physiological processes to support 
rapid reactions for dealing with a given situation [ 8 ]. Further, the 
nonverbal aspects of emotions include “the communication of 
reactions, states, and intentions by the organism to the social sur-
round” ([ 9 ], p. 557). Most theorists support the view that emo-
tions have several components or subsystems (e.g., [ 10 ,  11 ]). 
Conceptualizing emotion as a process,  Scherer   defi nes emotion 
“as an episode of interrelated, synchronized changes in the states 
of all or most of the fi ve organismic subsystems” ([ 12 ], p. 93). 
The Component- Process Model by Scherer distinguishes fi ve 
 subsystems   of an emotion: (I) the cognitive appraisal, (II) the 
physiological arousal, (III) the motor system and most notably 
the facial expression as part of this system, (IV) the subjective 
feeling, and (V) the motivational system [ 12 ,  13 ] An emotional 
episode is conceptualized as a component patterning process 
driven by cognitive appraisals. This means that an emotion is not 
due to the eliciting event itself, but to the evaluation of the event 
by an individual. 
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 Thus, emotions are a process of sequential appraisals, which 
result in a certain pattern of outcomes in the emotion response 
systems. The process of appraisal itself is a cognitive process, thus 
it is not accessible to direct observation and also impossible or at 
least diffi cult to access via verbalization. But each appraisal evokes 
an adequate reaction in the subsystems and thus triggers a corre-
sponding reaction, for instance, in  facial expression  . For several 
outcomes of stimulus evaluation checks, Scherer and colleagues 
[ 14 – 19 ] predict related changes in facial expressions. For example, 
appraising an event as novel is related to raising the eyebrows or 
frowning; appraising an event as pleasant is related to pulling the 
lip corners upwards and raising the cheeks (like in smiles). If a 
certain appraisal does result in a change of facial expression—as 
proposed—facial expressions are observable indicators of unob-
servable emotional processes. 

 Thus, we use knowledge about specifi c changes in the physio-
logical and the motor system (facial expression) for the interpreta-
tion of  emot     ional processes that are operationalized via T-patterns 
of events in a movie and the reactions of the recipients. Emotions 
that arise as a result of the  reception   of a movie may differ from 
those that are experienced in daily life in many respects due to the 
specifi c stimuli and due to the specifi c (principally safe) reception 
situation (for more details see [ 20 ]). However, we assume that 
media-induced emotions are  processed  in the same way as naturally 
occurring emotions ([ 20 ,  21 ], see also [ 3 ]).  

3    The Movie and Its Structures and Features 

 Under discussion is the animated short fi lm  Father and Daughter  
by the Dutch fi lm maker Michael Dudok de Wit [ 5 ]. The 8-min- 
long movie is centered on a human confl ict: 

 One day a father leaves his little daughter behind by rowing 
away in a boat for reasons we are not told. The daughter returns 
again and again with her bicycle to the place on the shore from 
where her father’s boat left. She is obviously longing for his return, 
but this does not happen, not even by the time the girl has become 
older. She is shown in different ages and circumstances. Finally, as 
an old woman, she goes down the hill and into the water; she 
seems to commit suicide. But then the movie switches to a dream 
world: The water changes to grass and she fi nds her father’s empty 
boat in it. She lies down in the boat, and then she stands up and 
sees her father again; while running to him she becomes a child 
once more [ 6 ,  21 ]. 

 Movies are compositions of  narrative structures  ; they are a 
temporal arrangement of  events  , which serves as a reception- 
guideline [ 22 ]. This arrangement is basically meant to involve the 
spectator. But, there are also features that allow the spectator to 
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create distance by bringing to mind that the movie is an artifi cial, 
esthetic product and not reality. Thus, in a fi rst attempt, we distin-
guish between two opposing modes of reception: involvement and 
distance. The relation between involvement and distance is not 
meant to be a dichotomy—involvement or distance. Instead a cog-
nitive and emotional “going into“ the movie is possible, because of 
a distance now and then [ 23 ]. 

 Different theoretical approaches in fi lm studies are combined 
to analyze the movie. The premise hereby is that the effects of iso-
lated cinematic elements, like for instance a certain protagonist or 
a particular acoustic element, cannot be empirically concretized in 
an appropriate way without considering the narrative context. The 
cinematic composition was approximated by determining the basic 
narrative structures [ 22 ]. This analysis was complemented by con-
sidering acoustic features and specifi c features of the movie that 
allow for distance. The analysis fi nally  results      in a list of 11 event 
types for the short fi lm  Father and Daughter  (see Table  1 ). In the 
paragraphs that follow, all 11 types of events are described step by 
step (for more details see [ 6 ], p. 44–48).

   The fi lm scientist  Wuss   [ 22 ] describes both, the sequence of 
central events on screen and the viewers’ reception as processes of 
problem-solving. In movies often problematic or confl icting situa-
tions have to be solved. Two different kinds of confl ict are con-
nected in  Father and Daughter . The central confl ict that results 
from the father’s leaving and the inner confl ict of the daughter, 
which is intensifi ed as it becomes increasingly clear that she cannot 
reconcile herself to the loss of her father. The movie contains three 
scenes which clearly represent the central confl ict: (I) The father 
leaves his daughter at the beginning of the movie; (II) the fi nal 
resignation of the daughter when she seems to commit suicide, and 
(III) when she lies down in the boat to just sleep or even to die and 
rest in peace (see Fig.  1 ).

   Table 1  
  Types of  events   in  Father and Daughter    

 Involvement  Distance 

 1. Confl ict   8. Humor 

 2. Solution   9. Hole 

 3. Longing  10. Symbol 

 4. Futility  11. Counterpoint 

 5. Encounter 

 6. Effort 

 7.  Change   
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   The movie offers three clearly markable solutions to the con-
fl ict. At one point in the movie it seems that the daughter may 
reconcile herself to the loss of her father, when she comes to the 
shore with a friend, sitting on the back of his bicycle—probably the 
man she loves. At another point in the movie the director switches 
from reality to a dream world, in which everything is possible: The 
daughter lives—a scene shown after the suicide-scene. This also 
indicates a solution. Finally, she lies down in the boat. The viewer 
may conclude that now she is dead. But then she stands up and 
meets her father once more. This is the third solution. 

 According to  Wuss   [ 22 ], the so-called   Topic Lines    generate 
sense by the repetition of “small“ events, which are diffi cult to 
detect for the recipient (as well as for the researcher). The narra-
tion of  Father and Daughter  is structured by a main  Topic Line , 
which intensifi es the inner confl ict: 

 The daughter returns again and again  on      her bicycle to the 
place, where her father left. There she looks out over the empty 
water and then rides away again. Although these attempts seem 
quite different in their visual expression, they prove to be very sim-
ilar in terms of content: Each episode invariably leads to the same 
disappointing result. By the repetition of the invariant situation it 
becomes clear that the father’s leaving represents an essential loss 
in the life of his daughter, and that her attempts to deal with this 
loss are futile [ 6 ,  21 ]. 

 Two event types are differentiated: The  daughter’s      looking out 
over the water that signifi es her longing for her father, and her 
riding away that signifi es futility (see Fig.  2 ).

   A third  Topic    Line    can be identifi ed: On her way to the place of 
farewell, the daughter encounters people who are also on their 
bicycles. The fact that the protagonists, who meet each other, are 
of different ages supports the illustration of the respective life 
phase, the daughter is in (see Fig.  3 ).

   At the beginning of the movie the director already establishes 
another  Topic    Line   , which is repeated four times during the movie: 
The protagonists ride their bicycles uphill or upwind. We see the 
strain the protagonists are experiencing and we feel part of it 
 ourselves. The scenes illustrate the enormous effort it takes the 
daughter to deal with the loss of her father [ 6 ,  21 ]. 

  Fig. 1    Three confl icting  situations         
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 In  Father and Daughter  each change-over from one segment 
to another is reinforced by remarkable changes of the music. These 
turning-points provide a clear segmentation of the movie and thus 
help the audience to structure the plot [ 6 ,  21 ]. 

 Humor in  Father and Daughter  allows for distance. The term 
 humor  stands for funny or spontaneous events, which are charac-
terized by overstatement. Two events in the movie are character-
ized by humorous elements: In the fi rst scene, the daughter on her 
bicycle is blown forward by the wind and passes an old woman. In 
the second scene, a young girl meets the daughter, who is an old 
woman now. After the encounter, the young girl hops with her 
bicycle over a stone and the daughter, who is now an old woman, 
rings the bell of her bicycle [ 6 ,  21 ]. 

 The next event type is called  hole . Such holes provide the pos-
sibility to refl ect, because the pictures on screen contain only minor 
information. For instance, pictures of landscape just indicate that 
time passes by (“epic distance”) [ 24 ,  25 ]. Another form of distance 
is possible by using symbols. In  Father and Daughter  different 
symbols interrupt the fl ow of narration and point to the movie as 
an esthetic construction. Such pictures are often enigmas, which 

  Fig. 2    Example for one of 12  events   signifying longing ( one the left side of the fi gure ) and an example for one 
of seven events signifying futility ( one the right side )       

  Fig. 3    Two examples of nine events showing encounters       
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have to be decoded (“lyric distance”) [ 24 ,  25 ]. Finally, distance 
may be induced by the music. The music swings up and then tilts 
into a more bright or joyous direction in contrast to a somehow 
painful event on screen. Or reversely, the music is sad in contrast to 
the cheerful action displayed, for instance, when children are play-
ing on the shore. The antagonism between picture and music, so- 
called   counterpoints   , allows for distance [ 6 ,  21 ,  26 ].  

4    Operationalization of Reception Processes 

 In order to operationalize the  reception pro  cesses, we refer to data 
of 30 participants gathered in a previous study [ 6 ]. In this study, 
the movie was preceded by a cinema-like program with commer-
cials and movie trailers in order to allow the participants to adjust 
to the unfamiliar situation. At the outset participants answered a 
short questionnaire to obtain information about movie experience 
and socio-demographical data. During the movie reception heart 
rate (HR) and skin conductance (SC) were measured. For those 
participants, who consented to be videotaped, facial behavior was 
recorded via a camera. Each participant’s liking of the movie and 
self-reported emotional experience was assessed during a personal 
interview, which was conducted right after the measurement. In 
sum and in terms of the conceptualization of emotion processes by 
 Scherer   [ 12 ,  13 ], the physiological, the motor, and the subjective 
components of emotions were measured. 

 The movie was presented on a 19-in. diagonal computer mon-
itor. The camera was positioned behind the monitor. Physiological 
data were collected with a transportable measurement system. For 
measurement of HR, three electrodes were attached to the upper 
part of the body. For the measurement of SC, two electrodes were 
attached to the palm of the nondominant hand. All dates were 
arranged for the evening between 5:30 p.m. and 8:30 p.m. in order 
to control for possible differences caused by the day time. Data 
recording was conducted individually for each participant. The 
conditions of the situation were standardized for all participants. 
Each session was supervised by the same (female) experimenter. 
During the session the experimenter sat 2 m (about 6 ft) away 
from the participant. She logged the observed body movements of 
the participants into the system using a keyboard that is part of the 
measurement device. With the help of these information artifacts 
caused by movements could be paralleled  exactly      with the physio-
logical reactions and be removed for the analyses. One session 
lasted approximately 45 min (for a more detailed description see 
[ 6 ]). For our analyses we used the data of the 16 participants, ten 
women and six men, who consented to be videotaped. Table  2  
provides an overview of their physiological reactions and body 
movements.
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   The recordings of the facial expressions of the participants 
during reception were analyzed using the   Facial Action Coding 
System  (FACS)     , which was developed by the psychologists  Ekman   
and  Friesen   [ 7 ]. FACS is a reliable method of describing the con-
traction of each facial muscle. Certifi ed FACS-coders deconstruct 
an observed facial expression into so-called  Action Units  (AU). 
Specifi c combinations of Action Units stand for basic emotions. 
The coding was done by one coder in a blind-trial, without her 
knowing, which scene of the movie caused the reactions. The most 
frequent facial expressions were AU 45 (the eye blink; approxi-
mately 60 times for all participants), AU 14 (the lip corner depres-
sor or dimpler; approximately 50 times), and AU 14 in  comb  ination 
with other AUs (approx. 30 times).  

5    T-Pattern-Analysis 

 First of all, we are interested in patterns of events within the fi lm 
 Father and Daughter . Such patterns allow for insights into the nar-
rative complexity of movies [ 27 ,  28 ]. Secondly, we want to analyze 
the dynamic relations between aspects of the movie and the reac-
tions of the spectators. The analysis of T-patterns perfectly meets 
the requirements of an analysis of the manifold and complex 
dynamic relations between events in the movie and reactions of the 
viewers: Using  THEME   enables us to analyze both, immediate 
and delayed reactions. Even an anticipatory reaction preceding the 
event is possible. Moreover, the fact that recipients remember past 
events with a longer time delay can be taken into account. In Fig.  4  
the data input prepared for an analysis with THEME is visualized.

   The behavior records of all subjects were joined in a single data 
set. On the timeline, 16 series of events (one for each of the partici-
pants) appear one after another. The  event types   include the cod-
ing of cinematic events (event types 1–22; for each event begin and 
end were coded), the FACS-coding (23–119), the coding of 
 movements (122) and the coding of physiological data (heart rate 
deceleration 120, heart  ra     te acceleration 121, and skin conduc-
tance response 123). 

   Table 2  
  Number of signifi cant physiological reactions and of body movements   

 Minimum  Maximum  Mean 

 Number of signifi cant SCRs  0  84  39.25 

 Number of signifi cant HR accelerations  3  25  11.81 

 Number of signifi cant HR decelerations  1  18  10.94 

 Number of movements  0   8   2.13 

Monika Suckfüll and Dagmar Unz



173

   The 11 event types include 83 events overall. We looked only at 
highly signifi cant patterns ( p  < 0.005), which appear at least three 
times during the movie. Figure  5  shows the longest pattern we 
found for the events defi ned in the movie  Father and Daughter .

   This pattern can be “read“ as follows: After showing the futil-
ity of the daughter’s attempts to deal with the loss of her father the 
music changes. Then, there is a hole, i.e. pictures with minimal 
information are shown on screen. Then, the daughter encounters 
someone. Then she looks out at the place on the shore—symbol-
izing her longing for her father. Again, the music changes. Again, 
there is a hole. And again, she encounters someone. This pattern 
occurs three times in the middle of the movie. A look at the most 
frequent pattern in the movie (see Fig.  6 ) reveals that a part of this 
longest pattern is consistent during eight repetitions: After a scene 
showing the daughter’s longing for her father, the music changes 
and then she encounters someone (see also [ 29 ]).

   This most frequent pattern impressively points to the repetitive 
narrative structure of the short fi lm, and at the same time  demonstrates 
the importance of Topic Lines (longing, futility, encounter). Topic 
Lines generate sense by the inner-textual variation of important 

5.1  T-Patterns 
of Events in the Movie
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  Fig. 4     Time series   behavior record of all subjects       
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(01) i,e,futility

(02) i,b,change
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  Fig. 5    The longest pattern of events ( i  stands for involvement,  d  for distance)       
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  Fig. 6    The most frequent pattern of  events         
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themes or motives. They differ in range, dispersion, and complexity. 
The term  Topic Line  summarizes quite different circumstances: Often, 
behavioral manners that characterize the protagonists, are merged 
into different contexts ([ 22 ], p. 68–81).  Topic Lines   are more 
inconspicuous and relatively unconsciously perceived cinematic 
structures. Nevertheless, the repetition can evoke latent expecta-
tions in the viewer’s mind. The evidence of Topic Lines is low at 
the beginning of a movie and increases with the frequency of rep-
etition throughout a movie ([ 22 ], p. 29, 70; [ 6 ], p. 42f.). 
Combinations of different Topic Lines evoke measurable effects on 
the spectators [ 6 ]. THEME can help to describe and to visualize 
structural relations in movies, which cannot easily be recognized 
neither by watching the movie again and again, nor through a 
detailed dramaturgical analysis, but nevertheless are of relevance 
for reception processes (for analyses of other movies see [ 27 ,  28 ]).  

   To further elaborate on the  notion      of the relevance of Topic Lines 
for reception processes we conducted analyses concentrating on 
patterns of Topic Lines, physiological reactions, and facial expres-
sions for the 16 participants, who consented to be videotaped. The 
main Topic Lines in the short fi lm  Father and Daughter  intensify 
the inner confl ict of the daughter by showing her frequent returns 
to the place, where her father left, signifying her longing and the 
futility of her attempts to deal with the loss of her father (see 3). 
We fi nd peculiar T-patterns that enable us to draw conclusions 
about the impact of these narrative structures on the recipients: 
Seven (of 16) participants smile before a scene ends, in which the 
daughters’ longing for her father is shown. Altogether, 14 times a 
combination of AU 6 (the cheek raiser) and AU 12 (the lip corner 
puller) was observed (see Fig.  7 ).

   The combination of AU 6 and AU 12 indicates that these 
scenes in the movie are appraised as intrinsically pleasant and/or as 
conducive to reach goals [ 18 ]. The participants, who smile, may 
expect that the father will come back now. However, we also fi nd 
signifi cant patterns that indicate a defensive reaction immediately 
after the movie scene that shows the daughter’s longing for her 
father: We observe eight signifi cant heart rate accelerations imme-
diately after the longing-scenes (for seven participants). And even 
more obvious, we observe signifi cant skin conductance reactions 
for nearly all participants for most of the longing-scenes through-
out the movie. HR acceleration and skin conductance reactions 
indicate a negatively valenced reaction. Looking at patterns of the 
futility-scenes with facial expressions reveals a more detailed 
 interpretation: At least four participants move their body (after 
longing- and) during futility-scenes and in their faces appears a 
combination of AU 10 (the upper lip raiser) and AU 14 (lip corner 
depressor or dimpler). The combination of AU 10 and AU 14 
indicates, that the participants of our study appraise the scene as 

5.2  T-Patterns 
of Topic Lines, 
Physiological 
Reactions, and Facial 
Expressions

Understanding Film Art



176

violating external and internal standards [ 18 ], when the futility of 
the daughter’s attempts to deal with the loss of her father is shown 
in the movie. The participants, who show these facial expressions, 
may think about the inappropriate behavior or the unfairness of a 
father leaving his daughter alone. The T-patterns illustrate the pos-
sibility of stepwise appraisals postulated by  Scherer   and colleagues 
[ 14 ,  15 ,  18 ,  19 ] and their transferability to movie reception. 

 AU 14 is one of the most frequent facial expressions observed 
in the study reported in this contribution as well as in a number of 
other studies with audiovisual media stimuli [ 30 ,  31 ]. AU 14 thus 
indicates a very typical emotional  appraisal      when watching TV or 
movies (in the laboratory). If this can be interpreted as a kind of 
“Leit-Affekt“ linked to  mo  ral evaluations is currently under dicus-
sion [ 32 ,  33 ].  

   As searching for T-patterns can help to fi nd out more about reactions 
the participants are not aware of, we decided to also have a look at 
patterns consisting of the acoustic events in  Father and Daughter  
and the  facial expressions  . The music supports the clear- cut 
segmentation of the short fi lm. We fi nd four occurrences of a 
T-pattern combining changes of the music with a combination of 
AU 1 (the inner brow raiser), AU 2 (the outer brow raiser), and 

5.3  T-Patterns 
of Acoustic Events 
and Facial Expressions
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  Fig. 7    T-pattern combining longing and a smile       
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AU 5 (the upper lid raiser). This combination of AUs signalizes 
that the situation is appraised as new and kind of sudden [ 18 ]. The 
combination of AUs also indicates the basic emotion  surprise  [ 7 ]. 
Moreover, we found patterns of changes of the music and AU 45 
(eye blinks; four occurrences), which can also be interpreted as 
concomitants of newness and surprise. Even more interesting are 
other patterns, in which a combination of AU 4 (brow lowerer) 
and AU 7 (lid tightener) occurs (seven times) shortly  before  the 
music changes. This combination of AUs is commonly interpreted 
as an appraisal of an unexpected event [ 18 ,  34 ]. The participants 
seem to anticipate the change within the plot. The fact that 
T-patterns help to operationalize expectations makes this method 
especially interesting for movie impact research. 

 The results of the T-pattern analysis of the  counterpoint  s 
(antagonisms between picture and music) are also interesting. 
Counterpoints allow for distance [ 26 ]. In fact, we fi nd patterns in 
which AU 14 (the dimpler) accompanies scenes during which the 
music contradicts the content at least for three persons. Basically, 
AU 14 signalizes that an event is appraised as “something is 
wrong”, i.e. as a kind of irritation. Possibly, this was the exact 
intention of the movie’s music composer. Very little is known 
about the effects of such acoustic features. The results call for fur-
ther empirical research at any rate, because we observe that the 
acoustic  events   are very often accompanied by body movements. 
As body movements are not coded in detail in this study we do not 
report the results here (see also [ 35 ]).  

   A regression analysis of the  physiological      data of the 30 participants, 
conducted by Suckfüll [ 6 ], revealed a very strong effect for the 
 humorous scene  , in which the daughter is blown forward by the 
wind and a strong effect of the confl ict situation, when the daugh-
ter seems to commit suicide (see Fig.  8 ).

   The strong effects of the two scenes can be ascribed to their 
dramaturgical embedding: Both scenes are prepared by the use of 
 Topic Lines  . The motive of effort prepares the recipient by elicit-
ing motor mimicry for the relief effect of the scene in which the 
daughter is blown forward by the wind. And the longing for her 
father and the futility of her attempts, repeated eight times during 
the short fi lm, prepares the recipient for strong emotions, when 
the fi nal resignation of the daughter is shown. 

 But, how exactly do the facial reactions of the recipients look 
like? The  humorous scene   clearly elicits positive emotions. A number 
of participants smile, which was indicated by a combination of AU 
6 and AU 12 in reaction to the scene, in which the daughter is 
blown forward by the wind. The pattern occurs seven times in 
the behavior record of all subjects. The smile indicates a 
pleasantness- appraisal [ 18 ] and the basic emotion  happiness  [ 7 ]. 
 Grodal   speculates that in movies a sensation of relief may be accom-
panied by eased laughter ([ 36 ]: Chap.   8    ). Systematic research is 

5.4  T-Patterns 
Associated 
with Moments 
of Impact
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required, in which other possible indicators of relief (e.g., body 
movements) are observed, coded, and analyzed. 

 The patterns associated with the confl ict-scene, which causes 
strong physiological reactions (see Fig.  8 , right screenshot), also 
involve smiles. Yet, the smiles (combinations of AU 6 and AU 12) 
occur  before  the daughter seems to commit suicide. All partici-
pants, who smile  before  the daughter seems to commit suicide, 
have a signifi cant skin conductance reaction afterwards (four par-
ticipants, see Fig.  9 ).

  Fig. 8    Scenes causing strong physiological  reactions         
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  Fig. 9    T-patterns combining smile, confl ict, and skin conductance reactions       
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   Another pattern, which occurs 14 times (eight participants) 
illustrates that the confl ict-scenes are often followed by a heart 
rate deceleration. A decrease in HR can be seen as an indicator 
of the initiation of an attentional state [ 6 ]. It is interesting that 
the fi rst confl ict-scene (the father leaves the daughter) is not part 
of this pattern. In the beginning of the movie, the participants 
obviously did not yet realize the central confl ict the movie is 
based on.   

6    Implications for Future Research 

 It is impossible to discuss all T-patterns that we found in this paper 
due to limited space. In summary, the analyses enlighten the 
 dynamic      nature of movie reception: Important scenes of a movie 
are prepared with virtuosity, creating “lines“ or repetitions of 
motives combined with each other. The fi lm maker plays with the 
expectations and emotions of the viewers—expectations are raised 
and then disappointed.  THEME   is perfectly suitable for analyses of 
iterative and constantly changing processes. One main advantage 
of adapting THEME for movie reception processes is the possibil-
ity to systematically analyze reactions that occur in advance of an 
event in the movie. 

 We have already mentioned some suggestions for future 
research throughout the description of the patterns, but we want 
to add one more idea for future research: It is especially interest-
ing to look for patterns associated with scenes in a movie, in 
which  nothing  happens. Thus, future analyses should focus on the 
so- called  holes , the scenes in a movie that contain only minor 
information. It is conceivable that the viewers show intense reac-
tions exactly during these scenes as the fi lm maker offers a break 
or a pause for refl ection about prior scenes or for imagination in 
the sense of integrating the cinematic events into the viewer’s 
own life. At the same time such scenes may have the function of 
raising suspense. 

 The possible emotion processes elicited by such stimuli can-
not be analyzed without appropriate data collection methods and 
tools for analysis. To fully exploit the potential of THEME for an 
understanding of fi lm art, it is essential to systematically prove 
hypotheses on the basis of a bigger sample or with manipulated 
movie sequences in an experiment. The results reported in this 
contribution support the formulation of concrete hypotheses. 
The study was already replicated under optimal conditions in a 
laboratory designed for reception studies with 150 participants 
 watching      the short fi lm  Father and Daughter . The analyses are 
not yet fi nalized.     

Understanding Film Art



180

  Acknowledgements 

 Monika Suckfüll wants to thank her research assistants Diana 
Mirza, who did the data collection, and Flavia Bleuel, who coded 
the facial expressions.  

   References 

    1.    Oatley K (1999) Why fi ction may be twice as 
true as fact: fi ction as cognitive and emotional 
simulation. Rev Gen Psychol 3:101–117  

    2.    Tan ES (1996) Emotion and the structure of 
narrative fi lm: fi lm as an emotion machine. 
Erlbaum, Mahwah  

     3.   Konjin EA, ten Holt JM (2010) From noise to 
nucleus: emotion as key construct in process-
ing media messages. In: Döveling K, von 
Scheve C, Konjin EA (eds) Routledge hand-
book of emotions and mass media. Routledge, 
London, pp 37–59  

    4.    Schwab F, Schwender C (2010) The descent 
of emotions in media: Darwinian perspectives. 
In: Döveling K, von Scheve C, Konijn EA 
(eds) The Routledge handbook of emotions 
and mass media. Routledge, New York, 
pp 15–36  

     5.   Jennings C, Thijssen W (Producers), Dudok 
de Wit M (Director) (2001) Father and daugh-
ter [Motion Picture]. Netherlands, Belgium, 
United Kingdom: CinéTé Filmproductie BV, 
Cloudrunner Ltd.  

                 6.    Suckfüll M (2010) Films that move us. 
Moments of narrative impact in an animated 
short fi lm. Projections 4(2):41–63  

       7.    Ekman P, Friesen W (1978) Facial action cod-
ing system: a technique for the measurement 
of facial movement. Consulting Psychologists 
Press, Palo Alto  

    8.    Cosmides L, Tooby J (2000) Evolutionary 
psychology and the emotions. In: Lewis M, 
Haviland-Jones JM (eds) Handbook of emo-
tions. Guilford, New York, pp 91–115  

    9.    Scherer KR (1982) Emotion as a process: 
function, origin, and regulation. Soc Sci Inf 
21:555–570  

    10.    Frijda N (1986) The emotions. Cambridge 
University Press, New York  

    11.    Lazarus RS (1991) Emotion and adaptation. 
Oxford University Press, New York  

      12.    Scherer KR (2001) Appraisal considered as a 
process of multi-level sequential checking. In: 
Scherer KR, Schorr A, Johnson T (eds) 
Appraisal processes in emotion: theory, meth-
ods, research. Oxford University Press, 
New York, pp 92–120  

     13.    Scherer KR (2005) What are emotions? And 
how can they be measured? Soc Sci Inf 
44(4):695–729  

     14.    Kaiser S, Wehrle T (2000) 
Ausdruckspsychologische Methoden. In: Otto 
JH, Euler HA, Mandl H (eds) 
Emotionspsychologie: Ein Handbuch. 
Weinheim, Beltz, pp 419–428  

    15.    Kaiser S, Wehrle T (2001) Facial expressions as 
indicators of appraisal processes. In: Scherer 
KR, Schorr A, Johnstone T (eds) Appraisal 
theories of emotion: theories, methods, 
research. Oxford University Press, New York, 
pp 285–300  

   16.    Scherer KR (1992) What does facial expression 
express? In: Strongman K (ed) International 
review of studies on emotion, vol 2. Wiley, 
Chichester, pp 139–165  

   17.    Scherer KR (1995) Toward a concept of modal 
emotions. In: Ekman P, Davidson RJ (eds) 
The nature of emotion. Fundamental ques-
tions. Oxford University Press, New York, 
pp 25–31  

         18.    Scherer KR, Ellgring H (2007) Are facial 
expressions of emotion produced by categori-
cal affect programs or dynamically driven by 
appraisal? Emotion 7:113–130  

     19.    Wehrle T, Kaiser S, Schmidt S, Scherer KR 
(2000) Studying the dynamics of emotional 
expression using synthesized facial muscle move-
ments. J Pers Soc Psychol 78(1):105–119  

     20.    Scherer KR (1998) Emotionsprozesse im 
Medienkontext: Forschungsillustrationen und 
Zukunftsperspektiven. Medienpsychologie 
10:276–293  

          21.    Suckfüll M (2012) Emotion regulation by 
switching between modes of reception. In: 
Shimamura AP (ed) Psychocinematics: explor-
ing cognition at the movies. Oxford University 
Press, New York, pp 314–336  

         22.    Wuss P (2009) Cinematic narration and its 
psychological impact: functions of cognition, 
emotion and play. Cambridge Scholars, 
Newcastle  

    23.    Suckfüll M (2004) Rezeptionsmodalitäten. 
Ein integratives Konstrukt für die 
Medienwirkungsforschung. Fischer, München  

Monika Suckfüll and Dagmar Unz



181

     24.    Rabenalt P (1999) Filmdramaturgie. Vistas, 
Berlin  

     25.    Stutterheim K, Kaiser S (2009) Handbuch der 
Filmdramaturgie: Das Bauchgefühl und seine 
Ursachen. Lang, Frankfurt/Main  

     26.    Adorno TW, Eisler H (2006) Komposition für 
den Film. Suhrkamp, Frankfurt/Main  

     27.   Suckfüll M (2007) Rhythmus im Film. 
Narrative Zeitmuster, Komplexität und ästhe-
tischer Eindruck. In: Früh W, Wünsch C, 
Gehrau V (eds) Integrative Modelle in der 
Rezeptions- und Wirkungsforschung: dyna-
mische und transaktionale Perspektiven. 
Fischer, München, pp 241–260  

     28.   Suckfüll M (2008) Rhythm in fi lms. Narrative 
time patterns, complexity and aesthetic expe-
rience. In: Bordens K (ed) Proceedings of the 
twentieth biennial congress of the 
International Association of Empirical 
Aesthetics, Chicago  

    29.   Suckfüll M (2010) Time patterns in fi lms. A 
case for distance editing. Paper presented at 
8th international conference of the Society for 
Cognitive Studies on the Moving Image. 
Virginia Tech, Roanoke  

    30.    Unz D (2010) Effects of presentation and 
editing on emotional responses of viewers: the 
example of TV news. In: Döveling K, von 
Scheve C, Konjin EA (eds) Routledge 
Handbook of emotions and mass media. 
Routledge, London, pp 294–309  

    31.    Unz D, Schwab F, Winterhoff-Spurk P (2008) 
TV news - the daily horror? Emotional effects 
of violent TV news. J Media Psychol 
20(4):141–156  

    32.    Rozin P, Lowery L, Imada S, Haidt J (1999) 
The CAD triad hypothesis: a mapping between 
three moral emotions (contempt, anger, 
digust) and three moral codes (community, 
autonomy, divinity). J Pers Soc Psychol 
76(4):574–586  

    33.   Suckfüll M (2015) Moral emotions. Paper 
presented at 13h international conference of 
the Society for Cognitive Studies on the 
Moving Image. University of London, 
London, UK  

    34.    Unz D, Schwab F (2005) Viewers viewed: 
facial expression patterns while watching TV 
news. In: Anolli L, Duncan S, Magnusson M, 
Riva G (eds) The hidden structure of social 
interaction. From genomics to cultural pat-
terns. Ios Press, Amsterdam, pp 253–264  

    35.    Schütte E, Mirza D, Suckfüll M (2013) Taking 
the body into account. Developing a coding 
system for body movement and posture during 
fi lm reception. In: Freitas-Magalhães A (ed) 
Emotional expression: the brain and the face, 
vol 4. Edições Universidade Fernando Pessoa, 
Porto  

    36.    Grodal T (2002) Moving pictures. A new the-
ory of fi lm genres, feeling, and cognition. 
Clarendon, Oxford    

Understanding Film Art



183

Magnus S. Magnusson et al. (eds.), Discovering Hidden Temporal Patterns in Behavior and Interaction: T-Pattern 
Detection and Analysis with THEME™, Neuromethods, vol. 111, DOI 10.1007/978-1-4939-3249-8_10,
© Springer Science+Business Media New York 2016

    Chapter 10   

 Immersive Dynamics: Presence Experiences 
and Patterns of Attention                     

     Michael     Brill     ,     Gudberg     K.     Jonsson     ,     Magnus     S.     Magnusson     , 
and     Frank     Schwab      

  Abstract 

   The present chapter addresses the application of T-Pattern Detection to video games research. By their 
nature as interactive media, games offer great degrees of freedom for their users which can result in very 
different gaming experiences; strictly speaking, no two sessions are the same. If researchers do not plan to 
solely rely on summative post-session measures, but also intend to investigate media-use processes in their 
temporal course, these challenges call for an analysis method which proves to be robust towards such 
 inter- individual differences in the data. We discuss the use of T-Pattern Detection as a method which 
meets these challenges. We present an example study which merges summative questionnaire data and 
structural process analysis data in order to investigate the reception processes that underlie the reception 
phenomenon of presence.  

  Key words     T-pattern  ,   Structure  ,   Game studies  ,   Games  ,   Gaming  ,   Presence  ,   Attention  

1      Introduction 

  Media research   in general addresses a wide range of media, espe-
cially in a modern information society. With constantly emerging 
new media capabilities, research has been facing new questions and 
new challenges. One of these novelties was the feature of interac-
tivity which is one of the key-features of video games. Since pattern 
detection has already been used successfully for analyses  of            human 
interaction and of humans’ reactions towards media, we argue that 
this method begs to be used for the analysis of humans’ interaction 
with media, in this case video games. We will present a study in 
which a special kind of behavior of gamers, blinking, is analyzed 
and will demonstrate how pattern detection offers new possibilities 
for analysis and interpretation of data. 
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   Why do a myriad of people go to the movies and watch million- 
dollar blockbusters such as  Titanic  or  Lord of the Rings  over and 
over again? Why do users of an online  game   like  World of Warcraft  
or racing games like  Need for Speed  spend countless hours visiting 
virtual worlds? What happens to our minds when we use media or 
play games on our computers, or are absorbed by an exciting book 
or movie [ 1 ]? Nowadays, in our so-called information age, the 
media have become a central part of our daily life.  Current research   
shows that individuals spend an average of 4 h a day watching TV, 
3 h a day listening to the radio, and almost 1.5 h a day browsing 
the Internet [ 2 ]. In face of this almost omnipresent media use, 
media psychology aims at describing and  explaining   behavior and 
experiences concerning the usage of mass and individual media [ 3 ]. 
Mass media include the press, radio, TV, and cinema, whereas indi-
vidual media encompass landline telephones, mobile devices, and 
social network services and video games. In addition to  learning 
and knowledge acquisition, the one focus of media  psychology   is to 
fi nd an answer to the question why humans are willing to invest 
such a great amount of time and money into (media)             entertainment 
and playful computer usage. One special aspect within this fi eld is 
the phenomena which relate to the user’s  experience of the medi-
ated environment. While there are several adjacent concepts dealing 
with this aspect using different stimuli media, we focus on the so-
called presence experiences in the domain of video games. 

 Especially for the video games domain, interactivity is one key 
aspect of interest: Do video games compared to other media offer 
more immersion and presence, due to their interactive challenges? 
Do they make their users more aggressive because they let their 
users be active? So in fact, the key aspect of games—and also the 
one that ultimately led to the application of the T-Pattern Detection 
method in this example—is interactivity. In most studies the 
 dependent variables are summative outcome measures like post-
session questionnaires for presence or aggressiveness. Consequently, 
those  outcome measures   are used to assess effects of gaming, but 
don’t focus on the process of gaming itself. A more fi ne-grained 
observation is delivered by studies incorporating objective mea-
sures for e.g. body posture [ 4 ,  5 ] or facial expressions [ 6 ]. In these 
studies,    process measures are collected during a period of media 
use, are then summed up and compared across different 
 experimental conditions. But strictly speaking, in these cases there 
is still an observation of behavior in its sum, not of the temporal 
process itself and its structural characteristics. At this point we 
 suggest that one may gain  valuable            insights about the emergence 
of effects when considering the structural aspects of the user-
media-interaction, as well. Patterns of  user-media-interactions   that 
unfold over the course of time could be used rather than  cumulated 
parameters of isolated user behavior. As described by Magnusson 
[ 7 ], this approach follows the idea of identifying event structures 
in data rather than pure event frequencies or durations. 

1.1  Games 
as Interactive Media

Michael Brill et al.
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 However,  analysis   gets more complicated when the subject’s 
individual behavior in the course of time is of interest. Due to the 
high degrees of freedom and interactivity in modern video games, 
data may become more complex and  may   differ considerably 
among subjects. One tool to meet these analytic challenges is the 
method of T-Pattern Detection [ 8 ,  9 ].  

   The method of  T-Pattern Detection   is the connecting link of 
the researchers inside the  MASI network  . The  algorithm   has 
 frequently been deployed for analysis of social interaction 
among animals and humans and there are numerous studies 
about this most natural form of interaction, be it for example in 
the context of psychotherapy settings [ 10 ] or human interaction 
with dogs and robots [ 11 ]. But the method’s versatility allows it 
to be also used—besides many more applications—in similar 
contexts like reactions of humans towards classical media, for 
example which facial  expressions occur during viewing of TV 
news [ 12 ]. 

 Aside from these situations’ common element—behavior 
occurs which can be analyzed with T-Pattern Detection—there are 
obviously different levels of possible interaction. In a social face-to- 
face situation, interaction is only limited by the social rules which 
determine what is appropriate to say, do and display. If instead of 
 face-to-face communication   a medium is used as a channel of com-
munication, well-known additional constraints apply according to 
the medium’s unique capabilities. As mentioned above, when 
watching TV or movies almost none of the recipient’s actions  alter            
the mediated content. Speaking of video games and their key- 
feature interactivity, they could be seen situated in between the 
noninteractive  media   and the perfectly interactive personal dyads. 
They allow a certain degree of interaction, however, not in such a 
broad spectrum and in such a natural way as human face-to-face 
interaction. In general, for single and multiplayer settings the inter-
action done via the game’s controls is limited to certain actions and 
channels which have been incorporated by game designers. 

 So due to these media limitations, strictly speaking it would 
be inaccurate to describe for example the last study mentioned 
above, the observation of TV viewers’ facial expressions, as an 
interactive situation. But this last example also shows that some 
behavior occurs despite the lack of a proper backchannel and thus 
without apparent (media-related) use: while in a dyad facial 
expressions can serve relational regulation or for illustration of 
spoken content [ 13 ], there is no obvious use for displaying joy, 
anger, or contempt while watching TV since it does not infl uence 
the TV program. So these recipient actions don’t serve a purpose 
in the  communication process  , but when they can be seen as indi-
cators  for   internal  processes or as remnants of social interaction 
then they can be a valuable source of information for researchers.   

1.2  T-Pattern 
Detection

Presence Experiences and T-Patterns
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2    Example Study 

   In the presented study we used a racing video game to investigate 
an  internal process   during media use which is called the experience 
of presence. Presence is often referred to as the sense of “being 
there” or a “perceptual illusion of nonmediation” [ 14 ], i.e. during 
 recep           tion of media content the user becomes unaware of the fact 
that the content is brought to him/her by a medium. While there 
are several concepts of presence we focus on spatial presence and 
use the conceptualization by  Wirth   et al. [ 15 ]. They propose a two-
stage model for presence experiences: On the fi rst level, users need 
to focus their attention on the medium and create a mental model 
of the depicted situation, the spatial situation model. This leaves 
users with two rivaling mental models: one for the real environment 
and one for the mediated environment. Following the model, 
presence should occur on a second level if users choose the model 
from the mediated environment as their so-called  primary ego- 
reference-frame  . According to the model, there are two facets of 
spatial presence experiences: the users’ feeling that their self is 
located in the mediated environment, and the users’ feeling that 
their possible actions are determined by the mediated environment. 

 In our case, subjects were sitting in a darkened booth and were 
asked to play a modern racing game. The booth was equipped with 
a steering wheel for controls, surround sound, and a screen capable 
of stereoscopic 3D. According to the theory, the participants 
needed to build a spatial situation model of the simulated setting 
“car on the race track”; presence should have been experienced 
when they neglected the fact that they were sitting in a lab. 

 When it comes to measurement of the subjective presence 
experiences, the most common approach is to let users report their 
experiences in questionnaires. Depending on the conceptualiza-
tion at hand, there is available a number of questionnaires. For our 
study we used the MEC-SPQ [ 16 ] by the same workgroup who 
proposed the presence model at hand. Because questionnaires as 
subjective measures are by  design prone   to subjective distortions 
such as memory effects, there have also been approaches to use 
objective indicators for presence experiences. They would have 
the advantage of being less prone to distortions and—in the 
best case—would be able to be  recorded            continuously without 
 interrupting the media reception. In contrast, questionnaires can 
only sum up certain intervals of experiences after they took place. 
Approaches to objective measurement of presence include behav-
ioral aspects [ 4 ,  5 ], brain-imaging methods [ 17 ], and measures for 
attention allocation [ 17 ]. 

 In the latter, there is already the rationale of determining the 
degree to which subjects focus their attention on the stimulus by 
using eye movement. We would like to also follow this rationale 
by using eye blinks as indicators. 

2.1  Background

Michael Brill et al.
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 For our study we considered the so-called  spontaneous eye 
blinks  . While reactive eye blinks serve as protection of the eye, e.g. 
against close or approaching objects, the function of spontaneous 
eye blinks is seen in the moistening of the cornea [ 18 ]. One might 
think that this process occurs at random or is just determined by 
the eyes’ level of humidity, but research fi ndings show that there is 
more behind the ubiquitous closing of our eyes. 

  Nakano   et al. [ 19 ] investigated the spontaneous eye blink 
rate during TV viewing. They fi rst state that each blink means 
an  inevitable loss of visual information. They thus hypothesized 
that blinking does not occur in a random manner but is  somehow 
 controlled to minimize loss of information. In their study, the 
researchers found that viewers of a comedy show tended to blink 
during certain breaks in the  story            telling, i.e. viewers inhibited 
their blinking when relevant story information was presented. 
This behavior did not occur during viewing of a non-story 
 telling show or an audio story. More recent work by Nakano 
et al. [ 20 ] investigates possible functions of eye blinks in atten-
tion regulation. 

 A very similar direction is followed by the proposal of a 
 two- component model for  spontaneous eye blinks   by Galley 
[ 18 ], in which blinking is seen as determined by two antagonist 
processes: on the one hand, excitatory processes that depend 
on arousal and increase spontaneous eye blink rate, and on the 
other hand inhibitory processes related to attention which can 
 suppress blinking to a certain degree until it can be done safely. 
The proposal also claims that the inhibition could serve as a kind 
of optimizer of visual intake and avoid the loss of relevant visual 
information. 

 In an exploratory part and further analysis of the study we 
aimed at fi nding clues towards eye blinks as a continuous online- 
measure for presence experiences: Would players with different lev-
els of presence apply their attention to the game in different ways? 
We used spontaneous eye blinks as an indicator for attentional pro-
cesses and related them to post-session questionnaire measures of 
presence. The fi rst step focused on intra-individual differences in 
blinking behavior: Since the racetrack consists of straight sections 
and curved sections, there is varying diffi culty and thus varying 
demand for attention along the racetrack. We fi rst derived the 
assumption from the described theoretical background that the 
rate of spontaneous eye blinks should be lower for the demanding 
curved sections when compared to the easier straight sections. 
In further analysis of the data we then considered the research 
 question of whether participants reporting more or stronger pres-
ence experiences would fi t their blinking behavior more distinctly 
to the racetrack’s demands. This may serve as an indicator for being 
focused on the medium rather than on the real surroundings, a 
necessary condition for presence.   

Presence Experiences and T-Patterns
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3    Methods 

 The whole study used two experimental factors:    in the fi rst factor 
we varied the mode of presentation, i.e. whether subjects played in 
regular 2D or with 3D glasses in stereoscopic 3D. For the second 
 factor            we varied the measurement of eye blinks via derivation of an 
electrooculogram by applying or not applying electrodes. We 
regarded this as necessary to control for the possibility that our 
method of measurement, electrodes, interfered with the measured 
construct of presence. Because both factors were fully crossed, 
four experimental conditions resulted. Participants were randomly 
assigned to these conditions. For analysis we could rely on the data 
of 48 subjects aged 19–45 ( M  = 24.2,  SD  = 4.3) with normal or 
corrected to normal vision. 

 The experimental sessions included six laps of training, fol-
lowed by six laps of racing during which data was collected, all 
done on the  same      race track (see Fig.  1 ). After the gaming period 
we collected the post-session data including the presence question-
naire. As output we had several data sets for each participant, some 
of which are relevant for our present research question: the pres-
ence questionnaire ratings as a summarizing post-session measure, 
and the game’s racing data and collected eye blinks as event time 
series data. Because racing and blinking data was recorded in sync, 
it was possible to determine when and where on the racetrack the 
subjects had blinked.

     To  fi rst   create one artifi cial lap for each subject, the blinks from all 
six laps of each subject were condensed into one lap. These artifi -
cial laps from each subject were in turn condensed into one artifi -
cial lap including all blinks of all subjects. This way, the pooled 
distribution of blinks along the racetrack becomes visible (see 
Fig.  2 );  χ ²-tests were conducted to statistically test the distribu-
tion’s equality. The fi rst binning distinguished between straight 
sections versus curved sections, i.e.             race track sections between 
corner entrance and corner exit. This fi rst approach did not yield 
signifi cant results ( χ² (1) = 1.806,  p  = 0.179). For a second analysis 

3.1  Summative 
Analysis: Frequencies 
and Questionnaire 
Data

  Fig. 1     Race track   used in the study.  Numbers  indicate corner entries: 1 (at 6.5 % 
of race track), 2 (30.5 %), 3 (63.5 %), 4 (86 %)       
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we shifted the limits for curved sections forward to account for the 
fact that the entry area of a corner actually is more challenging 
than the corner exit. This layout led to a  χ ²-test that showed a sig-
nifi cant result ( χ² (1) = 27.616,  p  < 0.0001). This confi rms that the 
blinks are not distributed equally along the racetrack. Apparently, 
the spontaneous eye blink rate drops considerably in intervals 
around the curve entries. This may be explained by the fact that 
these intervals are the critical phases in which the users need  to 
  adjust speed and steering to properly pass the corner. The distribu-
tion suggests that, according to the theory, subjects try to avoid 
loss of visual information in these critical intervals: blinking is 
inhibited right before corners and is rather performed after the 
corners’ apex.

   For the assessment of inter-individual differences we fi rst cor-
related individual blinking rates with presence experiences: if a 
reduced eye blink rate due to more focused attention leads to more 
presence experiences then there should be a signifi cant negative 
correlation. Correlational analyses showed no signifi cant correla-
tion of eye blink rate to presence questionnaire data (scale “spatial 
presence—self-location”:  r  = 0.284,  p  = 0.190;  N  = 23; scale “spatial 
presence—possible actions”:  r  = .082,  p  = 0.710;  N  = 23). In addi-
tional analyses of inter-individual differences we use the method of 
T-Pattern Detection to gain insights into the temporal structures 
of the interactive gaming process. We try to assess possible rela-
tions between blinking on the one hand and questionnaire based 
presence scores on the other hand. Additionally, the question is 
investigated if there is a relation between blinking and different 
performance levels of players measured by total racing time; e.g. 
low performing players may already be  challenged   by the controls, 
whereas high performing or experienced players can better focus 
on racing.  

  Fig. 2     Frequencies   of all subjects’ blinks for each section of race track.  Numbers  
below indicate corner entries: 1 (at 6.5 % of race track), 2 (30.5 %), 3 (63.5 %), 
4 (86 %)       
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   As  described      above, Galley’s proposal [ 18 ] suggests that for such 
critical intervals blinks are more likely to be inhibited and may 
rather occur afterwards when the situation allows a certain loss of 
visual information. Our data of intra-individual distributions of 
spontaneous eye blinks supported this notion. As a more sensitive 
and process oriented method of analysis we applied T-Pattern 
Detection to our data:    Because blinks can be done more hazard- free 
in the end of corners when the participants accelerate towards 
the straight sections, there should  be            identifi able patterns that 
incorporate both events of “passing the corner exit” and “blink-
ing.” In preparation of this approach data was recoded and two 
extreme outliers in blinking frequency were excluded from further 
analyses. Data were then imported into the THEME T-pattern 
Detection software. 

 Subjects were categorized into two groups along the median 
of their scores on the scale “spatial presence—self-location.” Thus 
event patterns of subjects who reported lower presence experiences 
could be compared to subjects who reported higher presence 
 experiences. A  χ ²-test showed a signifi cant difference among the 
two very heterogeneous groups with regard to blink numbers 
( χ² (1) = 9.03,  p  < 0.005), so in our limited sample participants who 
reported more presence experiences had also been blinking more 
during the race. The search parameters were set for detection of 
T-Patterns in the individual subject fi les and included THEME’s 
“burst detection” to detect rapidly timed events. Only two types of 
events were specifi ed for the search: “passing the curve exit” and 
“blinking”, so an example for a possible pattern would be that a 
blink follows within a critical time interval after the player has left 
the corner.    A level of signifi cance of  p  = 0.005 was chosen for both 
general patterns and burst detection; furthermore patterns were 
only considered when they occurred at least three times in a sub-
ject’s data set. For the low presence group a  total            of 62 patterns, 
for the high presence group a total of 139 patterns were detected. 
Another  χ ²-test was conducted to test the difference for its statisti-
cal signifi cance. Under the assumption that a  larger   number of 
blinks also allows more patterns, the expected values for the  χ ²-test 
were estimated from the previously found distribution of eye blinks 
between the two groups. Under these premises the test yielded a 
signifi cant result ( χ² (1) = 12.67,  p  < 0.001). 

 The two groups were split again along the median of their total 
racing time, dividing the participants into four groups. In this 2 × 2 
split it appears that the number of blinks is distributed rather 
equally among slower and faster drivers and that there appears to 
be some difference between low- and high-presence players (see 
Table  1 ). These numbers are again used to estimate the numbers of 
expected T-Patterns for each cell. In the numbers of patterns 
detected by the THEME software there are apparently slight 
 differences for slow players (low-presence: 52 pattern occurrences, 

3.2  Structural 
Analysis: T-Pattern 
Detection

Michael Brill et al.
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high presence: 48 pattern occurrences), but apparently remarkable 
differences for the faster players: In the group of faster players, 
in sum 10  pattern   occurrences had been identifi ed for the 
 low- presence group, whereas a sum of 91 pattern occurrences had 
been identifi ed for high-presence players (see Table  2 ). A  χ ²-test 
was conducted to compare the observed number of pattern 
 occurrences with the blink-number-based expected numbers and 
showed a signifi cant result ( χ² (3) = 45.03,  p  < 0.001).

    With due care because of limited sample size, large  inter- personal 
differences in eye blink frequency and our explorative approach, 
some fi ndings can be derived for informing hypotheses in future 
studies. First, the fi nding of more pattern occurrences in eye blinks 
of more present players is in line with the assumption that players 
who feel more present may orient their blinking  behavior more 
towards the game’s demands. Second, THEME extends an 
 invitation for further research into the differences in blinking 
behavior between the faster and the slower race drivers which may 
contribute to research about the infl uence  of      expertise; this will 
have to be addressed again with appropriate sample sizes.   

4    Conclusion 

 We tried to use spontaneous eye blinking behavior as an 
 observable indicator of unobservable cognitive processes. The 
rationale was  to            determine the degree to which subjects focus 
their attention on the virtual world by using blinking behavior 
and relate this to established questionnaire measures of presence. 
Regarding  frequency and distribution of blinks, the participants 

   Table 1  
  Number of  eye   blinks in median-split groups   

 Low presence  High presence 

 Fast racing time   113    154 

 Slow racing time  116  144 

   Table 2  
  Number of  pattern            occurrences in median-split groups   

 Low presence  High presence 

 Fast racing time   10    91 

 Slow racing time   52             48 
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showed differential blink distributions along the race track; since 
this distribution falls in line with theoretical assumptions on 
attention allocation, this may be a result of the players’  attentional 
processes that take place when using the virtual race track. 
Beyond that, we used the T-Pattern analysis of THEME to 
 investigate structural aspects in the event-time-series of blinking 
and racing events. These patterns were in turn used for further 
analyses and uncovered previously unnoticeable relations in the 
data. Presence literature supposes attention to be a necessary, 
but not suffi cient prerequisite for presence experiences [ 15 ], 
so this analysis alone does not lead to ultimate insights on the 
 formation of presence. Nevertheless, the example shows that 
T-Pattern Detection offers the chance to get a deeper insight 
into the mental processing of interactive media. The phenomena 
within the research fi elds of immersion, presence, or transporta-
tion are not yet fully understood and are mostly addressed with 
questionnaires on a summative, attributional level of description. 
T-Pattern Detection enhances the researcher’s possibilities and 
offers a chance to depict the dynamics of the events that let us 
get immersed in mediated environments.     
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    Chapter 11   

 Accessing Individual Style through Proposed Use 
of  THEME  Associates                     

     Liesbet     Quaeghebeur      and     David     McNeill      

  Abstract 

   The phenomenological concept of personal “style,” being the individual’s idiosyncratic mode of being, is 
registered in speech and gesture during narrative discourse. We propose THEME is able to empirically 
pinpoint instances of this largely intuitive concept. Gestural catchments are stylistic elements of language 
use which THEME could recover by identifying them as associates.  

  Key words     Phenomenology  ,   Gesture  ,   Style  ,   Theme  ,   T-pattern  ,   Associates  

1      Introduction 

 “ Individual style  ” is a typical example of a concept that is transpar-
ent to us in everyday life, yet which turns opaque when we try to 
capture it in scientifi c terms. You and I need not explicitly agree that 
a third person’s style, say Mary’s, is “earthy, on the verge of blunt.” 
Yet, discussing her actions, a shared and quite specifi c know-how of 
Mary’s manner of being enables us to make sense of why Mary did 
this or that or to predict how she will respond  to      certain situations 
in the future. Hampson [ 1 ] (quoted in Brunas- Wagstaff [ 2 ]) sees in 
these everyday practices an “ amateur approach to personality psy-
chology  ” or a “Lay Perspective” on (cognitive) style: it is based on 
experience 1  and is related to predictability. In other words, there is 
something in the way that individuals behave, which creates, in 
 others, the expectation of just this kind of behavior. 

1
   We use the term experience where Hampson [ 1 ] uses the term observation. In 

everyday social reality, people most of the time do not observe each other’s behav-
ior, but rather acquire know-how of another person’s manner of being through 
interactively engaging with them. We will use experience to denote a more gen-
eral form of “information pick-up,” subsuming also those moments in which we 
solemnly retreat to observe and deliberate over other people’s behavior. 

Magnus S. Magnusson et al. (eds.), Discovering Hidden Temporal Patterns in Behavior and Interaction: T-Pattern 
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© Springer Science+Business Media New York 2016



196

 We will suggest that one way of making the implicit everyday 
reality of personal style scientifi cally visible is to look at individual 
differences in so-called gestural “ catchments  .” To this end, we will 
link up our interpretation of the work on style by the French phe-
nomenological philosopher Merleau-Ponty [ 3 – 5 ] to the gestural 
theory of the Growth Point as elaborated by McNeill [ 6 ,  7 ]. Using 
these theoretical concepts, we can turn to the possibility of THEME 
extraction of patterns, and in particular the recovery of “associ-
ates” of the patterns, to greatly expand their empirical reach.  

2    The Concept of “Cognitive Style” 

 The topic “cognitive style” was introduced into personality psy-
chology by Gordon  Allport   [ 8 ] and can be defi ned loosely as “a 
person’s typical or habitual  mode   of problem-solving, thinking, 
perceiving, and remembering” (Riding and Cheema [ 9 ]: 194). In 
the 1950s and 1960s theoretical research on cognitive style took 
off, with applied research and signifi cant shifts in theoretical inter-
est following from the 1970s onwards. We will follow Kozhevnikov’s 
[ 10 ] literature review to  survey      the historical evolutions in the fi eld 
of cognitive style research. 

 Kozhevnikov abstracts the following defi nition of the fi eld’s 
object of  investigation   to withstand its different interpretations 
over the years:

   Cognitive style  historically has referred to a psychological dimension 
representing consistencies in an individual’s manner of cognitive func-
tioning, particularly with respect to acquiring and processing informa-
tion. (p. 464). 

   Klein [ 11 ] proposed the “ sharpeners–levelers  ” distinction to 
relate individual differences in perception and personality. Witkin 
et al. [ 12 ] identifi ed   fi eld dependent    persons (those whose judg-
ments were highly infl uenced by their surrounding fi eld) and  fi eld 
independent  (those whose judgments were not). These individual 
differences in perception were explained as the outcome of differ-
ent modes of adjustment to the world. In the 1950s and 1960s 
Klein and Witkin’s ideas about the measurement of cognitive styles 
in terms of bipolar dimensions attracted many followers, resulting 
in a proliferation of proposed bipolar cognitive style dimensions. 

 While the early theoretical research related cognitive style to 
basic perception tasks, the research in applied fi elds focused on 
more  complex tasks  , such as problem-solving, decision-making, 
learning, and the individual’s causal explanations of life events. 
Proposed dimensions in this research were very much related to 
practical use—such  as   Kirton’s [ 13 ] introduction of the   adaptors–
innovators  dimension   as preferred modes of tackling problems; 
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research in psychotherapy resulted in “personal styles”; and the 
largest number of applied studies were carried out for the  advance-
ment   of education, proposing “ learning styles  .”    Gregorc [ 14 ], for 
example, localized subjects on two dimensions, perception and 
ordering, with each of these dimensions consisting of two poles: 
perception is concrete or abstract,       ordering is sequential or ran-
dom. Learning styles such as abstract-random were then concluded 
to relate to the whole system of thought.    Kolb [ 15 ] proposed four 
learning styles,  diverging ,  assimilating ,  converging,  and  accommo-
dating , based on the way experience is grasped (concrete or 
abstract) and the way it is transformed (refl ective or active). 

 More recent trends in theoretical cognitive style research have 
attempted to come up with complex models to accommodate 
some apparent contradictions present in earlier research.       Allinson 
and Hayes [ 16 ], for example, proposed a cognitive style measure 
called the Cognitive Style Index which was based on the unifi ed 
structure  analytical – holistic .       Riding and Cheema [ 9 ] proposed two 
major style families, based on their review of different cognitive 
styles:   analytic – holistic  and  verbalizer – imager   .    Sternberg [ 17 ], on 
the other hand, proposed a whole new theory of thinking styles 
based on the metaphor of government: individual differences in 
the regulation of intellectual activity, the legislative, executive, and 
judicial. The third recent trend in theoretical cognitive style 
research, which Kozhevnikov connects to, is the integration of a 
 hierarchical  organization of styles into information processing the-
ory.    Nosal [ 18 ] proposes a theory that connects different styles to 
different levels of information processing:  fi eld dependence – fi eld 
independence  become styles at the perceptual level, while the   rigid-
ity – fl exibility  dimension   operates at the level of metacognition. 

     Immediately striking about Kozhevnikov’s [ 10 ] literature review is 
the unidirectionality of cognitive style research over the years: the 
universally assumed intended result of an investigation of cognitive 
style seems to be a model, consisting of poles, which can be used to 
divide individuals up into categories. After her review of the initial 
stage of theoretical cognitive style research, Kozhevnikov remarks 
that “[t]his [kind of research] led to a situation in which as many 
different cognitive styles were described as there were researchers 
who could design different tasks” [ 10 : 465]. Yet, frustration sur-
rounding the infi nite proliferation of bipolar cognitive style dimen-
sions did not lead to  a      reassessment of the concept’s theoretical 
foundations or the fi eld’s purpose: “new” strategies of approaching 
the phenomenon attempted to unify dimensions proposed earlier, 
by subsuming them in a “metastyle,” a unifying theory, or a hierar-
chical structure. We will call this the “pigeonholing” tendency of 
personality psychology  regarding   cognitive style (Fig.  1 ).

2.1  Some 
Problematic Aspects 
of Cognitive Style 
Theory

2.1.1   Pigeonholing  

Individual Style and THEME Associates
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   We are not necessarily suggesting here that pigeonholing 
regarding cognitive style is an automatically sinful activity. 
Pigeonholing is useful for practically oriented social psychology 
research yet it does not shed light on the universality of the phe-
nomenon that is being pigeonholed, in this case, individual style.  

   Also for a second problem related to cognitive style research, we 
may initially refer to Kozhevnikov’s discussion of the literature:

  A (…) problem, as noted in many reviews (…) was the lack of a theo-
retical foundation for identifying cognitive style dimensions. Most 
studies of cognitive styles were descriptive, did not attempt to elucidate 
the underlying nature of the construct or relate styles to information 
processing theories, and were designed according to the assumption 
that styles are limited to only very basic information processing opera-
tions. [ 10 : 469] 

   The concept of “cognitive style” as it is used in the pigeon- 
holers’ investigations is far removed from the general concept of 
style as we know it from everyday experience. The type of research 
carried out on cognitive style pre-defi nes its object as a mental 
function: it is related to such “basic” and “complex”  activities   (to 
use Kozhevnikov’s terms) as perception, concept formation, sort-
ing, categorization, problem-solving, decision-making, learning, 
and causal explanation. Two  assumptions   are at work here: (1) sty-
listically marked activities such as perception or decision-making 
are mental, cognitive functions, and (2) a meaningful reduction is 

2.1.2  Theoretical 
Foundations of Cognitive 
Style Research, 
and the Lack Thereof

  Fig. 1     Pigeon   holes       
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possible from an individual’s general behavior to her cognitive 
functioning, i.e. cognitive style is a meaningful entity that can be 
studied independently from other entities. It will be of no use here 
to extract from these assumptions the theory or theories of mind 
that underlie the existing cognitive style research. What does need 
to be noted is that explicit references to such theories of mind and 
arguments in favor of the possibility of the reduction are lacking. 2  
It is in everyday experience that we (as living, perceiving, and 
(inter)acting human beings) acquire the basic, implicit starting 
knowledge of the phenomena that our alter-egos (the scientifi c 
investigators of human behavior) decide to study. From everyday 
reality we know individual style as a phenomenon that overarches 
all of an individual’s actions, from her doodling to making  life      
choices. It seems that this basic phenomenon should be elucidated 
 before  an argumentation for an investigative focus on cognitive 
style can be set up. 

 Furthermore, due to the pigeonholing tendency and the lack 
of theoretical foundation, it seems that cognitive style researchers 
miss two major points embedded in the original defi nition of their 
object:

  (…) a psychological dimension representing consistencies in an indi-
vidual’s manner of cognitive functioning (…) [ 10 ] 

   While the point of cognitive style research is to capture an 
 individual’s  manner of functioning, the pigeonholing tendency 
aims at categorizing individuals into larger entities, i.e., cognitive 
types, thus removing and losing, in the end, the individual’s par-
ticularity which was the investigation’s point of interest in the fi rst 
place. The lack of theoretical foundation, on the other hand,       makes 
it unclear how the consistency of cognitive style relates to the 
results of the investigation. Does “consistency” imply 
 “predictability?” If so, how far does the predictability derived from 
one task stretch out? How is consistency “stored?”   

   The human subject of the philosophy of mind has been called 
many names: a “cognitive system,” an “intentional system,” a 
“symbolic system,” an “intentional agent,” an “organism,” a “cog-
nizer,” a “perceiver,” etcetera. In an investigation of perception or 
cognition, it seems only natural to defi ne your subject in terms of 

2
   Sternberg and Grigorenko [ 19 : 700], for example, argue that thinking styles, 

i.e. the preferred ways of using certain abilities that will be the object of their 
paper, are elements of cognitive style. Cognitive styles, in their turn, being 
characteristic modes of processing information, are elements of style, being a 
characteristic manner of acting. The meaningfulness of the reduction from 
style to cognitive style, or from cognitive style to thinking style is not argued 
for. Can thinking styles or cognitive styles be studied in separate, while the 
data we have to go on does not consist of “the use of abilities” or “the pro-
cessing of information,” but human actions? 

2.2  Merleau-Ponty 
on Style
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your views on how her perceptual or cognitive functions work. 
However, this “outward” focus on what happens between per-
ceiver and perceived leads the theorist’s attention away from her 
original starting point: the person who does the real, non theoretical 
kind of perceiving and cognizing, i.e. a human individual.       Jacob 
and Jeannerod [ 20 : 22], for example, characterize two people in 
 social interaction   as “(…) conspecifi cs, who, unlike inanimate tar-
gets of action, can act back”. When reading something like this, 
the layman will wonder why we talk about people as if they’re close 
to the most basic organism you can imagine, defi ned solely by 
being alive and by being able to move its limbs. And the layman 
has a point. Of course, when doing philosophy of mind, it is impos-
sible in words to avoid reducing your subject to her cognitive func-
tioning—this is what we do too. The question is rather whether 
this reduction is made explicit and whether its consequences have 
been weighed. 

 Merleau-Ponty’s [ 3 – 5 ] œuvre can  be   interpreted as an ongo-
ing attempt to thoroughly account for the  facticity   of human being 
(its concrete situatedness) in the dialogue between phenomenol-
ogy and cognitive science. He walks a middle ground by arguing 
that the biological body (which we expect to provide us with uni-
versal features of perception) is fundamentally malleable, so that 
the distinction between body and mind, nature and nurture, 
essence and contingency disappears. The software, as it were, gives 
shape to the hardware and vice versa. The “internal,” bodily aspect, 
or the way the subject has been formed by her life history, is increas-
ingly being accounted for in so called “embodied” cognitive  sci-
ence  . Merleau-Ponty’s own analysis of the body’s “formedness” 
undergoes a transformation from his early to his later works, from 
body schema to style. We will argue that although philosophers of 
mind and embodied cognitive scientists have picked up on the 
body schema (or a variation on the theme inspired by a different 
philosophical background), the added value which (our interpreta-
tion of) style has to offer over the body schema has not been 
accounted for.       While the  body schema   is a general form of situat-
edness, style adds an aspect of individual situatedness to the human 
body. We perceive and behave very much like other members of 
our community, yet we do it in a consistently idiosyncratic way. We 
argue that this aspect of  idiosyncrasy   is non trivial and that it has 
consequences for some traditional problems in cognitive science. 3  

 Merleau-Ponty mainly opposes the rationalist account of  
human behavior  , in which the different parts of the body are con-
sidered in objective space, as elements of anatomy and as existing 

3
   Merleau-Pontian phenomenology is not to be confused with phenomeno-

logical methods applied in some approaches to style, i.e. self-image or analysis 
and cataloguing of overt behavior in style types (see [ 10 ]: 9). 
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independently and next to each other (as “partes extra partes”). In 
such an account, the  body’s harmonious functioning   has to be 
organized by an external factor, a “command central” which over-
looks and synchronizes action. The action is orchestrated vis à vis 
the objective features (a certain shape, size, position, etcetera) of 
the object of my intention. This  command central   quite literally 
navigates the body through space, by planning, recording, and 
controlling the course of her “ship”: climbing the stairs, for exam-
ple, is a complex task involving the maintenance of body equilib-
rium, the estimation of distances and proportions, the organization 
of a smoothly alternating amount of pressure applied by left and 
right upper legs, calves, and feet, a constant monitoring of the 
effect of the whole and a repeated recalculation of the optimal 
strategy in light of new information. The navigator does have a 
memory and can get used to climbing a specifi c fl ight of stairs, yet, 
although perhaps less calculations need to be made or she could 
even execute the routine blindfolded, each and every command 
still needs to be given to the different body parts, thus guiding the 
process. In either way, in the rationalist framework, the organiza-
tion of even the simplest action requires an enormous (but uncon-
scious) mental effort. 

 In an embodied framework, action is not guided by the objec-
tive features of the perceived object, but by a “motor  intentional-
ity  .”       This means that the object (e.g. a glass of water I reach for) 
does not passively relate to me as a thing waiting to be approached, 
but instead it elicits from my body a certain action because of its 
pragmatic value: for me, this glass opens up the possibility that I 
might drink from it.    Gibson [ 21 ], giving the concept a “biologi-
cal” twist, calls these values “affordances”: they are properties of 
objects that are related to the organism’s interests. 

 In spite of their  internal differences  , 4  philosophers of embod-
ied cognitive science agree that something like the body schema, 
i.e. a system of acquired interactive worldly know how, is at the core 
of everyday perception and action. It is a direct correlation of our 
being embodied and, therefore, of our situatedness. Importantly, 
the schema is literally a property of the  body  : worldly knowledge 
lies entrenched in our muscles and these muscles act appropriately 
to situations without being supervised by a navigator. 

 When Merleau-Ponty talks about style, he by no means intends 
to give a  qualitative evaluation   of a certain form of expression. Style 
is not something that must be acquired in order to possess it (ver-
sus, for example,    Robinson’s [ 22 ] interpretation). Merleau-Ponty’s 

4
   Gallagher [ 24 : 24] defi nes the body schema as “(…) a system of sensory-

motor capacities [Thompson [ 25 : 411] calls these “dynamic sensorimotor 
principles”] that function without awareness or the necessity of perceptual 
monitoring.” 
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concept of style can be described as the subject’s mode of bodily 
being, or,  as   Singer [ 23 ] puts it particularly well: “Style is the (…) 
modal consequence of being an embodied point of view.” For 
Merleau-Ponty, we do not just coincide with our bodies, but each 
and every one of us coincides with a particular body, a unique mode 
of bodily being. Due to our bodies, we are situated in the world in 
a general and in an individual manner. I behave like other members 
of the communities I make part of now and in the past (cultural, 
linguistic, socioeconomic class, education, family, partner, 
friends…), yet at the same time I am a unique individual, a unique 
constellation of such memberships. Style is refl ected in everything 
we do: the way we walk, cook, drive, reason, joke, etcetera. We deal 
with the world in  our      idiosyncratic, yet largely shared way. This 
largely shared but particular way of being is important for what we 
perceive, what we do and how we do what we do. 

 The reader might wonder: how does style then differ from the  
body schema  ? 

 Strictly speaking, body schema and style are the same thing. 
This  allows   Gallagher [ 26 : 549] to say that “the body schema (…) 
is precisely the style that organizes the body as it functions in com-
munion with its environment.” However, while the former descrip-
tion does allow for an interpretation which accounts for the 
particularity of the molded body (we all behave in a slightly differ-
ent manner), the latter description stresses this aspect of unique 
individuality. Body schema refers more to form, while style refers 
to content. 

 The visualization in Fig.  2  is far from exhaustive, yet it will help 
understand the position of style in cognitive science. The vertical 
axis represents the communities we make and have made part of, 

  Fig. 2    “Style Funnel 1” showing total situatedness at any time and how two 
individuals fi nd separate styles (differing slightly in language, more in region, still 
more in subculture, and most of all, not surprisingly, in individuality.) From 
Quaeghebeur [ 27 ]       
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with at the lower extreme the individual, a “community” of one 
(of which we picture two specimens). The horizontal axis repre-
sents the set of bodily know hows we have acquired because we are 
or have been a member of this or that community. The gray area 
represents the bodily know how we share. At the level of the organ-
ism, we share, for example, the fact that we are autonomous agents, 
as Thompson put it, or the fact that each and every one of us 
(organisms) has a spatiotemporal location. In a very basic sense, I 
differ from other people due to the fact that mine and their bodies 
can never take up the same space at the same time (or actually, this 
feature belongs to worldly objects, and therefore also to  organisms). 
The difference between an organism and an animal, i.e. the ques-
tion what all animals share, is a complex one. With a view to per-
ception and action, however, we can state that, at the level of the 
animal, what seems relevant is that we are capable of movement 
(although there may be a few exceptions) and we are capable of 
sexual reproduction (although some animals are capable of asexual 
reproduction). The question of what it is that differentiates humans 
from animals may be an even more diffi cult one. We share a bodily 
make up, that’s for sure. We all seem to have language and a set of 
existential beliefs, and contrary to animals, we are capable of blush-
ing. From the level of humanity downwards is where people start 
differing from each other. We differ biologically with respect to 
age, gender, skin color, and sexuality. We are part of a culture, i.e. 
a very large group of people  who      share certain beliefs and practices 
having to do with the family, society, food, economy, male–female 
relations, religion, etcetera. We speak a certain language and 
belong to a social class. We have attended certain schools and have 
developed certain interests that we share with friends. We come 
from a family and have shared a certain upbringing with our sib-
lings. We share a relationship with our partner, and fi nally we our-
selves are the unique conglomerate of all  these   memberships.

   In this paper we discuss personal style in the form in which it is 
scientifi cally most easy to access: as multimodal expression (i.e. lan-
guage use as embodied action, including not only speech, but also, 
among other modalities, the use of gesture). Stylistically speaking, 
we express our intentions like we carry out all our activities: much 
like those close to us, but with a personal twist. The language 
(including gesture), dialect and genre I use, or am capable of using, 
is dictated by what I learned during childhood, at school, at work, 
etc., in other words, by my memberships in different linguistic 
groups. In this sense, I am like others. But I differ from them in the 
way in which I mix all of these infl uences together in a specifi c 
phrasing of a specifi c intention at a specifi c point in time: though 
mostly consistent, I have my very own linguistic style.   
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3    Style and Gesture 

 Given the history of cognitive style research sketched earlier, and 
crucially in the light of Merleau-Ponty’s concept of style as an all- 
encompassing mode of being in a given situation, we adopt a two- 
pronged empirical approach based on new concepts of thought 
and action, and how they intertwine. This approach we then sug-
gest motivates an extension by use of one feature of  THEME , the 
associate. 

   Gestures are a unique source of information for the empirical 
investigation of individual styles. They are closely linked to spoken 
language but largely outside conscious regulation and linguistic 
convention. Thus the speaker can display aspects of individually 
marked behavior without the fi lter of knowing adjustment. The 
kinds of gestures we mean are not the familiar “emblems”       such as 
the “OK” sign, but the unconscious hand, arm, and head move-
ments seen with speech. Such gestures open a window onto 
thought beyond that provided by speech itself. Gestures have both 
a content and a mode of semiosis that, with training and experi-
ence, can be “read.” The gesture, though closely linked to speech, 
differs from speech and this is the basis of many new insights. The 
most crucial of these is the concept of the  growth point  or GP. GPs 
are considered to be the smallest dynamic units of language and 
thought. In a GP gesture synchronizes with speech to form an 
unbreakable unit, a unit inherently multimodal—at the same time, 
on its verbal side, semiotically segmented, analytic and combina-
toric and, on the gestural, semiotically global, synthetic, and non- 
combinatoric. Having the same meaning simultaneously in 
opposite semiotic modes is unstable, and fuels verbal-conceptual 
change on a microgenetic time-scale. Seeking closure the GP is 
“unpacked” into a static, i.e., a stable, grammatical form (a gram-
matical construction is the dialectic’s “stop-order”).    The GP and 
its unpacking effect is an output of the “style funnel” resolved 
down to a fraction of a second. Figure  3  is a depiction. More 
broadly, a GP starts with an individual’s differentiation of a signifi -
cant opposition in a context or fi eld of oppositions, and ends with 
a socially constituted “unpacking.” Still more broadly, it starts with 
creativity and ends with conformity, and perhaps in this is a 
 microcosm of the individual’s position as an agent in a social frame-
work. The dual semiotic can also be likened to Mead’s “I”/“me”—
the self at the verge of creativity and conformity, poles alternating 
endlessly (see Mead [ 28 ]).

      To access styles, we use   mimicry     as a method of observation . By 
replicating the speech and gesture of another you can recreate the 
person’s GP. The method rests on the insight that gestures are 

3.1  Multimodal 
 Expression  : Thought 
in Action

3.2  Mimicry 
as Method
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actual components of speech, not accompaniments or “add-ons” 
(Adam Kendon’s [ 29 ] term), but integral parts of it. Mimicry fos-
ters a kind of mind-merging whereby one mind (ours) melds with 
another. If you further ask in what context this gesture and speech 
combination could comprise a newsworthy point of differentia-
tion, you also get at the context. Mimicry is a kind of  borrowed 
embodiment . Gesture coders spontaneously mimic to get at mean-
ing. Here, we mimic entire narrative passages, speech, and gesture, 
keeping as close to the model as possible. In the exercise we experi-
ence forms of organizing meanings not our own, a kind of valida-
tion (we are not projecting our own experience into the video).  

   In addition to mimicry, which taps our own experience of the 
speaker’s fi eld of oppositions, we can use the speaker’s own ges-
tures to identify context via the  catchment . The catchment meta-
phor is the land area draining into (being differentiated by) a body 
of water (the idea unit). Visualize someone speaking during some 
more or less extended stretch of discourse. The fi rst thing  to      notice 
is that gestures occur more or less continuously. Gestures are not 

3.3  The  Catchment  

  Fig. 3    “Style Funnel 2”    showing situatedness as a momentary state of cognitive 
being in speaking. Also shows the motivation of THEME “associates.” The growth 
point idea unit is the temporal focus point of individual style. The speaker dif-
ferentiates a fi eld of oppositions that she has in part constructed to make this 
differentiation meaningful. The idea unit consolidates everything fl owing down 
the funnel—culture, language, storytelling, individuality, all else that comprises 
the speaker’s individual being—and focuses it “all at once” (see [ 27 ])       
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isolated, occasional events—they take place roughly one per sec-
ond over long periods. It thus makes sense to examine bundles of 
gestures and see if there are relations among them. This kind of 
examination has given rise to the catchment concept. A given 
catchment could, for example, be defi ned by the recurrent use of 
the same trajectory and space with variations of hand shapes within 
the trajectory and space. This would suggest a discourse unit within 
which meanings are grouped but with contrasts among them. All 
these points, including how idea units and catchments relate, are 
described in detail in McNeill [ 7 ]. 

 A catchment is recognized when two or more of such gesture 
features recur in at least two (not necessarily consecutive) gestures, 
and the group of gestures relates to a cohesive discourse theme. 
The logic is that  imagery generates the gesture features . Thus, 
recurrence of an image will generate recurrent gesture features. 
Recurrent images suggest a common discourse theme. In other 
words, a discourse theme will produce gestures with recurring 
features. These gesture features can be detected. Then working 
backwards, the catchment of recurring features offers clues to the 
cohesive linkages in the text with which it co-occurs. A catchment 
is, in other words, a kind of thread of visuospatial imagery that 
runs through a discourse to reveal the separate parts that cohere 
into larger discourse units. By discovering the catchments created 
by a given speaker, we can see what this speaker is combining into 
larger discourse units—what meanings are being seen as similar or 
related and grouped together, and what meanings are being put 
into other catchments or are being isolated, and thus are seen by 
the speaker as having distinct or less related meanings. Individuals 
differ in how they link up the world into related and unrelated 
components. Catchments give us a way of detecting these indi-
vidual characteristics, or individual styles.   

4    Experiments on Style 

 Using a  quasi-experimental approach   of animated cartoon narra-
tions, we observe catchments and styles at work at the level of 
individual utterances. In theory, these are specifi c moments in a 
speaker’s cognitive being. Our method is to show Canary Row, a 
1950 Warner Brothers Tweety and Sylvester classic, and have the 
participant immediately recount the story from memory to a sec-
ond participant who has not seen the cartoon. The participants 
were told the experiment was a study of storytelling. Emphasis was 
on accuracy and completeness (the narrator was told her listener 
would retell the story based on what she recounted). There was no 
mention of  gesture   (cf. McNeill [ 6 ] and references therein for 
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details of coding). Our narrators, identifi ed as Speaker 1 and 
Speaker 2, were describing (independently) an event from the car-
toon in which one character (Sylvester, a cat) attempted to reach 
another character (Tweety, a canary) by climbing the inside of a 
drainpipe that conveniently topped off next to the window ledge 
where Tweety had perched. Tweety however sees Sylvester com-
ing, rushes off screen and reappears with an improbably large 
bowling ball that only in the cartoon world he could support, 
which  he      drops into the pipe. Halfway down bowling ball and 
Sylvester meet explosively and Sylvester is next seen shooting out 
the bottom of the pipe, the bowling either inside him or under 
him. Speaker 1 and Speaker 2 have different catchment organiza-
tions of this episode. For Speaker 1 the main catchment is inter-
rupted to make an ironic comment. For Speaker 2 the whole 
episode is a metaphor of morally opposed forces. Each adds some-
thing extra, but this extra differs between then and is an aspect of 
each speaker’s individual style. 

   The example picks up where Speaker 1 describes the bowling ball 
and its fall (Fig.  4 ), the last of what had been until then a straight 
narrative description and right before the ironic aside. She inter-
rupts herself to make the aside—“you can’t tell if the bowling ball 
is under Sylvester or inside of him”—which occupies the rest of 
the fi gure until the end, when she returns to straight narrative. 
The aside has its own catchment. The fi rst panel of Fig.  4 , the 
narrative account before irony began, occupies the central pole of 
the gesture space. The ironic aside is literally “to the side”—the 
gestures are all in  the      lower left corner of the gesture space; this is 
its new catchment. The fi nal panel, the  resumption   of the narrative 
line, is also back to the central pole, and the narrative catchment 
returns.

   Using mimicry, we evoke a vivid experience of the ironic 
style. It is ironic in the sense that the speaker, in the midst of 
describing Sylvester’s catastrophic encounter with the bowling 
ball, pauses to identify what she considers to be an epistemologi-
cal problem—whether, after the bowling ball and Sylvester col-
lide, it is inside or under him—a matter she felt the cartoon 
makers had left unclear. Other descriptions with this kind of 
ironic aside occur elsewhere in Speaker 1’s narrative. The style 
seems characteristic. We analyze this interlude to show how 
speech and gesture actualized irony. 

 The hesitations in (2) (silent “/” and fi lled “ah”) are key ele-
ments—they mark the moment Speaker 1 shifts from straight sto-
rytelling to ironic detachment. As  she      poses the ambiguity her 
left hand rises slightly and her gaze tilts up into the visual space 
shared with her listener, two features that suggest a new discur-
sive unit. 

4.1  “Ironic”  Style  
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 Her gaze (3 “you can’t tell”) then returns to the lower-center 
narrative space of (1) where it remains through (4 “if the bowling 
ball,” 5 “is un…” and 6 “is under Sylvester”), whereupon it shifts 
briefl y again to the shared space (7 “or inside of him”), and then 
back to lower-center for the end of our example, (8) “but it rolls” 
and (9) “him out.” Thus, two  spatially   defi ned catchments, one of 
which is an ironic aside. The details of space, gaze, and phonology 
are items we propose that  THEME  could detect in narrative ges-
ture and speech transcripts.  

   Again using the mimicry method, Speaker 2, in her narrative 
approach, emerges as unswervingly sequential. Still, in her speech 
and gesture, we detect a kind metaphoric thinking in which the 
episode is cast in moral terms, “The Good” (here the bowling ball 
as Tweety’s surrogate) versus “The Bad” (Sylvester). The clue to 
this perspective is how she synchronizes a specifi c gesture with two 
segments of speech. The gesture depicts Tweety launching the 
bowling ball into the pipe. At the same time she is saying, “Tweety 
Bird runs and gets a bowling ba[ll and drop s   it do  wn  the drain-
pipe],” with the gesture phrase and stroke as indicated—the stroke 
timing exactly with “it down” and skipping over its nearby lexical 
affi liate, “drops,” which identifi es this very action. This verb was 
uttered during the continuing preparation for the gesture stroke 
and may even have been touched with a brief prestroke hold, as if 
the stroke, now cocked, was waiting until “drops” had completed 
and “it down” could begin. This overshoot, if that is what it is, is 
our clue. Suppose the “it” and “down” were the core meaning of 
the idea unit. Then the stroke was not an overshoot but a precise 
synchronization. What meaning could make this idea unit, the 
downward thrusting gesture and “it” and “down” the core? 
Speaker 2’s catchments suggest an answer: the bowling ball was 
not just an object but was a force against Sylvester in what for 

4.2  “Moral”  Style  

  Fig. 4    Ironic gesture style.    Gesture and speech notation in Susan Duncan’s stan-
dard transcription: Square brackets indicate the beginning and end of the ges-
ture phrase (Kendon [ 30 ]), the interval where the hands are actively engaged in 
performing the gesture. ‘/’ indicates fraction-of-second silence, “#” indicates an 
audible breath pause. Font size indicates prosodic emphasis. Boldface indicates 
the gesture stroke, the meaningful phase of the gesture, here the hands moving 
down (the interval from the ‘[’ and the start of boldface is the preparation phase 
of the gesture. Underlining is a gesture hold, a temporary cessation of move-
ment, here a poststroke hold where the hands freeze in midair holding the stroke 
shape and fi nal position (not present in this example, but an interval from the end 
of boldface or underlining and the ‘]’ is the retraction phase (in this case, the 
hands went directly to rest)       
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Speaker 2 was a moral battle of The Good versus The Bad. She had 
several gestures with this theme based on hand use. The moral 
catchment we term “two similar hands,” in which the hands out-
line the shape of the bowling ball. The fi rst of these two-similar 
hands gestures accompanied “it down.” 5  

 Table  1  lists the catchments of this episode description, the 
“moral” catchment ( C2 , “two-handed symmetrical”) and two 
others ( C1 , “one-handed” and  C3 , “two-handed asymmetrical”). 
The “moral” catchment conveyed instances where the bowling ball 
 was   acting as an antagonistic force in Tweety’s interests, and 
 occurred      with each of the following:

    (2) ba[ll and drop s   it do  wn  the drainpipe]  
  (7) […and he’s  got thi  s big bowling ball inside h ]im  
  (8) [and h e rolls on down ]  
  (8 continued) [into  a bow  ling all ]  
  (9) [ey and then  you hear a  sstri]ke    

 Thus Speaker 2 was not bothered by Speaker 1’s epistemologi-
cal puzzle, just as Speaker 1 did not regard the episode as a moral 
drama. 

 When the experiment was over and the tape recorder about to 
be shut off, Speaker 2 called out to the experimenter, “Do you 
want analysis?”, an instance of her own irony but an irony not 

5
   For ease of exposition we describe this example in an order other than 

Speaker 2’s actual order. The spoken order can be recovered from Table  1 . See 
McNeill [ 7 ], Fig. 2.8, for the entire narration. 

    Table 1  
  Speaker 2’s catchment themes   

 Catchments  Utterances 

  C1  (“Sylvester solo”) One-handed gestures tie 
together references to Sylvester as a solo force. 

 (1) he tries going up the inside of the drainpipe and 
 (6) [and he comes out the bottom of the drainpipe 

  C2  (“moral”) Two-handed  symmetrical  gestures 
group descriptions where the bowling ball is 
the antagonist, the dominant force. The 
2-handed form echoes the shape of the 
bowling ball. 

 (2)  Tweety Bird runs and gets a bowling ball and 
drops it down the drainpipe 

 (7) and he’s got this big bowling ball inside him 
 (8) and he rolls on down into a bowling alley 
 (9) and you hear a strike 

  C3  (“inside the pipe”) Two-handed 
 asymmetrical  gestures group items in which 
the bowling ball (LH) and Sylvester (RH) are 
equals differing only in their placement and 
direction of motion. 

 (3) and as he’s coming up 
 (4) and the bowling ball’s coming down 
 (5) he swallows it 
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where Speaker 1 had produced it, in the midst of an episode. The 
fact that Speaker 2 put irony at the end while Speaker 1 dropped it 
into the middle of a scene, indicates different styles of discourse 
with possible attendant “associated” features in the  THEME  sense. 
For Speaker 1 irony was allowed to intrude;       for Speaker 2 sequence 
was sacrosanct and irony was allowed only after the story was done. 
Thus one negative associate of irony for Speaker 2 is temporal 
sequence. This in turn affects what can be the target of the irony, 
the epistemology of a narrative event or “analysis” as a kind of 
practiced universal metapragmatics (cf. Silverstein [ 31 ]).   

5    The Upshot 

 We have seen two selective effects of style, infl uencing both what is 
included and what is not—Speaker 2’s Good vs. Evil, which had no 
place in Speaker 1’s sense of irony and, vice versa, Speaker 1’s irony 
which would have neutralized, were it included, Speaker 2’s moral 
drama (not to say that Speaker 2 did not also add ironic touches, 
but they were not present in this scene). 

   We are not equipped to carry out a  THEME  analysis but we can 
note how it could empirically pinpoint instances of personal style in 
this kind of  investigation  . It can show in detail what a given style 
selects and what it excludes. A wider array of features than the 
unaided eye can see can be accessed. We imagine inputs of good 
speech plus prosody and gesture transcripts of the kind demon-
strated, grammatical analyses at the clause level, fi ner descriptives 
for functions of a speech-act kind, and glosses like “irony,” “moral 
drama,” “metaphor,” “narrative sequence” and others. We ask 
 THEME  what positive and negative associates does a given a narra-
tive sequence carry? With the kinds of examples we have shown, we 
could direct  THEME  to look for associates of patterns such as nar-
rative interlarded with irony versus narrative followed by it, etc. 
 THEME  fi nds both positive and negative associates—those that 
occur with a catchment, and those that tend to avoid it. Both seem 
close to the idea of personal style, what the person, over time, 
tends to gravitate toward or tends to avoid. 

 Figure  3  captures our sense that the  moment of expression   of 
a personal style is the funneling of a host of determinants. We spot 
some of these through normal transcription, but we suspect that 
many are hidden from unaided view and that  THEME  will particu-
larize more over a much wider range of behavioral particulars.. 

  Magnus Magnusson on the THEME  “ associate ” (notes from 
University of Chicago lecture in 2010): A positive or negative 
(+/−) associate of a T-pattern is:       some behavior that is not a part of 
that pattern, but occurs within or around signifi cantly more of its 

5.1  THEME 
“Associates”
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occurrences (positive) or less (negative) than expected by chance. 
These we propose are among the style “balls” of Fig.  4  funnel. 

  Using this idea, some likely associates with the ironic and moral 
style speakers, based on observation: 

     Ironic narrator   : detachment and amused irony permeate every 
moment. For her, irony is a + associate of the narrative scheme.  

    Moral narrator   : ironic comment is separated from narrative events. 
As noted, this form of irony is a − associate to the narrative 
scheme.    

 The two styles in turn open the door to different  kinds  of 
irony—individualized events, by necessity with Speaker 1; dissoci-
ated from any single event with Speaker 2. Each style is typifi ed by 
a + associate that is the − associate of the other. So, overall, there is 
“irony” for both but its form differs. 

 With an actual  THEME  analysis of narrative and other forms of 
discourse, we expect to see many more such plus and minus features, 
and from them gain new insights into the embodiment of personal 
style that avoids pigeonholing, rests on uniform theoretical- empirical 
foundations, and builds on Merleau-Ponty’s insights into the 
moment-by-moment situatedness of being.      
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    Chapter 12   
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  Abstract 

   In our laboratories we use T-pattern analysis to study rat behavior in different and well-known 
 experimental assays widely employed as rodent models of anxiety: the open fi eld, the hole board and the 
elevated plus maze. By using Theme software and T-pattern analysis, we have observed that numerous 
events, characterizing rodent behavior in each experimental model, occurred sequentially and with 
 signifi cant constraints on the interval lengths separating them. In this chapter, for each test, we highlight 
some key aspects of our behavioral analyses, with a twofold attempt: fi rst to provide the researcher with 
useful information concerning the application of T-pattern analysis in the study of rodent behavior and, 
second, to present and discuss various results of our studies.  

  Key words     Multivariate analysis  ,   T-pattern analysis  ,   Anxiety  ,   Rat  ,   Open fi eld  ,   Hole board  ,   Elevated 
plus maze  

1       Introduction 

 The fi rst step in the  experimental                     study of human or animal  behav-
ior   is commonly represented by the construction of a formal list 
containing descriptions of individual behavioral components. Such 
a formal list, namely an ethogram, dismounts the observed behavior 

 This chapter is dedicated to the memory of my father Prof. Giuseppe Casarrubea (March 4th 1946—June 7th 2015), 
historian and writer. His meticulous and patient work has clarifi ed numerous and obscure aspects in the modern history 
of Italy. 

 As historian, he was fascinated by concepts and theories concerning T-patterns and the related possibility to study 
repetition of events from a scientifi c point of view. 

 As father, he would have been happy to read this book and proud to see his son Coeditor with such prestigious 
Colleagues and Authors. 

 Maurizio Casarrubea
Palermo, June 15th 2015 
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into discrete components that, in turn, can be characterized by 
means of latencies, durations, per cent distributions, and so on. 
In other terms, by using a  quantitative approach  , each component 
of a given behavioral repertoire can be quantifi ed and described 
with numbers. In the analysis of behavior, quantitative evaluations 
are useful because changes of specifi c parameters do often provide 
valuable information; for instance, it could be useful to appreciate 
the frequency of a specifi c behavioral element and its modifi cations 
following the administration of a drug. On the other hand it goes 
without saying that the behavior of a living being is much more 
than simple frequencies, latencies, or durations of individual ele-
ments, disjointed from the  comprehensive behavioral structure  : the 
meaning of the behavior lies in  the                     relationships among its constitu-
tive components [ 1 ,  2 ]. As a consequence, a thoughtful approach 
to the study of behavior should take into consideration suitable ana-
lytical tools able to assess these relationships. Such a crucial aspect 
calls for different means of detection, data handling, and analysis. 

 The terms “ multivariate analyses”   are used to indicate a set of 
techniques aimed at the assessment of data sets with more than one 
variable. These methods were greatly developed only along the last 
three decades because they often require the computational sup-
port of modern computers and specifi c software. The great advan-
tage of a multivariate approach is the possibility to assess the 
behavior in terms of underlying interrelationships among the 
behavioral elements. In addition, all multivariate techniques share 
the possibility to describe  behavioral dynamics   otherwise undetect-
able by means of  quantitative assessments  . On the basis of these 
features, multivariate analyses have been considered essential tools 
to study the structure of  animal behavior   in several experimental 
assays such as the hot plate [ 3 – 6 ], the open fi eld [ 7 ], the hole 
board [ 8 – 10 ], the elevated plus maze test [ 11 ,  12 ], or the forced 
swimming test [ 13 ]. 

 Different multivariate approaches are available. For instance, 
 cluster analysis  ,  stochastic analysis  , or  adjusted residuals analysis   are 
multivariate techniques based on the elaboration of transition 
matrices. A characteristic of these methods is that they explore the 
comprehensive observational time window providing little infor-
mation on the temporal structure of the behavior. Actually, the lack 
of information concerning the  temporal characteristics   is a com-
mon aspect of various multivariate analyses applied to the experi-
mental study of behavior. To fi ll this gap the T-pattern analysis can 
be used. Such a multivariate technique has been developed to 
determine whether two or more behavioral  events                     occur sequen-
tially and with statistically signifi cant  time intervals   [ 14 ,  15 ]. 
T-pattern analysis has been successfully used to study behavioral 
modifi cations in neuro-psychiatric diseases [ 16 ], route-tracing ste-
reotypy in mice [ 17 ], interaction between human subjects and ani-
mals or artifi cial agents [ 18 ], hormonal-behavioral interactions 
[ 19 ], feeding behavior in broilers [ 20 ], patterns of behavior 
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 associated with emesis [ 21 ] and, in our laboratories, to investigate 
exploration and anxiety-related behaviors in rodents [ 2 ,  22 – 24 ]. 
The present article will discuss the application of T-pattern analysis 
in the study of rodent’s anxiety-related behaviors in three different 
behavioral assays. Various aspects of our  behavioral analyses   will be 
highlighted with a twofold aim: fi rst to provide the reader with 
methodological information concerning the application of 
T-pattern analysis in the study of rodent behavior and, second, to 
discuss various results of our studies.  

2    Methods 

   In the present chapter the T-pattern analysis has been carried out 
to assess rodent’s behavior in three different experimental assays: 
the open fi eld, the hole board, and the elevated plus maze. 
Common characteristics of these tests are the relatively low cost 
and simple testing procedures. 

 The  Open Field  ( OF)         needs little introduction being the most 
used experimental assay in laboratories of behavioral sciences and 
animal psychology. This experimental apparatus generally consists 
of an enclosed circular, square, or rectangular perimeter where 
freely moving rodents are observed for a limited period of time. 
The OF is commonly employed to study exploration [ 25 ] and anx-
iety-related behaviors [ 26 ,  27 ]. The rationale supporting the utili-
zation of OF in the study of anxiety lies in the natural rodents’ 
aversion for novel environments and unprotected areas. Indeed, 
once placed in the OF, rats spontaneously prefer the periphery, 
remaining close to the surrounding walls (a phenomenon known 
as “ thigmotaxis  ”). Increase of time spent in the central zone as well 
as the increase of the ratio central/total locomotion or the decrease 
of the latency to enter the central zone represent widely accepted 
indexes of anxiolysis [ 26 ,  27 ]. The OF used in the present study 
consisted of a square arena 50 × 50 cm made of  white                     opaque 
Plexiglas fl oor surrounded by three white opaque walls and a front 
transparent one. 

 The   Hole Board  (HB)        , similarly to the OF, is an exploration- 
based assay commonly used to examine various features of anxiety- 
related behaviors in rodents [ 8 ,  28 – 34 ]. This experimental 
apparatus consists of a square or rectangular arena with a variable 
number of holes in the ground [ 28 ,  35 ,  36 ] where a rat (or a 
mouse) can insert its head. Excluding modifi ed HBs [ 37 ], the 
presence of the holes represents the essential difference between an 
OF and a HB. Changes of head-dipping behavior (frequency, 
latency, duration) refl ect the anxiogenic and/or anxiolytic state of 
animals: anxiogenic drugs decrease both the number and duration 
of head-dips [ 38 ], on the contrary, if anxiolytic drugs are adminis-
tered, increases in the number and duration of head-dips are 

2.1  Apparatus
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observed [ 38 ]. The HB used in the present study consisted of a 
square 50 × 50 cm arena made of white opaque Plexiglas with a 
raised fl oor positioned 5 cm above a white opaque Plexiglas sub-
fl oor and containing four equidistant holes, 4 cm in diameter. Each 
hole center was 10 cm from the two nearest walls so that holes 
were equidistant from adjacent corners. The arena was surrounded 
by three white opaque Plexiglas walls and a front transparent one. 

 The   Elevated Plus Maze  (EPM)        , introduced  by      Handley and 
Mithani [ 39 ], is a widely used model to assess anxiety-related 
behaviors in rodents. Basically, the apparatus consists of an elevated 
plus-shaped platform characterized by the presence of two open 
and two enclosed arms. EPM usefulness has spread towards the 
understanding of the biological basis of emotionality related to 
learning and memory, hormones, addiction, and withdrawal [ 40 ]. 
The rationale underlying the utilization of EPM in the study of 
rodents’ anxiety-related behaviors is based on the assumption that 
rodents exposed to the apparatus will respond to a confl ict elicited 
by the presence of safe parts of the maze that are closed and pro-
tected, and aversive  parts                     of the maze that are open, unprotected, 
and more brightly lit [ 40 ]. The apparatus we used was elevated at 
a height of 50 cm above the fl oor [ 24 ,  41 ]. The closed arms were 
surrounded by a 50 cm wall while open arms presented 0.5 cm 
edges in order to maximize open-arm entries [ 42 ]. The fl oor of the 
maze was covered with grey plastic.  

   Observations have been carried out on 30 specifi c pathogen-free 
male  Wistar rats   divided in three groups. Each group, encompass-
ing 10 animals, was utilized for the observations in one experi-
mental apparatus. All subjects were housed in a thermoregulated 
room, maintained at constant temperature. In their home cages 
all animals had free access to food (standard laboratory pellets) 
and water.  

   To minimize transfer effects and avoid possible visual or olfactory 
 infl uences  , rats were transferred from housing room to testing 
room inside their own home cages and allowed to acclimate for 
30 min far from the experimental apparatus. Environmental tem-
perature in testing room was maintained equal to the temperature 
measured in the housing room. Concerning the OF and the HB, 
each rat was placed in the center of the arena and allowed to freely 
explore for 5 and 10 min respectively. Concerning the EPM, each 
rat was placed in the central platform facing an open arm and 
allowed to freely explore for 5 min. 

 All rats, experimentally naïve, were observed only once. After 
an observation, the apparatus was cleaned with ethylic alcohol to 
remove possible scent cues left by the animal. Rodents’ behavior 
was recorded through a digital camera, and video fi les were stored 
in a personal computer for following analyses. Concerning HB and 

2.2  Subjects

2.3  Experimental 
Procedures
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OF the camera was placed in front of the apparatus. As to EPM the 
camera was placed above the apparatus.  

   All efforts have  been   carried out to minimize the number of ani-
mals used. All  the                     experiments here described have been con-
ducted in accordance with the European Communities Council 
Directive 86/609/EEC concerning the care and use of animals 
for scientifi c purposes.  

   In the  present      research behavioral observations have been carried 
out on the basis of the ethograms we have employed in our recent 
studies [ 2 ,  22 – 24 ]. From a methodological point of view it is 
important to underline that establishing an ethogram is always a 
critical moment because an error (e.g. a behavioral element not 
described or, worst, misinterpreted) is potentially able to nega-
tively infl uence the comprehensive analysis. Such a statement might 
appear exaggerated until one does not consider that the “raison 
d’être” of a multivariate behavioral analysis lies in its ability to 
describe interrelationships among individual components. Notably, 
this is even more important if the multivariate approach used is the 
T-pattern analysis: actually, an event can be uncommon (e.g. occur-
ring only few times for each subject and/or not in all subjects) 
nonetheless the temporal relationships it establishes can be 
extremely important for the behavioral architecture. However, 
once video fi les have been collected and the ethogram is ready/
available, the following step is normally represented by the coding 
process, i.e., the utilization of specifi c software that allows the 
researcher to record the occurrences of all the behavioral elements 
performed by the actor. The result of the coding process is an event 
log fi le that is, in its simplest form, a text fi le containing a sequence 
of behavioral events occurring at specifi c time points (milliseconds, 
seconds or, even, video frames). In the present study all video fi les 
have been coded using The Observer (Noldus Information 
Technology BV, The Netherlands).  

    T-pattern analysis   can be carried out by means of Theme™ soft-
ware (PatternVision Ltd, Iceland; Noldus Information Technology 
BV, The Netherlands). This software, by means of a sophisticated 
detection algorithm, processes event log files evaluating possible 
significant relationships among the events in the course of time 
[ 14 ]. The search advances following a bottom-up process. In brief, 
being A, B, C three hypothetical events occurring in a given event 
log file, the algorithm compares  the                     distributions of each pair of 
the behavioral elements A and B searching for a time window after 
A such that more occurrences of A contain B than expected by 
chance. In this case A and B are indicated as (A B) and form a 
T-pattern. After that, such first level T-patterns are marked and 
considered as potential A or B terms in higher patterns, for 

2.4  Ethical 
Statement
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example, ((A B) C). Thus, more complex patterns may be created, 
step by step, following this bottom-up detection process. The 
search is completed when no more patterns are found. More details 
concerning theories and concepts behind T-pattern analysis can be 
found in various chapters of this  book   and/or in our previous arti-
cles [ 14 ,  15 ,  22 – 24 ].  

     To perform a  search   for T-patterns, Theme™ requires specifi c 
parameters. Crucial is the “signifi cance level” (i.e. the maximum 
accepted probability of any critical interval relationship to occur by 
chance). Extremely small values of this parameter (e.g., 
 p  = 0.0000001) are often useless because will lead to the detection 
of very few and short patterns (that is, for instance, T-patterns 
encompassing only two events) or, more probably, no patterns at 
all. On the contrary, higher values (e.g. 0.05) may produce many 
more and longer patterns. Thus the selected signifi cance level 
strictly depends on the available data that need to be analyzed. In 
the analysis of rodent behavior we’ve found that values of 0.0001 
and 0.005 work very well. Additional and important parameters 
with a substantial impact in the detection of T-patterns are the 
“minimum occurrences” (i.e. the minimum number of times a 
T-pattern must occur to be detected), the “lumping factor” (i.e. 
forward and backward transition probability above which A and B 
of a T-pattern (A B) are lumped, that is, A and B are not consid-
ered separately but only as the (A B) pattern) and the “minimum 
samples” (i.e. the minimum percent of subjects in which a pattern 
must occur to be detected). It is important to remember that the 
“minimum samples” parameter has a particular relevance when 
samples have been concatenated. Indeed, Theme™ is able to con-
catenate all event log fi les into a single fi le. Such a joining proce-
dure is very useful because it makes possible the detection of 
patterns that may occur only once in each event log-fi le and/or, 
possibly, not in all samples. After the concatenation of individual 
log fi les, by setting the appropriate value in “minimum samples”, 
uncommon but possibly interesting patterns (non detectable by 
analyzing each individual log fi le) may be detected. On this sub-
ject, since behavioral observations with rodents are normally car-
ried out with a reasonable number of subjects (e.g. 10 or 15 rats 
per group) it is clear that the coding process will produce a certain 
number of event log fi les that can be concatenated to search for 
uncommon  patterns                    . In the present research, coherently with our 
previous studies [ 2 ,  22 – 24 ], the following search parameters have 
been employed:

 –    “Signifi cance level” = 0.0001 (0.005 in OF observations)  
 –   “Lumping factor” = 0.90  
 –   “Minimum samples” = 50 % (100 % in EPM observations)     

2.7  Search 
Parameters
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   Albeit  each   critical interval implies the existence of a statistical sig-
nifi cance, the enormous number of possibilities of such relationships 
in data with several occurrences of behavioral events might raise the 
question whether the detected T-patterns are there only by chance. 
Theme™ deals with this important issue by randomizing and ana-
lyzing the original data: using the same search parameters as with 
the real data, the average number of patterns detected in the ran-
domized data is then compared with that obtained from the original 
data. Such a randomization process is essential because if during the 
assessment of one or more event log fi les the detected T-patterns in 
the real data are not signifi cantly different from the number of pat-
terns detected in the randomized data, then it is likely that too per-
missive search parameters have been used and, in brief, the detected 
T-patterns are not at all representative of specifi c behavioral dynam-
ics but, simply, have been detected only by chance.   

3    Results 

   Tables  1 ,  2 , and  3  present the  ethograms   used in OF, HB, and 
EPM respectively. Per cent distribution of behavioral elements are 
presented in Fig.  1 . In OF (Fig.  1a ) the behavioral elements more 
represented are immobile sniffi ng, walking, immobility, climbing, 
and front paw licking, together reaching 81.93 % of the behavior; 
in HB (Fig.  1b ) hole exploratory activities (HD and ES) do encom-
pass a noticeable slice of behavior and, together with walking, 
immobile-sniffi ng, and climbing, represent the 80.79 %; fi nally, 
concerning the EPM (Fig.  1c ), due to the more complex ethogram 
used, several behavioral elements range from 1 to 10 %. However, 
sniffi ng (-Sn), walking (-Wa, -Ent), and vertical exploration (-Re, 
-HDip), taken together, represent more than 90 % of the total 
number of behavioral events.

          Results from  T-pattern analysis   demonstrated that numerous 
events, characterizing  rodent’s                     behavior in each experimental 
model, occurred sequentially and with signifi cant constraints on 
the interval lengths separating them. Figure  2  presents T-patterns 
length distribution in open fi eld (Fig.  2a ), hole board (Fig.  2b ) and 
elevated plus maze (Fig.  2c ).

   Concerning OF, 28T-patterns of different composition have 
been detected (Fig.  2a ); as to HB, 22 different T-patterns have 
been detected (Fig.  2b ); fi nally, concerning the observations in the 
EPM, 197T-patterns of different composition have been detected 
(Fig.  2c ). 

 Figure  2  shows also the average number of patterns detected in 
the randomized data + 1 standard deviation (for 5 random runs). 

2.8  Statistics

3.1  Quantitative 
Analyses

3.2  T-Pattern 
Analysis
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     Table 2  
  Ethogram of rat’s behavior in the hole  board     

 Behavioral element  Description 

 Walking (Wa)  The rat walks around sniffi ng the environment 

 Climbing (Cl)  The rat maintains an erect posture leaning against the Plexiglas wall, usually 
associated with sniffi ng 

 Rearing (Re)  The rat maintains an erect posture without leaning against the wall, usually 
associated with sniffi ng 

 Immobile Sniffi ng (IS)  The rat sniffs the environment, fi rmly standing on the ground 

 Edge Sniffi ng (ES)  The rat sniffs the border of the hole without inserting the head inside 

 Head Dip (HD)  The rat puts its head into one of the four holes 

 Front Paw Licking (FPL)  The rat licks or grooms its forepaws 

 Hind Paw Licking 
(HPL) 

 The rat licks or grooms its hind paws 

 Face Grooming (FG)  The rat rubs its face with the forepaws 

 Body Grooming (BG)  The rat rubs the body combing the fur by fast movement of the incisors 

 Immobility (Im)  The rat maintains a fi xed posture 

     Table 1  
  Ethogram of rat’s behavior in the open  fi eld     

 Behavioral element  Description 

 Walking (Wa)  The rat walks around sniffi ng the environment 

 Climbing (Cl)  The rat maintains an erect posture leaning against the Plexiglas wall, 
usually associated with sniffi ng 

 Rearing (Re)  The rat maintains an erect posture without leaning against the wall, 
usually associated with sniffi ng 

 Immobile Sniffi ng (IS)  The rat sniffs the environment, fi rmly standing on the ground 

 Front Paw Licking (FPL)  The rat licks or grooms its forepaws 

 Hind Paw Licking (HPL)  The rat licks or grooms its hind paws 

 Face Grooming (FG)  The rat rubs its face with the forepaws 

 Body Grooming (BG)  The rat rubs the body combing the fur by fast movement of the incisors 

 Immobility (Im)  The rat maintains a fi xed posture 

 Chewing (Ch)  The rat produces rapid jaw movements 
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 In EPM, among the 24 elements of the ethogram (Table  3 ) 
only 11 elements are encompassed in the structure of detected pat-
terns: six protected elements (CA-Ent, CA-Wa, CP-Ent, p-Csn, 
p-ISn, p-Re) and 5 unprotected ones (OA-Ent, OA-Wa, u-Csn, 
u-HDip, u-ISn). In addition all the 197 patterns can be divided in 
three different groups on the basis of their composition: T- patterns   
occurring in central platform—open arms, in central platform—
closed arms and in all the three zones of the EPM. 

 Figure  3  illustrates the tree structure and the connection dia-
gram of three different T-patterns occurring 11, 41, and 22 times 
in OF, in HB and in EPM respectively. Their terminal strings are:

 –     ((Wa IS)(Cl Im)) (Fig.  3a )  
 –   (ES (HD IS)) (Fig.  3b )  

       Table 3  
  Ethogram of rat’s behavior in the elevated plus  maze     

 Behavioral element  Description 

 Closed Arm Entry (CA-Ent)  The rat moves from the central platform to a closed arm 

 Open Arm Entry (OA-Ent)  The rat moves from the central platform to an open arm 

 Closed Arm Return (CA-Ret)  The rat from a closed arm puts its head and forepaws in the central 
platform then rapidly re-enters in the closed arm 

 Closed Arm Walk (CA-Wa)  The rat walks in a closed arm 

 Open Arm Walk (OA-Wa)  The rat walks in an open arm 

 Central Platform Entry 
(CP-Ent) 

 The rat moves from an open or a closed arm to the central platform 
of the maze 

 Immobile Sniffi ng (p/u-ISn) a   The rat sniffs the environment standing on the ground 

 Corner Sniffi ng (p/u-CSn) a   The rat sniffs the entrance border of a closed arm 

 Stretched Attend Posture 
(p/u-SAP) a  

 The rat stretches its head and shoulders forward 

 Head Dip (p/u-HDip) b   Scanning movements over the sides of the maze in the direction of 
the fl oor 

 Rearing (p/u-Re) a   The rat maintains an erect posture 

 Defecation (p/u-Def) a   Excrements are produced 

 Grooming (p/u-Gr) a   The rat licks/rubs its face and/or body 

 Paw Licking (p/u-PL) a   The rat licks its paws 

 Immobility (p/u-Imm) a   An immobile posture is maintained 

   a The behavioral element is considered protected (p-) if occurring in the central platform or in a closed arm, unprotected 
(u-) if occurring in an open arm 
  b The head dip can be protected (p-) only in the central platform, or unprotected (u-) in an open arm  
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  Fig. 1    Per cent distribution of  behavioral elements   in open fi eld ( a ), hole board 
( b ), and elevated plus maze ( c ). For abbreviations see Tables  1 ,  2 , and  3        
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  Fig. 2    T-patterns  length   distribution in open fi eld ( a ), hole board ( b ), and elevated 
plus maze ( c ).  X -axis = number of events encompassed in the structure of the 
T-pattern;  Y -axis = number of T-patterns of different composition.  Dark col-
umns  = real data;  White columns  = randomized data +1 SD       
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 –   ((((OA-Ent u-ISn)(OA-Wa u-CSn))(CP-Ent p-CSn))((CA- 
Ent CA-Wa)(p-ISn p-Re))) (Fig.  3c )    

 The  behavioral stripes   of these three patterns are shown in 
Fig.  4 .

   Finally, Table  4  and Fig.  5  present the  terminal strings   and the 
behavioral stripes of 30 different patterns detected in the elevated 
plus maze.

  Fig. 3    Example of three T- patterns   detected in open fi eld ( a ), hole board ( b ), and elevated plus maze ( c ).  Left 
boxes : tree structures.  Number in brackets  indicate the order of appearance of each event.  Right boxes : con-
nection diagrams.  Dots  indicate the occurrences of the corresponding events indicated in the  left boxes . Lines 
connecting the  dots  represent patterns and subpatterns. Search procedure carried out on concatenated event 
log fi les, as described in Sect.  2.7 . See Tables  1 ,  2 , and  3  for abbreviations       

  Fig. 4     Behavioral stripes   of the three T-patterns illustrated in Fig.  3 .  Vertical 
marks  indicate the onset of each T-pattern       
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      Table 4  
   Terminal strings   of 30 different T-patterns taken from the total amount of 197 detected in EPM   

 #  Terminal strings  A (%)  B (%) 

 1  (oa-wa ((u-hdip u-csn)(cp-ent oa-ent)))  100.00   0.00 

 2  (u-hdip (u-isn ((oa-wa u-csn) oa-ent)))  92.00   8.00 

 3  ((u-isn ((oa-wa u-csn)(cp-ent oa-ent)))u-hdip)  90.63   9.38 

 4  (oa-ent (u-hdip (oa-wa u-csn)))  90.00  10.00 

 5  ((u-hdip u-csn)(cp-ent oa-ent))  89.66  10.34 

 6  ((u-isn ((oa-wa u-csn) oa-ent)) u-hdip)  89.66  10.34 

 7  ((u-csn (cp-ent oa-ent))(oa-wa u-hdip))  89.47  10.53 

 8  ((u-csn (cp-ent oa-ent)) u-hdip)  88.89  11.11 

 9  ((oa-wa u-csn)((cp-ent oa-ent) u-hdip))  88.00  12.00 

 10  (u-hdip ((oa-wa u-csn)(cp-ent oa-ent)))  87.50  12.50 

 11  (u-hdip u-csn)  86.96  13.04 

 12  (((u-isn u-hdip)(oa-wa u-csn))(cp-ent oa-ent))  85.71  14.29 

 13  ((u-isn u-hdip)((oa-wa u-csn)(cp-ent oa-ent)))  85.19  14.81 

 14  (((cp-ent p-csn) oa-ent)(oa-wa u-hdip))  85.19  14.81 

 15  (oa-ent ((u-isn u-hdip)(oa-wa u-csn)))  85.00  15.00 

 16  (cp-ent ca-ent)  38.27  61.73 

 17  ((cp-ent p-csn)((ca-ent p-isn)(ca-wa p-re)))  38.10  61.90 

 13  (cp-ent ca-ent) p-re)  38.03  61.97 

 19  ((cp-ent ca-ent)(p-isn p-re))  37.88  62.12 

 20  (p-csn ca-ent)  37.50  62.50 

 21  ((ca-ent p-isn) p-re)  37.14  62.86 

 22  (ca-ent (ca-wa p-re))  36.99  63.01 

 23  (ca-ent ca-wa)  36.90  63.10 

 24  ((ca-ent ca-wa)(p-isn p-re)  36.51  63.49 

 25  (ca-ent p-re)  36.49  63.51 

 26  (ca-ent (p-isn p-re))  36.23  63.77 

 27  ((ca-ent p-isn)(ca-wa p-re))  36.17  63.83 

 28  (ca-ent p-isn)  35.71  64.29 

 29  (ca-wa p-re)  32.73  67.27 

 30  (p-isn p-re)  32.50  67.50 

  #1–#15 = T-patterns occurring in the central platform and open arms; #16–#30 = T-patterns occurring in the central 
platform and closed arms. %A and %B per cent distribution in the fi rst and in the second part of the observation. For 
abbreviations see Table  3   
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4         Discussion 

 Present  results                     demonstrate that rat’s behavior in OF, HB, and 
EPM is organized on the basis of behavioral events which occur 
sequentially and with signifi cant constraints on the interval lengths 
separating them. 

   In the experimental  study   of behavior a possible synergy between 
quantitative analyses and multivariate approaches should always be 
taken into consideration. In addition it is important to consider 
that results from a multivariate approach might be quite diffi cult to 
interpret, even for an experienced researcher, without a prelimi-
nary outline of the studied behavior. Such a preliminary outline 

4.1  Quantitative 
Analyses

  Fig. 5     Behavioral stripes   of 30 different T-patterns taken from the total amount of 197 detected in EPM. Numbers 
on the  left  indicate the corresponding string presented in Table  4 . #1—#15 = T-patterns occurring in the cen-
tral—platform and open arms; #16–#30 = T-patterns occurring in the central—platform and closed arms. 
 Vertical marks  indicate the onset of each T-pattern       
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can be provided by means of “conventional” evaluations such as 
the assessment of latencies, durations, frequencies, per cent distri-
butions etc. In this chapter we have presented, for illustrative pur-
poses, per cent distributions of the behavioral elements. Various 
simple information can be appreciated: for instance, sniffi ng and 
walking activities, both in OF, HB and EPM, do encompass the 
largest extent of the behavioral repertoire (Fig.  1 ). This is not a 
surprising result since these activities are essential for the environ-
mental exploration and it is well known that rodents have the 
innate tendency to explore novel environments/objects remain-
ing, at the same time, as protected as possible [ 43 ]. Of course, 
sniffi ng and walking must be analyzed and interpreted taking into 
consideration the experimental protocol. It is also interesting to 
notice the peculiar distribution of grooming- and immobility- 
related activities, more infrequently observed in EPM than in OF 
or HB (Fig.  1 ): since these behavioral elements do require, to be 
performed, a fi xed position, it is possible to suggest that naïve rats 
in the EPM have a behavioral repertoire more heavily oriented 
toward locomotion and exploration if a comparison with results 
from the open fi eld and the hole board is carried out. Hence, on 
the basis of relatively simple observations of quantitative results 
(per cent values in this case), it is possible to provide a general out-
line of what a following multivariate approach may be able to bet-
ter illustrate in terms of underlying behavioral dynamics.  

   Results from Theme™  provide   various interesting topics of discus-
sion. First of all a comparison of the distribution of T-patterns on 
the basis of their length (Fig.  2 ) shows that 28 and 22  different 
                    T-patterns have been detected in OF and HB respectively (Fig.  2a, 
b ). Concerning the EPM, Fig.  2c  illustrates that 197 different pat-
terns are present and that more complex patterns are also more 
numerous. Such results gain even more emphasis taking into con-
sideration the more rigid values used for the search parameters in 
EPM (namely, a search run carried out using a minimum samples 
of 100 %). These data demonstrate a higher complexity of the tem-
poral structure of rodent’s behavior in the EPM if compared with 
OF or HB. The reason could be the different impact of the EPM, 
in comparison with OF and HB, in terms of risk assessment and 
approach-avoidance confl ict. Actually, the presence, in the EPM, 
of different zones (i.e. open arms, closed arms, and central plat-
form), characterized by different levels of aversion [ 40 ], makes this 
apparatus quite different from other assays utilized to study anxiety- 
related behavior. For instance, during an open fi eld or a hole board 
test, the rodent explores fi rst the perimeter and only in a second 
moment the central zones of the arena [ 44 ,  45 ]. Therefore, early 
during the exploration of an open fi eld, the rat collects adequate 
information concerning, at least, the boundaries of the novel envi-
ronment. In EPM, due to its structural features, all visual and 

4.2  T-Pattern 
Analyses
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somatosensory cues, originating from the different zones of the 
apparatus, cannot be readily accessible. It is clear that the interac-
tion of the animal is possible only with the surrounding environ-
ment while, at the same time, other parts/zones of the apparatus 
remain unapproachable and will be explored when physically 
reachable. On the basis of these considerations, it is possible to 
hypothesize that the higher structural complexity of the EPM, nec-
essarily limiting the rodent in specifi c zones, elicits more complex 
and structured behavioral patterns arising from the interaction of 
the subject with each zone. Coherently, all the 197 patterns 
detected in EPM are organized in three different groups on the 
basis of their composition: T-patterns occurring in central plat-
form—open arms, in central platform—closed arms and in all the 
three zones of the EPM. The exemplifi cative T- pattern   illustrated 
in Fig.  3c  highlights such a third circumstance. In addition even at 
a fi rst glance it is clear that this pattern encompasses three different 
subpatterns, each occurring in one of the three zones of the maze: 
((OA-Ent u-Isn)(OA-Wa u-CSn)), (CP-Ent p-CSn), and ((CA-Ent 
CA-Wa)(p-ISn p-Re)).  

   The classical tree  representations      and the connection diagrams 
(Fig.  3 ) have the great advantage to show the structure of the pat-
terns detected and their distribution along  the                     observational 
 window; moreover, these illustrative approaches are very intuitive. 
The drawback is the huge amount of space required. For instance, 
concerning present results (see Sect.  3.2 ), the representation of all 
the different patterns detected in OF, in HB and in EPM by means 
of tree structures and connection diagrams would be very diffi cult. 
Actually, the detection of large amount of different T-patterns each 
occurring even hundreds of times is not uncommon [ 22 – 24 ]. Last 
but not least, if a concatenation procedure has been carried out 
(see Sect.  2.7 ), the resulting connection diagram concerns all the 
concatenated log fi les. For these reasons we have developed the 
representation of T-patterns by means of behavioral stripes, that is, 
the illustration of the onset of each T-pattern, along the  x -axis 
timeline, by means of vertical marks [ 22 – 24 ]. An example of this 
representation is illustrated in Fig.  4 . 

 To avoid misunderstandings, it is important to underline that 
each mark is not an individual behavioral element but the fi rst 
event of a given T-pattern. So, taking into consideration Fig.  4 , 
each vertical mark indicates the onset of the patterns ((Wa IS) (Cl 
Im)), (ES (HD IS)), and ((((OA-Ent u-ISn)(OA-Wa u-CSn))
(CP-Ent p-CSn))((CA-Ent CA-Wa)(p-ISn p-Re))) illustrated in 
Fig.  3 . For clarity and completeness, the stripes should be part-
nered with information concerning the structure of each occurring 
pattern. We suggest the utilization of a separate table containing 
the corresponding terminal strings. Data concerning the onset of 
detected patterns and the terminal strings can be obtained by using 

4.3  T-Patterns’ 
Stripes
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the appropriate saving/export options available in Theme™. 
Figure  5  illustrates the onset of 30T-patterns among the 197 
detected in EPM. The composition of each pattern is presented in 
Table  4  by means of corresponding terminal strings. 

 The strings in Table  4  and the stripes in Fig.  5  show 15T-patterns 
occurring in the central platform + open arms (from #1 to #15) 
and 15T- patterns   occurring in the central platform + closed arms 
(from #16 to #30). Notably, T-patterns from #1 to 15 do occur for 
the largest extent within the fi rst part of the observation; on the 
other hand, T-patterns from #16 to 30 have a more homogeneous 
distribution but with a prevalence during the second part of the 
test. On the basis of these results it is possible to conclude that the 
structure of rat behavior in the EPM has a complex temporal orga-
nization dependent on the zone of the maze  explored                     and, impor-
tantly, on the moment of the exploration. Since it is very well 
known that naïve rodents in novel environments have the strong 
innate tendency to avoid open and illuminated areas, the presence 
of numerous T- patterns   in central platform—open arms during the 
fi rst part of the observation could be explained by a fear-related 
urgency to fi nd an escape route rather than by a simple curiosity- 
related exploration [ 41 ].   

5    Conclusion 

 The behavior is much more than simple latencies, durations, and 
per cent distributions of behavioral elements disjointed from the 
comprehensive behavioral structure. A given behavioral repertoire, 
in its natural completeness, can be literally dismounted into single 
pieces, namely the behavioral units of a given ethogram. Of course 
this is an obligatory step if a behavioral analysis must be carried out. 
On the other hand, if only a quantitative approach is used, the 
“risk” is to overemphasize each behavioral element in its individual-
ity. It is our contention that the possibility to reduce a behavior into 
single “pieces”, describing each individual element through even 
thousand of numbers does not imply the possibility to use those 
numbers to reconstruct the behavior and/or to fi gure out what the 
behavior is in its wholeness. If by means of suitable approaches, 
such as multivariate analyses, all the behavioral elements are studied 
in terms of their reciprocal relationships, new behavioral phenom-
ena, otherwise undetectable, could emerge. In this chapter, by 
means of the multivariate T-pattern analysis, we have demonstrated, 
in three different and well-known experimental assays, the exis-
tence of signifi cant patterning among the behavioral elements in 
the course of time. From a temporal point of view, it has been dem-
onstrated that rodents’ behavior has more complex and structured 
features in the elevated plus maze than in open fi eld and/or in hole 
board. Such a higher complexity has been suggested to be linked 
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with the different impact of the plus maze in terms of risk assess-
ment and approach-avoidance confl ict. In addition several method-
ological  highlights                    , concerning the application of T-pattern analysis 
in the study of rodent behavior, have been presented.     
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    Chapter 13   

 Using Hidden Behavioral Patterns to Study 
Nausea in a Preclinical Model                     

     Charles     C.     Horn      and     Magnus     S.     Magnusson       

  Abstract 

   Nausea is a common clinical symptom reported by many patients experiencing cytotoxic anticancer ther-
apy, gastrointestinal disease, and postoperative recovery. Although the neurological basis of vomiting is 
reasonably well established, an understanding of the physiology of nausea is lacking. The primary barrier 
to mechanistic research on nausea is the lack of appropriate animal models. Indeed investigating the effects 
of anti-nausea drugs in preclinical models is diffi cult because the primary readout is suppression of vomit-
ing. However, animals often show a behavioral profi le of sickness, associated with reduced feeding and 
movement, and possibly these general behavioral measures are signs of nausea. Here we applied t-pattern 
analysis to determine patterns of behavior associated with emesis as a potential measure of nausea. Musk 
shrews were used for these experiments because they have a vomiting refl ex and other laboratory animals 
(rats and mice) do not. Standard emetic test agents were used in Study 1, the chemotherapy agent cisplatin 
(intraperitoneal), and Study 2, nicotine (subcutaneous) and copper sulfate (intragastric). Emesis and other 
behaviors were coded and tracked from video fi les. T-pattern analysis revealed patterns of behavior associ-
ated with emesis. Long-term tests (3 days of continuous video recording) showed that eating and drinking, 
and other larger body movements, including rearing, grooming, and body rotation, were signifi cantly less 
common in cisplatin-induced emesis-related behavioral patterns in real versus randomized data. Short- 
term experiments (30 min) using nicotine and copper sulfate showed no difference between male and 
female shrews but there were more behavioral patterns associated with nicotine compared to copper sulfate 
treatment. The current approach to behavioral analysis in a preclinical model for emesis using t-pattern 
analysis could be used to assess the effects of drugs used to control nausea and its potential correlates, 
including reduced feeding and changed activity levels.  

  Key words     Emesis  ,   Vomiting  ,   Nausea  ,   Conditioned taste aversion  ,   Pica  ,   Avoidance  ,   Anorexia  ,   Cancer  

1      Introduction 

  Antiemetic drugs control   vomiting better than nausea and a pri-
mary focus of current research is to understand the biology of nau-
sea [ 1 ,  2 ]. Nausea, as a subjective experience, cannot be directly 
measured in nonhuman animals.  Surrogate markers   of nausea in 
animal studies have included  conditioned fl avor aversion  ,  pica   
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(ingestion of clay), and  physiological measures   [ 3 – 8 ]. These 
 approaches   have major limitations, including the need for specifi c 
testing protocols, lack of face validity, and the use of invasive pro-
cedures. An alternative approach is  the      assessment of behavioral 
indices of sickness as a potential measure of nausea. In theory, ani-
mals should show behavioral changes that correlate with the level 
of nausea or malaise [ 9 ].  Vomiting      is an obvious indication of sick-
ness but there might also be behavioral patterns leading up to and/
or following an emetic episode. In this way the occurrence of vom-
iting could be used as an unequivocal anchor for evaluating the 
behavioral changes that occur with sickness, malaise, and poten-
tially nausea. Reports suggest the existence of some species-specifi c 
emesis-related behavioral responses. For example, lip-licking, 
backwards walking, and burrowing behaviors have been observed 
in association with emesis in ferrets [ 10 ,  11 ]. However, there has 
been little effort focused on a quantitative analysis of the patterns 
of behavior related to emesis. 

 In the current studies we tested the  hypothesis   that emesis is 
associated with behavioral patterns of reduced feeding and move-
ment, i.e., a profi le of sickness or nausea. To test for behavioral 
patterns we employed temporal pattern (t-pattern) analysis [ 12 ] to 
determine statistically signifi cant relationships between emetic 
events and other behaviors. T-pattern analysis can assess subtle pat-
terns of behavior that can be diffi cult to detect by other methods 
[ 12 – 14 ]. To create the time-stamped event data needed for these 
analyses, we acquired digital video of behaving animals, manually 
coded behaviors (e.g., emesis, eating, drinking), and automatically 
tracked body movement with computer software. In these experi-
ments, we injected musk shrews with standard emetic test stimuli, 
including the chemotherapy agent cisplatin (ip), nicotine (sc), and 
copper sulfate (po) [ 15 – 17 ]; all of these agents produce high levels 
of nausea and vomiting in humans [ 18 – 20 ]. The musk shrew 
( Suncus murinus ) is a well-established small animal model (40–80 
g) used for emesis research [ 8 ,  15 ,  21 – 24 ].  

2    Materials and Methods 

   The subjects were  adult musk shrews   (>35 days of age; Fig.  1 ) with 
body weights of 39–91 g for males and 33–53 g for females. 
Animals were derived from breeding stock acquired from Professor 
John  Rudd  , the Chinese University of Hong Kong (a strain origi-
nating from Taiwan), and housed individually in clear plastic cages 
(28 × 17 × 12 cm), with a fi ltered air supply, using a 12 h light/12 
h dark cycle (0700–1900 h light period); animals had free access to 
food and water. Food consisted of a mixture of 15 % Purina Cat 
Chow Complete Formula and 25 % Complete Gro-Fur mink food 

2.1  Subjects
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pellets [ 25 ]. All experiments were approved by the University of 
Pittsburgh Institutional Animal Care and Use Committee.

      The behavior of six male musk shrews was video-recorded for 96 h 
(24 h before and 72 h after injection of 30 mg/kg of  cisplatin  , ip). 
A camera (Sony, DCR-SR300; internal sensor and IR light for 
recording dark phase activity) was placed above the cage and 
attached to a computer via a USB port (USB 2.0 Video Capture 
Cable; StarTech.com). Only one animal was tested each week (4 
days in the observation chamber). The videos were captured using 
 Movie Maker software (Microsoft)  . At ~945 h animals were trans-
ferred to the test  cages      (Fig.  2 ), which were kept under an animal 
transfer hood. One day after the acquisition day (baseline), animals 
were injected with cisplatin. The cage contained a food cup, and 
water was provided from a sipper tube attached to a graduated 
cylinder (Fig.  2 ). Each morning at ~945 h, the musk shrews were 
weighed and food and water containers were checked and refi lled. 
Because of the need to make these measurements, on the baseline 
day and days 1 and 2 post-injection there was an average of 16 min 
less video time for each 24 h segment. One of the baseline days 
(the 24 h before cisplatin injection) from one animal was recorded 
for only 14 h due to a software malfunction (these data are not 
included in t-pattern analysis).

    Videos (MPEG-2)   were imported into behavioral coding soft-
ware (The Observer XT 10.1; Noldus Information Technology, 
  www.noldus.com    , The Netherlands). Emetic episodes and other 
behaviors were recorded manually with keystrokes by a trained 
observer viewing a computer monitor (Table  1 ; Study 1). A second 
trained observer validated the occurrence of all emetic episodes and 
random sections of data for other behaviors. An emetic episode was 
recognized as a sequence of contractions of the abdomen and head 
movements (retching). An emetic episode can occur with or with-
out the expulsion of gastric contents [ 23 ]; therefore, episodes 
 wit     hout expulsion were also counted. The Observer software allows 
users to slow down, reverse, and check the coding of behaviors 
stored in a computer fi le containing the codes and timestamps.

2.2  Data Collection 
Procedures for Study 
1: Cisplatin (72 h Test)

  Fig. 1    A  musk   shrew ( Suncus murinus )       
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   Videos were imported into  animal tracking software   (Ethovision 
7.1; Noldus). It was not possible to load daily videos (~20 GB 
each) into the Ethovision software without compression and we 
determined that conversion to PAL (25 frames/s) using the AVI- 
MPEG4 format worked well (432 × 720). In the longer term vid-
eos, there were signifi cant shadow effects, which affected the 
tracking of body contour (particularly as the animal approached 
the sides of the chamber) and therefore only the center body point 
was tracked for each daily video (15 frames/s using model-based 
tracking with medium pixel smoothing, 4 pixel erosion, and 2 pixel 
dilation). In these 24 h videos, we used difference thresholding to 
track the body contour, i.e., a reference image was  automatically 
  updated over the course of the video tracking to correct for changes 
in illumination and position of bedding material.  

   The behavior of 28 male and  24   female musk shrews was video- 
recorded for short-term (30 min) testing. Two tests were con-
ducted with at least 1 week separating each test: (1) subcutaneous 
nicotine injection (5 mg/kg), and (2) intragastric copper sulfate 
injection (120 mg/kg). Animals were placed in test chambers 
(Fig.   1 ) without food or water access (with a clear plastic bottom 
without wood chips) for 15 min before injection. Videos were 
either collected as in Study 1 and recorded to video camera or 
stored on a PC using Media Recorder software (Noldus). Manual 
recording of emesis, abdominal contraction, and swaying was con-
ducted at the time of testing by a trained observer sitting outside 
the clear plastic test chambers. Manual entries were collected on a 
notebook computer using JWatcher (  http://www.jwatcher.ucla.
edu/    ). Tests  were      conducted between 0830 and 1230 h.  

   Manually scored  events   were timestamped and automatically 
tracked measures were exported from Noldus and JWatcher soft-
ware. Custom scripts written in Matlab (Version 7.1; Mathworks) 
were used to process text fi les for import to T-pattern software. 

2.3  Data Collection 
Procedures for Study 
2:  Nicotine   and Copper 
Sulfate (30 min Tests)

2.4  Data Processing 
and Analysis

Water
spout

27 cm

19
cm49

cm

Food cup

  Fig. 2    The behavioral test  chamber   used in Study 1, cisplatin injection (72 h test). 
The same  chamber      was used in Study 2, nicotine and copper sulfate injections 
(30 min tests), but without food and water access       
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Continuous variables that were automatically tracked, e.g., distance 
moved and velocity, were converted to discrete events using a 
threshold cutoff of 2 standard deviations (SD) above or below the 
mean values to generate timestamps (Table  1 ). In preliminary anal-
yses we determined that relatively low cutoffs (e.g., ±1 SD) were 
too computationally intensive for the t-pattern analysis software. 

      Table 1  
  Musk  shrew   behavioral event types recorded in Studies 1 and 2   

 Included 

 Manually coded  Study 1  Study 2 

 emesis  A sequence of contractions of the abdomen (retching)  x  x 

  eat    Putting the head into the food container for ≥2 s and visible 
movement of head and jaw 

 x 

 drink  Placing the snout on the sipper tube for ≥1 s  x 

 sniff  Moving the snout with elongation of the body  x 

 rear  Standing on back legs, against the wall, sometimes jumping  x 

 abcon  Abdominal contraction; a single retch  x 

 sway  Swaying of the abdominal region from side to side  x 

   Automatically tracked   

  Locomotion  

 dchi 
  dclo   

 Distance moved, body center, high 
 Distance moved, body center, low 

 x  x 

 mc  Movement (velocity, begin > 2 cm/s, end < 1.75 cm/s)  x  x 

  Turning  

 rot 
 rotc 

 Rotation—clockwise (a turn of 360°) 
 Rotation—counterclockwise 

 x  x 

 tanhi 
  tanlo   

 Turn angle of the nose, high 
 Turn angle of the nose,  low      

 x 

 tachi 
 taclo 

 Turn angle of the body center, high 
 Turn angle of the body center, low 

 x  x 

  Movement in place  

 con 
 norm 
 long 

 Contracted 
 Normal 
 Elongated body contour 

 x 

  immob   
 mob 
 mobhi 

 Immobile (<1 %) 
 Mobile (>1 %, <8 %) 
 And highly mobile (>8 %; change in body contour) 

 x 

 dnhi 
 dnlo 

 Distance moved, nose, high 
 Distance moved, nose, low 

 x 

Application of T-Patterns in the Study of Nausea
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  T-pattern analysis   was conducted using computer software 
(Theme 6; Noldus Technologies). These algorithms have been 
tested on numerous data sets [ 26 – 29 ], including several reports 
using laboratory mice, rats, and musk shrews [ 13 ,  14 ,  16 ,  30 ]. 

 We conducted statistical comparisons using analysis of variance 
(ANOVA) and  t -tests (Statistica 11.0; StatSoft). When an ANOVA 
was  statistically      signifi cant, we used Least Signifi cance Difference 
test (LSD-test) or Tukey’s HSD test for group mean comparisons. 
For all ANOVA  and   mean comparisons,  p  < 0.05 was used to detect 
statistical signifi cance.   

3    Results 

   Cisplatin  injection      produced the predicted outcomes, including eme-
sis, reduced feeding and drinking, and loss of body weight [Fig.   3 ; 
 F (3,15) ≥ 3.9,  p  ≤ 0.03]. Feces production was not signifi cantly 
changed (ANOVA). Hence, these animals would be defi ned as sick 
on multiple dimensions by day 3 after cisplatin injection. Cisplatin 
treatment (30 mg/kg) induced acute (<24 h) and delayed (>48 h) 
phases of emesis (Figs.  3 ,  4 , and  5 ). One animal showed 3 emetic 
episodes during the baseline day (prior to cisplatin treatment). On 
measures of food and water intake and body weight this animal was 
not signifi cantly different from the other fi ve animals. These few 
emetic episodes in one animal might be attributable to stress.

     Figures  4  and  5  show    behavioral events   per hour for manually 
and automatically tracked behaviors. Distance moved and turn 
angle are represented as continuous data prior to detection of dis-
crete events using ± 2 standard deviations. There were small but 
statistically signifi cant changes in behavior over the 4 days 
[ Fs (69,345) ≥ 1.4,  ps  ≤ 0.05, ANOVA, day by hour interaction 
effect for measures of eat, drink, groom, sniff, rear, mc, rot, rotc, 
distance moved, and velocity;  F (3,15) = 5.1,  p  < 0.05, ANOVA, 
main effect of day for emesis]. There were no statistically signifi -
cant effects for turn angle. 

 There was a nearly perfect correlation between distance moved 
and velocity ( r  = 0.99, Pearson); therefore we did not use velocity 
as a metric in  the   t-pattern analysis. Furthermore, unlike the short- 
term experiment, there were no low distance moved events (dclo; 
2 standard deviations below the mean). T-pattern analysis included 
12 event types: emesis, groom, rear, sniff, eat, drink, mc, dchi, 
rotc, rot, tachi, and taclo (see Table  1 ). 

 The  t-pattern analysis   was focused on Days 1 and 3 post- injection 
with cisplatin since these represent acute and delayed phases of eme-
sis. Even with only 12 event types it became clear that t-pattern 
analysis software was not capable of evaluating large daily data sets 
using all variables simultaneously, which produced malfunctioning 
of the program. To solve this issue we divided the analysis into sets 
of event types and also ran analyses on data from 1 h before and 1 h 

3.1  Study 1: 
Cisplatin (72 h Test)
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after each cluster of emetic episodes. Emetic episodes that  occur     red 
with intervals greater than 1 h were  considered as new clusters. 
There were six independent analyses (always including emesis as one 
event type): (a) 24 h data,  including groom, sniff, eat, and drink 
events; (b) 24 h data, with groom, rear, eat, and drink events; (c) 
24 h data, using dchi events; (d) 2 h data, including groom, rear, 
sniff, eat, drink, and mc events; (e) 2 h data, using groom, rear, sniff, 
eat, drink, and dchi events; and (f) 2 h data, with groom, rear, sniff, 
eat, drink, rot, rotc, tachi, and taclo events (see Table  1 ). 

  Fig. 3    Daily effects of cisplatin on emesis, food and water intake, number of feces, and body weight in Study 
1 (72 h after injection with cisplatin, 30 mg/kg, ip,  n  = 6). Values were recorded for one day before (baseline 
control) and 3 days after injection of cisplatin (30 mg/kg; i.p). Results represent the mean ± SEM. *  P  < 0.05 
versus baseline, LSD-test [see reference  16 ]       
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  Fig. 4    Hourly effects  of   cisplatin on emesis, eating, drinking, sniffi ng, grooming, and rearing/jumping in Study 1 
(72 h after injection with cisplatin, 30 mg/kg, ip,  n  = 6). Behaviors were recorded for 1 day before (baseline 
control) and 3 days after the injection of cisplatin (30 mg/kg; i.p). Results represent the means ± SEM ( n  = 6). 
*  P  < 0.05 versus corresponding hour from baseline before cisplatin injection, Tukey’s HSD test [see reference  16 ]       

 Our analyses revealed a large number of statistically signifi cant 
behavioral patterns with a subset containing  emesis  : (a) total 
detected patterns in Day 1 = 6507 ± 1837 (mean ± SEM) and Day 
3 = 3335 ± 975, with 46 ± 14 and 227 ± 110 emesis-related patterns, 
respectively; (b) total Day 1 = 4838 ± 1160 and Day 3 = 2665 ± 737, 

 

Charles C. Horn and Magnus S. Magnusson



245

  Fig. 5     Hourly effects of   cisplatin on emesis and multiple tracked behaviors in Study 1 (72 h after injection with 
cisplatin, 30 mg/kg, ip,  n  = 6). Behaviors were recorded for 1 day before (control) and 3 days after the injection 
of cisplatin (30 mg/kg; ip). Results  re     present the means ± SEM ( n  = 6). * P  < 0.05 versus corresponding hour 
from baseline before cisplatin injection, Tukey’s HSD test [see reference  16 ]       

with 41 ± 16 and 80 ± 42 emesis-related, respectively; (c) total Day 
1 = 22 ± 5 and Day 3 = 29 ± 6, with 9 ± 4 and 19 ± 6 emesis-related, 
respectively; (d) total Day 1 = 5684 ± 4330 and Day 3 = 2040 ± 885, 
with 77 ± 46 and 40 ± 17 emesis-related, respectively; (e) total Day 
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1 = 4252 ± 3141 and Day 3 = 1957 ± 752, with 84 ± 53 and 40 ± 12 
emesis-related, respectively; and (f) total Day 1 = 3667 ± 2653 and 
Day 3 = 1317 ± 439, with 67 ± 39 and 13 ±  4   emesis-related, respec-
tively. Comparison of the emesis-related patterns between real and 
randomized control data revealed a much larger number of emesis- 
related patterns in real data [see reference  16 ]. Distance moved 
(dchi), movement (mc), sniff, drink, groom, rear, and rot occurred 
in these patterns more often in Day 3 compared to Day 1 [see 
reference  16 , Table 3]. Representative samples of patterns from the 
six analyses are shown in Fig.  5 . None of these analyses showed 
statistically signifi cant negative associates of emesis-related patterns 
but positive associates were present for several of the event types 
that had also occurred as part of detected patterns (Fig.  6 ).

  Fig. 6    Representative t-patterns detected in the long-term experiment in Study 1 (72 h after injection with 
cisplatin, 30 mg/kg, ip). These four patterns contain a collection of event types, including rotation (rot), locomo-
tion (dchi), and sniffi ng (sniff). The sequences of “b,dchi” and “e,dchi”, etc. represent patterns of bursts that 
are contained within larger patterns. Diagrams below each fi gure show smaller time scale subsections of 
pattern trees. Note that some of the pattern trees are reduced in the lower graphs because bursting events are 
collapsed into one limb of the tree [see reference  16 ]       
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   Figures  7  (Day 1) and  8  (Day 3) show the occurrence of event 
types before or after emesis comparing real and randomized data. 
Locomotion (mc) occurred signifi cantly more often before emesis 
on Day 3 than on Day 1 in real versus random emesis-related 
t- patterns. Ingestive behaviors before and after emesis were less com-
mon in real compared to random patterns. Furthermore, animals 
showed less complex movements, i.e., grooming, rearing, and rota-
tion, in emesis-related patterns    from real versus randomized data.

  Fig. 7    Comparison of event types in emesis-related t-patterns detected in Study 
1, Day 1 (24 h after injection with cisplatin, 30 mg/kg, ip,  n  = 6). Results repre-
sent the mean ± SEM. * =  p  < 0.05, two-tailed  t -test, real vs. random data [see 
reference  16 ]       
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       Nicotine injection  produced   more emesis in male compared to 
female shrews [Fig.  9 ;  t (57) = 3.8,  p  < 0.0005], but there were no 
sex differences in emesis after copper sulfate injection (Fig.  9 ).

   Analysis revealed  statist           ically signifi cant behavioral patterns 
with a subset containing emesis. Figure  10  shows that the total 
number of t-patterns did not differ by stimulus, nicotine and cop-
per sulfate. However, the number of emetic-related t-patterns was 
greater before and after emesis when animals were injected with 
nicotine compared to  copper   sulfate [ F (1,52) ≥ 9.9,  p  ≤ 0.005, 
main effects of stimulus, before and after emesis].

3.2  Study 2: Nicotine 
and Copper Sulfate 
(30 min Tests)

  Fig. 8    Comparison of event types in emesis-related t-patterns detected in Study 
1, Day 3 (24 h after injection with cisplatin, 30 mg/kg, ip,  n  = 6). Results repre-
sent the mean ± SEM. * =  p  < 0.05, two-tailed  t -test, real vs. random data [see 
reference  16 ]       
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  Fig. 9    Effects of  nicotine   (5 mg/kg, sc) and copper sulfate (CuSO 4 , 120 mg/kg, po) 
on emesis in male and female shrews ( n  ≥ 27, each group). Results represent the 
mean ± SEM. * =  p  < 0.05, two-tailed  t -test       

  Fig. 10    Effects of  nicotine   (5 mg/kg, sc) and copper sulfate (CuSO 4 , 120 mg/kg, 
po) on the total number and emesis-related T-patterns detected in male and 
female shrews ( n  ≥ 27, each group). Results  re     present the mean ± SEM       
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4        Discussion 

  T-pattern analysis   revealed a large number of patterns of behavior 
associated with emesis in musk shrews, including sniffi ng, changes 
in body contraction, and locomotion. There was little evidence that 
locomotion was inhibited in the 72 h study by the occurrence of 
emesis (using either of the two metrics; mc, discrete velocity cutoffs 
or dchi, distance moved, 2 standard deviations above the mean). 
However, eating was not signifi cantly associated with emesis-related 
behavioral patterns. Eating and drinking, and other larger body 
movements, including rearing, grooming, and body rotation, were 
signifi cantly less common events contained in emesis-related behav-
ioral patterns in real versus randomized control data. 

 The current methods represent a balanced approach to 
the detection of behavioral patterns. Emesis is more diffi cult to 
analyze with t-pattern analysis because there are many fewer eme-
sis events compared to other types of behavior. For example, there 
were 1000s of events of sniffi ng but only from 1 to 33 emetic 
events in each fi le. As a solution to this sparseness of emesis data, 
we used a minimum of 2 occurrences (in 2 animals) for the detec-
tion of emesis-related patterns. We also substantially narrowed the 
focus by selecting only patterns containing emesis as an event 
type, which resulted in a greater than tenfold reduction in the 
number of patterns in real and random detection of patterns. 
Although patterns were unique to some animals, it was obvious 
from the set of detected patterns that many animals share similar 
event types in these emesis-related patterns. We therefore looked 
more closely at these commonalities by analyzing the occurrence 
of specifi c event types within t-patterns in the 72 h data. Ingestive 
behavior and more complex movements, including rearing, 
grooming, and rotation, were signifi cantly less common events in 
emesis-related patterns. 

 It appears that simple plots of single behaviors (Figs.  3 ,  4 ,  5 , 
and  9 ) are not very informative for understanding behavioral 
changes that occur with emesis. There was little change in the 
number of eating, drinking, and other bouts of movement over the 
course of the long-term experiment (3 days after cisplatin injec-
tion). Moreover, the greater impact of nicotine on emesis-related 
behavioral patterns compared to copper sulfate treatment is not 
apparent by simply totaling the number of emetic responses. 

 We detected 1000s of statistically signifi cant behavioral pat-
terns in the musk shrew that did not include emesis. Although 
investigation of  these      patterns is beyond the scope of the current 
chapter, these should provide a rich source of information for 
future work. Many of these patterns were revealed as bursts of 
activity, for example, feeding, drinking, and locomotion. Although 
some of these patterns were not associated with emesis, their fre-
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quency might be affected by emesis and sickness. Reductions in 
non-emesis-associated behavioral patterns could provide insight 
into changes in the allocation of behavior during sickness. It is 
likely that animals will curtail other behavioral sequences as a result 
of sickness. 

 These studies represent the fi rst use of a computational 
approach to understand emesis-related behavioral change and 
could provide a novel way to develop a behavioral index of nausea. 
Surrogate markers of nausea in animal studies have included con-
ditioned fl avor aversion, pica, and physiological measures. Many of 
these studies have relied on the use of rats or mice, which, as 
rodents, lack a vomiting response [ 31 – 33 ]. It has been suggested 
that conditioned gaping in the rat, produced by taste aversion 
learning, could be used as a marker for nausea [ 34 ]. However, 
injection of rats with emetic agents does not produce this response, 
and thus, gaping appears to be an emergent process of condition-
ing [ 35 ]. This indicates that the occurrence of gaping as an index 
of nausea is questionable. Laboratory rats also ingest kaolin clay (a 
pica response) when injected with toxins, such as cisplatin, and this 
response has been used as a marker of sickness [ 36 ,  37 ]. The 
amount of clay ingestion in the rat induced by different chemo-
therapies is related to the emetic potency of these agents in humans 
[ 38 ]. Like conditioned gaping, it is diffi cult to relate the pica 
response to nausea in humans. Physiological metrics of nausea, 
such as salivation [ 39 ], gastric dysrhythmia [ 7 ,  8 ], and systemic 
vasopressin release [ 3 ] occur in humans [ 40 ], but these can be dif-
fi cult to measure and can require invasive procedures [ 7 ,  8 ,  41 ]. 
The current results suggest a useful, noninvasive, approach to mea-
suring sickness or nausea in an animal model. 

 The current approach might eventually lead to a focus on pat-
terns of behavioral change as appropriate targets for assessing the 
more global effects of potential anti-nausea drugs. Conversely, 
having a more thorough assessment of animal behavioral patterns 
might show potential limitations of antiemetic drugs to control 
nausea and/or visceral sickness (reduced food intake). These 
approaches could open a new door into nausea and emesis research 
to examine behavioral patterns associated with vomiting that are 
produced by a large number of drugs and diseases. Complex high 
dimensional behavioral analyses have become a growing force in 
the fi eld of behavioral neuroscience, particularly in the areas of 
anxiety and pain research [ 13 ,  14 ,  30 ,  42 ,  43 ]. Researchers have 
been challenged  to      fi nd reproducible behavioral metrics of psycho-
logical states and it is increasingly clear that single measures are 
unreliable. We believe that this also applies to work in the fi eld of 
nausea and emesis. The current studies suggest a new approach 
that should foster the formation of computational models of 
behavioral change produced by emetic agents and facilitate drug 
development.     

Application of T-Patterns in the Study of Nausea



252

   References 

    1.    Olver I, Molassiotis A, Aapro M, Herrstedt J, 
Grunberg S, Morrow G (2010) Antiemetic 
research: future directions. Support Care 
Cancer 19(Suppl 1):S49–S55  

    2.    Sanger GJ, Andrews PL (2006) Treatment of 
nausea and vomiting: gaps in our knowledge. 
Auton Neurosci 129:3–16  

     3.    Billig I, Yates BJ, Rinaman L (2001) Plasma 
hormone levels and central c-Fos expression in 
ferrets after systemic administration of chole-
cystokinin. Am J Physiol Regul Integr Comp 
Physiol 281:R1243–R1255  

   4.    De Jonghe BC, Horn CC (2008) 
Chemotherapy-induced pica and anorexia are 
reduced by common hepatic branch vagotomy 
in the rat. Am J Physiol Regul Integr Comp 
Physiol 294:R756–R765  

   5.    Kanoski SE, Rupprecht LE, Fortin SM, De 
Jonghe BC, Hayes MR (2012) The role of 
nausea in food intake and body weight suppres-
sion by peripheral GLP-1 receptor agonists, 
exendin-4 and liraglutide. Neuropharmacology 
62:1916–1927  

   6.    Parker LA (2006) The role of nausea in taste 
avoidance learning in rats and shrews. Auton 
Neurosci 125:34–41  

     7.    Percie du Sert N, Chu KM, Wai MK, Rudd JA, 
Andrews PL (2009) Reduced normogastric 
electrical activity associated with emesis: a tele-
metric study in ferrets. World J Gastroenterol 
15:6034–6043  

       8.    Percie du Sert N, Chu KM, Wai MK, Rudd JA, 
Andrews PL (2010) Telemetry in a motion- 
sickness model implicates the abdominal vagus 
in motion-induced gastric dysrhythmia. Exp 
Physiol 95:768–773  

    9.    Kent S, Bluthe RM, Kelley KW, Dantzer R 
(1992) Sickness behavior as a new target for 
drug development. Trends Pharmacol Sci 
13:24–28  

    10.    Bermudez J, Boyle EA, Miner WD, Sanger GJ 
(1988) The anti-emetic potential of the 
5-hydroxytryptamine3 receptor antagonist 
BRL 43694. Br J Cancer 58:644–650  

    11.    Watson JW, Gonsalves SF, Fossa AA, McLean 
S, Seeger T, Obach S, Andrews PL (1995) The 
anti-emetic effects of CP-99,994 in the ferret 
and the dog: role of the NK1 receptor. Br 
J Pharmacol 115:84–94  

     12.    Magnusson MS (2000) Discovering hidden 
time patterns in behavior: T-patterns and their 
detection. Behav Res Methods Instrum 
Comput 32:93–110  

     13.    Bonasera SJ, Schenk AK, Luxenberg EJ, Tecott 
LH (2008) A novel method for automatic 

quantifi cation of psychostimulant-evoked 
route-tracing stereotypy: application to Mus 
musculus. Psychopharmacology (Berl) 
196:591–602  

      14.    Casarrubea M, Sorbera F, Magnusson M, 
Crescimanno G (2010) Temporal patterns 
analysis of rat behavior in hole-board. Behav 
Brain Res 208:124–131  

     15.    Chan SW, Rudd JA, Lin G, Li P (2007) Action 
of anti-tussive drugs on the emetic refl ex of 
Suncus murinus (house musk shrew). Eur 
J Pharmacol 559:196–201  

            16.    Horn CC, Henry S, Meyers K, Magnusson MS 
(2011) Behavioral patterns associated with che-
motherapy-induced emesis: A potential signa-
ture for nausea in musk shrews. Front Neurosci 
5:88  

    17.    Huang D, Meyers K, Henry S, De la Torre F, 
Horn CC (2011) Computerized detection and 
analysis of cancer chemotherapy-induced eme-
sis in a small animal model, musk shrew. 
J Neurosci Methods 197:249–258  

    18.    Henningfi eld JE, Miyasato K, Jasinski DR 
(1985) Abuse liability and pharmacodynamic 
characteristics of intravenous and inhaled nico-
tine. J Pharmacol Exp Ther 234:1–12  

   19.    Pizarro F, Olivares M, Uauy R, Contreras P, 
Rebelo A, Gidi V (1999) Acute gastrointestinal 
effects of graded levels of copper in drinking 
water. Environ Health Perspect 107:117–121  

    20.    Warr DG, Grunberg SM, Gralla RJ, Hesketh 
PJ, Roila F, Wit R, Carides AD, Taylor A, 
Evans JK, Horgan KJ (2005) The oral NK(1) 
antagonist aprepitant for the prevention of 
acute and delayed chemotherapy-induced nau-
sea and vomiting: Pooled data from 2 ran-
domised, double-blind, placebo controlled 
trials. Eur J Cancer 41:1278–1285  

    21.    Andrews PL, Okada F, Woods AJ, Hagiwara H, 
Kakaimoto S, Toyoda M, Matsuki N (2000) 
The emetic and anti-emetic effects of the capsa-
icin analogue resiniferatoxin in Suncus muri-
nus, the house musk shrew. Br J Pharmacol 
130:1247–1254  

   22.    De Jonghe BC, Horn CC (2009) 
Chemotherapy agent cisplatin induces 48-h 
Fos expression in the brain of a vomiting spe-
cies, the house musk shrew (Suncus murinus). 
Am J Physiol Regul Integr Comp Physiol 
296:R902–R911  

    23.   Horn CC, Still L, Fitzgerald C, Friedman MI 
(2010) Food restriction, refeeding, and gastric 
fi ll fail to affect emesis in musk shrews. Am J 
Physiol  Gastrointest Liver Physiol 298:
G25–G30  

Charles C. Horn and Magnus S. Magnusson



253

    24.    Sam TS, Cheng JT, Johnston KD, Kan KK, 
Ngan MP, Rudd JA, Wai MK, Yeung JH 
(2003) Action of 5-HT3 receptor antagonists 
and dexamethasone to modify cisplatin- 
induced emesis in Suncus murinus (house musk 
shrew). Eur J Pharmacol 472:135–145  

    25.    Rissman EF, Silveira J, Bronson FH (1988) 
Patterns of sexual receptivity in the female 
musk shrew (Suncus murinus). Horm Behav 
22:186–193  

    26.    Castaner M, Torrents C, Anguera MT, Dinusova 
M, Jonsson GK (2009) Identifying and analyz-
ing motor skill responses in body movement 
and dance. Behav Res Methods 41:857–867  

   27.    Kemp AS, Fillmore PT, Lenjavi MR, Lyon M, 
Chicz-Demet A, Touchette PE, Sandman CA 
(2008) Temporal patterns of self-injurious 
behavior correlate with stress hormone levels in 
the developmentally disabled. Psychiatry Res 
157:181–189  

   28.    Kerepesi A, Jonsson GK, Miklosi A, Topal J, 
Csanyi V, Magnusson MS (2005) Detection of 
temporal patterns in dog-human interaction. 
Behav Processes 70:69–79  

    29.    Lyon M, Kemp AS (2004) Increased temporal 
patterns in choice responding and altered cog-
nitive processes in schizophrenia and mania. 
Psychopharmacology (Berl) 172:211–219  

     30.    Casarrubea M, Sorbera F, Magnusson MS, 
Crescimanno G (2010) T-pattern analysis of 
diazepam-induced modifi cations on the tem-
poral organization of rat behavioral response to 
anxiety in hole board. Psychopharmacology 
(Berl) 215:177–189  

    31.    Andrews PL, Horn CC (2006) Signals for nau-
sea and emesis: implications for models of 
upper gastrointestinal diseases. Auton Neurosci 
125:100–115  

   32.    Andrews PLR (1995) Why do some animals 
lack a vomiting refl ex? Physiol Zool 68:61  

    33.    Horn CC, Kimball BA, Gathright GR, Yates 
BJ, Andrews PLR (2010) Why don’t rats and 
mice vomit? A behavioral and anatomical inves-
tigation. Appetite 54:650  

    34.    Parker LA, Limebeer CL (2006) Conditioned 
gaping in rats: a selective measure of nausea. 
Auton Neurosci 129:36–41  

    35.    Yamamoto K, Ngan MP, Takeda N, Yamatodani 
A, Rudd JA (2004) Differential activity of 
drugs to induce emesis and pica behavior in 
Suncus murinus (house musk shrew) and rats. 
Physiol Behav 83:151–156  

    36.    Takeda N, Hasegawa S, Morita M, Horii A, 
Uno A, Yamatodani A, Matsunaga T (1995) 
Neuropharmacological mechanisms of emesis. 
II. Effects of antiemetic drugs on cisplatin- 
induced pica in rats. Methods Find Exp Clin 
Pharmacol 17:647–652  

    37.    Takeda N, Hasegawa S, Morita M, Matsunaga 
T (1993) Pica in rats is analogous to emesis: an 
animal model in emesis research. Pharmacol 
Biochem Behav 45:817–821  

    38.    Yamamoto K, Nakai M, Nohara K, Yamatodani 
A (2007) The anti-cancer drug-induced pica in 
rats is related to their clinical emetogenic 
potential. Eur J Pharmacol 554:34–39  

    39.    Furukawa N, Fukuda H, Hatano M, Koga T, 
Shiroshita Y (1998) A neurokinin-1 receptor 
antagonist reduced hypersalivation and gastric 
contractility related to emesis in dogs. Am 
J Physiol 275:G1193–G1201  

    40.    Koch KL (1997) A noxious trio: nausea, gastric 
dysrhythmias and vasopressin. 
Neurogastroenterol Motil 9:141–142  

    41.    Lau AH, Rudd JA, Yew DT (2005) Action of 
ondansetron and CP-99,994 on cisplatin- 
induced emesis and locomotor activity in 
Suncus murinus (house musk shrew). Behav 
Pharmacol 16:605–612  

    42.    Langford DJ, Bailey AL, Chanda ML, Clarke 
SE, Drummond TE, Echols S, Glick S, Ingrao 
J, Klassen-Ross T, Lacroix-Fralish ML, 
Matsumiya L, Sorge RE, Sotocinal SG, Tabaka 
JM, Wong D, van den Maagdenberg AM, 
Ferrari MD, Craig KD, Mogil JS (2010) 
Coding of facial expressions of pain in the labo-
ratory mouse. Nat Methods 7:447–449  

    43.    Ramos A, Pereira E, Martins GC, Wehrmeister 
TD, Izidio GS (2008) Integrating the open 
fi eld, elevated plus maze and light/dark box to 
assess different types of emotional behaviors in 
one single trial. Behav Brain Res 193:
277–288    

Application of T-Patterns in the Study of Nausea



255

Magnus S. Magnusson et al. (eds.), Discovering Hidden Temporal Patterns in Behavior and Interaction: T-Pattern 
Detection and Analysis with THEME™, Neuromethods, vol. 111, DOI 10.1007/978-1-4939-3249-8_14,
© Springer Science+Business Media New York 2016

    Chapter 14   

 Informative Value of Vocalizations during Multimodal 
Interactions in Red-Capped Mangabeys                     

     Isabelle     Baraud     ,     Bertrand     L.     Deputte     ,     Jean-Sébastien     Pierre     , 
and     Catherine     Blois-Heulin      

  Abstract 

   Social interactions can be viewed as “dialogs” during which messages between partners can be multimodal, 
consisting of several simultaneous or sequential signals from different sensory modalities. The nature of a mes-
sage and the way it will be interpreted may depend on the signals, their order, but also the time intervals 
between them. This study analyzed the sequential organization of multimodal interactions with and without 
vocalizations to determine the infl uence of vocalizations on the behavioral structure of these interactions; to 
this purpose, we used Theme software which extracts behavioral structures (“patterns”) within behavioral 
sequences. These behavioral structures are characterized by their temporal organization. Our results on a cap-
tive group of red-capped mangabeys ( Cercocebus torquatus torquatus ) showed that during sociosexual interac-
tions, vocalizations were signals associated with decision-making process of the caller, to initiate contact with 
a partner some distance away. During grooming interactions, in contrast, vocalizations were not associated 
with the decision-making process of initiating an interaction. Patterns extracted from interactions with and 
without calls differed in the number, nature, and position of the decision points they included. So, information 
conveyed by vocalizations was neither fully original nor redundant with that conveyed by other sensory modal-
ities. Calls seem to reduce complexity of interactions and to decrease the number of decision points partners 
used to mutually adjust their behaviors. Calls also play a role in structuring interactions as they may occur in 
patterns either at the beginning or in the “middle” of the interactions but never at the end of them.  

  Key words     Cercocebus torquatus torquatus  ,   Multimodality  ,   Red-capped mangabeys  ,   Sequential 
analysis  ,   Social interactions  ,   Vocalizations  

1      Introduction 

             According to the seminal study of  Weaver   and  Shannon   [ 1 ],  com-
munication   is an exchange of information between a sender and a 
receiver, by one or several transmission channels. During social 
interactions, the sender and the receiver may use signals in several 
sensory modalities [ 2 – 4 ]. During a  social interaction  , potentially 
most of behaviors, whatever their complexity and diversity, could 
be considered as communicative events [ 5 ]. As pointed out by 
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 Marler   [ 2 ], the meaning of a combination of signals affects the 
meaning of each signal taken separately (“metacommunication,” 
 6 ). This multimodality has already been highlighted in some birds 
[ 7 – 11 ], in primates ( Macaca fascicularis , [ 12 ]; Macaca arctoides, 
[ 13 ],  Macaca mulatta , [ 14 ,  15 ]) and in some other mammals 
(black-tailed prairie dog, [ 16 ]; ground squirrels, [ 17 ]). In birds, 
courtship and territorial displays typically involve simultaneous 
and/or sequential bimodal (vocal and visual) communicative pro-
cesses. In nonhuman primates, simultaneous olfactory and visual 
signals are used in sexual communication ( Macaca mulatta ,  14 ). 

 A  dyadic interaction   is a behavioral fl ow between two individu-
als, characterized by a certain time structure [ 18 ]. During a dyadic 
interaction, some behaviors can be viewed as “decision points” 
made by the partners. For example, 

  Pitcairn   and  Schleidt   [ 19 ] have analyzed how these decisions 
structure courtship dances in the New Guinean Medlpa, leading to 
some behavioral  regularities   (“patterns”). Generally speaking, in 
an interaction behaviors might be used by both partners to make 
their own decisions. Such sequential contingencies have been rep-
resented as a chain of events [ 20 ,  21 ]. The output of the interac-
tion thus depends on the precise order in which the various signals 
are emitted and perceived [ 22 ]. 

             The decision one individual can make may be based not on the 
immediately previous event but on one having occurred some time 
previously [ 23 ,  24 ]. This emphasizes the importance of the temporal 
structure of the  interaction   and the time intervals between signals 
[ 18 ]. When an individual’s behavioral fl ow is divided into a succes-
sion of behavioral units, these units (monads) show a certain amount 
of repetition. When these units are grouped in pairs (dyads) or 
higher-order sequences, the repetition rate rapidly decreases. 
Therefore, complex sequences are likely to be unique, making any 
comparative process diffi cult. Hence, to compare sequences of behav-
iors from interacting partners, we have to fi nd a means to preserve 
the sequence as it was observed, without using any rule to transform 
it into a shorter sequence with a certain repetition rate [ 25 ]. 

 This study analyzes sequences to account for the multiple deci-
sions made during multimodal interactions occurring with and 
without  vocalizations  , in red-capped mangabeys, highlighting the 
temporal and behavioral  structures   of these interactions in order to 
determine the infl uence of vocalizations on the behavioral structure 
of these interactions. We applied the  THEME method   developed 
by  Magnusson   [ 26 ], as an adequate tool to identify structures of 
interactions and to make possible the comparisons of complex 
sequences of behavior. We therefore (1) analyze the sequential orga-
nization of multimodal interactions while preserving their behav-
ioral richness, and (2) compare the structure of interactions involving 
vocalizations with those lacking vocalizations in order to illustrate 
the role of multimodal signals in shaping social interactions. 
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We hypothesize that the emission of vocalizations will add informa-
tion and thus reduce the complexity of other behavioral acts 
observed.  

2    Methods 

    We            carried out this work on a family group of four red-capped 
mangabeys (  Cercocebus torquatus torquatus   ) living at the primate 
colony of the Biological Station in Paimpont (France): one adult 
male (B, 19 years), one adult female (A, 12 years), and their two 
sexually mature offspring (F, an 8-year-old male; C, a 6-year-old 
female). The group  lived   in a cage including both indoor (around 
8.30 m 2  × 2.8 m) and outdoor (21 m 2  × 4 m) sections. The two sec-
tions were linked via a sliding door, and both were equipped with 
perches and climbing structures. Animals were fed twice a day with 
fresh fruits in the morning and pellets (SAFE ® ) in the afternoon. 
Water was available ad libitum.  

   A system  of   “scheduling sample sessions” was used [ 27 ]. This 
involved sampling sequential dyadic interactions. The onset of an 
interaction was defi ned as the occurrence of a behavior such as a 
gaze directed at a partner, an addressed vocalization (i.e., calling 
while looking at a partner), an approach, etc. which leads to a 
behavioral response from a congener (adapted from Altmann’s 
[ 27 ] “behavior dependent” “scheduling of session onsets”). The 
ensuing interaction implied a contact or at least a close proximity 
between partners. The sampling session ended either when an indi-
vidual left its partner (interindividual distance greater than one arm 
length) or initiated an interaction with another partner (adapted 
from Altmann’s [ 27 ] “scheduling of session terminations”). 

 All interactions were videotaped—with a camcorder Sony 
DCR-TRV 330E—(45 min in the morning and 45 min in the 
afternoon, before mealtimes) for a total of 12 h of video footage, 
during 2 months. Observations were made simultaneously with 
the recordings. 

 In groups of primates where social relations are stable, as the one 
we studied, there often are not enough interactions to get a large 
sample of interactions for each dyad of individuals. The individuals we 
studied were closely related, but even if communication was idiosyn-
cratic because of these relationships, we do not think that this would 
generate modes of communication impossible for the species. So this 
study should be viewed as a case study; we will be cautious in the 
interpretation of the results and we cannot generalize to other groups. 

 We used an open and detailed repertoire of 191 behaviors, 
adapted from Deputte’s [ 22 ] repertoire for grey-cheeked mang-
abeys. These behaviors were associated with four sensory modalities: 

2.1  Subjects

2.2  Data Collection
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visual behaviors (78 motor-gestural behaviors, corresponding to the 
body movements of the animal, and 23 gazes), six olfactory behav-
iors, 74 tactile behaviors, and 10 vocal types (Bovet, pers. comm.). 
See examples of behaviors from the behavioral catalogue in  the   
Appendix.  

    We    compared behavioral sequences with and without  vocalizations  . 
From an initial sample of 224 interactions, we extracted, according 
to a “target behavior,” grooming and sociosexual interactions, 62 
interactions with calls and 34 without calls. The “target behaviors” 
permit us to define the interactions. We considered two types of 
interactions: (1) For sociosexual interactions, the target behavior 
was “individual X presents its genitals to individual Y” and was not 
followed by copulation [ 28 ] or grooming. (2) For grooming inter-
actions, the target behavior was “individual X grooms individual Y.” 
A target behavior never signals the beginning of an interaction.  

   Here are the  defi nitions   of terms used in this study. 
 Act: a behavioral event = a behavior starting or ending; for 

example: starting walking towards, or ending looking at. 
 Behavioral sequence: a succession of different acts. 
 Interaction: a behavioral sequence including behaviors from 

two communicating individuals. 
 Decision point: “a moment of high information content from 

which the rest of the behaviour, being redundant, can, potentially 
be reconstructed. A decision then is an event which leads to a sud-
den decrease in the uncertainty of future behaviour” [ 29 ]. 

 Pattern: a cluster of decision points, i.e., a combination of events 
characterized by fi xed event order and signifi cantly similar time dis-
tances between the consecutive parts over occurrences of the cluster. 
As this cluster is stable, once the fi rst act of a pattern has occurred, 
the other acts constituting this pattern will appear in a predictable 
order. So a pattern is included in a behavioral sequence (i.e., in an 
interaction in our study). Even if a sequence contains vocalizations, 
a pattern extracted from this sequence does not necessarily contain 
these vocalizations. For more details, see Data Analysis below. 

 Based on our results, we distinguished, a posteriori, four types 
of patterns (Fig.  5 ):

 –    A “starting pattern” is a pattern containing only acts uttered 
towards the beginning of the interactions, but the act marking 
the onset of an interaction does not necessarily appear in such 
a pattern.  

 –   “Ending pattern” is a pattern containing only acts uttered 
towards the end of the interactions, but the act marking the end 
of an interaction does not necessarily appear in such a pattern.  

 –   “Middle pattern” is a pattern containing only acts uttered dur-
ing the course of the interactions. It may or may not contain 
the target behavior.  

2.3   Sequences   
Sorting

2.4  Defi nitions 
of Terms
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 –   “Complete pattern” is a pattern containing acts that occur 
towards the beginning, the middle, and the end of the 
 interactions  .     

   We  analyzed   the sequential ordering of signals in the four sensory 
modalities from both partners in the interactions, as well as the 
time intervals between the behaviors. As previously mentioned 
two complex sequences are almost never identical and are there-
fore not directly comparable. However software implementing a 
new approach to analyzing sequences is now available, called 
THEME [ 26 ,  30 ,  31 ].  THEME   was primarily developed for ana-
lyzing verbal and/or nonverbal interactions in humans [ 32 ,  33 ] 
and has been successfully applied to the study of various types of 
behavior in mice [ 34 ], hen chicks [ 35 ], humans [ 36 ], Drosophila 
[ 37 ], and to the study of neuronal interactions, DNA and pro-
teins, strings, traces, and control in cells and cities [ 38 ], etc. 
Instead of calculating the transition matrix for two successive acts 
within sequences [ 39 ], THEME detects temporal and behavioral 
structures, or “patterns.” 

  For            the sake of  pattern detection   with THEME, interactions 
for a given dyad were concatenated into a single sequence. Within 
this new sequence, all interactions were “separated” by setting a 
temporal gap between them. Hence, if a pattern was detected, it 
would be restricted to a single interaction and not bridge two suc-
cessive interactions. 

 In Magnusson’s THEME method, a T-pattern is a repetitive 
structure with a dual feature:

    1.    Sequential organization. The elements of the pattern are 
ordered in time, but not in direct succession. In the period 
separating two successive elements of the pattern, several other 
elements may occur randomly.   

   2.    Hierarchical organization. T-patterns are represented as hierar-
chical trees, where the length of the branches is proportional 
to the time lag between the linked elements (i.e., leaves).     

 To summarize, T- patterns               may be viewed as classifi cation 
trees subject to a temporal restriction between leaves which must 
be ordered on an increasing time scale. The building of such trees 
proceeds from the bottom up. Critical time intervals are detected 
between pairs of elementary acts (e.g., behaviors, vocalizations). A 
critical interval is detected when the time lag between two acts 
deviates strongly from random (according to an exponential 
model) and is statistically restricted between a lower and an upper 
bound. Those critical intervals are detected on the basis of a risk of 
fi rst kind, α defi ned by the program user. New critical intervals are 
built up recursively, by linking lower-level T-patterns together. A 
number of tuning parameters may be used in the process of pattern 

2.5  Data Analysis
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detection, the two most important being α (defi ned above) and 
Nmin, the minimum number of times a pattern must occur. There 
is no available theory giving the probability of detecting by chance 
a completely random pattern for a given α and Nmin. A statistical 
validation of the type of pattern obtained is therefore provided by 
a random permutation test of the acts followed by the pattern- 
detection process achieved with the same set of parameters as for 
the true succession. As an example, if act Q is detected as occurring 
in a given critical interval after P, and similarly S after R, then two 
T-patterns (PQ) and (RS) are detected. If, furthermore, a critical 
interval exists between P and R or P and S, or between Q and R or 
Q and S, then (PQ) and (RS) would be grouped in the T-pattern 
((PQ), (RS)). In the next step, a single act T may be incorporated 
to  give   ((PQ), (RS), T), and so on. 

 This method  is               very powerful in detecting complex temporal 
structures where random acts may be inserted between other acts 
that systematically succeed one another. After having analyzed the 
data, we distinguished two kinds of acts: random  acts   which refl ect 
the uncertainties of the individual (i.e., unpredictable acts) and 
nonrandom acts which correspond to a decision made by the indi-
vidual. This decision results in the expression of “decision points” 
[ 29 ]. These decision points are linked by a temporal structure (i.e., 
predictable acts). Figure  1  summarizes our sampling decisions, 
showing how the THEME software has allowed us to compare a 
large sample of sequences and how interactions are structured 
(incorporating patterns, decision points, and target behaviors).

   For the comparison between silent interactions and those with 
vocalizations, among the entire sample of dyads, we only retained 
the dyads with the most interactions with and without calls and 
which were represented in the two types of sequences. We focused 
especially on the longest patterns (because the shorter patterns are 
included within the longest ones) which included the target behav-
ior and/or  calls  . In this way, six types of patterns could be defi ned: 
In interactions with calls, four patterns contained as decision points 
either (1) the target behavior and vocalization(s), either (2) the 
target behavior but no vocalization, either (3) vocalization(s) but 
not the target behavior, or (4) no vocalization and no target 
 behavior. And in interactions without vocalization, two patterns 
contained (5) the target behavior or (6) not. We note that even 
when there are vocalizations within the interactions, these vocaliza-
tions are not necessarily in patterns. The risk of fi rst kind was set at 
 α  = 0.005 (because given all the simultaneous tests made by 
THEME, we needed to set a threshold of risk less than 0.05) and 
we required at least two occurrences for each pattern ( N  ≥ 2). We 
determined the number of different longest patterns of each type, 
the number of acts they included, and the number of times they 
occurred. Finally, we compared the number, nature, and position of 
the acts present in the longest patterns from interactions with and 
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without vocalizations (nonparametric tests: Mann–Whitney, 
 α  = 0.05). We also observed the position of the patterns within the 
interactions (Chi-square tests,  α  = 0.05).   

3    Results 

    The            dyad BC, composed of the male B and the female C, is the 
one for which we sampled the most  sociosexual   interactions 
(Table  1 ). The 11 sociosexual sequences out of 26 total 
sequences for this dyad were used for extraction of patterns with 
THEME (Table  1 ).

   In this dyad BC, four types of patterns emerged within the 
interactions with vocalizations (“vocal” interactions, Table  2 ). The 
number of acts within  these   patterns varied from 6 to 14 (Table  2 ), 
some of which were “Hon” calls. These patterns with “Hon” calls 
are 6 or 8 act long. It is important to note that a vocalization could 
have been recorded during an interaction but not be included in the 
patterns extracted by THEME on the basis of temporal regularities 

3.1  Sociosexual 
Sequences

  Fig. 1    Theoretical  structure   of an interaction.  Letters  = acts displayed by two social partners. T letter = target 
behavior.  Letters in grey  = acts emitted by an individual.  Letters in black  = acts emitted by another individual. 
 Bold letters  = acts as decision points; they are participating to three different patterns. Asterisk (*) indicates 
onset and ending acts of the interaction; see “Data collection” for details. : time of occurrence of an act. Slash 
(/) separates 2 simultaneous acts.  s : onset of an act.  e : ending of an act       
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(expression of acts with a statistically constant time interval between 
some acts). The pattern including “presenting” but no vocalization 
was the longest one (i.e., containing the most acts; Table  2 ). In 
silent interactions, two types of patterns, fi ve and seven acts long, 
were detected (Table  2 ). These patterns had almost the same length 
as those including a “Hon” call (Table  2 ).

   The patterns extracted from vocal interactions and including 
“presenting” and/or vocalizations began in two different ways: 

     Table 1  
  Number of sociosexual and grooming sequences for the different dyads 
with  and   without vocalizations   

 Types of interactions 

 DYADS 

 BC  BA  FC  AF  AC  BF 

  Sociosexual sequences  

 With vocalizations  6  2  3  0   1  0 

 Without vocalization  5  3  2  1   2  1 

  Grooming sequences  

 With vocalizations  8  2  5  9  24  0 

 Without vocalization  3  1  2  3  11  0 

       Table 2  
  Characterization of the longest patterns in sociosexual  sequences  , with and without vocalizations, 
for the dyad BC   

 Types of patterns 

 Variables 

 Number of 
different patterns 

 Number of occurrences 
of each pattern 

 Number maximal 
of acts in a pattern 

  Sequences with vocalizations  

 Pattern with Presenting (no call)  1  2  14 

 Pattern with “Hon” call (no 
presenting) 

 1  2  6 

 Pattern with presenting and “Hon” 
call 

 1  2  8 

 Patterns without presenting and 
without call 

 1  2  7 

  Sequences without vocalization  

 Pattern with presenting  2  2  7 

 Pattern without Presenting  2  3  5 
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  Fig. 2    The different types of the longest patterns in male–female  sociosexual interactions   with and without 
vocalizations.  c : the female;  b : the male;  s : start;  e : end;  tx : the act appears at the moment  x , in a chronological 
order. ~ = motor-gestural acts; ° = gazes; ^ = vocal acts; # = tactile acts; * = olfactive acts.  P : pattern with 
presentation (without call); CHon: pattern with “Hon” call (without presentation); PCHon: pattern with presenta-
tion and “Hon” call; WPWC: pattern without presentation and without call; WP: pattern without presentation 
(without call). For more details about the construction of the trees, see paragraph “Data Analysis”       

either with an addressed approach (“X walks towards Y” associated 
with a gaze; Fig.  2a ) or with a “Hon” call, uttered by the female, 
just prior to the approach (“starting call,” Fig.  2b, c ). The fi rst 
nonvocal act of patterns from silent interactions is the same as 
those after the “starting call” in vocal patterns (Fig.  2e  vs. b–c).

   When interactions were fully structured (“complete pattern”), 
or partially structured (“starting pattern” or “ending pattern”), 
starting and/or ending acts of the patterns were similar (“Hon” 
call and/or approach as the starting act, and “ended presenting” 
and/or leaving as the ending act; Fig.  2a–e ). When patterns were 
detected in the course of interactions (“middle pattern”), they 
started with the target  behavior   (Fig.  2f ).  

    The            dyads BC and AC emitted the most grooming interactions we 
sampled (Table  1    ). In the male–female dyad (BC), the number of 
patterns detected with THEME software in “vocal” sequences was 
greater than that in silent sequences (10 versus 1 respectively; 

3.2  Grooming 
Sequences
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        Table 3  
  Characterization of the longest patterns in grooming sequences  with   and without vocalizations, for 
the dyads BC and AC   

 Types of patterns 

 Variables 

 Dyad BC  Dyad AC 

 Number of 
different 
patterns 

 Number of 
occurrences 
of each 
pattern 

 Number 
maximal 
of acts in 
a pattern 

 Number of 
different 
patterns 

 Number of 
occurrences of 
each pattern 

 Number 
maximal 
of acts in 
a pattern 

  Sequences with vocalizations  

 Pattern with 
grooming 
(no call) 

 2  5  10  2  8 or 10  5 

 Pattern with “Hon” 
call (no 
grooming) 

 2  5  7  2  10  5 

 Pattern with 
“Tipiak” call 
(no grooming) 

 1  5  7  –  –  – 

 Pattern with 
grooming and 
“Hon” call 

 1  5  6  1  12  3 

 Pattern with 
grooming and 
“Tipiak” call 

 2  5  6  –  –  – 

 Pattern without 
grooming and 
without call 

 2  5  7  2  10  6 

  Sequences without vocalization  

 Pattern with 
grooming 

 –  –  –  1  4  8 

 Pattern without 
grooming 

 1  2  11  9  4  8 

Table  3 ). In addition, the patterns of “vocal” sequences were 
 composed of 6 or 10 nonvocal acts, including “grooming” 
(Table  3    ). One pattern of “vocal” sequences (WGWC; Fig.  4e ), 
which included neither a vocalization nor “grooming,” had the 
same structure as the previous ones, containing the same acts pre-
sent in the patterns of “vocal” sequences, except calls and groom-
ing. Only one pattern (WG; Fig.  4g ) was detected in silent 
interactions. It comprised 11 acts, but not grooming. In the 
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female–female dyad (AC), four and two types of patterns were 
detected in “vocal” and silent interactions, respectively (Table  3 ). 
In this dyad, the most complex pattern in “vocal” sequences com-
prised six acts, without grooming and vocalization. The patterns 
containing calls were three or five acts long (Table  3 ). In silent 
interactions, the detected patterns involved eight acts (Table  3 ). 
Hence, for both dyads, “vocal” patterns, those including vocaliza-
tions, were shorter, i.e., containing fewer nonvocal acts, than those 
present in silent interactions (Table  3 ; Mann–Whitney tests: 
 Z  = 2.37, N1 = 2, N2 = 30,  P  = 0.0088 for the dyad BC;  Z  = 7.25, 
N1 = 32, N2 = 40,  P  = 0.0001 for the dyad AC).

   All interactions considered from the very beginning started 
with the same silent approach (Figs  3a–c, f  and  4a–c, f, g ). All 
“middle patterns” included the target behavior (Figs.  3d, e  and 
 4d ) whereas only three out nine “starting patterns” included that 
behavior (Figs.  3a  and  4a, f ).

  Fig. 3    The different types of the longest patterns in male– female   grooming interactions with and without vocal-
izations. For sequences with calls, only one tree of each type was presented.  G : pattern with grooming (without 
call);  CHon : pattern with “Hon” call (without grooming);  CTipiak : pattern with “Tipiak” call (without grooming); 
 GCHon : pattern with grooming and “Hon” call;  GCTipiak : pattern with grooming and “Tipiak” call;  WGWC : pattern 
without grooming and without call;  WG : pattern without grooming (without call). Other legends: see Fig.  2        
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    In both BC and AC dyads, calls appearing in the patterns 
(“Hon” and “Tipiak”) were usually preceded by visual acts and 
followed by tactile ones. Indeed, when a call was preceded by an 
act in the patterns (which is the case in six patterns: Figs.  3b, e  
and  4b, c ), it was a visual act (gaze) in fi ve out of six cases. In the 
sixth case, it was a tactile act of grooming (cf dyad BC; Fig.  3d ). 
When a call was followed by an act in the patterns (which was the 
case in two patterns: Figs.  3e  and  4d ), it was a tactile act (groom-
ing) in two of two cases. But, these calls, followed by a tactile act, 
were not the same, depending on the dyad: a “Tipiak” call in the 
male–female dyad BC and a “Hon” call in the female–female 
dyad AC. So in the dyad (BC), the female, C, uttered a “Tipiak” 
call before or when she started grooming her father (Fig.  3e ), 
and uttered a “Hon” call after she started grooming her mother, 
A (Fig.  3d ). 

 Grooming patterns never ended with an act that also consti-
tuted an ending act (leaving) for a grooming interaction. Patterns 

  Fig. 4    The different types of the longest patterns in female– female   grooming interactions with and without 
vocalizations. Only one tree for each type of patterns G, WGWC from sequences with calls, and WG from 
sequences without call are presented. c: the female; a: the other female. Other legends: see Figs.  2  and  3        
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ended with a variety of acts (grooming, vocalizations, gazes begin-
ning or ending; Figs.  3  and  4 ). 

  The             rates   at which the different patterns were observed indi-
cated that the majority of patterns detected in grooming interac-
tions are “starting patterns” (Table  4 ; Chi-square test for both 
dyads: χ 2  = 3.77,  P  < 0.052).

   Though the sample size was small, it is worth noting two dif-
ferences between the male–female and the female–female dyads. 
(1) “Tipiak” call was noted only in the male–female dyad. As 
already mentioned (2) patterns detected in male–female interac-
tions were signifi cantly longer than female–female ones ( T + = 15, 
 N  = 5,  P  = 0.03).   

4    Discussion 

 Most  social interactions   are analogous to dialogs where behaviors 
from each partner form a chain of events [ 20 ,  21 ]. A  social interac-
tion   implies several processes: motivation, intention, perception, 
information processing, decision-making process, expression of 
emotion, memory. Most animal  behavior   implies intentionality. 
 Dennett’  s [ 40 ] description of intentionality refers to purposive 
behavior. He argued that behavior is most fruitfully described at a 
level of integration refl ecting its goal-directed nature. In our study, 
the goal of the individuals who interacted may be what we called a 
“target” behavior (i.e., a consummatory act [ 20 ], a “grooming 
act” for grooming interactions, and a “genitals presenting” for 
sociosexual interactions). This consummatory act is the outcome 

   Table 4  
  Rates at which different  patterns   were observed according to their temporal position during an 
interaction (in reference to Fig.  5 )   

 Types of interactions 

 Types of patterns 

 No pattern 
 “Starting 
patterns” 

 “Ending 
patterns” 

 “Middle 
patterns” 

 “Complete 
patterns” 

  Sociosexual interactions  

 Dyad BC (out of 6 cases)  0  3  1  0  2 

  Grooming interactions  

 Dyad BC (out of 6 cases)  0  4  0  2  0 

 Dyad AC (out of 7 cases)  0  6  0  1  0 
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of a certain motivation. The motivation of the individuals thus 
corresponds to an appetitive phase of the sequence.  Buck   [ 41 ] 
considered motivation as being responsible for the control of 
behavior, that is, the activation and direction of behavior. 
Motivation is thus defi ned as a potential that is inherent in the 
structure of systems that control behavior and that is manifested in 
emotion [ 41 ]. In our study, if an individual, when moving towards 
a partner, did not have a particular intention, e.g., to get involved 
in a grooming rather than another kind of interaction for example, 
then the patterns from grooming interactions would start in the 
same way as patterns from sociosexual interactions (same acts in 
same number and in same order). And yet, this was not the case. 
So we might assume that individuals interacted in an intentional 
way.  Hinde   [ 42 ] considered a social interaction to be a negotiation 
between emotional states of the two interacting partners. The 
number of decisions that partners have to make during the course 
of an interaction implies a large fl exibility in processing of informa-
tion [ 43 ]. This fl exibility arises also from the fact that the meaning 
of signals could be partially context-dependent [ 44 ,  45 ], i.e., indi-
viduals may process not only combinations of signals from their 
partners but also information from a wider context that they per-
ceive simultaneously. 

  Considering            sociosexual interactions, we showed that vocal-
izations seemed to play a role in the decision-making process to 
start an interaction, by shortening the interaction and making it 
less complex. This conclusion is based on the comparison of 
complete patterns. As this kind of patterns refl ects the unfolding 
of the interaction from its beginning to its end, they are more 
interesting than the other kinds for studying the complexity of an 
interaction. Vocalizations occurred at the very beginning of the 
patterns in interactions with vocalizations. Such a “starting vocal-
ization” constitutes a “ decision point  ” in reference to the con-
cept of “decision structure” introduced by  Dawkins   and  Dawkins   
[ 29 ]. These authors argue that “behaviour can be described in 
terms of its changing uncertainty or decision structure over time” 
[ 29 ]. The “ starting vocalization  ” indicates the intention of the 
initiator to start an interaction [ 40 ]. This intention could be per-
ceived from a distance by any potential receiver whose attention 
has been aroused [ 2 ,  46 ]. Like the “Coo” call of macaques [ 47 ], 
the “Hon” call uttered by mangabeys is easily localized [ 48 ] and 
increases the probability of a subsequent interaction. In interac-
tions without a vocalization, the fi rst decision point, a nonvocal 
act, could be the same as the one found after a “starting vocaliza-
tion.” However, in the nonvocal case, the intention of the initia-
tor is not so easily perceived by intended receivers as a vocalization 
from a distance. 
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 In patterns detected within grooming interactions, we 
observed only two types of vocalizations, “Hon” and “Tipiak.” 
In the patterns, the “Hon” grunt calls always occurred simulta-
neously or preceding or even succeeding with either visual or 
tactile signals from the caller. This association yields multimodal 
signals addressed to a specifi c  pa  rtner and thus represents a 
“one-to-one” communication [ 49 ]. Conversely, the high 
pitched  “Tipiak” calls   were never observed in association with 
visual behaviors within patterns. According to  Morton  ’s [ 50 ] 
“motivation-structural rules,” high pitched vocalizations are 
associated with fearfulness. In many cases touching a partner is 
likely to be riskier than just approaching or looking at them [ 47 , 
 51 ], and this risk may induce “Tipiak” calls that are higher 
pitched and louder than the “Hon” call. This is supported by 
the fact that the adult male was involved in the only interactions 
with Tipiak calls. In several instances, interactions contained 
both patterns with “Tipiak” and others with “Hon.” As the 
“Hon” patterns followed the “Tipiak” ones, it is likely that the 
emotional level (in terms of risk-taking) of the caller was decreas-
ing as grooming proceeded. Actually, in grooming interactions, 
we may observe patterns where vocalizations follow visual acts 
and precede tactile ones. According to the “negotiation” con-
cept and to the emotional load of touching a partner, we pro-
pose a gradient of successive decisions leading to the 
consummatory act of touching [ 20 ]. The “Hon” calls seem to 
play a role as a low emotional signal whereas “Tipiak” call seems 
to broadcast the expression of a high emotional level. 

  When            interactions contained no pattern at all (Fig.  5a ), we 
may assume that the behaviors of the interacting partners are 
opportunistic, resulting in apparently  random sequences  . When 
patterns can be detected, they constitute regularities in the 
course of different interactions between different partners, 
revealing a structure to the negotiation between the partners. 
The patterns may include vocalizations or not. When vocaliza-
tions are part of the pattern, they appear as “ decision points  .” 
Consequently, the role of vocalizations in making the communi-
cation process more effi cient is increased. This is what we 
observed in grooming  interactions   where interactions with pat-
terns including vocalizations were less complex than those with-
out vocalizations, assuming that complexity is related to the 
number of “decision points” (length of patterns). The structure 
of interactions was inferred from the presence of patterns at dif-
ferent times: a sequence might include patterns only at its begin-
ning (Fig.  5b ), only at its end (Fig.  5c ), or at several locations 
along the sequence (Fig.  5d ), or a sequence might be thoroughly 
structured constituting a single pattern from beginning to end 
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(Fig.  5e ). This latter case was only observed in sociosexual inter-
actions involving vocalizations. Sociosexual interactions without 
vocalizations were only partially structured: patterns occurred at 
the beginning, middle, or end of the interaction (Fig.  5b–d ). 
Therefore, vocalizations helped to convey clearer messages. 
In contrast, grooming interactions with or without vocalizations 
were always partially structured (Fig.  5b, d ). When interactions 
were initially structured (Fig.  5b ), vocalizations were either pres-
ent or not. Therefore, in these cases, vocalizations did not seem 
to play a major role in structuring grooming interactions. 
However, when structure emerged in interactions after some 
exchange of behaviors (Fig.  5d ), the patterns included both 
vocalizations and grooming (“target behavior”). This suggests 
that vocalizations were tightly linked (immediately prior, during, 
or after) to the process of grooming.

   Although our sample size was small, and its further reduc-
tion due to analytical constraints prevents us from being conclu-
sive, it is worth mentioning that, on the one hand, only 
vocalizations from females were included in the patterns detected 
within the interactions. Therefore, only  female   vocalizations 
seem to have a predictive value on the development of the inter-

  Fig. 5    Structure of an  interaction   inferred from the presence of patterns at different times. Time runs from  top  
to  bottom        
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actions. On the other hand, some existing differences between 
female–female and male–female dyads would suggest that the 
role of vocalizations in interactions differs according to the sex, 
the age, the social status of the partners involved, and maybe to 
the body part that is groomed. This point would need to be 
investigated on a larger sample. A young female’s relationships 
with an adult male may be different than with a female that it is 
her father or a mother or an individual with which she has 
another kinship relationship. 

 In conclusion,             the  THEME method   developed by Magnusson 
[ 26 ] seems to be a valuable tool to analyze sequences in account-
ing for the multiple decisions made during multimodal interac-
tions, and the temporal and behavioral structures of these 
interactions. The patterning of interactions is a result of the capac-
ity of animals to perceive and process immediate information in 
reference to past experiences. The richness of the information 
these monkeys process is a consequence of the multimodal nature 
of communication which results in multimodal signals evoking 
responses not elicited by unimodal signals [ 3 ]. From our results 
on this captive group of four individuals, we conclude that in 
sociosexual interactions, the “Hon” call plays a role in the 
decision- making process to start an interaction. In grooming 
interactions, vocalizations do not play a role in the decision-mak-
ing process to start an interaction but seem to be tightly linked to 
the process of grooming. The “Hon” call seems to play a role as 
a low emotional signal, whereas the “Tipiak” call seems to broad-
cast the expression of a higher emotional level and was used only 
in interactions with the adult male. 

 In sociosexual and grooming interactions, vocalizations are 
involved in a process of increasing the effi ciency of interactions and 
in the decision-making process, in participating to the construc-
tion of a less complex message. So, the informative value of vocal-
izations uttered during these two kinds of interactions should be 
complementary to those from other sensory signals. Multimodal 
signals may facilitate the addition of a referential feature to an emo-
tional expression, as it might be the case in visual-vocal bimodal 
signal [ 46 ]. Patterns detectable in social interactions might func-
tion to reduce the complexity of negotiation. 

 We have showed that vocalizations play a role in structuring 
 interactions   as they may occur in patterns either at the beginning 
or in the “middle” of the interactions but never at the end of 
interactions. In most nonhuman primate species, vocalizations 
are emotional signals. The fact that a vocalization is embedded 
within an interaction likely provides an additional informative 
value to guide an interaction rather than just the  mere            expression 
of an emotion.     
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    Appendix 1: Examples of Behaviors from the Behavioral Catalogue of  Cercocebus   
T. Torquatus Used for the Study 

 Except when otherwise mentioned, only subsets of behaviors used 
to describe mangabeys’ interactions are presented here. 

 Visual behaviors, including locomotor behaviors, facial expres-
sions, and gaze behaviors: 

  Locomotor behaviors :

 –    To avoid a partner (with a movement of the whole body)  
 –   To chase a partner in a playful context (pursuit)  
 –   To chase a partner while displaying aggressive signals  
 –   To present to a partner = Present, while having the tail up put-

ting the ischial callosities and the callosities against the face of 
a partner  

 –   To turn towards a partner: the subject was assuming a sitting 
posture and ended facing his partner. In addition the subject 
was within an arm’s reach of his partner  

 –   To walk away from a partner (the partner was close or in con-
tact with the subject) = to leave  

 –   To walk towards a partner    

  Facial expressions: 

 –    To threaten a partner  
 –   To lip smack towards a partner from a distance  
 –   To display a “play face” towards a partner from a distance    

  Gazes: 

 –    To follow (≥2 s) a partner with one’s eyes (the partner is 
moving)  

 –   To glance (<2 s) at a partner (other body parts than the geni-
tals, callosity, tail, mouth; see below)  
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 –   To glance at what a partner is doing (e.g., looking at fi ngers of 
a partner who is eating or grooming or handling an object, 
etc.)  

 –   To glance at what a partner is holding (implies that the partner 
is not doing anything with the held item)  

 –   To glance backward at a partner  
 –   To look at a partner (who is motionless) (≥2 s)  
 –   To look at a partner’s genitals  
 –   To look at what a partner is doing (looking at fi ngers of a part-

ner who is eating or grooming or handling an object, etc.)  
 –   To look at what a partner is holding (see above)  
 –   To look backward at a partner (who is motionless)    

  Olfactory behaviors (all the olfactory behaviors used in the study are 
reported here): 

 –    To sniff at a partner (on a body part other than mouth, geni-
tals, and tail)  

 –   To sniff at what a partner holds in his hands  
 –   To sniff the callosity of a partner  
 –   To sniff the genitals of a partner  
 –   To sniff the mouth of a partner  
 –   To sniff the tail of a partner    

  Tactile behaviors: 

 –    To “wrestle play” with a partner  
 –   To bite a partner  
 –   To climb up onto a partner  
 –   To do pelvic movements while mounting a partner (with or 

without intromission in case of male to female mounting)  
 –   To embrace a partner  
 –   To grasp a partner (a body part other than genitals)  
 –   To groom a partner (on a body part other than genitals or 

callosity)  
 –   To hit a partner  
 –   To lick a partner  
 –   To touch a partner with  hand   (somewhere on the partner’s 

body other than mouth, genitals, callosity, and head)     
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  Fig. 6    Sonograms (frequency/time display) of 5 common calls from the vocal repertoire of the redcapped 
mangabey (Cercocebus torquatus torquatus)       

   Appendix 2: Vocal Behaviors (All the Basic Vocalizations of the Species- Specifi c 
Repertoire are Reported Here). The Names given to the Vocalizations Correspond 
to  Onomatopoeia   (Figs.  6  and  7 ) 

     Most of the other behaviors correspond to variants of the ones 
cited here, i.e., precisions of the speed of the locomotor move-
ments (walking, running, jumping), or the position in relation to 
the partner (back/face/aside), or the body parts of the partner 
(leg, arm, foot, hand, callosity, genitals, mouth, tail), or the general 
context of the interaction, i.e., the nature of all the behaviors 
expressed within a given interaction (playing, aggressive) or the 
distance between the individual and his partner (from a distance or 
nearby).   
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  Fig. 7    Sonograms of 5 additional calls from the vocal repertoire of the red-capped mangabey (Cercocebus 
torquatus torquatus). The Wo call is the red-capped mangabey’s male loud call       
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    Chapter 15   

 Identifi cation and Description of Behaviours 
and Domination Patterns in Captive Vervet Monkeys 
( Cercophitecus Aethiops Pygerythrus ) During Feeding 
Time                     

     Gerardo     Ortiz     ,     Gudberg     K.     Jonsson     , and     Ana     Lilia     del     Toro      

  Abstract 

   In the current study we explore dominant behaviours and interactive patterns during feeding of a group of 
captive vervet monkeys (Cercophitecus aethiops pygerythrus). Observations were carried out in a group 
including an adult male, an adult female, two immature individuals, and an infant, living in the Guadalajara 
Zoo. They were located in a confi ned area that was divided in six zones according to the proximity or 
distance to where the spectators are located. For the collection of behavioural data we used the Observer 
5.0 and Theme 5.0 for detection and analysis of behavioural patterns. Three recordings for every day were 
made (i.e. Wednesday to Sunday), during feeding time, at approximately 17:30 h and each lasting 1½ h, 
beginning 30 min before food delivery. We registered general activities (i.e. eating, resting), as well as 
domination behaviours (i.e. allogrooming, agonism, direct and indirect access to food). Results indicate 
signifi cant differences in the use of space/proximity between female and male, as well as the proportion of 
general activities, although resting was the main registered behaviour. Differences by sex (i.e. male, female) 
and by location of the place of food delivery (i.e. inside, outside) were observed in expressed behaviours 
and interactive patterns. In wildlife conditions, female hierarchy usually dominates over male hierarchy, 
possibly because of social networks established between female relatives. However, in captivity conditions 
the group structure changes, modifying its function (i.e. male predominant over female). The current type 
of research might provide us with clues on how to improve the design of the facilities for captive animals. 
Future objectives of the project concern comparing the fi ndings to data collected in the wild and imple-
menting the results into a new design of the facilities for captive vervet monkeys.  

  Key words     Vervet monkey  ,   T-patterns  ,   Theme  

1      Introduction 

 Because  recreational functions            are the main objective of most zoos, 
the enclosures are generally designed so that the visitors can easily 
see the animals, and thus they are not built in accordance with the 
animal’s natural habitat or the behavioural characteristics of the 
diverse species on exhibition (e.g.  1 ). For this reason, emitted 
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behaviours will vary in respect to those emitted in wildlife, 
 developing specifi c types of interaction in captivity (i.e. “artifi cial” 
environments)   , situations created and modifi ed by humans, as in 
the case of the social structure of the captive animals. For example, 
   Manning [ 2 ] suggests, in relation to domination aspects, that unlike 
what happens in freedom, fi ghts are more frequent in  zoos  , usually 
because spaces are reduced and there is not suffi cient space for the 
subordinates to stay far away from the dominant individuals. 

 Vervet monkeys ( Cercophitecus aethiops pygerythrus ) are old- 
world  primates  ; they are of a greenish-brownish colour with the 
chest and contour of the face in white colour. Face, hands, and legs 
are of black colour [ 3 – 5 ]. The male has, around its genitals, a shin-
ing blue colour, contrasting with its penis, which is of red colour 
[ 3 ,  5 ,  6 ]. As far as weight, males weigh approximately 6 kg with 
height 1 m, and females are smaller and usually weigh 4 kg [ 7 ]. 

 The natural  habitat   of vervet monkeys is the semi-desert zones 
in the African savannah of the Sahara, where there are a great 
amount of trees; this species is considered  semi-terrestrial  , because 
usually they are transferred between zones by ground [ 5 ]. Although 
they feed basically on fruit, fl owers, and insects (i.e. leaves, seeds, 
nuts, different kinds of grass, fruits, berries, eggs), their diet varies 
according to available resources (e.g.  5 ,  6 ,  8 ). Their  predators   in 
wildlife are lions, leopards, cheetahs, and other types of felines, in 
addition to hyenas and baboons, among others [ 5 ,  9 ,  10 ]. 

 This species has  a          matriarchal linear hierarchy  , separate from 
the male hierarchy; in this type of hierarchy, the alpha females 
(beta, gamma) are supported by their close relatives forming coali-
tions in order to maintain their hierarchic position. Daughters usu-
ally inherit the rank of their mothers and mothers still support their 
female offspring after the daughters have reached maturity [ 11 ]. 
Females of higher hierarchy and relatives (i.e. mothers, sisters, and 
daughters), are those who can look for and select more and better 
quality food [ 7 ,  12 ,  13 ], thus they have more advantage in com-
parison with lower hierarchical level individuals, better nutritional 
reserves, better health, and more opportunities for successful 
reproduction. Dominant individuals determine access to the food, 
places of rest, and access to the females (e.g.  2 ,  13 ). Also, the dom-
inant one usually receives more allogrooming than other members 
of the group; this activity, presented frequently in primates, serves 
them as a pacifi er gesture. 

 As a way to maintain domination in the group, and to com-
municate the status that the individual has in the hierarchy rank, 
males usually present ritual displays to show their dominant posi-
tion, a cheaper energetic way than physical fi ghts; one of the basic 
domination displays is to exhibit their scrotum that works as a sym-
bol of their power in the troop [ 7 ]. There are two different forms 
of scrotum exhibition, the fi rst known as   splay-legged ,   in which the 
male is sited down on a tree branch or on the fl oor with its knees 
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opened, leaving the genitals exposed. This kind of display appears 
as an aggression sign when a vigilant male detects another male 
near the limits of his territory, signalling that the intruder not 
approach either the territory or the female group [ 14 ]. 

 A second form of domination display is known as the  red, 
white, and blue display ,    and consists of the approach of the domi-
nant male to a subordinate, walking in circles around him, raising 
his tail and exposing the genital–anus area to the minor rank male 
[ 15 ,  16 ]. Other forms to express domination within the group are 
face gestures or  expressions  , such as: (a) the exhibition of the eye-
lid, because the skin of this area is of a shining colour, contrasting 
with the rest of the face, which is black colored; and (b) retracting 
the forehead while the dominant individual is fi xedly watching the 
dominated individual [ 2 ,  15 ]. At the same time, to stand up in a 
bipedal position in the face of the subordinate or to shake its body 
facing another individual, can work as  threat expressions           . It has 
been observed that if the subordinate responds to these expres-
sions, it bends over or crouches, making some grunts. 

 Another important characteristic of the vervet monkey, which 
allows them to organize as a group, are their  vocalizations  , because 
they have an alarm system that announces to the other members of 
the group that a predator is close, changing the type of sound 
according to the identifi ed predator (e.g.  17 – 19 ). According  to 
     Cheney and Seyfarth [ 20 ] the vervet monkey has a great ability to 
recognize signals emitted by other monkeys and predators in their 
wild habitat, although they do not seem to have the capacity to 
generalize in other contexts, as in the case of captivity 
environments. 

 From an  interbehavioural approach   (e.g.  21 ,  22 ),    Ortiz et al. 
[ 1 ] and Ortiz [ 27 ] suggest that when an individual behaves in a 
specifi c situation, it is responding to elements and particular events 
that compose that situation. Such elements have both a physical–
chemical nature (i.e. the environmental temperature or colours 
and scents of certain types of plants and animals), and a quasi-
conventional nature (i.e. formation and dynamics of the social 
group in which it is immersed)   . In this sense, each species, and 
each individual of that species, due to its psychological characteris-
tics, keeps a singular relation with the environment and other spe-
cies. Thus, each species (anatomically and physiologically adapted, 
as well as behaviourally adjusted to its surroundings), develops spe-
cifi c behavioural modifi cations both for its survival [ 23 ] as well as 
for the sustainable maintenance of the dynamics of the ecosystem 
of which it is part. 

 In this sense, we can identify some elements that can allow us to 
describe the ecological milieu and analyse its function-related animal 
 behaviour  .    Ortiz et al. [ 1 ] and Ortiz [ 27 ]  propose that we can, and 
must, identify geophysical elements (i.e. scents, shapes, fl avours, 
colours, weather, seasonality), geoecological elements (i.e. type of land 
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or enclosure, location and size of feeding, location and distribution of 
resting and protection zones), interactive elements (i.e. presence or 
absence of the same or other species or individuals), as well as the rela-
tionship between behaviour and adjustment criteria in a specifi c situa-
tion (i.e. behaviour specifi c to a situation, related to a situation, 
functional in a situation). Under this scope, if  domination behaviours   
are psychological ones, they can differ from a captive group to those 
emitted in wild conditions, because in captivity the context often dif-
fers with respect to the wildlife conditions on population density, space 
in which the group lives, the fact that they do not have to search for 
food, as well as the composition of the group (i.e. ratio gender). 

 The present study is focused on identifying and describing 
domination-related behaviours during  feeding circumstances  . 
Although  any         other circumstance could have been selected, we 
chose feeding; it was considered pertinent because in captivity 
there are few circumstances in which animals can be immersed and 
because it seems to be part of the most relevant events in their day. 
Also, during feeding time in wildlife, this species emitted behav-
iours that make reference to domination aspects, where females of 
higher hierarchy have food access primacy (e.g.  7 ,  9 ,  13 ).  

2    Methods 

   The observations were carried out in a captive group ( n  = 5) of 
vervet monkeys ( Cercophitecus aethiops pygerythrus ) that lives in the 
Guadalajara Zoo. The group contained an adult male, adult female, 
two immature individuals, and an infant. This troop was located in 
an enclosed area 6 m wide long by 6 m and 1.70 m height, with an 
unevenness of 3°; the area is delimited by three cement walls and 
one metallic grate that separates the animals from the spectators; 
also, the ceiling is constituted of the same material as the grate (see 
Fig.  1 ). The fl oor of the back part of the confi nement (2 m 2 ) is 
covered with cement, whereas the fl oor of the rest of the confi ne-
ment is compacted earth (4 m 2 ). In the centre bottom of the con-
fi nement, there is access to the dormitory area.

   For analysis  aims  , the confi nement was divided in six  zones   
(Fig.  1 ): far left (FL), far central (FC), far right (FR), close left 
(CL), close central (CC), and close right (CR) (see Fig.  1 ).  

   A camcorder Sony 8 CCD-TR413 was used to register the behav-
iour of the subjects for approximately 1½ h during feeding time. In 
order to make the registration and analysis of the observations, the 
Observer version 5.0 program was used. Also, for the analysis of 
sequences of interactions we used the Theme 5.0.  

    Recordings   were carried out from Wednesday to Sunday, covering 
three recordings per day in three different weeks and  Wednesday         
and Thursday of the fourth week, during March, 2006, obtaining 

2.1   Subjects 
and Enclosure  

2.2   Materials  

2.3  Procedure 
and Data Analysis
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a total of 17 videos. The recordings were made when the caretak-
ers fed the subjects, approximately at 17:30 h; each recording 
lasted 1½ h, initiating 30 min before the food delivery (17:00 h). 
In order to make the recordings, we placed the camcorder on a 
tripod, at a distance that allowed us to observe all the confinement 
areas and all five subjects. 

 We used an  animal focal continuous method   of registering 
[ 24 ] based on the behaviour catalogue, using the Observer 5.0. 
Once the observed behaviours were registered, the obtained data 
were analysed with  Theme version 5.0   obtaining information on 
temporal sequences of frequent interactions. 

  Behavioural sequences   were analysed as displayed patterns 
when the food was inside or outside the dormitory area, thus hav-
ing two conditions of study, with the purpose of making compari-
sons of the displayed pattern by the subjects in both conditions, 
considering the change an important element during the feeding 
circumstance (i.e. the place where feeding behaviour occurs). 

 Next, we describe both conditions (i.e. inside and outside) in 
terms of some elements of the proposed methodology  by   Ortiz 
et al. [ 1 ] and Ortiz [ 27 ], such as the ecological milieu, some geo-
physical and geoecological aspects, and intra- or interindividual 
interactions:

    1.    Condition “outside the dormitory”:    Condition when the food 
is located in the far central zone (LC) just outside the dormitory 

  Fig. 1    The vervet monkeys enclosed area, divided into six  zones         
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main entrance. The food is put on the ground. To the right side 
of the food pile there is a stone and on the left side a cement 
wall. When the food is located outside, all individuals have access 
to the food, inasmuch as it is in open condition; that is to say, the 
food is put almost at the centre of the confi nement and there are 
no walls that obstruct access. Because the food is in the central 
zone of the confi nement, it is a zone that has less humidity and 
more light than in the inside condition. Seven videos were 
obtained in these conditions.   

   2.    Condition “inside the  dormitory  ”: Condition when the food 
is dropped by the zoo’s caretakers inside the dormitory. 
The food is located at the dormitory’s centre, the main 
entrance of which is located in the far central zone (LC) of the 
confi nement. This place is approximately 1 m × 2 m, of rectan-
gular form, with four cement walls. More objects within the 
confi nement are not observed. In order to access the food the 
animal must go through the entrance of approximately 
1.5 m × 1.5 m; the dormitory is more humid and darker than 
other zones of the confi nement. Eight videos were obtained in 
these conditions.    
  Also, within these  two         conditions (inside and outside), it was 

considered pertinent to select more consistent sequences of inter-
action, recovering and separating those patterns or interaction 
sequences that were more general, due to the lack of relationship 
with domination behaviours (i.e. information on the zones with 
the subjects and with those who interact).   

   General activities

 ●     Eating  : to take food and to ingest it, registering the zone 
where this behaviour happened.  

 ●    Resting  :
 –    Sitting: with legs doubled and half of the body on the 

ground or on a treetrunk.  
 –   Hanging: when the subject was hanging with four or two 

legs on the gratings of the confi nement, or some of the 
trunks that are in the confi nement.  

 –    Lying down  : when the subject had its back or belly on the 
ground or the trunks. 

 –  Domination-related behaviours.     
 ●    Allogrooming  :          to groom the body of other individual.

 –    To give.  
 –   To receive.     

 ●    Agonistic behaviours  : set of behaviours that constitute the 
proximal mechanism of competition. We identify the individual 

2.4  Behavioural 
Catalogue
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that initiated or presented/displayed the conduct and towards 
which individual it was directed (i.e. who received the 
behaviour).
 –     Displacement  : the emitter moves towards the place that 

occupies the receiver causing the latter to leave the space, 
and the emitter occupies it in its place.
   To give.  
  To receive.      

 –     Hitting with hands            :  the emitter strikes another member of 
the group with the legs or hands.
   To give.  
  To receive.      

 –     Pursuing   :  a member of the group runs behind another 
one, by more than a meter of distance; otherwise it is con-
sidered as play.
   To give.  
  To receive.      

 –     Snatching   :  the emitter takes the food of another member 
of the group, or it stands up opposite the individual that 
 brings         food, in order that the receiver leaves the food on 
the ground.
   To give.  
  To receive.     

 –    Showing teeth  : the emitter directs a glance towards another 
member of the group while it opens the mouth showing 
the teeth. 
   To give.  
  To receive.        

 ●    Food Access  
 –    Direct: when a member of the group has direct access to 

the food source, manipulates the food, selects, eating or 
not what it has selected.  

 –   Indirect: when a member of the group is eating (which 
implies having the food in the hand or the ground and 
putting it to the mouth to swallow it), and suddenly this 
individual stops eating, or throws part of its food, and 
another member of the group has access to that food left 
by the emitter. Taking food from another one must occur 
almost immediately to consider it as indirect access. We 
register who left or  threw         the food and who took it.
   To leave food.  
  To  take   food.            
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3    Results 

 Figure  2  displays the proportion of male and female activity during 
observation  time  . White bars show data when food is located inside 
the enclosure, the gray bars show data when food is located outside 
the enclosure, and the black bars shows the activity’s total fre-
quency. The left graphs show results of male behaviours, and right- 
sided graphs show female data. The upper graphs display the result 
of resting activities (i.e. sitting, hanging, lying down); the upper 
middle graphs show data related to given domination activities (i.e. 
displacement, pursuing, snatching); whereas the lower middle 
graphs show data on received domination behaviours. Finally, the 
lower graphs display the proportion of indirect grabbing of food 
(i.e. given to or taken from).

   In both subjects almost all the activities are related to resting 
behaviours; in the male the  total frequency   of resting behaviours is 
greater when food is located outside, whereas in the female the 
relation is the opposite. Sitting is the most frequent behaviour 
emitted in both conditions, followed by hanging. There are no 
important differences between food conditions. 

 There are observable differences in  domination behaviours   
between male and female and between food locations. The male 
shows more dominant behaviours when food is located outside, 
whereas the female shows it more frequently when food is located 
inside the enclosure, emitting more dominant behaviours than the 
male in this condition. In the male, the most frequent dominant 
behaviour is displacement when food is located inside, and hitting 
with hands  and         displacement when food is outside. In the female, 
the most frequent dominant behaviours emitted are the same (i.e. 
displacement, hitting with hands) but the relationship of emitted 
behaviours and food location is the opposite of the male. 

 The male does not receive any domination behaviour when 
food is located inside the enclosure, but receives hitting with hands, 
pursuing, and snatching when food is located outside. The female 
receives a greater amount of dominant behaviours when food is 
inside (i.e. displacement, hitting with hands, and pursuing), than 
when food is located outside (i.e. displacement, pursuing, and hit-
ting with hands). 

 Finally, results show that the male emits a greater frequency of 
leaving food when food is outside; of the food left for the male, the 
 juvenile grabs   that food more frequently, followed by the female 
when food is inside or the infant when food is outside. The male only 
grabbed food indirectly 10 times from the juvenile and female when 
the food is inside (i.e. two times each), and from the female when the 
food is outside (i.e. six times). The female leaves food more frequently 
when food is inside than when food is outside; the juvenile grabs the 

Gerardo Ortiz et al.



287

  Fig. 2    Male and female activities as proportion of the observation  time         
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food left by the female almost all the time. The food grabbed by the 
female is always left for the male. 

   In order to examine a temporal patterning of transcribed events 
the Theme software [ 25 ,  26 ] was used. The data revealed a high 
number of temporal patterns in all interaction situations. The 
number, frequency, and complexity of the detected patterns indi-
cate that the transcribed behaviour was very structured. This syn-
chrony was found to exist on different levels, with highly complex 
time structures that extended over considerable time spans. 

 Differences by sex (i.e. male, female) and by location of food 
delivery (i.e. inside, outside) were observed in expressed behav-
iours and interactive patterns. Figure  3  demonstrates a pattern 
detected exclusively in the “food inside” group and found in over 
90% of observational  fi les  . This pattern demonstrates an alterna-
tion pattern to food access (hembra/female, macho/male) as a 
nondomination pattern, as well as that both subjects eat nearby the 
food source (comerlejoscentro = LC zone).

   Figure  4  shows a  pattern         found exclusively in the “food out-
side”  group   and was found in over 90% of observational fi les. This 

3.1   T-Patterns  

(01) macho,e,comerlejoscentro

(02) hembra,b,comerlejoscentro

(03) hembra,b,acceso_directo

(04) hembra,e,comerlejoscentro

(05) macho,b,acceso_directo

(06) hembra,e,acceso_directo

(07) macho,e,acceso_directo

0

0 1000000

1000000 2000000

2000000 3000000 4000000

3000000 4000000

  Fig. 3    Pattern example occurring in over 90% of the “food inside” group data  fi les  . Events are (1) male end eat 
LC zone; (2) female begin eat LC zone; (3) female begin direct access; (4) female end eat LC zone; (5) male 
begin direct access; (6) female end direct access; and (7) male end direct access       
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(01) macho,b,acceso_directo

(02) macho,b,comerlejoscentro

(04) hembra,b,acceso_directo

(05) macho,e,acceso_directo

(06) hembra,b,comerlejoscentro

(07) hembra,e,comerlejoscentro

(08) hembra,e,acceso_directo

0 500000 1000000 1500000 2000000 2500000 3000000

0 500000 1000000 1500000 2000000 2500000 3000000

(03) hembra,b,sentado,lejos-central

  Fig. 4    Pattern example occurring in over 90% of the “food inside”  group  . Events are (1) male begin direct 
access; (2) male begin eat LC zone; (3) female begin sit far central; (4) female begin direct access; (5) male 
end direct access; (6) female begin eat LC zone; (7) female end eat LC zone; and (8) female end direct access       

pattern demonstrates the same  alternation   pattern to direct food 
access, although the male (macho) seems to begin this food pat-
tern showing a possible domination pattern.

4        Discussion and Conclusion 

 The results suggest that the females show consistency in patterns 
related to domination, regardless of where food was placed (i.e. 
outside-inside). Unlike some data in wild conditions, fi rst access to 
food is slightly smaller in the female than the male; it appears that 
the male dominates the female, who seems to dominate the rest of 
the group suggesting that the conditions of  confi nement   (i.e. 
group composition) may be a relevant factor for the expression of 
such patterns. Similarly, the female is consistent with respect to the 
areas where usually rest (i.e. close to dormitory area) and eating 
(i.e. far center and right areas) take place. However, we can observe 
changes related to domination (i.e. agonistic) behaviours associ-
ated with the condition. These results may relate to the fact that, 
in the outside condition, the food is more dispersed and does not 
have to be fought for. 
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 In general, the male typically shows  agonistic behaviours   
regardless of the condition. It is also observed that when the food 
is inside, the male snatches the food from the youth and infant, and 
shows his teeth to the infant, sometimes obtaining reciprocity. 
However, this does not happen when the food is placed in the out-
side condition.  Allogrooming   remains without change and is usu-
ally received by the juvenile, the infant, and, to a lesser extent, the 
female. 

 Regardless of where the food is placed, the male usually takes 
it from the female, and sometimes from the youth, and in both 
conditions the male leaves food that all group members can take. 
Also, we can observe a limited display of  domination behaviours  , 
mainly agonistic ones, that differs from data obtained in wild con-
ditions (i.e. eyelid exhibition, forehead retraction, bipedal posi-
tion, splay-legged and red, white, and blue displays). Possibly this 
is because in wild conditions a function of dominance behaviour is 
to protect or delimit the territory; in captivity conditions (i.e. 
zoos), the  confi nement   is a bounded area where it is not functional 
to emit these types of behaviours, inasmuch as there are no preda-
tors or intruders. This possible explanation is strengthened by the 
fact that the splay-legged display was recorded in the areas near 
visitors. 

 Meanwhile, female behaviour is usually consistent in receiving 
domination, displacements, and slapping only by the male. 
However, the male does not snatch her food nor show his teeth; 
we did not register dominance behaviours received from members 
of the group other than the male. These data seem to suggest that 
the female is really just  dominated         by the male and manages to 
dominate the rest of the group because nobody displays domi-
nance behaviours to her, gaining fi rst access to food and eating 
more than the other members of the group, though slightly less 
than the male. The female usually displaces and chases the youth in 
both conditions, generally associated with movement that pushes 
the youth away from the food source. She does not eat food left by 
the other members of the group. In  wild conditions  , the female is 
usually the dominant one, however, in captivity seems to be domi-
nated by the male. Thus, it appears that the number of females in 
a group can be an important variable for the development of female 
dominance behaviours. Data showed a great variety of agonistic 
behaviour in the female that could lead us to assume a higher hier-
archy, allowing her fi rst access to food; however, fi rst access is made 
by the male. 

    Ortiz et al. [ 1 ] and Ortiz [ 27 ] suggest that the classifi cation of 
this situational adjustment should be made based on the relation-
ships between the emitted behaviours and the situation in which 
they are presented. This situation should be seen as an array com-
posed of a group of elements, factors, and/or variables that keep a 
peculiar relationship between them, structuring a network of 
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interactions. In this way, we can identify at least four types of func-
tional  relationships   between the behavioural patterns and the situ-
ation in which they are presented: (a) interaction or situation- specifi c 
behaviour, (b) interaction or behaviour required by the situation, 
(c) interaction or functional behaviour in the situation, and (d) 
interaction or irrelevant behaviour to the situation. In this sense, 
data suggest that this kind of behaviour is required but not quite 
functional in the situation; and in this sense, it seems necessary to 
be careful with taking into account only the morphology of behav-
iour, without identifying the organism adjustment. 

 Our data suggest the diffi culty of sustaining the emergence of 
fi xed patterns of behaviours, especially when conditions in captivity 
are so different from the wild. We observed changes when altering 
or changing an element of the situation in the enclosure (i.e. plac-
ing the food inside or outside the enclosure), which seems to sug-
gest that modifying an element of a situation can mean that the 
individual has to change in order to adjust to that change. It is 
generally considered that the vervet monkey is a species that is able 
to adapt to conditions of captivity because their eating habits are 
not very complex and can be adapted to feed on what they have in 
confi nement. In addition, they are considered to be behaviourally 
fl exible, in the sense that when the ecological milieus change, their 
behaviour changes rapidly. Such as in the case of the female, with 
no other females in her group, adjusts her behaviours  “surrendering” 
to the male, due to it being stronger, but dominates the rest of the 
group resulting, in any way, in fi rst access to food, along with the 
male, selecting the better food. Meanwhile, the male may not  dis-
play         other dominance behaviours (such as those given in wild con-
ditions) because it would not be functional in captivity, as there are 
no predators or intruders. In this sense, what they do, although it 
is different from what the species do in wild conditions, seems to 
be functional and allows adjustment to the condition they are in in 
captivity, while facilitating adaptation (i.e. reproductive success). 

 The individuals analysed are adjusting to very particular envi-
ronmental conditions (i.e. captivity in the  Guadalajara Zoo  ); based 
on the idea that captivity does not have the same stimuli as that 
compounding wild conditions, from this perspective so-called  psy-
chological well-being      would be considered related to deployment 
of behaviours related to the required criteria by the contingency 
array or situation (i.e. functional, required, specifi cs). That is, we 
need to identify whether the organism is adjusted according to 
what the situation demands. It is possible that the individuals of a 
particular troop do not display the fi xed action patterns in captivity, 
and this does not necessarily mean a lack of psychological well- 
being or that the organism behaviour is “bad” or “inadequate” per 
se, because the subject does not do what it is supposed to do, 
according to its species and by what it does in the wild. However, 
as the captivity condition is different, the animal will behave 
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differentially given the condition of the particular confi nement, 
adjusting in a different way than in wild conditions. But it is an 
adjustment and to lower the risk of the animal failing to adapt and 
reproduce, we must identify what factors contribute to the animal 
adjusting and adapting to a given confi nement. Furthermore, the 
psychological well-being can be related to the identifi cation of vari-
ability, differentiation, modifi cation, integration, and delayed inhi-
bition of its reactions [ 21 ], displaying not only behavioural 
variability, but adjustment to the situation that demands it. 

 In regard to the temporal patterns detected, the synchrony was 
found to exist on different levels, with highly complex time struc-
tures that extended over considerable time spans, as well as less 
complex patterns with a shorter time span. The results show that 
 pattern analysis   can be used to track elements in the social hierar-
chy during feeding time (i.e. aggression and dominant behaviour, 
team structure) in a novel way, indicating that pattern analysis is 
useful in enhancing existing methods used in animal research. 
Moreover, some answers have already suggested questions, such 
as: Are there certain patterns that are related to more aggressive 
behaviour and place of food delivery? What responses seem to be 
evoked by certain actions or sequences of actions? 

  Researchers         could use this kind of structural information to 
increase their understanding of the subject being studied and zoos 
might benefi t from such information when in the process of design-
ing facilities for animals.     
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    Chapter 16   

 Tidal Location of Atlantic Cod in Icelandic Waters 
and Identifi cation of Vertical and Horizontal Movement 
Patterns in Cod Behavior                     

     Gudberg     K.     Jonsson     ,     Vilhjalmur     Thorsteinsson     , and     Gunnar     G.     Tomasson      

  Abstract 

   The Atlantic cod is one of the most important commercial species known. The behavior of this species, 
important for fi sheries, research, and stock assessment, is in many ways masked by extensive horizontal 
and vertical dispersion in its habitat. A tidal location model has been developed to predict location and 
movement of adult cod in Icelandic waters from signals from data storage tags. The time series were 
prepared for T-pattern analysis, including detection and delimitation of tidal infl uence in the data and 
event basing raw data according to predefi ned events. A high number of temporal patterns were 
detected, patterns of repeated vertical and horizontal movements and speed and acceleration changes. 
Number of specifi c temporal patterns was also identifi ed across vertical and horizontal movements of 
individual cod.  

  Key words     Cod  ,    Gadus morhua   ,   Behavior  ,   DST tags  ,   Tidal wave model  ,   T-patterns  

1      Introduction 

 Seasonal  variations   in the environment, and consequently varia-
tions in food supplies, continuously induce annual migrations of 
most species in birds, mammals, or fi shes over short or vast dis-
tances. Due to the  development   of promising tracking methods, 
migration studies have been rapidly increasing in  recent         decades, 
with particular emphasis on multiple year patterns [ 1 – 6 ]. In this 
context,  data storage tags (DSTs)   allow the investigation of 
thermobathymetric migration patterns of fi sh, and the variabil-
ity of individual migrations, using relatively long-term storage 
 DSTs      [ 7 ]. 

 The Atlantic cod ( Gadus morhua  L.) is historically one of the 
most important  commercial species   known [ 8 ]. The behavior of 
this species, important for fi sheries, research, and stock assess-
ment, is in many ways masked by extensive horizontal and vertical 
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dispersion in its habitat [ 9 ]. Its individual behavior related to 
feeding migrations has been shown to vary within a single spawn-
ing ground. Two behavior types have been observed, i.e., a coastal, 
relatively stationary type in shallow waters, and a migratory fron-
tal (offshore) type, breeding in shallow waters but migrating to 
deeper waters to commonly feed near thermal fronts [ 7 ,  9 – 11 ]. 
Both behavior types have been studied in Norwegian [ 10 ,  11 ] and 
Icelandic waters [ 9 ,  12 ], and have been shown to segregate by 
depth both during spawning and feeding time [ 10 ,  13 ]. Recent 
studies have also shown genotype differences at the pantophysin 
locus (Pan I, see [ 12 ,  14 – 16 ]. The pantophysin Pan I B  allele was 
predominantly observed in northeast Arctic cod and in the 
Icelandic frontal type, while the Pan I A  allele was predominantly 
observed in Norwegian coastal cod and in the Icelandic coastal 
type. However, despite intensive research on these two behavior 
types, no studies have dealt with year-to-year repeatability of indi-
vidual migrations, or the timing and routes of migrations. This 
 information         can be retrieved from DSTs [ 17 ,  18 ] and may shed 
new light on feeding migration processes (i.e., whether individu-
als move in groups/shoals) and on the consistency of the migra-
tion habits of these behaviors. 

 The current pilot study uses a new approach to analyze behav-
ior such as horizontal and vertical movements of tagged cod in 
Icelandic waters. The approach, known as  T-pattern detection   [ 19 , 
 20 ], has successfully been used within other research fi elds but 
never before in this particular fi eld. 

   Theme (see   www.patternvision.com    ) [ 19 ,  20 ] looks for relation-
ships between events. It takes into account the order and relative 
timing (critical interval relationship). If the critical interval is less 
than would be expected by chance, it defi nes a pattern called 
T-pattern. Theme starts with simple patterns and gradually adds 
them together to form more complex patterns. Less complete pat-
terns do not survive, longer chains are “fi tter”; as the patterns 
recombine and grow, only the fi ttest survive.   

2    Method 

 The data was collected using the Data Storage  Tags   (DST centi 
series) developed by Star-Oddi (see   www.star-oddi.com    ). The DST 
centi is a small underwater data logger, available with sensors for 
underwater temperature and depth logging. The cod was tagged 
with Data Storage Tags (DSTs) with memory capacity of up to 
260,000  records         measuring temperature and depth at 10 min 
intervals. All measurements are time related, utilizing a real time 
clock inside the  DST  . 

1.1  What 
Theme Does

Gudberg K. Jonsson et al.
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 During the years 2002–2005, 1104 cod were tagged and 
released with DSTs in Icelandic waters; of these, 347 (31.4 %) were 
recaptured up to 1807 days later. Tagging localities at the southwest 
(SW), southeast (SE), west (W), and northeast coasts (NE) of 
Iceland were selected for the  study   (Fig.  1 ). Spawning cod, 
65–107 cm in length, were captured using gillnets off the southern 
and western coasts and by Danish seine off the NE coast.

     In total, 41 DST-tagged fi sh  were   recaptured at least 18 months 
after release and were used for the analysis of temporal stability 
and repetitive behavior. The classifi cation of behavior types as 
coastal versus frontal was performed according to previous stud-
ies [ 9 ,  12 ,  13 ]. In general, coastal and frontal behaviors were 
defi ned according to the annual temperature and depth history 
of the tagged individuals. Coastal types (C) spend at least 70 % 
of their time in shallow waters showing an annual rise in tem-
perature to a maximum in September/October and decline in 
temperature to a minimum in February/March. The frontal 
types (F) share the depth range of the coastal types during spawn-
ing migrations, but during feeding migrations, they move to 
deeper waters (250–600 m). The temperature history showed 
visits to thermal fronts and frequent vertical migrations moving 
between extremes in temperatures typically found at such loca-
tions (<0 °C and >7 °C). 

2.1  Seasonality 
and Timing 
of Migration

  Fig. 1     Gadus morhua .  Release         areas  of   adult cod with data storage tags on 
spawning grounds in 2003–2005 that were recaptured after at least 18 month. 
Depth contours at 100, 200, 500 m       
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 The temporal stability  in   depth and temperature profi les 
between years of each individual was estimated with Pearson 
 correlation between monthly mean depth and temperature of a 
particular month in 2 consecutive years. Between-year consistency 
in timing of arrival at, and departure from, a spawning ground was 
tested with analysis of covariance (ANCOVA), with time of migra-
tion in the latter year as the dependent variable, time of migration 
in the former year as a covariate and behavior type as a random 
factor. Timing of arrival and departure was estimated from the 
behavior pattern as day of the year. Individual cod are found at 
smaller depths on the spawning grounds than during the feeding 
migrations. Therefore, patterns are easily seen in the depth  pro-
fi les   (Fig.  2 ), and the time of arrival on the spawning ground can 
be estimated from the vertical activity. Periods of low vertical 
activity, when cod are found at the same depth for more than 2 
days at the end of the migratory period, are characteristic of indi-
viduals arriving at the spawning ground. During the following 
period of low activity, the cod remain at the spawning ground. 
When the behavior pattern reverts to increased vertical activity, 
and the cod moves into deeper waters, the fi sh has left the spawn-

  Fig. 2     Gadus morhua . Typical ( a ) coastal and ( b ) frontal data storage tag profi les 
over more than 2 years. Depth =  black line , temperature =  grey line        
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ing ground. Eight comparisons  of         each behavior type were 
included in the model, as migration from and to the spawning 
ground could only be compared using 8  coastal   and 8 frontal indi-
viduals. Behavior type was not signifi cant and was removed from 
the fi nal model for simplifi cation.

      From the DST tags original data  events      were defi ned by start time 
and end time, and also a label indicating the meaning of the event. 
For example, an event may indicate that the tag was located at a 
certain depth level, or that temperature increased over a certain 
time interval. The three types of events used in the current pilot 
study are:

 ●    Level-based events that are based on the range of the measure-
ment data.  

 ●   Speed-based events, which indicate changes in the data.  
 ●   Acceleration-based events, which indicate changes in speed 

over time.     

   A numerical model  has   been developed and set up to predict sea 
level variations and tidal currents along the Icelandic coastline, tak-
ing into account both the astronomical and meteorological forc-
ing. The model is run on  an   operational basis at the Icelandic 
Maritime Administration to predict sea level and tidal currents in 
Icelandic coastal waters using a weather forecast from the European 
Center for Medium Range Weather Forecasts. The model is based 
on the two-dimensional part of the Princeton Ocean Model 
(POM) [ 21 ], solving the nonlinear shallow water equations 
numerically using a staggered fi nite difference scheme. 

 The tidal model location  was   applied to the 41 DSTs retrieved 
more than 18 months after release. In order to save memory space 
on the DSTs the measurement frequency was set at 6 h for a part 
of the measurement period. These measurements were omitted 
from the tidal location studies due to insuffi cient temporal resolu-
tion to detect the tidal oscillation, and the limit was therefore set at 
10 min for the measurement frequency. Furthermore,  the         fi sh 
must stay at the seafl oor for several hours to detect a long enough 
tidal signal for the tidal location model to be applied. A data base 
of amplitude and phase of 7 tidal harmonic constituents on a 0.25° 
longitude and 0.10° latitude grid was used as a basis for the  tidal 
  location of the fi sh. The data originated from a numerical model of 
the tides in the North Atlantic Ocean around Iceland, developed 
by  Tómasson   and  Káradóttir   [ 22 ]. The model extends over an area 
of 5.7 × 10 6  km 2  with 10 × 10 km resolution over the whole model 
domain but 2 × 2 km resolution on the Icelandic shelf. It is based 
on the seven most important tidal harmonic constituents and takes 
boundary conditions at open ocean boundaries from a larger global 
model. The model has been calibrated and verifi ed extensively with 

2.2  Level, Speed, 
and Acceleration 
Changes

2.3  Estimating 
Location 
from a Tidal Model
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data from harbors and mooring stations around Iceland and else-
where. Its accuracy on the Icelandic shelf is within a few centime-
ters in amplitude and a few minutes in phase. 

 The tidal location method used here is  an   extension of that 
presented by  Pedersen   et al. [ 23 ,  24 ]. The fi rst step is to search 
the entire data series for possible tidal patterns. A tidal pattern is 
identifi ed where fi tting to a sine curve over a sliding window of 
10 h in length satisfi es three criteria, i.e., root mean square error 
(RMSE) <0.42 m, coeffi cient of determination  R  2  > 0.85 and 
amplitude of the fi tted sine wave A > 0.3 m. The second step, 
applied when a fi t to a sine curve is identifi ed, consists of fi nding 
the most probable location of the fi sh by comparison of the 
amplitude and phase of the fi tted sine curve with calculated tidal 
signals within the model domain. These steps are identical to 
those of Pedersen et al. [ 23 ] (except for the criteria on mini-
mum amplitude, which were twice as small in this study to adapt 
to tidal conditions in the sea around Iceland) resulting in an 
automatically proposed location of the fi sh. However, those cri-
teria alone were found to propose too many false or unreliable 
tidal signals and locations when applied to data from Icelandic 
cod. Therefore, a third step was added based on visual compari-
son of observed tidal DST-pattern of the cod and the modeled 
tidal oscillation at the predicted location. Based on a compara-
tive evaluation of the agreement between the 2, and an inspec-
tion of other possible tidal patterns in nearby time intervals, 
taking into account cod swimming speed and distance from the 
last accepted location, a fi nal decision was made on acceptance 
or rejection of the tidal location. With this additional step, 
around one- third of the  originally   proposed tidal patterns and 
locations were rejected.  The   accuracy and reliability of the pre-
dicted tidal locations was verifi ed by applying the method to 
time series from stationary tags (tags moored at fi xed locations). 
The results showed that if a signal was correctly identifi ed as a 
tidal signal, the predicted location was reliable with an accuracy 
of 10–20 km in most cases.   

3    Results 

   Data retrieved from the  41   individual DSTs revealed a high degree 
of interannual regularity in temperature and depth patterns, with a 
typical pattern of coastal cod inhabiting the same depths and tem-
peratures during 3 years (Fig.  2 ) and a typical pattern of frontal 
cod visiting the same depths over a period of 2 year at low and 
fl uctuating temperatures,  and         returning to shallower water at a 
fairly constant time of the year (Fig.  2 ). 

 The two behavior types clearly displayed distinct seasonal pat-
terns of temperature and depth (Figs.  2  and  3 ), and individuals of 

3.1  Seasonality
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both types retained their behavior characteristics through the 
observation time, i.e., coastal behavior types did not demonstrate 
frontal behavior patterns or vice versa.

   The depth patterns of coastal cod showed largely similar trends 
across areas with shallowest distributions in April at the time of 
peak spawning, although the depth pattern in the NE area was 
shallower. The observed depth distribution patterns of frontal cod 
were more highly pronounced than for the coastal type, showing 
clear migrations into shallower waters during the spawning season 
in March and April, followed by migrations into deeper waters, 
associated with increased variability in depth, and reaching maxi-
mum depths in autumn. 

 In addition, the comparison of migration patterns of both behav-
iors showed that individuals consistently occupied similar depth/
temperature  niches   during the same month in consecutive years.  

   Individuals of both behavior types arrived at  the   spawning 
grounds around mid-March and left for the feeding grounds at 
various times from the end of May to the end of June. Although 
based on a relatively small number of samples, the arrival on the 
spawning ground in the second year was signifi cantly related to 
that of the  fi rst         year (ANCOVA;  F  = 5.274;  p  = 0.038). No sig-
nifi cant differences could be observed between dates of arrival 
at spawning grounds of the behavior types. Likewise, the depar-
ture from the spawning ground in the second year was signifi -
cantly related to departure in the fi rst year (ANCOVA;  F  = 6.312; 
 p  = 0.0249), and no differences were  observed   between behav-
ior types.  

   Geographic positions of two coastal  individuals   tagged at similar 
locations (Fig.  4 ) showed that they stayed within the same bay 
 during the 2 years time series. The tidal model furthermore showed 
that coastal individuals were repeatedly found close to each other 
(within 25 km in distance and 15 days in time) during 3 seasons 

3.2  Timing 
of Migration

3.3  Geo-location 
and Shoal Migration

  Fig. 3    Event  basing   depth data involved partitioning time-series into defi ned periods/events       
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(Fig.  5 ), which tends to confi rm that they moved together in a 
concurrent way and exhibited fi delity to migrating routes, areas 
and groups or shoals. The tidal location data including all  recovered 
DSTs (Fig.  5 ) also showed that during spawning time and spawn-
ing migrations (February to May), individuals of each behavior 
type were distributed in the same area, but frontal cod occupied 

  Fig. 4     Gadus morhua .  Example   of geo-location of two coastal individuals 
(2C0641,  black ; 2C0645,  red ) which were repeatedly located together during a 
2-year period, indicating that the two individuals  stayed         together.  Symbols  show 
locations in February to May ( open circles ), June to September ( fi lled triangles ), 
October to January ( fi lled circles ); simultaneous (within 25 km and 15 days) loca-
tion of other individual ( asterisks ), release ( R ) and recapture ( x ) locations       
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  Fig. 5     Gadus morhua .    Geo-location of individual cod (coastal =  red ; frontal =  blue ) 
based on an improved model  of   Pedersen et al. [ 23 ,  24 ]. All individuals (41) are 
presented by regions and seasons       
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deeper parts of the spawning grounds compared to the coastal cod. 
In the summer (June to September) and winter feeding migrations 
(October to January) the distributions were uneven, as coastal cod 
were more prominent in shallow waters in the south, SW, and 
SE. Frontal cod were mostly found in deeper waters in the north, 
NW, and NE, where they were likely to en counter polar tempera-
ture fronts. In addition, most tagged individuals exhibited spawn-
ing site fi delity, as they were recaptured at the same GPS location 
where they were released (data not shown) (Fig.  6 ).

        A high number of temporal  patterns   were detected in the cod DST 
and location data using Theme. These patterns were of repeated 
vertical and horizontal movements, speed, and acceleration changes 
as well as resting at the same defi ned vertical level. An example of 
pattern of an individual cod’s vertical movements, speed, and 
acceleration changes is displayed in Fig.  7 .

   Number of specifi c temporal patterns were also identifi ed 
within cod vertical movements (see examples in Figs.  8  and  9 ). 
Several multiple year temporal patterns were also identifi ed across 
individual Costal or Frontal cod vertical movements. No multiple 
year vertical temporal  patterns   were discovered between Costal 
and Frontal cod individuals analyzed.

3.4  Examples 
of Temporal Patterns 
of Vertical 
and Horizontal 
Movements

  Fig. 6    Example from an experimental application of this method tracing an individual cod tagged in Icelandic 
coastal waters using the database of tidal components generated by the tidal model       
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  Fig. 7    An example of  one   pattern of vertical movements found in the time series. The pattern occurs 12 times 
during the recording period with same order and approximately the same time interval between event types 
(depth, speed, and acceleration change)       

38.100 38.150 38.200 38.250 38.300 38.350

sample #1 c_1c0397

x,b,123_75,b64_70

x,b,123_50,b64_70

x,b,124_50,b65_10

x,b,123_75,b64_70

38.400 38.450 38.500 38.550 38.600

  Fig. 8    An example of a pattern of horizontal movements found in the time series. The pattern occurs three 
times during the recording period with the cod moving between four different locations with same order and 
approximately the same time interval between event types (locations)       
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4         Discussion and Conclusion 

 The development of new tracking methods has provided a unique 
opportunity to study the spatiotemporal variability of individual 
migration patterns over more than one annual cycle. 

 In this study, using information retrieved from  DSTs   placed in 
individual Atlantic cod, the consistency in DSTs profi les, timing of 
migration, and geo-location of coastal and frontal behavior  types   
over more than 18 months were investigated for the fi rst time. The 
results revealed that (1) coastal and frontal behavior types  clearly 
        display distinct seasonal thermobathymetric patterns which are 
constant from year to year, (2) the onset of migration is consistent 
from year to year, (3) DST tidal signatures suggest feeding migra-
tions in shoals, and (4) the presence of multiple year temporal pat-
terning of behavior within and across individuals. 

 Although some variation could be observed among regions 
within types, the two behavior types demonstrated highly consis-
tent and repetitive patterns over the period investigated. 

 The timing of migrations in 2 successive years was analyzed, 
suggesting a consistency in the onset of migration for each behav-
ior type. A successful migration strategy would imply the retain-
ment of migratory behaviors for the benefi t of reduced food 
competition [ 25 ]. The consistency observed here might refl ect 

sample #1 c_1c0397

x,b,123_75,b66_30

x,b,125_00,b66_30

x,b,123_75,b66_30

38.500 38.550 38.600 38.650 38.700 38.750 38.800 38.850 38.900 38.950 39.000 39.050 39.100 39.150 39.200

  Fig. 9    An example of a pattern  of            horizontal movements found in the time series. The pattern occurs three 
times during the recording period with the cod moving between three different locations  with   same order and 
approximately the same time interval between event types (locations)       
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successful, concurrent strategies to avoid resource competition 
within a large, coastal population. 

 One of the most striking observations during the present study 
was that the tidal location model suggested that the feeding migra-
tions of cod in Icelandic waters were undertaken in groups or 
shoals during the whole year. Shoaling is commonly described as 
groups of fi shes that remain together for social reasons with no 
implication of structure or function [ 26 ,  27 ]. One possible expla-
nation for the observed results is that social transmission might 
enable the rapid transfer of benefi cial behavioral traits (feeding 
migration, homing, and timing of the migration) from older 
spawning cod to new recruits (see “adopted migrant” hypothesis 
of McQuinn [ 28 ]). 

 The results of the preliminary analysis  of         temporal patterns in 
the event based and location data indicate that a Theme analysis 
can make a signifi cant contribution to the analysis of cod behavior, 
offering an increased advantage to view and understand hidden 
and complex patterns within a large number of data points. A high 
number of temporal patterns were detected, patterns of repeated 
vertical and horizontal movements and speed and acceleration 
changes. Number of specifi c temporal patterns were also identifi ed 
across individual cod vertical and horizontal movements. 

 Future objective is to further search for patterns of vertical 
movement in relation to environmental parameters emphasizing 
(a) behavioral patterns that are tidal-wave related, (b) behavioral 
patterns related to temperature and depth data, (c) behavioral pat-
terns related to observed patterns of wind speed and direction, 
tidal stage, lunar stage, day length, and other local oceanographic 
features, and (d) behavioral patterns related to location of the cod 
in the Icelandic waters.     
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    Chapter 17   

 Complex Spike Patterns in Olfactory Bulb Neuronal 
Networks                     

     Alister     U.     Nicol     ,     Anne     Segonds-Pichon     , and     Magnus     S.     Magnusson      

  Abstract 

   Using T-pattern analysis, a procedure developed for detecting a particular kind of nonrandomly recurring 
hierarchical and multi-ordinal real-time sequential patterns (T-patterns), we have inquired whether such 
patterns of action potentials (spikes) can be extracted from extracellular activity sampled simultaneously 
from many neurons across the mitral cell layer of the olfactory bulb (OB). Spikes were sampled from 
urethane-anesthetized rats over a 6 h recording session, or a period lasting as long as permitted by the 
physiological condition of the animal. Breathing was recorded as markers of peak inhalation and exhala-
tion. Complex t-patterns of up to ~20 elements were identifi ed with functional connections often spanning 
the full extent of the array. A considerable proportion of these sequences were related to breathing. By 
comparing sequence detection in our real data with that in the same data when randomized (using either 
of two procedures, one preserving the interval structure of each spike train, and so the more conservative), 
we fi nd that the incidence of sequences is very much greater in the real than in the random data. Further, 
in cases where recordings were terminated before completion of the full recording session, the difference 
between pattern detection in real data and that of randomized data strongly correlated with the physiologi-
cal condition of the animal—in recordings leading to the preparation becoming physiologically unstable, 
the number of patterns detected in real data approached that in the randomized data. We conclude that 
such sequences are an important physiological property of the neural system studied, and suggest that they 
may form a basis for encoding sensory information.  

  Key words     T-pattern analysis  ,   Spike patterns  ,   Neuronal network  ,   Olfactory bulb  ,   Rat  

1      Introduction 

 Much of the computational power of the brain undoubtedly resides 
in the activities of cooperating and competing networks of neu-
rons.  Functional coupling   between  s        imultaneously sampled neu-
rons in an in vivo preparation was fi rst reported 1963 by  Griffi th   
and  Horn   [ 1 ] and has long been recognized as theoretically impor-
tant in neuroscience. Synchronized activation between neurons 
has been linked to perceptual cognition, namely “the binding 
problem” [ 2 ], whereby the combined features of a complex 



310

 stimulus are associated by the synchronization of the activities of 
neurons responding to one or more of those features. The most 
widely accepted theory of the physiology of memory formation 
[ 3 ], is also based upon the occurrence of such interactions in  mem-
ory systems  —“When an axon of cell A is near enough to excite B 
and repeatedly or persistently takes part in fi ring it… A’s effi ciency, 
as one of the cells fi ring B, is increased.” 

  Experimental models   have provided evidence that memory 
formation may adhere to so-called “Hebbian”  principle  s.  Long- 
term potentiation (LTP)   is a physiological process that has been 
studied extensively since its fi rst description in 1974 by  Bliss   and 
 Lomo   [ 4 ]. In  LTP  , presynaptic and postsynaptic elements in a neu-
ral pathway are simultaneously activated by repeated electrical 
stimulation of the presynaptic elements, thereby fulfi lling the fi rst 
of Hebb’s principles [ 3 ]—neuron A repeatedly activates neuron B 
through the synaptic connection between the two elements. 
Subsequently, the effi ciency of neuron A in activating neuron B is 
increased, and so a simple hebbian assembly is formed. In this para-
digm, a large number of  neuron A’s  activate a large number of 
 neuron B’s  (i.e., there is little noise in the system), and the enhanced 
effi ciency of transmission from one to the other  i        s evident in the 
increased amplitude of the fi eld potential generated when a single 
pulse is delivered to the presynaptic elements. However, evidence 
for such a process occurring across a single synapse in a functioning 
system remains elusive. 

 Attempts have been made to discover spike patterns within 
populations of  neurons  , but so far these have not produced the 
desired kinds of results. Thus, Abeles [ 5 ] proposed a search algo-
rithm for the detection of multi-neuron patterns called “ synfi re  .” 
While numerous patterns were detected, doubt remains regarding 
the statistical signifi cance of the fi ndings [ 6 ,  7 ]. In this chapter, a 
more fl exible pattern model, called a T-pattern, is applied (see 
Chapter   1     in this volume).  T-pattern detection   uses an evolution 
algorithm for the detection of the repeated hierarchical and multi- 
ordinal real-time patterns in data sets consisting of a number of 
time point series all occurring within the same observation period 
[ 8 – 10 ]. The large number of T-patterns detected frequently far 
exceeds those found in randomized data thus the complex patterns 
discovered through T-pattern analysis provide a dynamic view of 
neuronal interaction which may be invaluable in understanding the 
mechanisms of neuronal networks and the way they encode sen-
sory information. 

 Olfactory encoding is of specifi c interest as behavioral para-
digms underpinning studies of the neurobiology of olfactory learn-
ing and memory are considered particularly robust [ 11 ] and 
considerable progress has been made in establishing the neural 
substrates and pathways involved [ 12 – 14 ]. Much of the encoding 
takes place at the level of the olfactory bulb (OB), the primary 
cortical projection area for olfactory input, and an area that is 
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entirely committed to processing this information. Structurally, the 
OB is widely conserved across vertebrate taxa. The area has been 
confi rmed as playing an important role in olfactory memory for-
mation. Thus, understanding the processes involved in encoding 
 olfactory         information is of great importance to understanding the 
fundamental neuronal mechanisms of learning and memory. 
Olfactory receptor neurons in the olfactory epithelium in the nasal 
cavity project mitral cells in glomeruli in the OB [ 15 ].  Optical 
imaging   studies demonstrate that different odorants elicit spatially 
defi ned spatial patterns of glomerular activity in the olfactory bulb 
[ 16 ,  17 ]. The quality of an olfactory stimulus is thus encoded by 
the combined specifi c activation of glomeruli by a given odorant. 
Gaining access to the olfactory bulb with a microelectrode array 
(MEA) allows in vivo electrophysiological sampling of neuronal 
activity over a relatively large area of cortex (>2 mm 2 ). We have 
applied t-pattern analysis to spike data collected simultaneously 
across many OB neurons, using microelectrode arrays [ 18 ], and 
established that recurring complex sequences of spikes can be 
detected in the activity sampled across the mitral cell layer of the 
OB. These patterns have been characterized in light of a putative 
role in processing sensory information.  

2    Methods 

 The present data were collected from the olfactory bulb of anes-
thetized  rats   (see Fig.  1  for further details). Throughout surgical 
and experimental procedures, humidifi ed air was supplied through 
a mask over the nose, and breathing was monitored and recorded 
using a thermistor in the mask. Data were sampled in 10s periods 
(trials) at 5 min intervals through a recording session of 6 h, or for 
as long as the animal remained physiologically stable as judged by 
its breathing. Some animals reached a point when irregular breath-
ing clearly indicated degrading physiological condition. In such 
cases recordings were terminated, and degrading condition noted 
as an experimental variable. Here we compare one such animal 
with another which remained physiologically viable throughout 
the full sampling period.

    Microelectrode arrays   of sharpened tungsten electrodes, 
arranged in a 6 × 5 array with 350 μ spacing, were advanced later-
ally into the OB (for one animal a 6 × 8 electrode array, with 250 μ 
spacing was used). Action potentials (spikes) were sampled from 
mitral layer  OB         neurons across an area of ~2.2 mm 2  using a 100 
channel laboratory interface (Bionic Technologies Inc./
Cyberkinetics Inc., USA). Spikes sampled in the mitral cell layer 
are assumed to be generated by mitral cells, as the other cell type 
in this layer, the granule cell, does not possess an axon [ 19 ]. After 
completion of recordings, offl ine discrimination of spikes from 
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individual neurons was performed using a  spike sorting procedure   
based upon machine learning algorithms to combine the features 
acquired using principle components analysis (PCA) with features 
describing the geometric shapes (curvature) within the spike wave-
form. This procedure was developed specifi cally to process these 
data and allows discrimination of activity from multiple neurons at 
each active electrode [ 20 ]. Typically, spikes were sampled simulta-
neously from ≥100 neurons across the array. Times of occurrence 
of spikes generated by individual neurons were stored as events 
coded with the identity of the neuron and its location on the 

  Fig. 1    Action  potentials (spikes)   from individual neurons were sampled from the olfactory bulb of urethane- 
anesthetized rats using a microelectrode array positioned laterally in the mitral cell layer of the olfactory bulb 
of urethane-anesthetized rats.          Each electrode in the array could sample spikes from multiple neurons. Here, 
individual neurons are coded in varied greyscale in the four traces displayed. Humidifi ed air was supplied 
through a mask over the nose, and breathing was monitored and recorded via a thermistor in the mask       
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MEA. Also stored were events marking onset of expiration and 
onset of inspiration in the breathing cycle to allow this data to be 
related to patterns identifi ed in the neural data. The data stored in 
this way are suitable for t-pattern analysis using Theme™ software 
(PatternVision,   www.patternvision.com    , Iceland). In each trial, 
data were collected during fi ve consecutive complete breathing 
cycles, each cycle beginning with the onset of inhalation, and end-
ing with the offset of  exhalation   (see Fig.  2 ). Event types entered 
into t-pattern analyses were times of occurrence of spikes from 
individual neurons, and times of onset of inhalation and exhalation 
in the breathing cycle.

3       Results 

 In these data, the relationship between pattern lengths and fi ring 
rates amongst the neurons was not simply determined by a  stochas-
tic process  . It might be assumed that neurons with higher  fi ring 
rates would by chance have a greater opportunity to participate in 
longer patterns. We  categorized   the neurons as slow, medium, or 
fast, according to fi ring rate, based approximately around modal 
fi ring  rates         determined across the entire sample. Slow neurons were 
suffi ciently slow that they contributed to no patterns of any length. 
Amongst the fast neurons, the  longest  patterns to which these 

  Fig. 2    An  example   breathing-related sequence of spikes across the olfactory bulb. This pattern spanned the full 
vertical extent of the 6 × 5 microelectrode array, incorporating 6 neurons, each sampled on a separate elec-
trode in the array. One neuron, sampled at the electrode ( outlined in black  on the array), was activated twice in 
the sequence, and provided the fi nal spike in the pattern. The fi rst event in the t-pattern, not shown on the array, 
was the onset of inhalation—the sequence of spikes occurred regularly as the animal breathed in       
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 neurons contributed were indeed longer than those amongst the 
medium  neurons   (Fig.  3a ). However, conversely to what might 
have been expected by chance, the  average  length of patterns to 
which the medium neurons contributed was longer than that for 
the fast neurons (Fig.  3b ). In this way, pattern length is not a sim-
ple function of the fi ring rate of the underlying neurons.

     The  detection    of   critical intervals is based on a null hypothesis that 
is tested a large number of times when seeking patterns in a single 
data set. Accordingly, many signifi cant patterns are expected to be 
found even in random data. A crucial issue, therefore, is whether 
signifi cantly more t-patterns are detected in the initial data than in 
the same data after they have been randomized. For this the 
Theme™ software allows randomizing and reanalyzing the data an 
optional number of times using the same detection parameters as 
for the real data and then comparing the fi ndings. For this two 
types of randomization are provided:  shuffl ing and rotation  . In 
both cases the number of series and the number of points in each, 
remain unchanged.

 –     Randomization by shuffl ing:  Here the time points in each series 
in the real data are randomly redistributed (shuffl ed) over the 
observation period.  

3.1  Statistical 
Validation 
of T-Patterns

  Fig. 3     Distribution of   pattern lengths according to neuron fi ring rate. Neurons were categorized as slow (0–7 
spikes), medium (8–100 spikes), or fast (>100 spikes) according the total number of spikes per trial. These 
fi ring rates were determined from approximate modal fi ring rates across the full data set. Slow neurons did not 
contribute to patterns, and so occur only independently (i.e., pattern length = 1). The remaining fast and 
medium neurons each, on average, participated in multiple patterns. The average maximum length of pattern 
that neurons participated in, increased with increasing fi ring rate. Thus, the average maximum pattern length 
was longer for fast neurons than for medium neurons. However, this distribution was reversed when consider-
ing the average length of patterns in which these neurons participated; the average length of patterns for fast 
neurons was shorter than that for medium neurons       
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 –    Randomization by rotation:  This can be imagined thus: all the 
series in the data set are wrapped around the same cylinder, 
each series thus forming a circle that is independently rotated 
by a random number of degrees (0–360°). This procedure, the 
more conservative of the two, leaves the structure of each 
series practically unchanged while randomizing the temporal 
relationship between the series.    

 By repeatedly randomizing and then searching for patterns in 
the same data set with the same search parameters as for the real 
data, an occurrence distribution with mean and a standard devia-
tion is obtained for each pattern length. This allows statistical com-
parison of the number of patterns of each length detected in the 
real data as compared to the randomized data and differences can 
be expressed in terms of the number of standard deviations between 
the two. 

 Comparing the lengths and incidence of t-patterns extracted 
from this data, t-patterns were similarly extracted from the same 
data  when         randomized either by shuffl ing or by rotation. Using 
either procedure, signifi cantly  fewer   sequences were detected in 
the randomized data than in the original electrophysiological data 
(e.g., see Figs.  4 ,  5 ,  6 ,  7 ,  8 , and  9 ). The incidence of t-patterns in 

  Fig. 4    This chart shows the numbers of different patterns of each length detected in fi rst of the 12 control trials 
of animal r2, which became physiologically instable and fi nally had to be terminated after the 12th trial. It also 
shows the number of different patterns of each length detected on average over 100 repetitions of randomiza-
tion and search for each of two types of randomization, shuffl ing and rotation. Here the number  of         patterns 
detected and the differences between the real data and the randomized data are at a maximum for the 12 
control trials       
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  Fig. 5    For  the   fi rst of the 12 control trials for animal r2 that became instable and fi nally had to be terminated 
after the 12th control trial, this chart shows the standardized differences between the numbers of patterns of 
each length detected in the original data versus the average over 100 repetitions of data randomization and 
search using the same search parameters. Here these differences are at the maximum for the 12 control trials       

  Fig. 6    This chart  shows   the numbers of different patterns of each length detected in the 7th of the 12 control 
trials of animal (r2) that became physiologically instable and fi nally had to be terminated after the 12th trial. It 
also shows the number of different patterns of each length detected on average over 100 repetitions of ran-
domization and search for two types of randomization, shuffl ing and rotation. Here the number of patterns 
detected and the differences of detection between the real data and the randomized data are intermediate 
between the fi rst and last of the 12 control trials and illustrates the gradual degradation of patterning over the 
12 trials       
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  Fig. 7    For the 7th of the 12 control trials for animal (r2) which became instable and fi nally had to be terminated 
after the 12th trial, this chart shows the standardized differences between the numbers of patterns of each 
length detected in the original data versus the average numbers over 100 repetitions of data randomization 
and search with the same search parameters. Here these differences are at an intermediate level for the 12 
control trials       

  Fig. 8    This chart shows the numbers of different patterns of each length detected in the last of the 12 control 
trials of an animal (r2) that became physiologically instable and fi nally had to be terminated after this trial. It 
also shows the number of different patterns of each length detected on average over 100 repetitions of ran-
domization and search for each of two types of randomization, shuffl ing and rotation. Here the number of 
patterns detected and the differences of detection between the real data and the randomized data are at the 
minimum for the 12 control trials       
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the real data was far greater compared to either type of randomized 
data. Moreover, the differences were generally much greater for 
the longer (and a priori less probable) patterns. The number of 
patterns under randomization as a percentage of patterns in real 
data also fell rapidly with pattern length dropping to just a few 
percent or less for the longest patterns.

        Although the difference between real and randomized data 
was often smaller when the more conservative rotation method 
was used to randomize the data, this difference was nonetheless 
highly signifi cant. The number of patterns of the same length (m) 
detected in the original data was thus 5–1000 standard deviations 
greater than the mean number of patterns in the randomized data, 
increasing with pattern length, corresponding  to   signifi cance levels 
far lower than 0.0001. 

 In the case of the subject for which recordings were terminated 
early when irregular breathing indicated deteriorating  physiological 
condition, the difference between T-pattern incidence in random 
data and that in real data decreased through the recording session. 
This decrease in the distinction between random and real data con-
tinued until the termination of recordings. At that point, there was 
relatively little difference between t- pattern   incidence in real data 
and that in either form of randomized data (see Fig.  10 ), although 

  Fig. 9    For the last of  the   12 control trials for an animal (r2), which became instable and fi nally had to be termi-
nated after this 12th and last trial, this chart shows the standardized differences between the numbers of 
patterns of each length detected in  the         original data versus the average over 100 repetitions of data random-
ization and search with the same search parameters. Here these differences are at the minimum for the 12 
control trials       
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the combined fi ring rates of the neurons remained relatively 
unchanged, and were even slightly increased, that is, from total of 
3042 spikes over all 39 neurons in the fi rst trial to 3114 over all  43 
  neurons in the last.

      As would  be   expected, independently of neuronal fi ring, the 
breathing cycle was detected in all data sets as two-element 
(length = 2) t-patterns relating only the two different markers of 
ventilation (i.e., onset of inhalation and onset of exhalation) 

3.2  Breathing 
and Neuronal Firing 
Patterns

  Fig. 10     Relative incidence of   patterns in real and randomized data. The average incidence of patterns of any 
length in 20 randomizations of the data was compared to the pattern incidence in the real data. Here, pattern 
incidence in randomized data is expressed as a percentage of that in the real data. Data were randomized 
using the conservative rotation procedure described in the text. In the data from all but one of the animals, the 
difference in pattern detection between real and randomized data was large throughout the series of record-
ings, tending to increase as the recordings progressed, i.e., the ratio of patterns in randomized data to those in 
the real data declined across trials. However, in subject r2, the relative separation in pattern incidence between 
randomized and real data, whilst maintaining a level similar to that in other animals through the initial 5–6 tri-
als, subsequently degraded (see also Figs.  4 ,  5 ,  6 ,  7 ,  8 , and  9 ). This accompanied a deterioration in the physi-
ological condition of the anesthetized animal, to the point when recordings were stopped. In another subject 
animal, r6 ( inset ), separation between randomized data and real data in the early trials was relatively poor, but 
improved through the series. For this animal, less time was allowed for the animal to stabilize after initial anes-
thesia and surgical preparation before commencing recordings. It may be that, in this case, consistent with r2, 
the relative incidence of patterns in randomized and real data refl ects the stability of the preparation       
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which regularly alternate. Numerous relationships were detected 
between the breathing markers and (a)  the         fi ring of individual 
neurons and (b) multi-neuron t-patterns. Thus approximately 
3–5 % of the t-patterns detected in all data sets analyzed were 
related to breathing as they included either one or both of the 
markers of  ventilation (e.g., see Fig.  2 ) and all ventilation events 
were involved in at least one neuronal fi ring t-pattern. When only 
the breathing event series were randomized in the original data 
and a pattern search performed using the same search parameters 
as before, no patterns relating breathing and spikes were detected. 
This was consistent over all fi les and subjects indicating a highly 
signifi cant synchronization between breathing and neuronal 
activity. Figures  11  and  12  show two examples of the kind of 
T-patterns detected, but these were chosen as they are among the 
 relatively   few where each T-pattern occurrence covers a full 
breathing cycle and, moreover, contain bursts (T-bursts) in one 
or more neurons. (Regarding T-bursts and T-pattern diagrams 
see Chap.   1     in this volume.)

  Fig. 11     This   T-pattern diagram shows one pattern detected in the fi rst of the 12 control trials for an animal (r2) 
that later became instable and fi nally had to be terminated after the 12th trial. The pattern shown is one of the 
15  different         patterns and with occurrences spanning a full breathing cycle, that is, from one exhale event (c80, 
n3) to the next, and containing bursts (T-bursts) in individual neurons. Note that this pattern includes a kind of 
cascade of bursts, that is, fi rst in neuron c14, n3 and then in neuron c1, n2. About T-bursts and T-pattern 
diagrams see Chapter   1     in this volume (Magnusson)       
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4         Discussion 

 In the present work we show that complex sequences occur across 
large areas of the two-dimensional network of mitral neurons in 
the olfactory bulb. The occurrence of all lengths of these patterns 
is many times greater than that would be expected by chance. The 
patterns detected incorporated functional connections spanning in 
some cases the entire area sampled by the MEA (>2 mm 2 ). This is 
perhaps less remarkable given the presence of  anatomical connec-
tions   (paradoxically termed “short axons”) spanning many (≤30) 
mitral cells across the olfactory bulb [ 21 ]. 

 Precisely timed sequences have previously been described for 
neuronal  fi ring   in cortical neurons [ 5 ] and in simulated neuronal 
networks [ 22 ,  23 ]. Such “synfi re” sequences in spontaneous corti-
cal neuronal activity have been reported in intracellularly recorded 
postsynaptic potentials and in extracellularly recorded spikes both 
in an isolated tissue preparation and in vivo [ 24 ].  Synfi re patterns   
are in some ways similar to t-patterns and may be simply described 
as t-patterns where all critical intervals are of the same very short 
length (one millisecond?), that is, [d 1  + 1]. However, critics of the 
synfi re algorithm have noted that the incidence of sequences 
extracted from electrophysiological data using this procedure, may 

  Fig. 12     This   T-pattern diagram shows one pattern detected in the last of the 12 control trials in animal (r2) that 
had become instable and had to be terminated after this 12th control trial. At this point, all patterning had 
become minimal compared to the initial trial. The fi gure shows the only pattern containing a burst (T-burst) in 
one neuron with occurrences spanning a full breathing cycle, that is, from one exhale event (c80, n3) to the 
next. The burst connecting the two exhale events is in neuron c36, n5. About T-bursts and T-pattern diagrams 
see Chap.   1     in this volume (Magnusson)       
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differ little (nonsignifi cantly) from the incidence of  those         similarly 
extracted from random data [ 6 ,  7 ]. Thus it may be that synfi re 
sequences are largely artifactual, refl ecting the particular structure 
of the underlying series rather than dependencies between those 
series (cf  25 ). In this respect t-patterns differ markedly from synfi re 
patterns as the number of t-patterns detected in our electrophysi-
ological data greatly exceeds that detected in randomized data, 
irrespective of the method employed for randomization (from 5 to 
1000 standard deviations, depending respectively on whether ran-
domization is effected using the conservative rotation procedure 
or by shuffl ing, as described in this paper). 

 The algorithm used in t-pattern analysis differs profoundly 
from the synfi re algorithm. In t-patterns, the spikes of neurons A 
and B (or patterns of such) are connected if, more often than 
expected by chance, they occur in sequence such that after A there 
is at least one occurrence of B within particular time window 
(interval), and the critical interval is neither user defi ned nor 
uniquely fi xed, but each critical interval relationship is detected by 
a special algorithm. The synfi re detection algorithm does not 
search for critical interval relationships between events, but 
attempts to match the spike data to a user-defi ned interval that 
typically is very short, conforming to acknowledged synaptic physi-
ological properties, i.e., synaptic delay in the order of a few milli-
seconds. The interval is thus also constant from one pair of neurons 
(and/or neuronal patterns) to another, whereas the intervals in 
t-patterns are variable and automatically detected as a function of 
the actual data. 

 The constraints imposed on the  biological system   in relying on 
a precise, infl exible, and short interval to establish sequences across 
multiple neurons, may be, and indeed might be expected to be, 
extreme. In a neuronal system, a postsynaptic neuron may receive 
many inputs from many afferent neurons. Some of those inputs are 
excitatory, others inhibitory. The activation of the postsynaptic 
neuron is dependent on the summative infl uences of those excit-
atory and inhibitory inputs. Moreover, the synapses themselves are 
subject to failure [ 26 ]. Thus, the activity of a single afferent neu-
ron, whilst having a probabilistic infl uence over the susceptibility 
of the postsynaptic neuron to discharge, may have negligible 
impact on the activity of the postsynaptic neuron relative to ongo-
ing activation by the large number of other  presynaptic         neurons. 
The statistical nature of the critical intervals used in t-pattern anal-
ysis makes this an ideal technique for the detection of sequences 
amongst such neuronal populations. 

 These analyses of spike data recorded simultaneously from mul-
tiple olfactory bulb neurons demonstrate the occurrence of repeat-
ing patterns of activity, many simple, involving perhaps two or three 
neurons, but many much more complex, across as many as 20 or 
more neurons. The incidence of these patterns in our neuronal data 
was very much greater than in the same data when either of two 
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randomization procedures was used—often the separation of real 
and randomized data was in the order of hundreds of standard devi-
ations, implying that these sequences are by no means a chance 
phenomenon. This was maintained across the series of recordings 
for all subject animals, with the exception of one, which for unknown 
reasons became physiologically unstable under anesthesia, and ulti-
mately died before completion of the series of recordings. In the 
trials leading up to the point at which recordings were terminated, 
the separation between real and randomized data degenerated pro-
gressively until the incidence of patterns no longer distinguished 
them convincingly, despite there being no corresponding degrada-
tion in the combined fi ring rates of the underlying neurons. Again, 
this points to the incidence of organized spike sequences being a 
property of the functioning neuronal system. 

 Individual neurons sampled from each subject animal varied 
widely in their fi ring rates. We considered the possibility that faster 
neurons might have greater opportunity, by chance, to contribute to 
longer patterns. However, conversely to what might have been 
expected by chance, whilst the longest patterns involving fast neu-
rons were longer than those involving medium fi ring rate neurons, 
the average pattern length to which faster neurons contributed was 
in fact shorter than for the medium neurons. This again counters the 
possibility that chance factors might play a part in the incidence of 
neuronal sequences detected by t-pattern analysis, and also suggests 
a dissociation in function between fast and medium neurons. 

 In addressing the potential physiological function of neuronal 
sequences in the olfactory bulb, we considered the relationship 
between sequences and breathing. A sizeable subset of patterns 
detected incorporated the onset of one or other phase in the 
breathing cycle, inhalation or exhalation. Thus, these patterns are 
timed to the animal’s ventilation, and are consistent with other 
observations of neuronal activation in phase with breathing using 
in vivo optical imaging techniques [ 17 ] or electrophysiological 
techniques [ 27 ]. The latter study demonstrated that mitral cell 
membrane potential fl uctuations, and therefore likelihood of dis-
charge, occur in phase with ventilatory rhythm. Here we demon-
strate that neuronal activity further involves complex sequences of 
discharge that are related to ventilatory activity. 

 These investigations demonstrate that complex sequences of 
spikes can be detected in a neuronal network using t-pattern analy-
sis. Their incidence is very much greater than can be explained by 
chance, and this property alone can refl ect the physiological condi-
tion of the animal. These patterns can be categorized according  to 
        discrete physiological functions, and hence may represent an 
important mechanism for coding odor information in the olfactory 
bulb. In our ongoing investigations we intend to expand our anal-
yses to establish the utility of complex spike sequences detected by 
t-pattern analysis in the coding of sensory information in the cen-
tral nervous system.     
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