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            Learning Points 

•     Data quality assurance is important in DTI.  
•   Artifacts can severely affect subsequent quali-

tative and quantitative analyses.  
•   Bad data quality can be detected during acqui-

sition or image processing.  
•   Correction of artifacts can be done during the 

acquisition and image processing stage.  
•   Quality assurance can be used to improve data 

quality on the scanner.     

    Introduction 

  Diffusion MRI data   is, like any other MRI tech-
nique, prone to artifacts. Most diffusion MRI anal-
yses are based on a voxel-wise computation of 
quantities from a series of diffusion-weighted 

images (DWIs) acquired with different orientation 
and magnitude of diffusion sensitization, and the 
results may be severely affected by artifacts. It is 
therefore of great importance to avoid or correct 
for these artifacts before subsequent analyses [ 1 ]. 

 There are various ways to classify artifacts in 
diffusion MRI data. They may be present in the 
 DWIs   themselves (e.g., Gibbs ringing, suscepti-
bility artifacts), or become apparent when com-
bining all DWIs (e.g., subject motion). Some 
artifacts are related to MRI acquisition in general 
(e.g., Gibbs ringing and EPI distortions) or are 
specifi c to diffusion weighting.  Spin-echo echo- 
planar imaging (SE EPI)   is often the method of 
choice for diffusion acquisition since it is a rela-
tively fast technique, but the resulting images are 
locally distorted due to differences in tissue sus-
ceptibility. The rapid switching of gradients 
required when acquiring diffusion MRI data 
leads to eddy current distortions. The origin of 
some artifacts is system related (e.g., eddy cur-
rent distortions, signal dropouts, vibration arti-
facts), whereas others are subject related (subject 
motion, susceptibility artifacts). 

 In this chapter, we will review the most clini-
cally relevant artifacts from different angles. It is 
not the purpose to extensively discuss each arti-
fact, but to focus on the practical issues instead. 
The origin, recognition, and correction methods 
for each artifact are briefl y outlined in the fi rst sec-
tion, where we specifi cally focus on the different 
 processing stages   (Fig.  7.1 ). We will distinguish 

mailto:chantal@isi.uu.nl


128

the acquisition stage, in which we consider recog-
nition and correction on raw data only, from the 
image processing stage, which includes any form 
of processing of the data (e.g., fi tting a tensor or 
calculating standard deviations of the measure-
ments). The central question throughout this chap-
ter is:  How can I recognize and ,  potentially ,  correct 
for artifacts ,  either during scanning or when I 
have already acquired the data ? We present a deci-
sion tree scheme, which can be used as a stepwise 
manual for optimal data acquisition and processing 
(including pre- processing and tensor estimation), 

answering the question to  which acquisition and 
processing methods to consider in a stepwise man-
ner for optimal data quality for subsequent analy-
sis ? Obviously, prevention is better than cure, 
which is why we will discuss methods to assure 
data quality in the second section. Quality assur-
ance (QA) focuses on  how to make sure that the 
scanner is able to acquire high quality data ,  before 
actual patient data acquisition . We provide some 
examples when to accept or reject data. Finally, it 
is important to understand  how artifacts infl uence 
quantitative and directional  diffusion MRI mea-

   Fig. 7.1     Decision tree 
scheme for checking and 
correcting of diffusion 
data.  Std  standard 
deviation  ,  interslice inst.  
interslice instabilities,  PIS  
physically implausible 
signal,  MDC  motion- 
distortion correction,  TV  
total variation,  FA / DEC  
direction-encoded FA map, 
 perc.  percentage       
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sures . To this end, the last section focuses on the 
possible effect of artifacts on voxel-wise computed 
quantitative measures such as mean diffusivity 
(MD) and fractional anisotropy (FA) and on trac-
tography results. The  guidelines   for checking and 
correcting data presented in this chapter are not 
specifi c to DTI only, but often extend to other dif-
fusion acquisition techniques such as high angular 
resolution diffusion imaging (HARDI).

         Recognition and Correction 
of Artifacts   

    Eddy Current-Induced Distortions  

   Origin 
 Conductive elements of the MRI scanner (e.g., 
the gradient coils) permit the fl ow of electric 
charges. When a conductor is located in a chang-
ing magnetic fi eld, this will induce currents in the 
conductor. Because their fl ow patterns resemble 
swirling eddies in a river, they are called eddy 
currents. Besides gradients for spatial localiza-
tion of the MR signal, additional magnetic gradi-
ents are used to make MR sensitive to diffusion. 
The diffusion-sensitizing gradients have to be 
switched on and off very rapidly, and induce 
eddy currents [ 2 ] in conductors present. The  eddy 
currents  , in turn, induce additional magnetic gra-
dient fi elds which will change the actual diffu-
sion gradient, as can be seen in Fig.  7.2b , where 
the actual diffusion gradient is different from the 

desired one in Fig.  7.2a . The effect on the DWIs 
is twofold: overlap of the changed diffusion gra-
dient with spatial encoding gradients will lead to 
geometric distortions and thus misalignment of 
individual DWIs; and the deviation of the diffu-
sion gradient from what we expect will lead to 
errors in diffusion estimates.    

    Recognition and Correction 
in Acquisition Stage  
 When eddy current-induced fi elds overlap with 
the spatial encoding period of the image acquisi-
tion, this will lead to geometric distortions. These 
distortions are visible in the raw DWIs in the 
phase-encoding direction (PE, most commonly 
anterior–posterior or y-direction) and depend on 
the direction of the eddy current gradient. An 
eddy current gradient in left–right ( x ) direction 
will result in a shear in the axial ( xy ) plane, 
assuming that the PE direction is anterior–poste-
rior ( y ). Likewise, an eddy current gradient in 
 y -direction causes scaling in  y -direction (Fig. 
 7.3a  shows compression in  y -direction), whereas 
eddy current gradients in inferior–superior ( z ) 
direction translates each slice in y-direction 
dependent on the slice position [ 3 ].

   Generation of eddy currents is inevitable in 
diffusion MRI; however, there are methods to 
minimize them. Replacing the single-refocused 
spin-echo diffusion preparation (Fig.  7.2a ) by a 
twice-refocused spin-echo (TRSE) preparation 
(Fig.  7.2c ) reduces the eddy currents resulting in 
less severe geometric distortions [ 4 ]. This is also 

   Fig. 7.2     Diffusion MR sequences. ( a ) For the standard, 
once-refocused, diffusion preparation, after the excitation 
(90° RF pulse) there are two gradients that sensitize the 
signal to diffusion, with a refocusing pulse (180° radio- 
frequency (RF) pulse) at half the echo time (TE/2) to form 

an echo during the readout. ( b ) The diffusion gradient is 
not as desired and overlaps with the spatial encoding gra-
dients. ( c ) TRSE: The twice-refocused diffusion prepara-
tion ( bottom line ) has two refocusing pulses splitting four 
gradient blocks to form an echo during the readout       
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called  dual spin-echo (DSE) diffusion imaging  . 
The TRSE/DSE diffusion sequence is available 
in most, if not all, recent MRI scanners, making 
this an easy to use option. Figure  7.3c  shows a 
raw image with minimal eddy current distortions. 
The downside of a TRSE sequence is a small 
increase in echo time (TE), caused mainly by the 
additional 180 pulse. As a result, the signal-to- 
noise ratio (SNR) decreases and the repetition 
time (TR) may increase, which would result in a 
longer acquisition time.   

    Recognition and Correction in Image 
Processing Stage  
 Different geometric distortions of every individ-
ual DWI will result in misalignment of the 
images, which will, in general, affect diffusion- 
derived measures that are estimated on a voxel-
by- voxel basis. Eddy current-induced 
misalignment artifacts become visible as bands 
of increased FA at the periphery of the brain 
(Fig.  7.4a ) but, although less pronounced, are 
also present throughout the brain. The  direction- 

  Fig. 7.3    Example of DW image with scaling induced by 
eddy currents in the phase-encoded anterior–posterior (AP, 
indicated by the  arrows ) direction ( a ), compared to the 

undistorted B 0  image ( b ). The lines overlaid in red indicate 
brain edges and boundaries of the undistorted B 0  image. ( c ) 
Raw data in which the effect of eddy currents is minimized       

  Fig. 7.4    ( a ) DEC map 
showing an orientational 
bias in the high anisotropy 
rim at the periphery of the 
brain. ( b ) The same map 
calculated after distortion 
correction       
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encoded color (DEC) map  s [ 5 ] furthermore show 
a dominant orientation in these bright rims, which 
is typical for eddy current-induced geometric dis-
tortions when they are only visible in the phase- 
encoding (PE) orientation of the image.

   Correction for eddy current-induced distor-
tions is commonly done in the diffusion MRI 
image processing pipeline. Various image regis-
tration based methods have been developed for 
correction [ 2 ,  6 ,  7 ]. Typically, mutual informa-
tion is used to register all DWIs to the non-DW 
( b  = 0) image, which has no eddy current-induced 
distortions. For this purpose no additional scans 
are needed. Figure  7.4b  displays the DEC map 
after correction. 

 Besides image distortions, eddy currents can 
also infl uence diffusion measurements in another 
way. Figure  7.2b  already showed that the actually 
applied diffusion gradient differs from the desired 
one. The diffusion weighting of an image is thus 
not exactly what we expect, which will result in 
errors in the estimates of the diffusion parame-
ters. This is often hard to recognize and impracti-
cal to correct for.   

     Subject Motion  

   Origin 
 The acquisition of a typical clinical DTI dataset 
takes around 5–10 min, for research purposes this 
can even be longer. Although subjects are 
instructed to lie still during a scan, head or body 
motion is diffi cult to avoid. Motion can be subdi-
vided into translations (in  x- ,  y-,  and  z -direction) 
and rotations (yaw, pitch, and roll). Many  DWIs   
have to be acquired to estimate diffusion proper-
ties accurately, and misalignment due to motion 
will lead to errors in these estimates.  

     Recognition and Correction 
in Acquisition Stage  
 Instead of a time-consuming detailed slice-by- 
slice inspection of the raw DW MRI data, subject 
motion can also be investigated by looping 
through the DW images at a frame rate of approx-
imately ten frames per second, or quickly tog-
gling between the fi rst and last acquired DW 
MRI image. 

 During acquisition, all care should be taken to 
immobilize the subject. This is commonly done by 
placing cushions, or pads, between the subject’s 
head and the inside of the head coil. This makes it 
easier for the subject to keep his or her head still. 

 Even for the most willing and cooperative sub-
jects, head motion is likely to occur to some extent. 
Slight movement of the brain may result in a mis-
match between subsequent slices, which means 
these slices cannot be combined correctly. Several 
new pulse sequences have been proposed that can 
correct for  in - plane  motion, e.g., PROPELLER or 
SNAILS [ 8 ]. However, these cannot correct for 
  through - plane  motion  . Prospective volume regis-
tration can account for through-plane motion. 
Here, the  fi eld-of-view (FOV)   is repositioned after 
each 3D image volume, so after each TR. This 
method can correct the motion for any subsequent 
volume accurately, but the volume in which 
motion occurred is corrupt and must be re-
acquired, elongating the scan time. To truly 
account for any motion, however, the motion must 
be detected with a higher temporal resolution. 
Zaitsev et al. [ 9 ] proposed such a real-time pro-
spective motion correction setup: when head 
motion is detected, the imaging fi eld-of- view is 
adjusted accordingly for the next excitation. Their 
system used a mouthpiece with markers outside 
the mouth that could be imaged by optical cameras 
outside of the magnet bore. In this way, rigid body 
motion of the head can be detected and corrected 
for a wide range of  rotations and translations. 
Recent advances in this fi eld were focused on 
ease-of-use as well as correction accuracy, with 
methods that use a small object attached to the 
subject’s forehead that is imaged by a camera 
within the bore, capable of correcting translations 
and rotations as small as 10 μm and 0.01° [ 10 ,  11 ]. 
For an extensive overview, one is referred to [ 12 ]. 
Currently, these methods are transforming from a 
purely developmental setup to products shared 
between neuroscientifi c research groups.   

    Recognition and Correction in Image 
Processing Stage  
 Subject motion will, just like eddy current geo-
metric distortions, result in misregistration of DW 
volumes. This misregistration can in some cases 
also be recognized by rims of high anisotropy 
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with orientational bias at the periphery of the 
brain, but this will, in contrast to misregistration 
produced by eddy currents, appear on all sides of 
the brain (Fig.  7.5a ). In other cases, overall 
changes in FA or MD can be observed (Fig.  7.5b ). 
In addition to DEC maps, misregistration artifacts 
(resulting from either eddy currents or subject 
motion) can also be recognized by inspecting 
images of the standard deviation across the DWIs, 
in which the size and brightness of the rims at 
brain edges and tissue interfaces refl ect the degree 
of misalignment (Fig.  7.5c ). Recognition and cor-
rection of subject motion on these maps is not 
always straightforward and depends largely on the 
kind of motion (abrupt or gentle, small or large).

    Image registration   is commonly employed in 
diffusion MRI to correct for subject motion, and 
uses six parameters in total for translation and 
rotation. The corrected maps are visualized in 
Fig.  7.5d–f . The total transformation of eddy cur-
rent distortion correction and subject motion are 
ideally applied at once on the original images [ 2 ]. 
A complication when dealing with registration of 
DWIs is that they contain directional informa-
tion: diffusion gradients are applied in a specifi ed 
direction. When the subject is rotated, one should 
rotate the  b -matrix associated with each 
DWI. Neglecting to rotate the  b -matrix can lead 
to incorrect diffusion metrics and erroneous trac-
tography [ 13 ].   

  Fig. 7.5    Subject motion can be recognized on FA/DEC 
maps by a bright rim ( a ) or an overall change of FA ( b ). 
( c ) When plotting the standard deviation across all DWIs, 

bright rims at brain edges indicate misalignment. ( d – f ) 
show the same maps, corrected for subject motion       
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     Interslice Instabilities   

    Origin  
 A specifi c type of motion artifact is interslice 
instability. This is discussed separately, since it 
only arises when motion occurs during an acqui-
sition in which slices are scanned interleaved, 
i.e., even and odd-numbered slices of an EPI vol-
ume are collected sequentially (so fi rst slices 1, 3, 
5… and subsequently slices 2, 4, 6…).  

     Recognition and Correction 
in Acquisition Stage  
 Although it seems straightforward, checking the 
raw data in orthogonal views other than the slice 
direction is often omitted. Interslice instabilities 
such as intensity differences between slices 
resulting from interleaved acquisition can be rec-
ognized on these orthogonal views, see Fig.  7.6a . 
 Artifacts   arising from the interleaved acquisition 
are visible in the corpus callosum and at the brain 
edges, and result in signal dropouts. The best way 
to prevent these artifacts if they are motion 
related is to properly immobilize the subject or to 
use prospective motion correction as discussed 
above.

        Recognition in Image Processing Stage  
 Interslice instabilities can become visible on FA 
DEC maps. The infl uence of motion in combina-
tion with interleaved acquisition is illustrated in 
Fig.  7.6b , where the artifact becomes apparent in 

different brain regions, such as the corpus 
callosum.   

     Table Vibrations  

   Origin 
  Table vibrations   are the result of low-frequency 
mechanical resonances of the system due to 
application of the diffusion gradients [ 14 ,  15 ]. 
Spatial phase ramps in the phase image occur 
when neighboring voxels move over a different 
distance. These phase ramps correspond with 
shifts in k-space that result in signal loss. The 
amount of signal loss for a standard  b -value of 
1000 s/mm 2  can be 5–17 %, and increases with 
the  b -value. Moreover, the twice-refocused spin-
echo sequence suffers more from these vibrations 
due to the even more rapid switching of the gra-
dients [ 15 ]. So, although the TRSE sequence 
ameliorates the eddy current-induced distortions, 
one must ensure that it does not come at the cost 
of increased table vibration.  

     Recognition and Correction 
in Acquisition Stage  
 Table vibrations can result in localized signal 
loss, which is not a result of diffusion. The move-
ment resulting from vibration is primarily directed 
in left–right direction, and the artifact is therefore 
visible in DWIs with a large component of the 
diffusion gradient in the left–right direction. 

  Fig. 7.6    ( a )  Interslice instabilities   might not be visible on the axially interleaved acquisition plane, but becomes visible 
on the orthogonal planes in a DWI volume. ( b ) DEC map with interleave artifact       
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Figure  7.7  illustrates this signal loss in a left–right 
sensitized image. When the region of signal loss 
overlaps with pathology, important diagnostic 
information can get lost.

   Most  diffusion protocols   do not acquire the 
whole k-space, but use partial coverage instead to 
shorten TE which reduces scan time and increases 
SNR. In case of partial k-space acquisitions, 
vibrations could move the center of k-space out 
of the scanned k-space, resulting in severe loss of 
information for proper reconstruction of the 
DWI. Several acquisition options exist to reduce 
vibrations. Most conveniently, a mechanical 
decoupling of the patient table and gradient coils 
would reduce the vibrations themselves. This is, 
however, not a user acquisition choice as such, 
since this is determined by the vendor when 
designing the scanner. Second, full k-space cov-
erage avoids this issue, generally at the expense 
of increases in TE [ 14 ]. At the expense of longer 
scan times, one could opt for a longer TR which 
would allow for the decay of vibrations between 
subsequent excitations.   

    Recognition and Correction in Image 
Processing Stage  
 Quantitative measurements such as  FA and MD   
can be infl uenced by local signal dropouts in 
DWIs. In DEC maps, areas of the artifact can 
have artifi cially high FA in left–right orientation as 
can be seen in Fig.  7.8a . To improve the reliability 

of diffusion measures such as FA, a tensor fi tting 
approach should be used that can account for the 
infl uence of this signal dropout. One possibility 
is to include the infl uence of the artifact as co-
regressor in the tensor estimation [ 14 ]. The result 
of data correction can be appreciated in Fig.  7.8b . 
When one is not very familiar with these color-
coded DEC maps or when pathology is involved, 
it might be hard to recognize areas of artifi cially 
high FA. In such cases, residual maps, which rep-
resent the difference between the actual measure-
ment and the prediction after fi tting the tensor 
model to the data, can illustrate the artifact more 
specifi cally. Signal dropouts in one or a few 
DWIs generally cause the tensor fi t to be less 
accurate in those regions, which causes locally 
higher residuals (Fig.  7.8c ). After correction, the 
residual map does not show the vibration arti-
facts anymore (Fig.  7.8d ).    

     Pulsation   

    Origin  
 Even when the subject lies still, motion of brain 
tissue occurs due to the infl ow of arterial blood 
following cardiac systole. These displacements 
are in the order of 1 mm and cannot be consid-
ered as simple rigid body motion as different 
brain regions have different displacement profi les. 
The largest motion can be observed in inferior 

  Fig. 7.7    Signal dropouts 
in DWIs with a large 
component of the diffusion 
gradient in  left – right  
orientation resulting from 
table vibrations       
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regions of the brain that move mostly along the 
inferior–superior direction [ 16 ]. Pulsation can be 
recognized for example around the lateral ven-
tricles and brainstem. Two complications arise in 
further DTI analysis due to these pulsations. 
When DWIs are acquired in different stages of 
the cardiac cycle, they will have different local 
deformations, which results in local misregistra-
tion of structures between successive images. 
Furthermore, incoherent intra-voxel motion leads 
to additional signal attenuation [ 17 – 19 ].  

     Recognition and Correction 
in Acquisition Stage  
 The raw images can be used to detect local defor-
mations, which are most pronounced in the 
region of the brain stem. Due to the differential 
contrast and eddy current-induced distortions 
between DWIs, it is hard to determine whether 
any observed deformations are caused by pulsa-
tion. When multiple non-DWIs are acquired, 
looping through the raw images at a high frame 
rate (e.g., 10 fps) may already illustrate the effect 
of cardiac pulsation. 

 As there is a direct mathematical relation 
between the  image and the k-space  , any artifact in 

the image is also present in k-space. Pulsation can 
result in dispersion or corruption in k-space lead-
ing to signal dropouts in the image. Holdsworth 
et al. [ 20 ] proposed the use of k-space entropy as 
a measure for k-space dispersion, where images 
with higher entropy than a given threshold value 
are defi ned as corrupted. Once a threshold is set, 
any corrupted slices can then be re-acquired later 
in the scan without the need for user input. 
Although this provides an automated method, the 
implementation requires online processing of the 
acquired data, and therefore nontrivial alterations 
to the scanner software. 

 To prevent the pulsation artifact from occur-
ring in the acquired data, it is possible to acquire 
images only during several phases of the cardiac 
cycle, called cardiac gating. By ensuring that 
each slice is scanned during diastole, where there 
is little pulsatile motion, it is possible to acquire 
images that are unaffected by pulsation [ 21 ]. 
Although effective, gating comes at the cost of 
increased scan time, since there are periods in the 
cardiac cycle where no images can be acquired. 
In general, pulsation affects regions at and below 
the level over the  corpus callosum   [ 22 ]. With 
this knowledge, Nunes et al. [ 23 ] devised an 

  Fig. 7.8    ( a ) Areas of artifi cially high FA in  left – right  
direction resulting from vibration artifacts. ( b ) Same FA 
map after correction for the vibration artifact by account-

ing for signal dropouts in tensor estimation. Mean resid-
ual map of the tensor fi t ( c  and  d ) gives an indication of 
data quality and is sensitive to artifacts ( c )       
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optimized acquisition setup where these inferior 
areas are scanned in the diastolic phase and supr-
acallosal slices during the systolic phase. Using 
this setup they demonstrated a decrease in scan 
time of 30 % compared to the traditional cardiac- 
gated scan, while obtaining the same artifact-free 
images. Most MR vendors provide a cardiac gat-
ing option in their DWI sequences, making this a 
very convenient solution to pulsation artifacts, 
albeit at the expense of increased scan time.   

    Recognition and Correction in Image 
Processing Stage  
 Plotting the standard deviation across the non- 
DWIs for each voxel can show a high variability 
near moving regions, such as the medial parts of 
the brainstem and the lateral ventricles, due to 
pulsatile artifacts (Fig.  7.9 ).

   On top of local misalignment artifacts, intra- 
voxel dephasing leads to additional signal attenu-
ation, which will be interpreted as increased 
diffusion. This will bias the diffusion tensor esti-
mate and will infl uence anisotropy measures and 
tractography results [ 17 ]. 

  Tensor estimation   in the presence of cardiac- 
induced artifacts can be improved by more 
advanced tensor estimation methods that recog-
nize corrupted data as outliers. Robust estimation 
approaches such as Robust Estimation of Tensors 
by Outlier Rejection (RESTORE, see also 
Chap.   6     and [ 24 ]) and Robust Extraction of 
Kurtosis INDices with Linear Estimation 

(REKINDLE)   [ 25 ] can be very effective in 
obtaining diffusion tensor parameters that are not 
affected by cardiac- induced artifacts.   

     Susceptibility-Induced Distortions   

    Origin  
 Magnetic susceptibility refers to the degree of 
magnetization of an object in response to an 
applied magnetic fi eld. Tissue is diamagnetic, 
which means that it creates a magnetic fi eld in 
opposition to the externally applied magnetic 
fi eld. The magnetic fi eld in the tissue will there-
fore be slightly lower than the scanner magnetic 
fi eld. Different tissues have different magnetic 
susceptibilities, which makes the magnetic fi eld 
(B 0 ) dependent on the shape and composition of 
the body part that is imaged. Susceptibility dif-
ferences are particularly large in regions where 
air-fi lled sinuses are close to bone or tissue, such 
as in the temporal and frontal lobe. EPI images 
are prone to these susceptibility differences in 
particular, since a whole volume is acquired 
within a single excitation. In clinical practice, 
k-space is fi lled as displayed in Fig.  7.10a . The 
locally altered magnetic fi eld will cause a local 
displacement of the object in the PE direction 
[ 26 ,  27 ]. More specifi cally, the geometric distor-
tions scale linearly with the FOV in the PE direc-
tion, and with the time between two consecutive 
points in the PE direction.

  Fig. 7.9    Standard deviation across all non-DW (B 0 ) images shows high signal variability around the ventricles and the 
brainstem due to pulsation. FA DEC maps of the same slices are shown for anatomical reference       
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        Recognition and Correction 
in Acquisition Stage  
 The distortions may cause regions of signal “pile 
up,” where the signal of several voxels is com-
pressed into one voxel (Fig.  7.11b ), or signal 
“smearing,” where the signal from one voxel is 
stretched over several voxels (Fig.  7.11a ).

   To compensate for B 0  inhomogeneities, an 
additional magnetic fi eld can be created by run-
ning currents through small coils [ 28 ]. This is 
called shimming, and the coils used are called 
shim coils. In MRI brain imaging, there is always 
some form of shimming. Mostly, linear shim-
ming is used, also called fi rst-order shimming, 
where additional magnetic fi elds along  x ,  y , and  z  
are applied to make the B 0  fi eld more homoge-
neous. Higher-order shimming is also possible, 
where second- or third-order fi elds are applied to 
account for highly nonlocalized magnetic inho-
mogeneities [ 29 ]. These higher-order shimming 
methods require additional coils and software, 
but are widely available in dedicated brain imag-
ing centers. 

 In the presence of an object that causes an 
inhomogeneous B 0  fi eld,  shimming   is the 
accepted method to correct these inhomogene-
ities. However, the acquisition of the DWIs can 
be adjusted such that the effects of inhomogene-
ities are minimized. One way to do this is by par-
allel imaging methods, e.g., SMASH, SENSE, or 
GRAPPA, which were designed to speed-up MR 
image acquisition by acquiring only parts of 

k-space, and then reconstructing the whole image 
[ 30 – 32 ]. The use of multiple receiver coils that 
detect the MR signal then provides the additional 
spatial information to reconstruct the complete 
image from an incompletely sampled, or unders-
ampled, k-space. It is most effi cient to unders-
ample in the PE direction because this provides 
the largest speed-up. An additional benefi t is that 
in EPI, this also reduces the image distortions 
caused by local fi eld inhomogeneities, with 
higher parallel imaging factors giving lower 
distortions. 

 Another way to reduce image distortions is to 
change the way k-space data is acquired. Several 
pulse sequences have been designed that do this, 
including short-axis PROPELLER EPI (SAP- 
EPI, [ 27 ]) and readout segmented EPI (RS-EPI, 
[ 20 ]). SAP-EPI acquires multiple rotating and 
overlapping “blades” in k-space that together 
create a full k-space (Fig  7.10b ). Instead, RS-EPI 
acquires several parallel adjacent “blinds” in 
k-space that combine to a full k-space (Fig  7.10c ). 
However, these techniques require multiple 
blades or blinds to be scanned to construct a full 
k-space. Since the individual blades or blinds are 
acquired after separate excitations, this results in 
longer scan times. Recently, diffusion-weighted 
vertical gradient and spin-echo EPI was pro-
posed, which basically acquires all the RS-EPI 
blinds after a single excitation, signifi cantly 
increasing the imaging speed compared to 
RS-EPI [ 33 ]. Although these techniques provide 

  Fig. 7.10    ( a )  k-space trajectory   of single-shot EPI, where 
the entire k-space is read after a single excitation. ( b ) 
Short-axis propeller EPI, where rotating “blades” in 

k-space are read out after each excitation. ( c ) Readout- 
segmented EPI reads out “blinds” of k-space in each 
excitation       
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a higher image quality and have been shown to 
provide improved diagnostic confi dence [ 34 ], 
they are not widely available and thus not widely 
used in diffusion MRI.   

    Recognition and Correction in Image 
Processing Stage  
 Deformations of the DWIs can be recognized 
when fusing them with an anatomical image 
which is less geometrically distorted. Figure  7.12a  
shows the overlay of the DEC map with a T1 
image after rigid registration, showing a clear 
mismatch between the two images.

   There are several “unwarping” methods that 
can be used to deal with these distortions in 
image processing stage. Most of these methods, 
however, require additional image acquisitions 
and as such are not purely post-processing strate-

gies. One option is distortion correction with the 
use of a fi eld map. An example fi eld map is 
shown in Fig.  7.13 , which illustrates the devia-
tion of B 0  from the Larmor frequency. Spatial 
variations in B 0  cause the distortions, and know-
ing these variations enables us to calculate the 
shift per voxel and compensate for the shift [ 35 ]. 
A drawback of this method is that it cannot cor-
rect for signal “pile up,” because the intensity of 
that particular location is then a mix of intensities 
from different voxels, and this is impossible to 
resolve [ 36 ].

   An alternative method is to acquire two datas-
ets with opposite PE direction (and thus oppo-
sitely directed distortions), so that one could 
reconstruct the undistorted image from these two 
data sets [ 37 ]. This is called the  reverse polarity 
gradient method   because of the opposite polarity 

  Fig. 7.11    ( a ) 
Susceptibility-induced 
distortions when using 
negative EPI blips, 
displacements toward the 
front. ( b ) Positive EPI blips 
result in displacements 
posteriorly. ( c ) Corrected 
data. [Courtesy of Dr. 
Roland Bammer, Stanford 
University]       
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of the PE gradient in this method. The benefi t here 
is that regions with signal “pile up” in one image 
have signal “smearing” in the other image, and 
vice versa. Recall Fig.  7.11a, b . This overcomes 
the main drawback of the fi eld map method. A 
downside to this method is that more images 
should be acquired, increasing the scan time. 

 Finally, an undistorted image (e.g., T1, T2) 
can be used to unwarp residual EPI distortions 
present in DWI data by non-rigid image registra-
tion [ 38 ], see Fig.  7.12b . 

 Conceptually, the last two correction methods 
could be combined, where the registration to an 
undistorted image fi ne-tunes the images cor-
rected with the fi eld map of reverse polarity 
method.   

     Nyquist Ghosting  

   Origin 
 The  origin   of Nyquist ghosting is hardware 
related. In the scanner, there is a time delay of 
microseconds between the application of the 
readout gradient and the actual acquisition. This 
leads to a shift of the data in k-space, which cor-
responds to a phase ramp in image space: the 
“ghost” [ 39 ]. The ghost arises due to a mismatch 
between readout from positive and negative read-
out directions.  

     Recognition and Correction 
in Acquisition Stage  
 Ghosting can immediately be recognized in the 
raw images as a copy of the object, shifted by 
half of the FOV (see Fig.  7.14) .

   Multiple  correction methods   have been pro-
posed and generally fall into methods that 
require additional acquisitions (e.g., a reference 
scan) or those that do not. To correct for the 
shift in k-space, the reference scan is composed 
of multiple readouts through the center of 
k-space which can be used to determine the dif-
ference between positive and negative readouts. 
This difference—acquired without diffusion 
weighting—can then be used to correct all 
acquired non-DWI and DWIs in the rest of the 
session [ 40 ]. Although this is a very quick 
method, the downside is that it is not suitable for 
longer DWI scans, which are more and more 

  Fig. 7.12    Color FA map 
derived from DW-MRI 
data overlaid on anatomical 
undistorted image. Due to 
EPI deformations in the 
DWI, there is a 
misregistration that is most 
obvious near the brain stem 
and corpus callosum ( a ). 
( b ) Result after correction 
by non-rigid image 
registration       

  Fig. 7.13    Field map with the gray values representing B 0  
variations in Hz       
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common to accommodate HARDI (see also 
Chap.   13    ). Subtle changes in the MR system 
during the scan may render the reference 
acquired at the beginning inadequate for ghost 
correction at the end of the scan. To resolve this, 
reference scans can be acquired intermittently 
during scanning to update the correction param-
eters. If multiple non-DWIs are acquired and 
these are spread out over the session, these ref-
erences can be scanned during the “dead time” 
because of the missing diffusion- weighting gra-
dients. Mostly, the scanner has one fi xed method 
to do ghost correction, which leaves the user 
with no alternatives. However, if these “stan-
dard” methods prove insuffi cient to fully correct 
for ghosting, one should realize there are alter-
native methods that could prove to be benefi cial.   

    Recognition  and Correction in  Image 
Processing Stage   
 Alternatively, one can use the acquired images 
themselves to do ghost correction. By generat-
ing separate images from the odd and even 
echoes, phase maps of those two images can be 
generated. Under the assumption that phase 
changes have a low spatial frequency, the two 
phase maps can be used to calculate a phase cor-
rection and reconstruct one fi nal un-ghosted 
image [ 39 ,  41 ].   

     Gibbs Ringing   

    Origin  
 Gibbs ringing is a common artifact in MRI but is 
often overlooked in diffusion MRI applications 
[ 3 ]. To describe steep intensity transitions in an 
image (e.g., cerebrospinal fl uid, CSF, next to 
white matter), one needs high frequencies. When 
acquiring k-space, however, the acquisition win-
dow is not infi nitely large but rectangular. High 
frequencies beyond the acquisition window are 
assumed to be zero. This leads to the well-known 
ringing artifact in the image [ 42 ], see Fig.  7.15 .

        Recognition and Correction 
in Acquisition Stage  
  Gibbs ringing artifacts   are the most prominent in the 
non-DW image because the intensity differences are 

   Fig. 7.14      Nyquist 
ghosting   can be recognized 
as a copy of the image that 
is shifted over half the 
FOV       

  Fig. 7.15    Ringing artifact around large steps in intensity       
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largest in this image, as shown in Fig.  7.16a  at the 
interface of CSF and brain tissue.

   Sampling a larger interval in k-space (with 
proportionally more points in k-space) for a fi xed 
fi eld-of-view will reduce the pixel width, and 
therefore the spatial distance over which the ring-
ing propagates. Running two scans with different 
k-space intervals can give insight in the Gibbs 
ringing artifact, but this is not often an option due 
to prolonged acquisition time.   

    Recognition and Correction in Image 
Processing Stage  
 The Gibbs ringing artifact can also be recognized 
on DEC maps as intensity variations, see 
Fig.  7.16b . Since diffusion will lead to signal 
decay, the non-DW image should always have a 
larger intensity than DWIs for each voxel. Due to 
Gibbs ringing artifacts, amongst others, this is 
not always the case. Visualizing the occurrence 
of these physically implausible signals (PIS) 

  Fig. 7.16     Gibbs ringing artifact  . ( a ) B 0  image shows the 
artifact at the location of high intensity gradients. ( b ) DEC 
map with Gibbs ringing artifact. ( c ) PIS map, indicating 

regions where the  b  = 0 image has smaller intensity than 
the DWIs. ( d – f ) show the corrected images       
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overlaid on an FA map indicates at which loca-
tions these artifi cial signals occur, as shown in 
Fig.  7.16c  [ 3 ]. 

 Gibbs ringing artifacts have infl uence on dif-
fusion estimates, and it is therefore desirable to 
correct for these artifacts. There are several 
approaches that deal with Gibbs ringing arti-
facts, e.g.  [ 43 – 47 ] . The  total variation (TV) 
approach  , for example, calculates a corrected 
image by including a term that preserves edge 
information in the image and meanwhile mini-
mizes the contribution of large adjacent intensity 
differences  [ 46 ] .   

     Chemical Shift Artifact   

    Origin  
 When placed in a magnetic fi eld, protons in fat 
have a different resonance frequency than those 
in water. During acquisition of the MR images, 
the frequency and phase of the signal are used for 
spatial encoding of the signal. The difference in 
frequency of fat and water can therefore be inter-
preted as a difference in position. In EPI images, 
fat containing structures are therefore shifted 
from their true positions in the phase-encoding 
direction.  

     Recognition and Correction 
in Acquisition Stage  
 On a 3T clinical system, the fat/water chemical 
shift can approach 5 cm [ 48 ]. When imaging the 
brain, the largest fat component can be found 
between the skull bone and skin. The hyperin-
tense band of the fat signal can be visible on raw 
DWIs, as shown in Fig.  7.17a .

   To ensure there is no fat signal to disrupt the 
image, several “fat suppression” methods have 
been proposed that can be generally classifi ed 
into three different methods: specifi cally exciting 
the water protons; saturation of the fat magneti-
zation; moving the fat signal away from the 
imaged object. The fi rst method was initially pro-
posed by [ 49 ] as a spectral-spatial (SPSP) selec-
tive excitation, where interplay between 
switching slice-selection gradients and RF pulse 
excites only the water protons. This is the most 
effective method in terms of fat suppression, but 
suffers from two main drawbacks: (1) Due to 
hardware constraints on clinical systems (mostly 
the gradient slew rate), slice thicknesses is lim-
ited to around 2.4 mm or thicker; (2) The SPSP 
pulse can be relatively long in order to get a good 
fat suppression, thus increasing scan time. The 
second method uses an RF pre-pulse, to null the fat 
magnetization before the actual water excitation. 

  Fig. 7.17     Fat band   is sometimes visible as bright intensity band on raw images ( a ), whereas it is often missed on DEC 
maps ( b ). Residual map clearly shows the chemical shift artifact ( c )       

 

C.M.W. Tax et al.



143

Two pre-pulses exist: (1) An inversion pulse 
(e.g., SPIR, [ 50 ]), where the fat magnetization is 
inverted and the actual excitation is done at the 
time that fat has zero magnetization. The time 
between inversion and excitation is called the 
 inversion time  , and tuning this is critical for good 
suppression. (2) The fat is excited and then 
“spoiled” before excitation (CHESS, [ 51 ]), 
resulting in no magnetization of fat. Unfortunately, 
at current clinical fi eld strengths of 1.5T or 3T, 
this approach commonly provides incomplete fat 
suppression (as illustrated in Fig.  7.17a  and a 
slight increase in scan time). The third method 
uses slice-selection gradient reversal (SSGR) 
[ 52 ,  53 ]. Due to relative differences in frequency, 
the slice of fat that is excited is shifted along the 
slice direction compared to the excited water. 
When opposite gradient polarities are used during 
the excitation and refocusing RF pulse, the fat 
slice will in turn be shifted in opposite directions 
in the excitation and refocusing part. As a result, 
the volume of fat tissue that experiences both the 
excitation and refocusing pulse is very small, 
which means there is little signal from fat. This is 
shown schematically in Fig  7.18 .

   In a recent overview, Sarlls et al. [ 54 ] com-
pared different fat suppression methods for twice-
refocused DW imaging: CHESS, SSGR, SPSP, 
and a combined CHESS-SSGR approach. The 
SPSP and CHESS-SSGR methods performed 

similarly in terms of effective fat suppression and 
SNR, but the CHESS-SSGR combination resulted 
in a slightly shorter scan time. 

 Depending on the vendor, one or several of 
these fat suppression options are available. Even 
within one option, there are specifi c parameters 
that can be tuned to try and optimize fat suppres-
sion. In SPIR, for instance, the inversion time can 
be set for each scan. Alternatively, the difference 
between the water and fat resonance frequency 
can be set in SPIR, CHESS, and SPSP. Optimal 
values of these parameters are dependent on sev-
eral scanner-specifi c settings, including the main 
fi eld strength, gradient strength, and gradient 
slew rate, but are certainly worth investigating to 
provide proper suppression.   

    Recognition  in  Image Processing Stage   
 Insuffi cient fat suppression can become visible 
on DEC maps, but this is not always obvious 
(Fig.  7.17b ). The easiest method to detect these 
artifacts is by making a residual map of the diffu-
sion tensor residuals, where the chemical shift 
artifact can be recognized as a bright band of 
higher residuals (Fig.  7.17c ). It is diffi cult to cor-
rect for this artifact at this stage, and one should 
be careful with interpretation of the data in these 
corrupted regions. The locally biased tensor esti-
mation can become apparent globally in tractog-
raphy analyses.   

  Fig. 7.18    Schematic representation of the  slice-selection 
gradient reversal (SSGR) method  . The  solid black line  
indicates the spatial location of the slice of water that is 
excited. The fat slice that is excited is displaced with 
respect to the water slice along the slice direction ( shifted 
up ,  dashed line ). The refocusing pulse is then combined 

with a gradient that has an opposite polarity to that used in 
the excitation pulse. The fat volume that experiences this 
pulse is shifted downwards ( dashed - dotted line ). The 
overlapping area in the middle of the slice ( gray ) is the 
only part of the fat signal from this slice that will give an 
echo       
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     Signal and Slice Dropouts   

    Origin  
 Signal dropouts can have many origins, such as 
gross subject motion, cardiac pulsation, strong 
local susceptibility difference (e.g., dental braces), 
and hardware problems, among others. Since the 
fi rst three causes have been described at length 
previously, we focus here on the hardware- related 
problems. One example is a loose connection in 
the scanner, which can cause part of k-space to not 
be stored. Depending on the part of k-space miss-
ing, and the extent, this artifact can have various 
representations in the image. Alternatively, 
receiver calibration can be incorrect. Prior to scan-
ning, the scanner performs a quick test scan to see 
what the maximum signal will be to calibrate the 
system. If this is set too low, points in k-space may 
have their intensities “clipped,” resulting in artifi -
cial contrast differences in the image.  

     Recognition and Correction 
in Acquisition Stage  
 Given that hardware-related problems can pres-
ent themselves as a broad range of image arti-
facts, the artifacts can be diffi cult to detect and 
their origins hard to pinpoint. On raw data, detec-
tion can best be done by looking for structural 
hypointense areas, such as slice dropouts, shown 
in Fig.  7.19 . One should be aware, however, that 
not all dropouts are as obvious as this example, 
and the best way of detection is in the post- 
processing stage.

        Recognition and Correction in Image 
Processing Stage  
  Signal dropouts   are sometimes subtle and not 
always obvious to recognize on raw images or 
FA maps (Fig.  7.7 ). Residual maps of the ten-
sor estimation are sensitive to dropouts, see 
Fig.  7.20 . When fi tting a tensor, the RESTORE 

  Fig. 7.19     Total slice 
dropout   in the sagittal ( left ) 
and coronal ( right ) view       

  Fig. 7.20    ( a ) Slice 
dropouts are hard to spot 
on FA maps, but do 
infl uence diffusion 
measures locally. ( b ) On 
the tensor residual map, the 
slice dropout can well be 
recognized       
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and REKINDLE approaches can deal with 
these outliers by ignoring them during tensor 
estimation  [ 24 ] .

         Quality Assurance 

 Several of the artifacts discussed in this chapter 
can be corrected for, either at the acquisition or 
the processing stage. As such, they do not limit 
the analyses of DTI data, but rather force the user 
to consciously consider the acquisition and pro-
cessing steps prior to the analyses. Since the 
introduction of DWI and DTI, much research has 
been devoted to solve or reduce image artifacts. 
Eddy current-induced and susceptibility-induced 
image distortions, for instance, can now be 
addressed both by tuning the acquisition and the 
image processing side, with clear pros and cons 
to both options. In terms of the image processing 
steps described here, most software packages 
available to date provide users with adequate 
options to do these correction steps. Although 
there are various ways to correct for artifacts, it is 
of major importance to check quality require-
ments before acquiring data on clinical or 
research subjects, by using  quality assurance 
(QA) tests  . 

    QA and Phantoms 

 QA is concerned with the implementation of 
activities to fulfi ll quality requirements, such as 
comparison to a gold standard. Standard QA tests 
consist of gradient calibration (including linear-
ity, uniformity, and agreement in amplitude), 
fi eld mapping to minimize B 0  inhomogeneities, 
and eddy current compensation [ 55 ]. This is most 
commonly done by imaging phantoms with dif-
ferent gradient directions and  b -values. Phantoms 
are suitable for validation of acquisition parame-
ters, as well as diffusion measures and fi ber trac-
tography results [ 56 – 59 ]. It is important to 
quantify precision, accuracy, and reproducibility 
in diffusion MRI analysis. Vegetables (like aspar-
agus [ 60 ]) or animal nerve structures (like rat spi-
nal cord, garfi sh, or lobster nerves [ 61 ,  62 ]) are 
sometimes used. However, in such organic mat-

ter it is more diffi cult to manipulate the natural 
geometry of the tissue in order to refl ect more 
complex microstructural confi gurations (i.e., to 
construct interdigitated crossing fi bers), and the 
diffusion properties of such organic material may 
change over time. Hardware phantoms can be 
made of isotropic media (e.g., liquids of known 
diffusivity) or anisotropic media (e.g., capillaries 
or artifi cial fi bers). The properties of these phan-
toms are tuned to resemble human white matter. 
Liquids of known diffusivity (e.g., Dodecane) 
can be used to calibrate absolute gradient power. 
Glass capillaries or PTFE (Tefl on) capillaries 
[ 63 ] are rigid, while for example hydrophobic 
fi ber materials (with high FA, [ 64 ]) can be 
adapted to the desired geometry to create artifi -
cial fi ber phantoms.  

    Quality Control 

 One important aspect of  quality assurance and 
control   is that the user should always remain crit-
ical when employing automated correction meth-
ods. One example could be the use of robust 
estimation procedures on data with artifacts. 
When a DW image is partly corrupted, 
RESTORE or REKINDLE might classify those 
corrupted voxels as outliers, and disregard them 
in tensor estimation. However, if a large portion 
of the image is corrupted, the image might not be 
correctly registered, which could mean that the 
“good” voxels that are included in tensor estima-
tion are also unreliable because they provide dif-
fusion information about different spatial 
locations. An example of this is shown in Fig. 
 7.21  for a DW image (Fig.  7.21a ) simulated to 
have an interleaved artifact (Fig.  7.21b ). The 
coregistration of such an image to the other 
images will not be accurate. Residual maps (Fig. 
 7.21c ) will not show this. However, the number 
of outliers detected is a very good indicator of a 
subtle image artifact (Fig.  7.21d ). As shown here, 
the interleaved artifact only causes 7 % of all 
brain voxels to be judged by RESTORE as outli-
ers, even though at least half of all WM voxels 
are misaligned and therefore provide erroneous 
information. This is because misregistration of 
voxels within the WM might not provide a strong 
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enough contrast difference to be classifi ed as arti-
fact. In such cases, one could argue to remove the 
entire DW volume from further analyses to 
ensure they are not negatively affected.

        Implications for Further Analysis 

    Effects of Bad Quality Data 
on Quantifi cation 

 MD and FA are, amongst others, important quan-
titative measures that can be used in subsequent 
ROI analyses, voxel based analyses (VBA), and 
tractography analyses (See Chaps.   6    ,   7    ). 
Comparison of these values between different 
groups can reveal associations with clinical 
parameters, which has been the focus of a large 
amount of studies. Artifacts can infl uence the dif-
fusion measures, as shown in Fig.  7.22 , where FA 
values (top two rows) and MD values (bottom 
row) are locally altered. Furthermore, artifacts 
can complicate proper analyses in particular 
areas. It is well known that structures in the 
 orbitofrontal cortex, for example, are prone to 
susceptibility artifacts, which makes these white 

matter areas less accessible to study. This might 
attribute to the fact that larger white matter tracts 
with densely packed neuronal fi bers tend to be 
studied more than less prominent pathways. For 
example, the corpus callosum is a pathway that 
can readily be identifi ed, which makes this path-
way better suited for investigation in quantitative 
studies [ 65 ]. We have seen that most artifacts 
cause diffi culties in the registration of individual 
DWIs, which will eventually affect any subse-
quent analysis. One should be aware that the 
 corpus callosum, for example, can also be cor-
rupted by artifacts, such as susceptibility distor-
tions (Fig.  7.10 ), Gibbs ringing (Fig.  7.13 ), and 
interleave artifacts (Fig.  7.15 ).

       Effects of Bad Quality Data 
on Tractography Results 

 With tractography, the architectural confi guration 
of white matter fi ber bundles can be investigated 
in vivo (See Chap.   11    ). For DTI tractography, the 
local fi rst eigenvector is typically used for tract 
propagation (Chap.   6    ). Besides noise and partial 
volume effects, data artifacts and lack of proper 

  Fig. 7.21    Importance of 
 manual data quality 
assurance  . One DW image 
(the tenth) shown 
uncorrupted ( a ) and with 
interleaved artifact ( b ). The 
tensor residual map at this 
slice ( c ) does not show the 
presence of any artifact. 
However, outlier 
percentages per DW image 
( d ) strongly indicate an 
artifact. Interesting, only 7 
% of all brain voxels are 
classifi ed as outliers, 
whereas roughly half of the 
image is misaligned       
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correction can severely confound local fi ber con-
fi gurations and therefore fi ber tractography 
results. Figure  7.23  shows examples of the infl u-
ence of bad quality data on tractography results 
using a deterministic algorithm, for different arti-
facts. The results clearly show the deviation in the 
reconstructed pathways when proper correction 
methods are not taken into account. Pathways can 
have a different geometry and may even terminate 

in other brain areas [ 66 ]. To date, tractography is 
mostly used for analyses in which quantitative 
measures along tracts are compared between 
patients and controls, to study which areas in the 
brain are connected, and for neurosurgical plan-
ning. It is of major importance to assure data 
quality before acquisition and correct for artifacts 
during acquisition and image processing to ensure 
the reliability of all subsequent analyses.

  Fig. 7.22    Effects of bad quality data on quantitative mea-
sures (FA  top two rows , MD  bottom row ), showing ( i ) 
vibration artifact, ( ii ) Gibbs ringing, ( iii ) Susceptibility 

distortions anterior, ( iv ) Motion and eddy current distor-
tions, ( v ) interleave artifacts       
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