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Preface

A Fields Institute International Symposium on Asymptotic Methods in Stochastics
was organized and held in honour of Miklós Csörgő’s work on the occasion of
his 80th birthday at Carleton University, Ottawa, Canada, July 3–6, July 2012.
The symposium was hosted and sponsored by the School of Mathematics and
Statistics, Carleton University, and co-sponsored by the Fields Institute for Research
in Mathematical Sciences.

The symposium attracted more than 70 participants from around the world,
including many graduate students and postdoctoral fellows. It is with great sadness
that we are to write here that in January 2014, one of the participants, Marc Yor,
passed away. We recall the happy days we were lucky to spend with him here, while
he was attending our conference. We are very pleased that in collaboration with
Francis Hirsch and Bernard Roynette, he also contributed a paper for publication
in this volume. Unfortunately, we cannot any more thank him for his eminent
participation in our symposium, where he also gave a talk on peacocks and
associated martingales.

The opening address was given by Don Dawson, “Path properties of fifty years
of research in Probability and Statistics: a tribute to Miklós Csörgő,” that was
followed by Miklós presenting his 50- year involvement in Asymptotic Methods
in Stochastics in a historical context.

In this regard we wish to mention that there were two previous conferences,
both held at Carleton University, in celebration of Miklós Csörgő’s contributions
to Probability and Statistics on the respective occasions of his 65th and 70th
birthdays. The first one, ICAMPS ’97 (International Conference on Asymptotic
Methods in Probability and Statistics, 8–13 July 1997), was organized by Barbara
Szyszkowicz, who also edited the proceedings volume of this conference (cf. [V1]
in Publications of Miklós Csörgő; bold-face letters and/or numbers in square
brackets will throughout refer to the latter list of publications). The second one,
ICAMS ’02 (International Conference on Asymptotic Methods in Stochastics,
23–25 May 2002), was organized by Lajos Horváth and Barbara Szyszkowicz, and,
just like the preisent symposium, it was also co-sponsored by Tthe Fields Institute.
For the proceedings volume of ICAMS’02, we refer to [V2], that is, Volume 44
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viii Preface

of Fields Institute Communications, as well as to the there indicated Fields Institute
website: www.fields.utoronto.ca/publications/supplements/, where the editors of the
latter volume, Lajos Horváth and Barbara Szyszkowicz, also have a 69-page résumé
of Miklós’ work over the past forty or so years at that time, titled “Path Properties
of Forty Years of Research in Probability and Statistics: In Conversation with
Miklós Csörgő”. This article with its 311 references, together with Miklós’ list
of publications at that time, is also available as no. 400 – 2004 of the Technical
Report Series of LRSP. It can also be accessed on the LRSP website: http://www.
lrsp.carleton.ca/trs/trs.html.

We much appreciate having been given the opportunity by the Editorial
Board of Publications of the Fields Institute to include in this volume
Miklós’ above-mentioned list of publications (cf. Table of Contents). The Editors
also have a 45-page resume, titled “A Review of Miklós Csörgő’s Mathematical
Biography”, that can be accessed on the Fields Institute website www.fields.
utoronto.ca/publications/supplements/. Unfortunately, due to space limitations, we
could not include in this collection our expository style review of SELECTED PATH

PROPERTIES OF 50+ YEARS OF RESEARCH IN PROBABILITY AND STATISTICS:
IN CONVERSATION WITH MIKLÓS CSÖRGŐ.

In the abstract of his talk at the conference, “Almost exact simulations using
Characteristic Functions”, Don McLeish nicely relates asymptotics, numerical
methods and simulations as tools of approximation in Probability and Statistics.
We quote the first part of his abstract here:

Asymptotic statistics explores questions like when and how do functions of observed data
behave like functions of normal random variables? and much of the work of Miklós Csörgő
and his coauthors can be described analogously as when and how do functionals of an
observed path behave like those of corresponding Gaussian processes? . For much of the
past century, asymptotics provided the main approximation tool in probability and statistics.
Although it is now supplemented with other approximation tools such as numerical methods
and simulation, asymptotics remains a key to understanding the behaviour of random
phenomena.

The following participants presented 30-minute talks at the conference: Raluca
Balan, István Berkes, David Brillinger, Alexander Bulinski, Murray Burke, Endre
Csáki, Herold Dehling, Dianliang Deng, Richard Dudley, Shui Feng, Antónia
Földes, Peter W. Glynn, Edit Gombay, Karl Grill, Lajos Horváth, Gail B. Ivanoff,
Jana Jurečková, Reg Kulperger, Deli Li, Zhengyan Lin, Peter March, Yuliya
Martsynyuk, Don McLeish, Masoud Nasari, Emmanuel Parzen, Magda Peligrad,
Jon N.K. Rao, Bruno Rémillard, Pál Révész, Murray Rosenblatt, Susana Rubin-
Bleuer, Thomas Salisbury, Qi-Man Shao, Zhan Shi, Josef G. Steinebach, Qiying
Wang, Martin Wendler, Wei-Biao Wu, Marc Yor, and Hao Yu.

We are pleased to publish this collection of twenty articles in the Fields Institute
Communications series by Springer, and it is our pleasure to dedicate this volume
to Miklós Csörgő as a token of respect and appreciation of his work in Probability
and Statistics by all the contributors to this volume, and all the participants in our
2012 Fields Institute International Symposium. We are grateful to the contributors
for submitting their papers for publication in this volume, as well as to the referees

www.fields.utoronto.ca/publications/supplements/
http://www.lrsp.carleton.ca/trs/trs.html
http://www.lrsp.carleton.ca/trs/trs.html
www.fields.utoronto.ca/publications/supplements/
www.fields.utoronto.ca/publications/supplements/
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for their valuable time and enhancing work on it. All papers have been refereed,
and accordingly revised if so requested by the editors. We wish to record here our
sincere thanks to everyone for their extra time, care and collaboration throughout
this elaborate process. The papers in this volume contain up-to-date surveys and
original results at the leading edge of research in their topics written by eminent
international experts. They are grouped into seven sections whose headings are
indicative of their respective main themes that also reflect Miklós’ wide-ranging
research areas in Probability and Statistics. Except for Section 2, the listing of the
articles in each is in the alphabetical order resulting from that of their authors. The
reason for making an exemption from this “rule” in Section 2 is that the Csáki et al.
paper there also provides a general footing for the results that are proved in Révész’s
exposition right after.

In Section 1, Miklós Csörgő and Zhishui Hu present, in a historical context,
and then establish, a weak convergence theorem for self-normalized partial sums
processes of independent identically distributed summands when the latter belong
to the domain of attraction of a stable law with index ˛ 2 .0; 2�. In particular,
Theorem 1.1 of this paper identifies the limiting distribution in Theorem 1.1 of
Chistyakov and Götze (cf. 2. in References therein) under the same necessary
and sufficient conditions in terms of weak convergence in DŒ0; 1�. Initiated by
his primary contributions [97] (with Lajos Horváth), [190] and [191] (both with
Barbara Szyszkowicz and Qiying Wang), self-normalization and Studentization
have become an important global research area of Miklós Csörgő and his col-
laborators (cf., e.g., [192], [204], [205], [216], [217], [220], [221], [222], [223]
and [224]). In the introduction of their paper in this section, Dianliang Deng
and Zhitao Hu present an up-to-date survey of results dealing with the precise
asymptotics for the deviation probabilities of self-normalized sums and continue
with establishing integrated precise asymptotics results for the general deviation
probabilities of multidimensionally indexed self-normalized sums. Magda Peligrad
and Hailin Sang deal with asymptotic results for linear processes in general and,
in the latter context, review some recent developments, including the central limit
theorem (CLT), functional CLT and their self-normalized forms for partial sums.
They study these in terms of independent and identically distributed summands
(cf. 16. in References therein) and, via self-normalization, for short memory linear
processes as well, as, e.g., in 14. in References therein. Self-normalized CLT and
self-normalized functional CLT are also covered for long memory linear processes
with regularly varying coefficients (cf. 15. in References therein).

In Section 2, Endre Csáki, Antónia Földes and Pál Révész survey
their joint work with Miklós on anisotropic random walks on the two-
dimensional square lattice Z

2 of the plane (cf. [210], [213], [215], [218], and
[219]). Such random walks possibly have unequal symmetric horizontal and vertical
step probabilities, so that these step probabilities can only depend on the value of
the vertical coordinate. In particular, if such a random walk is situated at the site
on the horizontal line y D j 2 Z, then, at the next step, it moves with probability
pj to either vertical neighbour and with probability 1=2 � pj, to either horizontal
neighbour. It is assumed throughout that 0 < pj � 1=2 and minj2Z pj < 1=2.
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The case pj D 1=2 for some j means that the horizontal line y D j is missing,
a possible lack of complete connectivity. The initial motivation for studying such
two-dimensional random walks on amnisotropic lattice has originated from the
so-called transport phenomena of statistical physics (cf. 12., 14., 15. and 16. in
References therein), where having pj D 1=2, j D ˙1;˙2; : : :, but p0 D 1=4, the
so-called random walk on the two-dimensional comb, i.e., when all the horizontal
lines of the x axis are removed, is also of interest (cf. 1., 2., 5. and 29. in References
therein). In his paper, Pál Révész continues the investigation of the latter comb-
random walk, and also that of a random walk on a half-plane half-comb lattice
(cf. [218]), and concludes a result for each on the area of the largest square they
respectively succeed in covering at time n. Gail B. Ivanoff reviews martingale
techniques that play a fundamental role in the analysis of point processes on Œ0;1/,
and revives the question of applying martingale methods to point processes in higher
dimensions. In particular, she revisits the question of a compensator being defined
for a planar point process in such a way that it exists, it is unique and it characterizes
the distribution of the point process. She proceeds to establish a two-dimensional
analogue of Jacod’s characterization of the law of a point process via a regenerative
formula for its compensator and also poses some related open questions.

In Section 3, the paper of Alexander Bulinski deals with high -dimensional
data that can be viewed as a set of values of some factors and a binary response
variable. For example, in medical studies the response variable can describe the
state of a patient’s health that may depend only on some parts of the factors.
An important problem is to determine collections of significant factors. In 3. of
References of the paper, Bulinski establishes the basis for the application of the
multifactor dimensionality reduction (MDR) method in this regard, when one uses
an arbitrary penalty function to describe the prediction error of the binary response
variable by means of a function of the factors. The goal of thie present paper is
to conclude multidimensional CLT’s for statistics that justify the optimal choice
of a subcollection of the explanatory variables. Statistical variants of these CLT’s
involving self-normalization are also explored. The paper of Deli Li, Yongcheng
Qi and Andrew Rosalsky is devoted to extending recent theorems of Hechner,
and Hechner and Heinkel (cf. 6. and 7. in References therein) dealing with sums
of independent Banach space valued random variables. The proof of the main
result, Theorem 3 in this paper, is based on new versions of the classical Lévy,
Ottaviani, and Hoffmann-Jorgensen inequalities (cf. 11., 3. and 8., respectively,
in References therein) that were recently obtained by Li and Rosalsky (cf. 13. in
References of the paper). In her second paper in this volume, Magda Peligrad
surveys the almost sure CLT and its functional form for stationary and ergodic
processes. Her survey addresses the question of limit theorems, started at a point,
for almost all points. These types of results are also known under the name of
quenched limit theorems, or almost sure conditional invariance principles. All these
results have in common is that they are obtained via a martingale approximation
in the almost sure sense. As applications of the surveyed results, several classes of
stochastic processes are shown to satisfy quenched CLT and quenched invariance
principles, namely, classes of mixing sequences, shift processes, reversible Markov
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Chains and Metropolis Hastings algorithms. In his paper, Qiying Wang revisits,
with some improvements, his recent extended martingale limit theorem (MLT) and,
for a certain class of martingales, concludes that the convergence in probability of
the conditional variance condition in the classical MLT can be reduced to the less
restrictive convergence in distribution condition for the conditional variance (cf. 7.
in References therein). The aim of this paper is to show that the latter extended MLT
can be used to investigate a specification test for a nonlinear cointegrating regression
model with a stationary error process and a nonstationary regressor. This, in turn,
leads to a neat proof for the main result in Wang and Phillips of 11. in References.

Anchored by his 1997 book with Lajos Horváth (cf. [A5]), change-point analysis
has been an important research area of Miklós and his collaborators for almost
three decades now (cf. [93], [94], [105], [106], [110], [147], [148], [155], [175],
[198], [204] and [223]). The three papers in Section 4 present recent advances in
the field. Alina Bazarova, István Berkes and Lajos Horváth develop two types
of tests to detect changes in the location parameters of dependent observations
with infinite variances. In particular, autoregressive processes of order one with
independent innovations in the domain of attraction of a stable law of index
˛ 2 .0; 2/ are considered, and, for testing the null hypothesis of the stability of
the location parameter versus the at most one-change alternative, they construct a
suitably trimmed CUSUM process via removing the d largest observations from the
sample. They recall (cf. 8. in References therein) that the thus adjusted CUSUM
process converges weakly to a Brownian bridge, if d D d.n/ ! 1 fast enough
but so that d.n/=n ! 0, as n ! 1. However the normalizing sequence depends
heavily on unknown parameters. In view of this, two types of test statistics are
studied, namely, maximally selected CUSUM statistics whose long run variance
is estimated by kernel estimators, and ratio statistics that do not depend on the
long run variances whose estimation is thus avoided. Herold Dehling, Roland
Fried, Isabel Garcia, and Martin Wendler study the detection of change-points
in time series. Instead of using the classical CUSUM statistic for detection of jumps
in the mean that is known to be sensitive to outliers, a robust test based on the
Wilcoxon two-sample test statistic is proposed. The asymptotic distribution of the
proposed test can be derived from a functional central limit theorem for a two-
sample U-statistics -dependent data that in the case of independent data was studied
by Csörgő and Horváth (cf. 5. in References therein, [106] in Miklós’ list). In
their present paper, their result is extended to short-range-dependent data, namely,
data that can be represented as functionals of a mixing process. Similar results
were obtained for long-range-dependent data by Dehling, Rooch and Taqqu (cf. 10.
in References therein). Further to [106], we mention [204], where the projection
variate is assumed to be in the domain of attraction of the normal law, possibly with
infinite variance. Edit Gombay deals with retrospective change-point detection in
a series of observations generated by a binary time series model with link functions
other than the logit link function that was considered by Fokianos, Gombay and
Hussein in 5. of References therein that appeared in 2014. It is shown that the
results in the latter work carry over if, instead of the logit link function, one uses
the probit, the log-log, and complementary log-log link functions in the binary
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regression model. Some of the technical details omitted in 5. are also detailed in
their present paper.

In Section 5, Kilani Ghoudi and Bruno Rémillard investigate the asymptotic
behaviour of multivariate serial empirical and copula processes based on residuals
of autoregressive-moving-average (ARMA) models. Motivated by Genest et al. 14.
as in References therein, multivariate empirical processes based on squared and
other functions of residuals are also investigated. Under the additional assumption
of symmetry about zero of the innovations, it is shown that the limiting processes
are parameter-free. This, in turn, leads to developing distribution-free nonparametric
tests for a change-point in the distribution of the innovations, tests of goodness-
of-fit for the law of innovations, and tests of independence for m consecutive
innovations. Simulations are also carried out to assess the finite-sample properties
of the proposed tests and to provide tables of critical values. Murray Rosenblatt
presents a historical overview of the evolution of a notion of strong mixing as a
measure of short-range dependence and a sufficient condition for a CLT. He also
discusses a characterization of strong mixing for stationary Gaussian sequences,
as well as examples of long-range dependence leading to limit theorems with
nonnormal limiting distributions. Results concerning the finite Fourier transform are
noted, and a number of open questions are considered. We also note in passing that
the articles [197], [200], [206], [207], [214] and [227] in Miklós’ list of publications
deal with empirical and partial sums processes that are based on short and long
memory sequences of random variables.

In Section 6, the paper by Hongwei Dai, Donald Dawson and Yiqiang Zhao
extends the classical kernel method employed for two-dimensional discrete random
walks with reflecting boundaries. The main focus of the paper is to provide a survey
on how one can extend the latter kernel method to study asymptotic properties of
stationary measures for continuous random walks. The semimartingale reflecting
Brownian motion is taken as a concrete example to detail all key steps in the
extension in hand that is seen to be completely parallel to the method for discrete
random walks. The key components in the analysis for a boundary measure,
including analytic continuation, interlace between the two boundary measures,
and singularity analysis, allow the authors to completely characterize the tail
behaviour of the boundary measure via a Tauberian-like theorem. In their paper,
Peter Glynn and Rob Wang develop central limit theorems and large deviation
results for additive functionals of reflecting diffusion processes that incorporate the
cumulative amount of boundary reflection that has occurred. In particular, applying
stochastic calculus and martingale ideas, partial differential equations are derived
from which the central limit and law of large numbers behaviour for additive
functionals involving boundary terms can be computed. The corresponding large
deviation theory for such additive functionals is then also developed. For papers on
additive functionals in Miklós’ list of publications, we refer to [134], [152], [187]
and [212]. Paper [173] in the same list contains a self-contained background on
stochastic analysis, Itô calculus included. The paper by Francis Hirsch, Bernard
Roynette and Marc Yor studies peacock processes which play an important role in
mathematical finance. A deep theorem of Kellerer (cf. 9. in References therein)
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asserts the existence of peacock processes as a Markov martingale with given
marginals, assumed to increase in the convex order. The paper in hand revisits
Kellerer’s theorem with a proof, in the light of the papers 5. and 8. in its References
by Hirsch-Roynette and G. Lowter, respectively, and presents, without proof, results
of 6., 7. and 8. by G. Lowter, which complete and make Kellerer’s theorem more
precise on some points. Many other references around Kellerer’s theorem can be
found in 4. of References of the paper.

Mayer Alvo’s paper in Section 7 deals with applying empirical likelihood
methods to various problems in two-way layouts involving the use of ranks.
Specifically, it is shown that the resulting test statistics are asymptotically equivalent
to well-known statistics such as the Friedman test for concordance. It is also shown
that empirical likelihood methods can be applied to the two-sample problem, as
well as to various block design situations. In her paper Jana Jurečková highlights
asymptotic behaviour in statistical estimation via describing some of the most
distinctive differences between the asymptotic and finite-sample properties of
estimators, mainly of robust ones. The latter are, in general, believed to be resistant
to heavy-tailed distributions, but they can themselves be heavy-tailed. Indeed, as
pointed out by Jurečková, many are not finite-sample admissible for any distribution,
though they are asymptoticallly admissible. Hence, and also in view of some other
examples she deals with in her paper, she rightly argues that before taking a recourse
to asymptotics, we should analyzse the finite-sample behaviour of an estimator,
whenever possible.

The Fields Institute announcement of our Ssymposium was also noticed by
Dr. László Pordány, Aambassador for Hungary in Canada (2012). Seeing the
programme, he wrote to Miklós, conveying his wish to receive the Hungarian par-
ticipants of the conference in his ambassadorial residence. We, in turn, reciprocated
with an invitation to His Excellency to attend, and also participate in, the opening
of the symposium, that he gracefully accepted. Following the first -day programme,
in the evening, Ambassador László Pordány and Mrs. Mária Csikós welcomed the
Hungarian participants at the Aambassador’s residence, and His Excellency used
the occasion to speak In Memoriam Sándor Csörgő (Egerfarmos, 16 July 16, 1947
– Szeged, 14 February 14, 2008). We most sincerely thank Dr. László Pordány for
the eminent role he played in making the first day of our conference especially
memorable.

The occasion of presenting this volume also gives us the opportunity to sincerely
thank the Fields Institute for Research in Mathematical Sciences for their financial
support of our symposium. We hope very much that this volume, and the national
and international success of our conference itself, will have justified their much
appreciated trust in us.

Last, but not least, we most sincerely wish to thank Gillian Murray, the coordi-
nator of our manifold LRSP (Laboratory for Research in Statistics and Probability)
activities for more than three decades, for her help in preparing this volume, in
collaboration with Rafal Kulik and Barbara Szyszkowicz, for publication, while in
retirement now.
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In conclusion, we also want to express our appreciation to the Editorial Board of
the Fields Institute for their approval of the publication of these proceedings in their
Communications series; to Carl R. Riehm, the Managing Editor of Publications, for
his kind attention to, and sincere interest in, the publication of this volume, and to
the Publications Manager, Debbie Iscoe, for her cooperation and expert help in its
preparation for Springer. We hope very much that the readers will find this collection
of papers, and our introductory comments on them, informative and also of interest
in their studies and research work in Stochastics.

Ottawa, ON, Canada Donald Dawson
Rafal Kulik

Mohamedou Ould Haye
Barbara Szyszkowicz

Yiqiang Zhao
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Publications of Miklós Csörgő . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 389



Part I
Limit Theorems for Self-normalized

Processes



Weak Convergence of Self-normalized Partial
Sums Processes

Miklós Csörgő and Zhishui Hu

1 Introduction

Throughout this paper fX;Xn; n � 1g denotes a sequence of independent and
identically distributed (i.i.d.) non-degenerate random variables. Put S0 D 0, and

Sn D
nX

iD1
Xi; NXn D Sn=n; V2

n D
nX

iD1
X2i ; n � 1:

The quotient Sn=Vn may be viewed as a self-normalized sum. When Vn D 0 and
hence Sn D 0, we define Sn=Vn to be zero. In terms of Sn=Vn, the classical Student
statistic Tn is of the form

Tn.X/ D .1=
p

n/
Pn

iD1 Xi
�
.1=.n � 1//

Pn
iD1.Xi � NXn/2

�1=2

D Sn=Vnp
.n � .Sn=Vn/2/=.n � 1/ : (1)
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If Tn or Sn=Vn has an asymptotic distribution, then so does the other, and they

coincide [cf. Efron [10]]. Throughout,
d! will indicate convergence in distribution,

or weak convergence, in a given context, while
dD will stand for equality in

distribution.
The identification of possible limit distributions of normalized sums Zn D

.Sn � An/=Bn for suitably chosen real constants Bn > 0 and An, the description
of necessary and sufficient conditions for the distribution function of X such that
the distributions of Zn converge to a limit, were some of the fundamental problems
in the classical theory of limit distributions for identically distributed summands
[cf. Gnedenko and Kolmogorov [13]]. It is now well-known that Zn has a non-
degenerate asymptotic distribution for some suitably chosen real constants An and
Bn > 0 if and only if X is in the domain of attraction of a stable law with index
˛ 2 .0; 2�. When ˛ D 2, this is equivalent to `.x/ WD EX2I.jXj � x/ being a
slowly varying function as x ! 1, one of the necessary and sufficient analytic

conditions for Zn
d! N.0; 1/; n ! 1 [cf. Theorem 1a in Feller [11], p. 313], i.e.,

for X to be in the domain of attraction of the normal law, written X 2 DAN. In
this case An can be taken as nEX and Bn D n1=2`X.n/ with some function `X.n/
that is slowly varying at infinity and determined by the distribution of X. Moreover,
`X.n/ D p

Var .X/ > 0 if Var .X/ < 1, and `X.n/ % 1 if Var .X/ D 1. Also,
X has moments of all orders less than 2, and variance of X is positive, but need
not be finite. The function `.x/ D EX2I.jXj � x/ being slowly varying at 1 is
equivalent to having x2P.jXj > x/ D o.`.x// as x ! 1, and thus also to having

Zn
d! N.0; 1/ as n ! 1. In a somewhat similar vein, Zn having a non-degenerate

limiting distribution when X is in the domain of attraction of a stable law with index
˛ 2 .0; 2/ is equivalent to

1 � F.x/C F.�x/ � 2 � ˛
˛

x�˛h.x/

and

1 � F.x/

1 � F.x/C F.�x/
! p;

F.�x/

1 � F.x/C F.�x/
! q

as x ! C1, where p; q � 0; p C q D 1 and h.x/ is slowly varying at C1
[cf. Theorem 1a in Feller [11], p. 313]. Also, X has moments of all orders less than
˛ 2 .0; 2/. The normalizing constants An and Bn, in turn, are determined in a rather
complicated way by the slowly varying function h.

Now, in view of the results of Giné, Götze and Mason [12] and Chistyakov and
Götze [2], the problem of finding suitable constants for Zn having a non-degenerate
limit in distribution when X is in the domain of attraction of a stable law with
index ˛ 2 .0; 2� is eliminated via establishing the convergence in distribution of
the self-normalized sums Sn=Vn or, equivalently, that of Student’s statistic Tn, to a
non-degenerate limit under the same necessary and sufficient conditions for X.
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For X symmetric, Griffin and Mason [14] attribute to Roy Erickson a proof of

the fact that having Sn=Vn
d! N.0; 1/, as n ! 1, does imply that X 2 DAN.

Giné, Götze and Mason [12] proved the first such result for the general case of
not necessarily symmetric random variables (cf. their Theorem 3.3), which reads as
follows.

Theorem A. The following two statements are equivalent:

(a) X 2 DAN and EX D 0;

(b) Sn=Vn
d! N.0; 1/; n ! 1.

Chistyakov and Götze [2], in turn, established the following global result (cf.
their Theorem 1.1.) when X has a stable law with index ˛ 2 .0; 2�.
Theorem B. The self-normalized sums Sn=Vn converge weakly as n ! 1 to a
random variable Z such that P.jZj D 1/ < 1 if and only if

(i) X is in the domain of attraction of a stable law with index ˛ 2 .0; 2�;
(ii) EX D 0 if 1 < ˛ � 2;

(iii) if ˛ D 1, then X is in the domain of attraction of Cauchy’s law and Feller’s
condition holds, that is, lim

n!1 nE sin.X=an/ exists and is finite, where an D
inffx > 0 W nx�2EX2I.jXj < x/ � 1g:

Moreover, Chistyakov and Götze [2] also proved (cf. their Theorem 1.2) that the
self-normalized sums Sn=Vn converge weakly to a degenerate limit Z if and only if
P.jXj > x/ is a slowly varying function at C1.

Also, in comparison to the Giné et al. [12] result of Theorem A above that
concludes the asymptotic standard normality of the sequence of self-normalized
sums Sn=Vn if and only if X 2 DAN and EX D 0, Theorem 1.4 of Chistyakov
and Götze [2] shows that Sn=Vn is asymptotically normal if and only if Sn=Vn is
asymptotically standard normal.

We note in passing that Theorem 3.3 of Giné et al. [12] (cf. Theorem A) and
the just mentioned Theorem 1.4 of Chistyakov and Götze [2] confirm the long-
standing conjecture of Logan, Mallows, Rice and Shepp [21] (LMRS for short),
stating in particular that “ Sn=Vn is asymptotically normal if (and perhaps only if) X
is in the domain of attraction of the normal law” (and X is centered). And in addition
“It seems worthy of conjecture that the only possible nontrivial limiting distributions
of Sn=Vn are those obtained when X follows a stable law”. Theorems 1.1 and 1.2
of Chistyakov and Götze [2] (cf. Theorem B above and the paragraph right after)
show that this second part of the long-standing LMRS conjecture also holds if one
interprets nontrivial limit distributions as those, that are not concentrated at the
points C1 and �1.

The proofs of the results of Chistyakov and Götze [2] (Theorems 1.1–1.7) are
very demanding. They rely heavily on auxiliary results from probability theory and
complex analysis that are proved in their Sect. 3 on their own.
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As noted by Chistyakov and Götze [2], the “if” part of their Theorem 1.1
(Theorem B above) follows from the results of LMRS as well, while the “if” part of
their Theorem 1.2 follows from Darling [8]. As described in LMRS [cf. Lemma 2.4
in Chistyakov and Götze [2]; see also Csörgő and Horváth [3], and S. Csörgő
[7]], the class of limiting distributions for ˛ 2 .0; 2/ does not contain Gaussian
ones. For more details on the lines of research that in view of LMRS have led to
Theorems A and B above, we refer to the respective introductions of Giné et al. [12]
and Chistyakov and Götze [2].

Further to the lines of research in hand, it has also become well established in
the past twenty or so years that limit theorems for self-normalized sums Sn=Vn

often require fewer, frequently much fewer, moment assumptions than those that are
necessary for their classical analogues [see, e.g. Shao [27]]. All in all, the asymptotic
theory of self-normalized sums has much extended the scope of the classical theory.
For a global overview of these developments we refer to the papers Shao [28–30],
Csörgő et al. [5], Jing et al. [16], and to the book de la Peña, Lai and Shao [9].

In view of, and inspired by, the Giné et al. [12] result of Theorem A above,
Csörgő, Szyszkowicz and Wang [4] established a self-normalized version of
the weak invariance principle (sup-norm approximation in probability) under the
same necessary and sufficient conditions. Moreover, Csörgő et al. [6] succeed
in extending the latter weak invariance principle via weighted sup-norm and Lp-
approximations, 0 < p < 1, in probability, again under the same necessary and
sufficient conditions. In particular, for dealing with sup-norm approximations, let Q
be the class of positive functions q.t/ on .0; 1�, i.e., infı�t�1 q.t/ > 0 for 0 < ı < 1,
which are nondecreasing near zero, and let

I.q; c/ WD
Z 1

0C
t�1 exp.�cq2.t/=t/dt; 0 < c < 1:

Then [cf. Corollary 3 in Csörgő et al. [6]], on assuming that q 2 Q, the following
two statements are equivalent:

(a) X 2 DAN and EX D 0;
(b) On an appropriate probability space for X;X1;X2; : : :, one can construct a

standard Wiener process fW.s/; 0 � s < 1g so that, as n ! 1,

sup
0<t�1

ˇ̌
ˇSŒnt�=Vn � W.nt/=n1=2

ˇ̌
ˇ
.

q.t/ D oP.1/ (2)

if and only if I.q; c/ < 1 for all c > 0.

With q.t/ D 1 on .0; 1�, this is Theorem 1 of Csörgő et al. [4], and when �2 D
EX2 < 1, then (2) combined with Kolmogorov’s law of large numbers results in the
classical weak invariance principle that in turn yields Donsker’s classical functional
CLT.

This work was inspired by the Chistyakov and Götze [2] result of Theorem B
above. Our main aim is to identify the limiting distribution in the latter theorem
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under the same necessary and sufficient conditions in terms of weak convergence
on DŒ0; 1� (cf. Theorem 1). Our auxiliary Lemma 1 may be viewed as a scalar
normalized version of Theorem B (Theorem 1.1 of Chistyakov and Götze [2]).

2 Main Results

An R-valued stochastic process fX.t/; t � 0g is called a Lévy process, if the
following four conditions are satisfied:

(1) it starts at the origin, i.e. X.0/ D 0 a.s.;
(2) it has independent increments, that is, for any choice of n � 1 and 0 � t0 <

t1 < � � � < tn, the random variables X.t0/; X.t1/ � X.t0/; � � � ;X.tn/ � X.tn�1/
are independent;

(3) it is time homogeneous, that is, the distribution of fX.tCs/�X.s/ W t � 0g does
not depends on s;

(4) as a function of t, X.t; !/ is a.s. right-continuous with left-hand limits.

A Lévy process fX.t/; t � 0g is called ˛-stable (with index ˛ 2 .0; 2�) if for any

a > 0, there exists some c 2 R such that fX.at/g dD fa1=˛X.t/C ctg. If fX.t/; t � 0g
is an ˛-stable Lévy process, then for any t � 0, X.t/ has a stable distribution. For
more details about Lévy and ˛-stable Lévy processes, we refer to Bertoin [1] and
Sato [26].

It is well known that G is a stable distribution with index ˛ 2 .0; 2� if and only
if its characteristic function f .t/ D R1

�1 eitxdG.x/ admits the representation (see for
instance Feller [11])

f .t/ D
8
<

:
exp

n
i� t C cjtj˛ � .3�˛/

˛.˛�1/
h

cos �˛
2

C i.p � q/ t
jtj sin �˛

2

io
; if ˛ ¤ 1I

exp
n
i� t � cjtj

h
�
2

C i.p � q/ t
jtj log jtj�

o
; if ˛ D 1;

(3)

where c; p; q; � are real constants with c; p; q � 0; p C q D 1. Write G �
S.˛; �; c; p; q/ and, as in Theorem B, let

an D inffx > 0 W nx�2EX2I.jXj < x/ � 1g:

The following result is our main theorem.

Theorem 1. Let X;X1;X2; � � � be a sequence of i.i.d. non-degenerate random
variables and let G � S.˛; �; c; p; q/. If X is in the domain of attraction of G of
index ˛ 2 .0; 2�, with EX D 0 if 1 < ˛ � 2 and lim

n!1 nE sin.X=an/ exists and is

finite if ˛ D 1, then, as n ! 1, we have

SŒnt�

Vn

d! X.t/p
ŒX�1
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on DŒ0; 1�, equipped with the Skorokhod J1 topology, where X.t/ is an ˛-stable Lévy
process of index ˛ 2 .0; 2� on Œ0; 1�, X.1/ � S.˛; � 0; 1; p; q/ with � 0 D 0 if ˛ ¤ 1

and � 0 D lim
n!1 nE sin.X=an/ if ˛ D 1, and ŒX�t is the quadratic variation of X.t/.

When ˛ D 2, G is a normal distribution, X.1/
dD N.0; 1/ and ŒX�1 D 1.

Consequently, X.t/=
p
ŒX�1 is a standard Brownian motion and thus we obtain the

weak convergence of SŒnt�=Vn to a Brownian motion as in (c) of Theorem 1 of Csörgő
et al. [4] [see also our lines right after (2)].

Consider now the sequence Tn;t of Student processes in t 2 Œ0; 1� on DŒ0; 1�,
defined as

fTn;t.X/; 0 � t � 1g W D

8
<̂

:̂
.1=

p
n/
PŒnt�

iD1 Xi
�
.1=.n � 1//Pn

iD1.Xi � NXn/2
�1=2 ; 0 � t � 1

9
>=

>;

D
(

SŒnt�=Vnp
.n � .Sn=Vn/2/=.n � 1/ ; 0 � t � 1

)
: (4)

Clearly, Tn;1.X/ D Tn.X/, with the latter as in (1). Clearly also, in view of
Theorem 1, the same result continues to hold true under the same conditions for
the Student process Tn;t as well, i.e., Theorem 1 can be restated in terms of the latter
process. Moreover, if 1 < ˛ � 2, then EX DW � exists and the following corollary
obtains.

Corollary 1. Let X;X1;X2; � � � be a sequence of i.i.d. non-degenerate random
variables and let G � S.˛; �; c; p; q/. If X is in the domain of attraction of G of
index ˛ 2 .1; 2�, then, as n ! 1, we have

Tn;t.X � �/ D .1=
p

n/
PŒnt�

iD1.Xi � �/
�
.1=.n � 1//

Pn
iD1.Xi � NXn/2

�1=2
d! X.t/
p
ŒX�1

on DŒ0; 1�, equipped with the Skorokhod J1 topology, where X.t/ is an ˛-stable Lévy
process of index ˛ 2 .1; 2� on Œ0; 1�, X.1/ � S.˛; 0; 1; p; q/, and ŒX�t is the quadratic
variation of X.t/.

As noted earlier, with ˛ D 2, X.t/=
p
ŒX�1 is a standard Brownian motion.

Moreover, in the latter case, we have .X ��/ 2 DAN and this, in turn, is equivalent
to having (2) with Tn;t.X��/ as well, instead of SŒnt�=Vn [cf. Corollary 3.5 in Csörgő
et al. [5]].

Corollary 1 extends the feasibility of the use of the Student process Tn;t.X � �/

for constructing functional asymptotic confidence intervals for �, along the lines
of Martsynyuk [22, 23], beyond X � � being in the domain of attraction of the
normal law.
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Via the proof of Theorem 1 we can also get a weak convergence result
when X belongs to the domain of partial attraction of an infinitely divisible law
(cf. Feller [11], p. 590).

Theorem 2. Let X.t/ be a Lévy process with ŒX�1 ¤ 0, where ŒX�t is the quadratic
variation of X.t/. If there exist some positive constants fbng and some subsequence

fmng, where mn ! 1 as n ! 1, such that Smn=bn
d! X.1/ as n ! 1, then

SŒmnt�=Vmn

d! X.t/=
p
ŒX�1 on DŒ0; 1�, equipped with the Skorokhod J1 topology.

As will be seen, in the proof of Theorems 1 and 2 we make use of a weak
convergence result for sums of exchangeable random variables. For any finite or
infinite sequence � D .�1; �2; � � � /, we say � is exchangeable if

.�k1 ; �k2 ; � � � / dD .�1; �2; � � � /

for any finite permutation .k1; k2; � � � / of N. A process X.t/ on Œ0; 1� is exchangeable
if it is continuous in probability with X0 D 0 and has exchangeable increments over
any set of disjoint intervals of equal length. Clearly, a Lévy process is exchangeable.

By using the notion of exchangeability, we can get the following corollary from
the proof of Theorem 1.

Corollary 2. Let X;X1;X2; � � � and G be as in Theorem 1. If X is in the domain of
attraction of G of index ˛ 2 .0; 2�, with EX D 0 if 1 < ˛ � 2 and lim

n!1 nE sin.X=an/

exists and is finite if ˛ D 1, then, as n ! 1,

�Sn

an
;

V2
n

a2n
;

max1�i�n jXij
an

�
d! .X.1/; ŒX�1; J/; (5)

where, with 	X.t/ WD X.t/ � X.t�/, J D maxfj	X.t/j W 0 � t � 1g is the biggest
jump of X.t/ on Œ0; 1�, where, as in Theorem 1, X.t/ is an ˛-stable Lévy process with
index ˛ 2 .0; 2� on Œ0; 1�, X.1/ � S.˛; � 0; 1; p; q/ as specified in Theorem 1, and
ŒX�t is the quadratic variation of X.t/.

We note in passing that, under the conditions of Corollary 2, the joint convergence
in distribution as n ! 1

�Sn

an
;

V2
n

a2n

�
d! .X.1/; ŒX�1/ (6)

amounts to an extension of Raikov’s theorem from X 2 DAN to X being in the
domain of attraction of G of index ˛ 2 .0; 2�. When ˛ D 2, i.e., when X 2 DAN,

the statement of (6) reduces to Raikov’s theorem in terms of having
�

Sn
an
;

V2n
a2n

�
d!

.N.0; 1/; 1/ as n ! 1 (cf. Lemma 3.2 in Giné et al. [12]).
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As a consequence of Corollary 2, under the same conditions, as n ! 1, we have

max1�i�n jXij
Sn

d! J

X.1/
; (7)

and

max1�i�n jXij
Vn

d! J
p
ŒX�1

: (8)

In case of ˛ D 2; G is a normal distribution, X 2 DAN with EX D 0, and
X.t/=

p
ŒX�1 is a standard Brownian motion. Consequently, J in Corollary 2 is zero

and, as n ! 1, we arrive at the conclusion that when X 2 DAN and EX D 0,

then the respective conclusions of (7) and (8) reduce to max1�i�n jXij=jSnj P! 0

and max1�i�n jXij=Vn
P! 0. Kesten and Maller ([20], Theorem 3.1) proved that

max1�i�n jXij=jSnj P! 0 is equivalent to having

xjEXI.jXj � x/j C EX2I.jXj � x/

x2P.jXj > x/
! 1;

and O’Brien[24] showed that max1�i�n jXij=Vn
P! 0 is equivalent to X 2 DAN.

For X in the domain of attraction of a stable law with index ˛ 2 .0; 2/,
Darling [8] studied the asymptotic behavior of Sn=max1�i�n jXij and derived the
characteristic function of the appropriate limit distribution. Horváth and Shao [15]
established a large deviation and, consequently, the law of the iterated logarithm for
Sn=max1�i�n jXij under the same condition for X symmetric.

Proofs of Theorems 1, 2 and Corollary 2 are given in Sect. 3.

3 Proofs

Before proving Theorem 1, we conclude the following lemma.

Lemma 1. Let G � S.˛; �; c; p; q/ with index ˛ 2 .0; 2� and let Y˛ be a random
variable associated with this distribution. If there exist some positive constants fAng
satisfying Sn=An

d! Y˛ as n ! 1, then

(1) X is in the domain of attraction of G,
(2) EX D 0 if 1 < ˛ � 2, and lim

n!1 nE sin.X=an/ exists and is finite if ˛ D 1.

Conversely, if the above conditions (1) and (2) hold, then

Sn=an
d! Y 0̨ ; ˛ 2 .0; 2�;
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where Y 0̨ is a random variable with distribution G0 � S.˛; � 0; 1; p; q/, with � 0 D 0

if ˛ ¤ 1 and � 0 D lim
n!1 nE sin.X=an/ if ˛ D 1.

Proof. If ˛ D 2, then G is a normal distribution and the conclusion with X 2 DAN
and EX D 0 is clear.

If 0 < ˛ < 2, then X belongs to the domain of attraction of a stable law G with
the characteristic function f .t/ as in (3) if and only if (cf. Theorem 2 in Feller [11],
p. 577)

`.x/ D EX2I.jXj � x/ D x2�˛L.x/; x ! 1;

and

P.X > x/

P.jXj > x/
! p; x ! 1;

where L.x/ is a slowly varying function at infinity. In this case, as n ! 1, we have
(cf. Theorem 3 in Feller [11], p. 580)

Sn

an
� bn

d! QY˛ with distribution QG; ˛ 2 .0; 2/; (9)

where

bn D
8
<

:

.n=an/EX; if 1 < ˛ < 2I
nE sin.X=an/; if ˛ D 1I
0; if 0 < ˛ < 1;

and QG � S.˛; 0; 1; p; q/. Thus if (2) holds, then, as n ! 1, we have

Sn

an

d! Y 0̨ with distribution G0; ˛ 2 .0; 2/;

where G0 � S.˛; � 0; 1; p; q/ with � 0 D 0 if ˛ ¤ 1 and � 0 D lim
n!1 nE sin.X=an/

if ˛ D 1.
If, as n ! 1, there exists some positive constants fAng satisfying Sn=An

d!
Y˛ with distribution G with index ˛ 2 .0; 2/, then (1) holds. Hence (9) is also
true. Consequently, by Theorem 1.14 in Petrov [25], we have bn ! b for some
real constant b, as n ! 1. Thus if ˛ D 1, then lim

n!1 nE sin.X=an/ exists and is

finite, and if 1 < ˛ < 2, since in this case n=an D na�˛
n L.an/.a˛�1

n =L.an// �
a˛�1

n =L.an/ ! 1 as n ! 1, we have EX D 0.
Proof of Lemma 1 is now complete. ut
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Proof of Theorem 1. Since X.t/ is a Lévy process, we have the Lévy-Itô decompo-
sition (see for instance Corollary 15.7 in Kallenberg [18])

X.t/ D bt C �W.t/C
Z t

0

Z

jxj�1
x.
 � E
/.ds; dx/C

Z t

0

Z

jxj>1
x
.ds; dx/; (10)

for some b 2 R; � � 0, where W.t/ is a Brownian motion independent of 
, and

 D P

t ıt;	Xt is a Poisson process on .0;1/ � .R n f0g/ with E
 D �˝ �, where
	Xt D Xt �Xt� is the jump of X at time t, � is the Lebesgue measure on .0;1/ and
� is some measure on R n f0g with

R
.x2 ^ 1/�.dx/ < 1. The quadratic variation of

X.t/ is (cf. Corollary 26.15 in Kallenberg [18])

ŒX�t D �2t C
X

s�t

.	Xs/
2: (11)

Noting that a Lévy Process is exchangeable, by Theorem 2.1 of Kallenberg [17]
(or Theorem 16.21 in Kallenberg [18]), X.t/ has a version X0.t/, with representation

X0.t/ D b0t C � 0B.t/C
X

j

ˇj.I.j � t/ � t/; t 2 Œ0; 1�; (12)

in the sense of a.s. uniform convergence, where

(1) b0 D X.1/; � 0 � 0; ˇ1 � ˇ3 � � � � � 0 � � � � � ˇ4 � ˇ2 are random variables
with

P
j ˇ

2
j < 1; a:s:,

(2) B.t/ is a Brownian bridge on Œ0; 1�,
(3) 1; 2; � � � are independent and uniformly distributed random variables on Œ0; 1�,

and the three groups (1)–(3) of random elements are independent. X.t/ has a version
X0.t/ means that for any t 2 Œ0; 1�, X.t/ D X0.t/ a:s: But since both X.t/ and X0.t/
are right continuous, we have

P.X.t/ D X0.t/ for all t 2 Œ0; 1�/ D 1:

Thus we may say that X.t/ � X0.t/ on Œ0; 1�. By (12), we get that .ˇ1; ˇ2; � � � /
are the sizes of the jumps of fX.t/; t 2 Œ0; 1�g and .1; 2; � � � / are the related jump
times. Thus 
 D P

j ıj;ˇj on .0; 1� � .R n f0g/ and, by (11),

ŒX�1 D �2 C
X

s�1
.	Xs/

2 D �2 C
X

j

ˇ2j :

We are to see now that we also have

� 0 D �: (13)
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Write

Xn.t/ D bt C �W.t/C
Z t

0

Z

1=n<jxj�1
x.
 � E
/.ds; dx/C

Z t

0

Z

jxj>1
x
.ds; dx/

D Qbnt C � QB.t/C
X

jˇj j>1=n

ˇjI.j � t/; n � 1;

where Qbn D b C �W.1/ � R
xI.1=n < jxj � 1/�.dx/ and QB.t/ D W.t/ � tW.1/ is

a Brownian bridge. Noting that W.1/ and f QB.t/g are independent, Xn.t/ is also an
exchangeable process for each n � 1. From the proof of Theorem 15.4 in Kallenberg
[18], we have

E sup
0�s�1

.X.s/� Xn.s//2 ! 0; n ! 1:

Thus, as n ! 1, Xn.t/
d! X.t/ on D.0; 1/ with the Skorokhod J1 topology. Then,

by Theorem 3.8 in Kallenberg [19], as n ! 1, we have

�2 C
X

jˇj j>1=n

ˇ2j
d�! � 02 C

X

j

ˇ2j :

Hence � 02 D �2, and (13) holds.

By Lemma 1, Sn=an
d! X.1/. Hence, by Theorem 16.14 in Kallenberg [18], we

have SŒnt�=an
d! X.t/ on D.0; 1/ with the Skorokhod J1 topology. By noting that

fXi=an; i D 1; � � � ; ng are exchangeable random variables for each n, and by using
Theorems 3.8 and 3.13 in Kallenberg [19], as n ! 1, we have

�Sn

an
;

nX

iD1

X2i
a2n
;

nX

iD1
ıXi=an

�
vd�! .X.1/; ŒX�1;

X

j

ıˇj / in R � RC � N .R n f0g/; (14)

where
vd�! means convergence in distribution with respect to the vague topology,

and N .R n f0g/ is the space of integer-valued measures on R n f0g endowed with
the vague topology. Hence

� Sn

Vn
;

nX

iD1

X2i
V2n
;

nX

iD1
ıXi=Vn

�
vd�!

� X.1/p
ŒX�1

; 1;
X

j

ıˇj=
p
ŒX�1

�
in R � RC � N .R n f0g/:

Since fXi=Vn; i D 1; � � � ; ng are exchangeable for each n, by Theorems 3.8 and 3.13
in Kallenberg [19], we have

SŒnt�

Vn

d! X.t/p
ŒX�1

on DŒ0; 1�, equipped with the Skorokhod J1 topology. ut
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Proof of Theorem 2. It is similar to the proof of Theorem 1 with only minor
changes. Hence we omit the details. ut
Proof of Corollary 2. Note that (14) is equivalent to (see remarks below
Theorem 2.2 of Kallenberg [17])

�Sn

an
;

nX

iD1

X2i
a2n
;

Xn1

an
;

Xn2

an
; � � �

�
d! .X.1/; ŒX�1; ˇ1; ˇ2; � � � / in R1; (15)

where Xn1 � Xn3 � � � � � 0 � � � � � Xn4 � Xn2 are obtained by ordering fXi; 1 �
i � ng [ f QXi; i > ng with QXi � 0; i D 1; 2; � � � . Now the conclusion of (5) follows
directly from (15). ut
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Precise Asymptotics in Strong Limit Theorems
for Self-normalized Sums of Multidimensionally
Indexed Random Variables

Dianliang Deng and Zhitao Hu

It is a great pleasure for us to dedicate this paper in honour of
Professor Miklós Csörgő’s work on the occasion of his 80th
birthday

1 Introduction

Let fX;Xn;XnI n 2 ZC;n 2 ZdCg be the independent and identically distributed
(i.i.d.) random variables on a probability space .˝;F ;P/ where ZC denote
the set of positive integers and ZdC denote the positive integer d-dimensional
lattice with coordinate-wise partial ordering �. The notation m � n; where
m D .m1;m2; : : : ;md/ and n D .n1; n2; : : : ; nd/, thus means that mk � nk, for
k D 1; 2; : : : ; d and also jnj denotes

Qd
kD1 nk, n ! 1 means nk ! 1 for

k D 1; 2; : : : ; d. Set Sn D Pn
iD1 Xi;W2

n D Pn
iD1 X2i ; Sn D P

k�n Xk, and W2
n DP

k�n X2k where n 2 ZC and n 2 ZdC:
In the classical limit theory, the concentration is on the asymptotic properties

for the normalized partial sum Sn=.EW2
n/
1=2 under the finite second moment

assumption. However the current concern is to study the same properties for the self-
normalized sum Sn=Wn without the finite moment assumption and many results have
been obtained on this topic. Griffin and Kuelbs [8] established a self-normalized
law of the iterated logarithm for all distributions in the domain of attraction of
a normal or stable law. Shao [23] derived the self-normalized large deviation for
arbitrary random variables without any moment conditions. In addition, Slavova
[25], Hall [14], and Nagaev [20] obtained the Berry-Esseen bounds. Wang and
Jing [29] derived exponential nonuniform Berry-Esseen bounds. Further results for
self-normalized sums include large deviation (see [4, 28]) Cramér type results (see
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[24, 27]), Darling-Erdös theorem and Donsker’s theorem (see [2, 3]), Kolmogorov
and Erdös test (see [29]) and the law of iterated logarithm (see [5, 9, 22]), among
many others. The known results have shown that comparing the same problems in
the standard normalization, the moment assumptions under self-normalization can
be eliminated and fundamental properties can be maintained much better by self-
normalization than deterministic normalization. Furthermore, the limit theorems of
self-normalized sums have resulted in more and more attention and been widely
used in statistical analysis. Griffin and Mason [10] derived the asymptotic normality.
Giné, Götze and Mason [7] studied the asymptotic properties of the Student

t-statistic Tn D Sn
Wn

�
n�1

n�.Sn=Wn/2

�1=2
. Mason and Shao [19] extended this result

to the bootstrapped Student t-statistic. Most recently, Csörgő and Martsynyuk [1]
established functional central limit theorems for self-normalized type versions of
the vector of the introduced least squares processes for .ˇ; ˛/, as well as for their
various marginal counterparts. They also discussed joint and marginal central limit
theorems for Studentized and self-normalized type least square estimators of the
slope and intercept. The results obtained in Csörgő and Martsynyuk [1] provide a
source for completely data-based asymptotic confidence intervals for ˇ and ˛.

However, the recent interest lies in the precise asymptotics for self-normalized
sum Sn=Wn. Zhao and Tao [30] obtained the following result.

Theorem 1. Suppose that EX D 0 and l.x/ D EX2IfjXj � xg is a slowly varying
function at 1. Then for any ˇ > 0 and ı > max.�1; 2=ˇ � 1/,

lim
�!0C

�ˇ.ıC1/�2
1X

nD2

.log n/ı�2=ˇ

n
�

E

"�
Sn

Wn

�2
I

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.log n/1=ˇ

�#
D ˇEjNjˇ.ıC1/
ˇ.ı C 1/� 2 (1)

This theorem extends result in Liu and Lin [18] from the normalized sum to
the self-normalized sum. On the other hand, Pang et. al. [21] obtained the precise
asymptotics of the law of iterated logarithm (LIL) for self-normalized sums, which
can be thought of as the extension of the result on the precise asymptotics of LIL
obtained in Gut and SpLataru [13].

Theorem 2. Suppose that X is symmetric with EX D 0 and l.x/ D EX2 IfjXj � xg
is a slowly varying function at 1, satisfying l.x/ � c1 exp.c2.log x/ˇ/ for some
c1 > 0; c2 > 0 and 0 � ˇ < 1. Let a > �1 and b > �1=2. Assume that ˛n.�/ is a
nonnegative function of � such that

˛n.�/ log log n !  as n ! 1 and � & p
1C a:

Then

lim
�#p

aC1
.�2 � a � 1/bC1=2

1X

nD1

.log n/a.log log n/b

n
�

P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � .2 log log n/1=2.� C ˛n.�//

�
D exp.�2p1C a/

� .b C 1
2 /p

�.a C 1/
: (2)
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In addition, Deng [6] extended Theorems 1 and 2 and derived the more general
results for the precise asymptotocs in the deviation probability of self-normalized
sums for the one-dimensionally indexed random variables.

Comparing with the precise asymptotics for normalized sums and self-
normalized sums of one-dimensionally indexed random variables, the analogues
for multidimensionally indexed random variables also resulted in the attention
to the researchers. Gut and SpLataru [13] studied the precise asymptotics for
normalized sums of multidimesionally indexed random variables and established

precise asymptotocs for
P

n jnjr=p�2P.jSnj � �jnj1=p/, and for
P

n
.log jnj/ı

jnj P.jSnj �
�
pjnj log jnj/; .0 � ı � 1/ as � & 0, and for

P
fnWjnj�3g 1

jnj log jnj P.jSnj �
�
pjnj log log jnj/ as � & p

2.d � 1/EX2. One of the results obtained in Gut and
SpLataru [13] is as follows.

Theorem 3. Suppose that EXD0, that EŒX2.log.1CjXj//d�1.log log.eCjXj//ı�
< 1 for some ı > 1, and set EX2 D �2. Then,

lim
�&�

p
2.d�1/

p
�2 � 2.d � 1/�2 �

X

fnWjnj�3g

1

jnj log jnjP.jSnj � �
p

jnj log log jnj/ D �

.d � 1/Š

r
2

d � 1
: (3)

Meanwhile, Jiang and Yang [16] proved a result for self-normalized sums of
multidimensionally indexed random variables as follows.

Theorem 4. Assume that EX D 0, and EX2I.jXj � x/ is a slowly varying function
at infinity. Then, for 0 � ı � 1;

lim
�#0

�2ıC2
X

n

.log jnj/ı
jnj.log jnj/d�1P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �

p
log jnj

�
D EjNj2ıC2
.d � 1/Š.1C ı/

: (4)

From the previous discussion, we can summarize that the common interest
for the precise asymptotics of normalized sums and self-normalized sums of
multidimensionally indexed random variables is to find the convergence rate for
the following infinite series

X

n

h1.jnj/P.jSnj � �
p

jnj�1.jnj// for normalized sums (5)

and

X

n

h2.jnj/P.jSnj � �Wn�2.jnj// for self-normalized sums (6)
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as � ! �0 for specified functions h1.x/, h2.x/, �1.x/ and �2.x/. For example, Gut
and SpLataru [13] derived the precise asymptotics of (5) for h1.x/ D .log x/ı=x,
h1.x/ D 1=.x log x/; �1.x/ D p

log x; �1.x/ D p
log log x and Jiang and Yang [16]

did that of (6) for h2.x/ D .log x/ı=.x.log x/d�1/ and �2.x/ D p
log x. However,

there is no result on the precise asymptotics of series (5) and (6) for the general
forms of functions h1.x/; h2.x/; �1.x/ and �2.x/. Therefore the interest of this paper
is to derive the analogues of Theorem 3 and to give the extensions of Theorem 4.
Although we can derive the precise asymptotics for the series (5), in what follows we
will focus on the derivation of precise asymptotics for the series (6) with the general
functions h2.x/ and �2.x/. In fact we will extend the foregoing results in some sense.
Firstly we will investigate the precise asymptotics in the deviation probabilities
of self-normalized sums for the multidimensionally indexed random variables as
� & �0 where �0 can be 0 or greater than 0. Secondly instead of special functions
such as xr; log x, log log x in the deviation probabilities for self-normalized sums,
we will consider the precise asymptotics of (6) for general functions. Thirdly, since
there is no discussion on the precise asymptotics of (5) with general functions h1.x/
and �1.x/, the results obtained in this paper can also be suitable to the series (5).
Therefore the present paper will give the integrated results and the theorems stated
above can be considered as the special cases of our results. Moreover some novel
results are derived. The remainder of this paper is organized as follows. Section 2
introduces some definitions, notation and states main results. Section 3 will give
some preliminaries for the proofs of theorems, which follow in Sect. 4.

2 Main Results

In the remaining sections, suppose that fX;Xn;n 2 ZdCg be nondegenerate i.i.d.
random variables and set Sn D P

k�n Xk and W2
n D P

k�n X2k. Let N denote the
standard normal random variable. Let �.x/, g.x/ be positive valued functions on
Œ1;1/, Œ�.1/;1/, respectively, and ˛.x/ be a positive function on the positive finite
interval Œa; b� such that:

(A1) �.x/ is differentiable with the positive derivative �0.x/ and �.x/ D o.
p

x/.
(A2) g.x/ is an integrable function with the anti-derivative G.x/ D R x

�.1/
g.t/dtI

(A3) lim
x!�

C
0
˛.x/ D 0 for some �0 2 Œa; b�:

Based on the discussion in Sect. 1 the main results are stated as follows.

Theorem 5. Suppose that EX2I.jXj � x/ is a slowly varying function at 1, �.x/,
g.x/ and ˛i.x/.i D 1; 2/ satisfy (A1)–(A3), respectively.

(i) If for fixed 1=2 < � < 1, the integral

˛1.�/

Z 1

0

G
�x

�

�
exp

�
��x2

2

�
dx < C1 (7)
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uniformly with respect to � 2 Œa; b�; then

lim
�!�

C
0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1 P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/

�

D lim
�!�

C
0

˛1.�/

.d � 1/ŠE
�

G

� jNj
�

��
: (8)

By choosing the appropriate forms to functions g.x/; �.x/, ˛1.x/ and ˛2.x/, many
known results can follow from Theorem 5.

At first, by setting g.x/ D .log x/dC�1=x.d C  > 0/; �.x/ D x1=q.q > 2/ and
˛.x/ D .� log x/�.dC/, we have the following corollary.

Corollary 1. Suppose that EX2I.jXj � x/ is a slowly varying function at 1. Then

lim
�!0C

�
log

1

�

��.dC/X

n

.log jnj/
jnj P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �jnj1=q

�
D qdC
.d C /.d � 1/Š : (9)

In particular, by setting  D 0 in (9), the self-normalized version of Theorem 1
in Gut and SpLataru [13] is obtained and thus this result can be thought of as the
generalization of the aforementioned theorem. Next one can also obtain the self-
normalized version of Theorem 4 in Gut and SpLataru [13] by choosing g.x/ D
x2.dCı/�1; �.x/ D .log x/1=2 and ˛.x/ D x2.dCı/:

lim
�!0C

�2.dCı/ X

nWjnj�3

.log jnj/ı
jnj P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.log jnj/1=2

�
D EjNj2.dCı/

.d � 1/Š.d C ı/
(10)

Then Theorem 4 can be obtained by replacing ı with ı C 1 � d in (10). Moreover,
if we choose g.x/ D x2
C1; �.x/ D .log log x/1=2; ˛1.x/ D ˛2.x/ D x2
C2, we have
that

lim
�!0C

�2
C2
X

nWjnj�3

.log log jnj/

jnj.log jnj/d P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.log log jnj/1=2

�
D EjNj2
C2
.d � 1/Š.1C 
/

(11)

More generally, by taking g.x/ D ˇxˇ.ıC1/�3; �.x/ D .
'.x//1=ˇ and ˛1.x/ D
˛2.x/ D xˇ.ıC1/�2, we have the succeeding corollary.

Corollary 2. Suppose that '.x/ is a positive valued differentiable function on
Œ1;1/ such that ' 0.x/ > 0, limx!1 '.x/ D 1 and '.x/ D o.xˇ=2/. Then for
ˇ > 0; ı > 2

ˇ
� 1 and 
 > 0,
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lim
�!0C

�ˇ.ıC1/�2
X

nWjnj�3

.'.jnj//ı�2=ˇ' 0.jnj/
.log jnj/d�1 P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.
'.jnj//1=ˇ

�

D ˇEjZjˇ.ıC1/�2
.d � 1/Š
ıC1�2=ˇŒˇ.ı C 1/� 2� : (12)

Now we consider deriving the analogue of Theorem 3. So far, the choice of
function g.x/ is limited to the power functions or slow varying functions, for
which, the condition (7) always holds. However, the conditions in Theorem 5 are no
longer satisfied for the exponential functions. In fact, by setting g.x/ D 2x exp.x2/,
�.x/ D .log log x/1=2, ˛1.x/ D p

x2 � 2 and �0 D p
2, we have that

lim
�!p

2

p
�2 � 2

X

jnj�3

1

jnj.log jnj/d�1P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > �.log log jnj/1=2

�

D lim
�#p

2

˛1.�/E

�
G

� jNj
�

��
D

p
2

.d � 1/Š
;

provided that (7) in Theorem 5 holds. However, (7) in Theorem 5 does not hold for
the above choices of functions g.x/ and ˛.x/. In fact, for 0 < � < 1, the integral

Z 1

0

˛1.�/G
� x

�

�
exp

�
��x2

2

�
dx D

p
�2 � 2

Z 1

0

�
p
�

p
��2 � 2 exp

�
��y2

2

�
dy

does not converge uniformly with respect to � � p
2. Therefore in order to obtain

the self-normalized version of Theorem 3, the stronger condition should be added
on the random variables. Actually, we have the following result.

Theorem 6. Let X be a variable with EjXj2Cı < C1 for some 0 < ı < 1. Suppose
that (A2) and (A3) hold for g.x/ and ˛i.�/.i D 1; 2/, respectively, and �.x/ satisfies
the following condition:

(A10) �.x/ is differentiable with the positive derivative �0.x/ and �.x/ D O.x
ı

4C2ı /.ı > 0/.

Then (8) holds provided that

˛1.�/E

�
G

� jNj
�

��
< C1 (13)

uniformly with respect to � 2 Œa; b�.
Now many specified results can also be obtained by choosing different forms to

g.x/; �.x/; ˛1.x/ and ˛2.x/. Under the condition that EjXj2Cı < C1.ı > 0/, we
have for m > �1; d C  > 0 that
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lim
�#p

2.dC/
.�2 � 2.d C //

2mC1
2

X

jnj�3

.log jnj/ .log log jnj/m
jnj �

P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.log log.jnj//1=2

�
D 2

2mC1
2 � . 2mC1

2
/

.d � 1/Š
p
.d C /�

; (14)

lim
�#0

�2m exp

�
� .d C /2

2�2

� X

jnj�3

.log jnj/ .log log jnj/m
jnj �

P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � � log log jnj

�
D 2.d C /m�1

.d � 1/Š ; (15)

and

lim
�#0

�2.2mC1/ exp

�
� 2

2�2

�X

n�3

.log log jnj/m expŒ.log log jnj/1=2�
jnj.log jnj/d �

P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.log log jnj/1=2

�
D 42m

.d � 1/Š (16)

In particular, by choosing  D �1 and m D 0 in (14), the self-normalized version
of Theorem 3 can be obtained:

lim
�#p

2.d�1/
p
�2 � 2.d � 1/

X

jnj�3

1

jnj log jnjP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.log log.jnj//1=2

�

D 1

.d � 1/Š

s
2

.d � 1/ (17)

Now for � > �1; � > 0 and 
 > 0, by taking g.x/ D x� exp.�x2/, �.x/ D
.
'.x//1=2, ˛1.x/ D .x2 � 2�/

�
2 and ˛2.x/ D .x2 � 2�/

�C2
2 in Theorem 6, the

subsequent corollary follows.

Corollary 3. Let X be a random variable with EjXj2Cı < C1.ı > 0/. Suppose
that '.x/ is a positive valued differentiable function on Œ1;1/ such that ' 0.x/ > 0,
limx!1 '.x/ D 1 and '.x/ D O.xı=.1Cı//. Then

lim
�#p

2�

.�2 � 2�/
�
2

X

jnj�3

exp.
�'.jnj//Œ'.jnj/� ��1
2 ' 0.jnj/

.log jnj/d�1 �

P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.
'.jnj//1=2

�
D 2

�
2 � .

�

2
/

.d � 1/Š
p
��


�C1
2

:
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Also, the following corollary can be derived by taking g.x/ D x� exp.�x/,
˛1.x/ D exp.��2=2x2/x2� and ˛2.x/ D exp.��2=2x2/x2.�C1/ in Theorem 6.

Corollary 4. Let X be a random variable with EjXj2Cı < C1. Suppose that
�.x/ is a positive valued differentiable function on Œ1;1/ such that �0.x/ > 0,
limx!1 �.x/ D 1 and �.x/ D O.xı=.2C2ı//. Then for � > 0,

lim�#0 �2� exp
�
� �2

2�2

�P
n
.�.jnj//� exp.��.jnj//�0.jnj/

.log jnj/d�1 P
�ˇ̌
ˇ Sn

Wn

ˇ̌
ˇ � ��.jnj/

�
D 2���1

.d�1/Š :

So far, we obtain the precise asymptotics for the probability deviation series
of self-normalized sums of multidimensionally indexed random variable under
the moment condition that EjXj2Cı < C1 for ı > 0. However the analogue
of Theorem 1 cannot be derived under the same moment condition. If strong
conditions are added on the random variable X, the precise asymptotics in complete
moment convergence for self-normalized sums of multidimensionally indexed
random variables can be obtained.

Theorem 7. Let X be a symmetric random variable with EjXj3 < C1. Suppose
that (A1)–(A3) hold for �.x/, g.x/ and ˛2.�/. Then

lim
�!�

C
0
˛2.�/

P
n

g.�.jnj//�0.jnj/
.log jnj/d�1 E

��
Sn
Wn

�2
I
�ˇ̌
ˇ Sn

Wn

ˇ̌
ˇ � ��.jnj/

��

D lim
�!�

C
0

˛2.�/

.d�1/ŠE
h
N2G

� jNj
�

�i
:

provided that

˛2.�/E

�
N2G

� jNj
�

��
< C1 (18)

uniformly with respect to � 2 Œa; b�; respectively.

For the different choices of functions g.x/; �.x/ and ˛2.x/, the analogues of
previous results can also be obtained. Moreover replacing ��.jnj/ by ��.jnj/ C
�.jnj/ and ��.jnj/C �.�; jnj/ in (8), the self-normalized versions of Theorem 2 can
be derived for the multidimensionally indexed random variables.

Theorem 8. Suppose that the same conditions as that in Theorem 5 or Theorem 6
hold.

(i) If �.x/ is a nonnegative function of x such that �.x/ D O.1=�.x//, then

lim
�!0C

˛1.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1 P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/C �.jnj/

�

D lim
�!�

C
0

˛1.�/E

�
G

� jNj
�

��
:
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(ii) If �.�; x/ is a nonnegative function with respect to � and x such that

�.�; x/�.x/ ! � as x ! 1 and � ! �0 > 0;

then

lim
�!�

C
0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1 P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/C �.�; jnj/

�

D exp.��0�/ lim
�!�

C
0

˛1.�/E

�
G

� jNj
�

��
:

Theorem 9. Suppose that the same conditions as that in Theorem 7 hold.

(i) If �.x/ is a nonnegative function of x such that �.x/ D O.1=�.x//, then

lim
�!0C

˛2.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1 E

"�
Sn

Wn

�2
I

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/C �.jnj/

�#

D lim
�!�

C
0

˛2.�/E

�
N2G

� jNj
�

��
:

(ii) If �.�; x/ is a nonnegative function with respect to � and x such that

�.�; x/�.x/ ! � as x ! 1 and � ! �0 > 0;

then

lim
�!�

C
0

˛2.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1 E

"�
Sn

Wn

�2
I

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/C �.�; jnj/

�#

D exp.��0�/ lim
�!�

C
0

˛2.�/E

�
G

� jNj
�

��
:

Also, one can obtain many results by choosing different forms for functions g.x/,
�.x/, �.x/ and �.�; x/. Finally we end this section by a specific result on the precise
asymptotic in the complete moment convergence.

Corollary 5. Let  > 0, m > 1=2 and �.�; x/ be a nonnegative function of � and x
such that

�.�; x/.2 log log log x/1=2 ! � as x ! 1 and � # p
:

Then, under the same conditions as in Theorem 9,
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lim
�#p


.�2 � /m

X

n

.log log jnj/�1.log log log jnj/m� 3
2

jnj.log jnj/d E

"�
Sn

Wn

�2
�

I

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � �.2 log log log jnj/1=2 C �.�; jnj/

��
D 2 expf�p

�g
p

a� .m/

.d � 1/Šp� :

3 Preliminaries

Again suppose that fXk;k 2 ZdCg are random variables and fSn;n 2 ZdCg are their
partial sums. Note that Sn is simply a sum of jnj random variables. Let

d.j/ D cardfk W jkj D jg; and M.j/ D cardfk W jkj � jg:

From Hardy and Wright [15], the following asymptotics hold:

M.j/ � j.log j/d�1

.d � 1/Š
as j ! 1

and

d.j/ D o.jı/ for any ı > 0 as j ! 1:

Further, since all terms in the sums we are considering are nonnegative, the order of
summation can be changed as follows (see Gut [11, 12]).

X

n

� � � D
1X

jD1

X

jnjDj

� � �

In particular, if the functions involving n only depend on the value of jnj, the second
summation can be further simplified. For example,

X

n

gŒ�.jnj/��0.jnj/P.jSnj � �Wn�.jnj//

D
1X

jD1

X

jnjDj

gŒ�.jnj/��0.jnj/P.jSnj � �Wn�.jnj//

D
1X

jD1
d.j/gŒ�.j/��0.j/P.jS�.j/j � �W�.j/�.j//

where �.j/ D .j; 1; : : : ; 1/ 2 ZdC and S�.j/ D Pj
iD1 X�.i/.



Precise Asymptotics for Self-normalized Sums 27

Now we give a proposition which is crucial in the proofs of theorems for the
multidimensionally indexed random variables.

Proposition 1. Let ˛.�/ be a function satisfying (A3) in Sect. 2, fa.j; �/; j � 1g be a
nondecreasing sequence of functions such that limj!1 a.j; �/ D 0 for all � 2 Œa; b�.
Suppose that the infinite series

P1
jD1 d.j/a.j; �/ converges for � 2 Œa; b�: Then,

lim
�!�

C
0

˛.�/
X

j�1
d.j/a.j; �/ D lim

�!�
C
0

˛.�/
X

j�1
.log j/d�1a.j; �/=.d � 1/Š

The proof of Proposition 1 can be obtained from the following lemma (see
SpLataru [27]).

Lemma 1. Let fa.j/; j � 1g be a nondecreasing sequence such that limj!1
a.j/ D 0; and let 0 < ı < 1. Then, there exists k0 D k0.ı/ such that

C1 C 1 � ı

.d � 1/Š

X

j�k0

.log j/d�1a.j/ �
X

j�1
d.j/a.j/ � C1 C 1C ı

.d � 1/Š
X

j�k0

.log j/d�1a.j/:

Since Sjnj and Sn, Wjnj and Wn have the identical distributions, respectively,
one can obtain the multidimensional-index versions of several inequalities for self-
normalized sums of random variables, which will be used in the proofs of our
theorems.

Lemma 2 (Shao [24]). Let fX;Xk; k 2 ZdCg be i.i.d. random variables with EX D 0

and EX2I.jXj � x/ is slowly varying as x ! 1. Then for arbitrary 1=2 < � < 1;

there exist 0 < ı < 1; x0 > 1 and n0 such that for any jnj � n0 and x0 < x < ı
pjnj;

P.Sn=Wn � x/ � exp

�
��x2

2

�
:

Lemma 3 (Wang and Jing [29]). Let fXk; k 2 ZdCg be a sequence of symmetric
random variables with EjXkj3 < C1 for k 2 ZdC. Then for all n 2 ZdC and x 2 R,

jP.Sn=Wn � x/ � P.N � x/j � A minf.1C jxj3/L3n; 1ge�x2=2

where L3n D P
jkj�jnj EjXkj3=.Pjkj�jnj EX2k/

3=2.

Lemma 4 (Jingh et al. [17]). Let fXk; k 2 ZdCg be a sequence of random variables
with EXk D 0 and EjXkj2Cı < C1 for 0 < ı � 1. Then for all n 2 ZdC and x 2 R,

jP.Sn=Wn � x/� P.N � x/j � A.1C x/1Cıe�x2=2=d2Cın;ı

holds for 0 � x � dn;ı where dn;ı D .
P

jkj�jnj EX2k/
1=2=.

P
jkj�jnj EjXkj2Cı/1=.2Cı/.
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4 Proofs of Main Results

We will first present a lemma on the standard normal random variable. Similar to
Lemma 3.1 in Deng [6], the following lemma follows.

Lemma 5. Suppose that g.x/; �.x/ and ˛i.x/.i D 1; 2/ satisfy the conditions
(A1)–(A3), respectively. Then we have

lim
�!�

C
0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1� dP.jNj > ��.jnj//

D lim
�!�

C
0

˛1.�/

.d � 1/ŠE
�

G

� jNj
�

��
; (19)

and

lim
�!�

C
0

˛2.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�d
Z 1

��.jnj/
2xP.jNj > x/dx

D lim
�!�

C
0

�2˛2.�/

.d � 1/ŠE
�

G1

� jNj
�

��
; (20)

where G1.x/ D R x
�.1/

2uG.u/du.

4.1 The Proof of Theorem 5

From Lemma 5, proving (8) is equivalent to proving

lim
�!�

C
0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/

�
� P.jNj > ��.jnj//

ˇ̌
ˇ̌ D 0

(21)

Now, for a fixed M > 0, set K D K.M; �/ D ��1.M=�/. Then,

lim
�!�

C
0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/

�
� P.jNj > ��.jnj//

ˇ̌
ˇ̌

D lim
�!�

C
0

˛1.�/
X

jnj�K

gŒ�.jnj/��0.jnj/
.log jnj/d�1

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/

�
� P.jNj > ��.jnj//

ˇ̌
ˇ̌

C lim
�!�

C
0

˛1.�/
X

jnj>K

gŒ�.jnj/��0.jnj/
.log jnj/d�1

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/

�
� P.jNj > ��.jnj//

ˇ̌
ˇ̌

WD .I/C .II/
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Since Sn=Wn!DN.0; 1/ as jnj ! 1 and P.jNj > x/ is continuous for x � 0, it is
obvious that

ıjnj WD sup
x

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > x

�
� P.jNj > x/

ˇ̌
ˇ̌ ! 0 as jnj ! 1:

As to (I), we have that

.I/ D lim
�!�

C
0

˛1.�/
X

jnj�K

gŒ�.jnj/��0.jnj/
.log jnj/d�1

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/

�
� P.jNj > ��.jnj//

ˇ̌
ˇ̌

D lim
�!�

C
0

˛1.�/
X

jnj�K

gŒ�.jnj/��0.jnj/.log jnj/1�dıjnj:

If �0 > 0, then K D K.M; �/ is bounded and the summation
P

jnj�K gŒ�.jnj/��
�0.jnj/.log jnj/1�dıjnj has finite terms for a fixed M. Thus, from condition (A3),

lim
�!�

C
0

˛1.�/
X

jnj�K

gŒ�.jnj/��0.jnj/.log jnj/1�dıjnj D 0:

If �0 D 0, we have that

1

G.M
�
/

X

jnj�K

gŒ�.jnj/��0.jnj/.log jnj/1�d

D 1

G.M
�
/

X

j�K

X

jnjDj

gŒ�.jnj/��0.jnj/.log jnj/1�d

D 1

G.M
�
/

X

j�K

d.j/gŒ�.j/��0.j/.log j/1�d

D 1

.d � 1/Š

1

G.M
�
/

Z �.K/

�.1/

g.u/du D 1

.d � 1/Š
1

G.M
�
/

Z M
�

�.1/

g.u/du

� 1

.d � 1/Š
1

G.M
�
/
G.

M

�
/ D 1

.d � 1/Š
:

Therefore by Toeplitz’s lemma [see, e.g., Stout [26], pp. 120–121], one can obtain
that

lim
�!�

C
0

1

G.M
�
/

X

jnj�K

gŒ�.jnj/��0.jnj/.log jnj/1�dıjnj D 0
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and thus by noting that (7) implies that ˛.�/G.M
�
/ are bounded uniformly for � 2

Œa; b�; we have

lim
�!�

C
0

˛1.�/
X

jnj�K

gŒ�.jnj/��0.jnj/jP.jSnj > �Wn�.jnj//� P.jNj > ��.jnj//j

D lim
�!�

C
0

˛1.�/G.
M

�
/
1

G.M
�
/

X

jnj�K

gŒ�.jnj/��0.jnj/ıjnj D 0:

We turn to (II). Firstly note that

.II/ D lim
�!�

C
0

˛1.�/
X

jnj>K

gŒ�.jnj/��0.jnj/
.log jnj/d�1

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/

�
� P.jNj > ��.jnj//

ˇ̌
ˇ̌

� lim
�!�

C
0

˛1.�/
X

jnj>K

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jSnj > �Wn�.jnj//

C lim
�!�

C
0

˛1.�/
X

jnj>K

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jNj > ��.jnj//

WD lim
�!�

C
0

˛1.�/A1.�/C lim
�!�

C
0

˛1.�/A2.�/:

Now, (7) implies that for any give � 2 Œa; b�, ˛1.�/E
h
G
� jNj
�

�i
< 1 and thus,

.d � 1/Š˛1.�/A2.�/

D .d � 1/Š˛1.�/
X

jnj>K

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jNj > ��.jnj//

D .d � 1/Š˛1.�/
X

j>K

X

jnjDj

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jNj > ��.jnj//

D .d � 1/Š˛1.�/
X

j>K

d.j/gŒ�.j/��0.j/.log j/1�dP.jNj > ��.j//

D ˛1.�/

Z 1

K
g.�.x//�0.x/P.jNj > ��.x//dx D ˛1.�/

Z 1

M=�
g.u/P.jNj > �u/du

D ˛1.�/

Z 1
�M
�

Z y
�

M
�

g.u/dudF.y/ � ˛1.�/

Z 1

M
G.

y

�
/dF.y/

D ˛1.�/E

�
G

� jNj
�

�
IfjNj>Mg

�
! 0 as M ! 1:
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Next, from Lemma 2, as M ! 1,

.d � 1/Š˛1.�/A1.�/

D .d � 1/Š˛1.�/
X

jnj>K

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jSnj > �Wn�.jnj//

D .d � 1/Š˛1.�/
X

jnj>K

gŒ�.jnj/��0.jnj/.log jnj/1�d exp

�
��2�2.jnj/

2

�

D .d � 1/Š˛1.�/
X

j>K

X

jnjDj

gŒ�.jnj/��0.jnj/.log jnj/1�d exp

�
��2�2.jnj/

2

�

D .d � 1/Š˛1.�/
X

j>K

d.j/gŒ�.j/��0.j/.log j/1�d exp

�
��2�2.j/

2

�

� ˛1.�/

Z 1

K
gŒ�.x/��0.x/ exp

�
���

2�2.x/

2

�
dx

D ˛1.�/G.
y

�
/ exp

�
��y2

2

�
j1M C

Z 1

M
�˛1.�/yG.

y

�
/ exp

�
��y2

2

�
dy ! 0:

(22)

Thus, (21) holds. Now it follows from (19) in Lemma 5 and (21) that,

lim
�!�

C
0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jSnj > �Wn�.jnj//

D lim
�!�

C
0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jNj > ��.jnj//

D 1

.d � 1/Š lim
�!�

C
0

˛1.�/EG

� jNj
�

�

This completes the proof of Theorem 5.
The proof of Theorem 6 can be obtained by using Lemma 4, instead of using

Lemma 2, in (22) of the proof of Theorem 5, and thus are omitted. Now we are in
the position to prove Theorem 7.

4.2 The Proof of Theorem 7

In order to complete the proof of the theorem, we first note that

lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/.log jnj/1�dE.Sn=Wn/
2I.jSnj � �Wn�.jnj//

D lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/.log jnj/1�d
Z

��.jnj/
.�x2/dP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
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D lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/.log jnj/1�d

�
�2�2.jnj/P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � ��.jnj/

�

C
Z

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx

	

D lim
�!�

C
0

�2˛2.�/
X

n

g.�.jnj//�0.jnj/�2.jnj/.log jnj/1�dP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � ��.jnj/

�

C lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/.log jnj/1�d
Z

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx

WD .III/C .IV/

Similar to the proof of (7), one can prove that

.III/ D lim
�!�

C
0

�2˛2.�/
X

n

g.�.jnj//�0.jnj/�2.jnj/.log jnj/1�dP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � ��.jnj/

�

D lim
�!�

C
0

�2˛2.�/
X

n

g.�.jnj//�0.jnj/�2.jnj/.log jnj/1�dP .jNj � ��.jnj//

D 1

.d � 1/Š
lim
�!�

C
0

�2˛2.�/EG2

� jNj
�

�

where G2.x/ D R x
�.1/

u2g.u/du.
Next, if

lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/.log jnj/1�d
Z

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx

D lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/.log jnj/1�d
Z

��.jnj/
2xP .jNj � x/ dx; (23)

from (20) in Lemma 5, we have

.IV/ D lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/.log jnj/1�d
Z

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx

D 1

.d � 1/Š
lim
�!�

C
0

�2˛2.�/EG1

� jNj
�

�

and thus by the fact that G1.x/C G2.x/ D x2G.x/� Œ�.1/�2GŒ�.1/�,

lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/.log jnj/1�dE.Sn=Wn/
2I.jSnj � �Wn�.jnj//

D 1

.d � 1/Š
lim
�!�

C
0

�2˛2.�/EG2

� jNj
�

�
C 1

.d � 1/Š
lim
�!�

C
0

�2˛2.�/EG1

� jNj
�

�
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D 1

.d � 1/Š
lim
�!�

C
0

�2˛2.�/E

�
G2

� jNj
�

�
C G1

� jNj
�

��

D 1

.d � 1/Š
lim
�!�

C
0

˛2.�/E

�
N2G

� jNj
�

�
� �2Œ�.1/�2GŒ�.1/�

�

D 1

.d � 1/Š
lim
�!�

C
0

˛2.�/E

�
N2G

� jNj
�

��
:

Now, it remains to prove (23). To this end, it suffices to prove that

lim
�!�

C
0

˛2.�/
X

n

g.�.jnj//�0.jnj/
.log jnj/1�d

�
ˇ̌
ˇ̌
Z

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx �

Z

��.jnj/
2xP .jNj � x/ dx

ˇ̌
ˇ̌ D 0 (24)

Moreover, (24) can be obtained by proving

lim
�!�

C
0

˛2.�/
X

jnj�K.�;M/

g.�.jnj//�0.jnj/
.log jnj/d�1 �

ˇ̌
ˇ̌
Z

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx �

Z

��.jnj/
2xP .jNj � x/ dx

ˇ̌
ˇ̌ D 0; (25)

and

lim
�!�

C
0

˛2.�/
X

jnj>K.�;M/

g.�.jnj//�0.jnj/
.log jnj/d�1

ˇ̌
ˇ̌
Z

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx �

Z

��.jnj/
2xP .jNj � x/ dx

ˇ̌
ˇ̌ D 0 (26)

where K D K.�;M/ D ��1.M=�/.
To prove (25), by setting ıjnj D supx jP.jSn=Wnj � x/ � P.jNj � x/j, we have

that

˛2.�/
X

jnj�K

g.�.jnj//�0.jnj/
.log jnj/d�1

ˇ̌
ˇ̌
Z 1

��.jnj/

2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx �

Z 1

��.jnj/

2xP.jNj � x/dx

ˇ̌
ˇ̌

� ˛2.�/
X

jnj�K

g.�.jnj//�0.jnj/
.log jnj/d�1

Z 1

��.jnj/Cı
�1=4

jnj

2x

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx � P.jNj � x/

ˇ̌
ˇ̌ dx

C˛2.�/
X

jnj�K

g.�.jnj//�0.jnj/
.log jnj/d�1

Z ��.jnj/Cı
�1=4

jnj

��.jnj/

2x

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx � P.jNj � x/

ˇ̌
ˇ̌ dx

� .V/C .VI/:
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Now, from Lemma 3 and (18) in Theorem 7, we have

.V/ � ˛2.�/ �
X

jnj�K

g.�.jnj//�0.jnj/
.log jnj/d�1

Z 1

��.jnj/Cı
�1=4

jnj

2x

�
P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx C P.jNj � x/

�
dx

� ˛2.�/
X

jnj�K

g.�.jnj//�0.jnj/
.log jnj/d�1

Z 1

��.jnj/Cı
�1=4

jnj

2x

�
A exp

�
�x2

2

	
C C exp

�
�x2

2

	�
dx

� C˛2.�/

.d � 1/Š

X

j�K

g.�.j//�0.j/
Z 1

��.j/Cı
�1=4
j

x exp
�

�x2

2

	
dx

� C˛2.�/

.d � 1/Š

X

j�K

g.�.j//�0.j/ exp

(
�ı

�1=2
j

2

)

D C˛2.�/

.d � 1/Š

X

j�K.�;M/

g.�.j//�0.j/ı0
j ; (27)

where ı0
j D expf�ı�1=2

j =2g ! 0 as j ! 1. Next, we have

.VI/ � ˛2.�/ �
X

jnj�K.�;M/

g.�.jnj//�0.jnj/
.log jnj/d�1

Z ��.jnj/Cı�1=4

jnj

��.jnj/
2x

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx � P.jNj � x/

ˇ̌
ˇ̌ dx

� ˛2.�/
X

jnj�K.�;M/

g.�.jnj//�0.jnj/
.log jnj/d�1

Z ��.jnj/Cı�1=4

jnj

��.jnj/
2xıjnjdx

� ˛2.�/

.d � 1/Š

X

j�K.�;M/

g.�.j//�0.j/
Z ��.j/Cı�1=4

j

��.j/
2xıjdx

� C˛2.�/

.d � 1/Š

X

j�K.�;M/

g.�.j//�0.j/ı1=2j

where ı1=2j ! 0. Now again from Toeplitz’s lemma, we have that

lim
�!�0C

X

jnj�K.�;M/

g.�.jnj//�0.jnj/
.log jnj/d�1 �

ˇ̌
ˇ̌
Z 1

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx �

Z 1

��.jnj/
2xP.jNj � x/dx

ˇ̌
ˇ̌

� C

.d � 1/Š lim
�!�0C

˛2.�/
X

j�K.�;M/

g.�.j//�0.j/Œı0
j C ı

1=2
j � D 0:
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Next, we show (26). Note that from the conditions in Theorem 7 and Lemma 3, we
have

˛2.�/
X

jnj>K.�;M/

g.�.jnj//�0.jnj/
.log jnj/d�1 �

ˇ̌
ˇ̌
Z 1

��.jnj/
2xP

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
dx �

Z

��.jnj/
2xP .jNj � x/ dx

ˇ̌
ˇ̌

� ˛2.�/
X

jnj>K.�;M/

g.�.jnj//�0.jnj/
.log jnj/d�1

Z 1

��.jnj/
2x

�
P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ � x

�
C P .jNj � x/

�
dx

� C˛2.�/
X

j>K.�;M/

X

jnjDj

g.�.jnj//�0.jnj/
.log jnj/d�1

Z 1

��.jnj/
x exp

�
�x2

2

�
dx

� C˛2.�/
X

j>K.�;M/

d.j/
g.�.j//�0.j/
.log j/d�1

Z 1

��.j/
x exp

�
�x2

2

�
dx

D C˛2.�/

.d � 1/Š
Z 1

K.�;M/
g.�.u//�0.u/

�Z 1

��.u/
x exp

�
�x2

2

�
dx

�
du

� C˛2.�/

.d � 1/Š
Z 1

M
xG
�x

�

�
exp

�
�x2

2

�
dx

� C˛2.�/

.d � 1/ŠE
�

N2G

� jNj
�

�
IfjNj � Mg

�
(28)

which converges to 0 uniformly with respect to � as M ! 1. Therefore (26)
follows. This completes the proof of Theorem 7.

Lemma 6. Suppose that g.x/; �.x/ and ˛i.x/.i D 1; : : : ; 4/ satisfy the conditions
(A1)–(A3), respectively.

(i) Assume that �.x/ is a function of x such that

�.x/�.x/ D O.1/; as x ! 1:

Then

lim
�!0C

˛1.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jNj > ��.jnj/C �.jnj//

D 1

.d � 1/Š lim
�!0C

˛1.�/EG

� jNj
�

�
; (29)
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and

lim
�!0C

˛2.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�dEŒN2I.jNj > ��.j/C �.j//�

D 1

.d � 1/Š
lim
�!0C

˛2.�/E

�
N2G

� jNj
�

��
: (30)

(ii) Assume that �.�; x/ is a nonnegative function such that

�.x/�.�; x/ ! � as x ! 1 and � ! �C
0 > 0:

Then

lim
�!�

C
0

˛3.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�dP.jNj > ��.jnj/C �.�; jnj//

D exp.��0�/
.d � 1/Š

lim
�!�

C
0

˛3.�/EG

� jNj
�

�
; (31)

and

lim
�!�

C
0

˛4.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�dEŒN2I.jNj > ��.jnj/C �.�; jnj//�

D exp.��0�/
.d � 1/Š

lim
�!�

C
0

˛4.�/E

�
N2G

� jNj
�

��
: (32)

Proof. (i) From Lemma 5, to prove (29) and (30) it suffices to prove that

lim
�!0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�d �

jP.jNj > ��.jnj/C �.jnj//� P.jNj > ��.jnj//j D 0 (33)

and

lim
�!0

˛2.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�d �

jEŒN2I.jNj > ��.jnj/C �.jnj//� � EŒN2I.jNj > ��.jnj//�j D 0: (34)

Now note that

jP.jNj > ��.jnj/C �.jnj//� P.jNj > ��.jnj//j

D
ˇ̌
ˇ̌
ˇ

Z ��.jnj/C�.jnj/

��.jnj/

r
2

�
exp

�
� x2

2

	
dx

ˇ̌
ˇ̌
ˇ � j�.jnj/j

r
2

�
exp

�
� .��.jnj/� j�.jnj/j/2

2

	

� C exp.�C/

�.jnj/
r
2

�
exp

�
� �

2�2.n/

2

	
; (35)
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and

jEŒN2I.jNj > ��.jnj/C �.jnj//� � EŒN2I.jNj > ��.jnj//�j

D
ˇ̌
ˇ̌
ˇ

Z ��.jnj/C�.jnj/

��.jnj/
x2
r
2

�
expf�x2

2
gdx

ˇ̌
ˇ̌
ˇ

� 1

3
j.��.jnj/C �.jnj//3 � .��.jnj//3j

r
2

�
exp

�
� .��.jnj/� j�.jnj/j/2

2

	

� C�2�.jnj/ exp.�C/

r
2

�
exp

�
��

2�2.jnj/
2

	
; (36)

where C denote a constant which varies from line to line. Therefore from (35)
and (36),

˛1.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�djP.jNj > ��.jnj/C�.jnj//�P.jNj > ��.jnj//j

� ˛1.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/1�d

C exp.�C/

�.jnj/

r
2

�
exp

(
� �

2�2.jnj/
2

)

� ˛1.�/

1X

jD1

X

jnjDj

gŒ�.j/��0.j/
.log j/1�d

C exp.�C/

�.j/

r
2

�
exp

(
� �

2�2.j/

2

)

� C exp.�C/˛1.�/

.d � 1/Š
1X

jD1

gŒ�.j/�

�.j/
�0.j/

r
2

�
exp

(
� �

2�2.j/

2

)

� C˛1.�/

.d � 1/Š
E

�
1

jNj g

� jNj
�

��
; (37)

and

˛2.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�d �

jEŒN2I.jNj > ��.jnj/C �.jnj//�� EŒN2I.jNj > ��.jnj//�j

� ˛2.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1 C�2�.jnj/ exp.�C/

r
2

�
exp

�
��

2�2.n/

2

	

� C exp.�C/�2˛2.�/
1X

jD1

X

jnjDj

gŒ�.jnj/��0.jnj/�.jnj/
.log jnj/d�1

r
2

�
exp

�
��

2�2.jnj/
2

	

� C exp.�C/�2˛2.�/

.d � 1/Š

1X

jD1
�.j/gŒ�.j/��0.j/

r
2

�
exp

�
��

2�2.j/

2

	

� C˛2.�/E

�
jNjg

� jNj
�

��
: (38)
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Next from integral by part, we have that

E

�
jNjg

� jNj
�

��
D
Z 1

0
xg
� x

�

�
dF.x/

D
Z 1

0

xg
� x

�

�r 2

�
exp

 
�x2

2

!
dx D

Z 1

0

�x exp

 
�x2

2

!
dG

� x

�

�

D �

"Z 1

0
x2G

� x

�

�r 2

�
exp

 
�x2

2

!
dx �

Z 1

0
G
� x

�

�r 2

�
exp

 
�x2

2

!
dx

#

D �

�
EN2G

� jNj
�

�
� EG

� jNj
�

��
:

Therefore

lim�!0˛2.�/E

�
jNjg

� jNj
�

��
D lim

�!0
˛2.�/�

�
EN2G

� jNj
�

�
� EG

� jNj
�

��
D 0

(39)

provided that lim�!0 ˛2.�/E
h
N2G

� jNj
�

�i
< C1. Similarly one can prove that

lim
�!0

˛1.�/E

�
1

jNjg

� jNj
�

��
D 0 (40)

provided that lim�!0 ˛1.�/E
h
G
� jNj
�

�i
< C1. Hence (33) and (34) follow

from (37) to (40).
(ii) Note that as x ! 1 and � ! �0C > 0, ��.x/ ! 1. By the asymptotic result

for normal tail probability P.jNj > x/ � 1
x

q
2
�

exp.� x2

2
/.x ! 1/, we have

that

P.jNj > ��.jnj/C �.�; jnj//

�
r
2

�

1

��.jnj/C �.�; jnj/ exp

�
�1
2
.��.jnj/C �.�; jnj//2

�

�
r
2

�

1

��.jnj/ expŒ���.jnj/�.�; jnj/� exp

�
�1
2
�2�2.jnj/

�
:

Therefore for any 0 < � < 1, there exist �0 > 0 and an integer N0 such that for
all jnj � N0 and �0 < � < �0 C �0,

exp.��0� � �/P.jNj > ��.jnj//
� P.jNj > ��.jnj/C �.�; jnj// � exp.��0�C �/P.jNj > ��.jnj//
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and thus (31) follows from (19) in Lemma 5 and the arbitrariness of � . Next we have
that

EN2IfjNj > ��.jnj/C �.�; jnj/g
D Œ��.jnj/C �.�; jnj/�2P.jNj > ��.jnj/C �.�; jnj//

C
Z

��.jnj/C�.�;jnj/
2xP.jNj > x/dx

� Œ��.jnj/C �.�; jnj/�2 expf���.jnj/�.�; jnj/gP.jNj > ��.jnj/

C
Z

��.jnj/C�.�;jnj/
2x
1

x

r
2

�
expf�x2

2
gdx

� Œ�2�2.jnj/C 2�0�C 2� expf��0�gP.jNj > ��.jnj//
� �2�2.jnj/ expf��0�gP.jNj > ��.jnj//:

Therefore

lim
�!�C0

˛4.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�dEŒN2I.jNj > ��.jnj/C �.�; jnj//�

D lim
�!�

C
0

˛4.�/
X

n

gŒ�.jnj/��0.jnj/.log jnj/1�d�2�2.jnj/ expf��0�gP.jNj > ��.jnj/

D expf��0�g
.d � 1/Š lim

�!�
C
0

˛4.�/�
2E

�
G1

� jNj
�

��

D expf��0�g
.d � 1/Š lim

�!�
C
0

˛4.�/E

�
N2G

� jNj
�

��

�expf��0�g
.d � 1/Š lim

�!�
C
0

˛4.�/�
2E

�
G2

� jNj
�

��
: (41)

Now note that

˛4.�/�
2E

�
G2

� jNj
�

��
D ˛4.�/�

2

Z 1

0

Z x
�

0

2ug.u/dudF.x/

� ˛4.�/�
2

Z 1

0

2
x

�
G
�x

�

�
dF.x/

D ˛4.�/�

Z x0

0

2xG
�x

�

�
dF.x/C ˛4.�/�

2

Z 1

x0

2
x2

x0
G
�x

�

�
dF.x/

� 2�0G

�
x0
�0

�
˛4.�/C 2

x0
.�0 C 1/2˛4.�/E

�
N2G

� jNj
�

�
IfjNj > x0g

�
(42)
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Now if lim
�!�

C
0
˛4.�/E

h
N2G

� jNj
�

�i
< C1, for any � > 0 by choosing a large x0

such that the second term of (42) is less than �=2 and then choosing a small �0 > 0

such that the first term of (42) is less than �=2 for �0 < � < �0 C �0, we have

lim
�!�

C
0

˛4.�/�
2E

�
G2

� jNj
�

��
D 0: (43)

Hence (32) follows from (42) and (43).

4.3 The Proof of Theorem 8

Based on the same procedures in the proofs of Theorem 5, it is easy to show that

lim
�!0C

˛1.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1 �

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/C �.jnj/

�
� P.jNj > ��.jnj/C �.jnj//

ˇ̌
ˇ̌ D 0

and

lim
�!�

C
0

˛1.�/
X

n

gŒ�.jnj/��0.jnj/
.log jnj/d�1 �

ˇ̌
ˇ̌P
�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/C �.�; jnj/

�
� P

�ˇ̌
ˇ̌ Sn

Wn

ˇ̌
ˇ̌ > ��.jnj/C �.�; jnj/

�ˇ̌
ˇ̌ D 0:

Therefore Theorem 8 follows from Lemma 6.
Also, we omit the proof of Theorem 9 due to the same reason.
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The Self-normalized Asymptotic Results
for Linear Processes

Magda Peligrad and Hailin Sang

1 Introduction

Let .�i/ be a sequence of independent and identically distributed (i.i.d.) centered
random variables with �i 2 L p; p > 0; let .ai/ be real coefficients such thatP1

iD0 jaijmin.2;p/ < 1. Then the linear process

Xt D
1X

iD0
ai�t�i (1)

exists and is well-defined. It is also interesting to replace the i.i.d. innovation process
in (1) by white noise processes, martingale difference processes or other dependence
structures.

We can study many time series via the research on linear processes. For example,
for a causal ARMA(p,q) process defined by the equation

Xt �
pX

iD1
�iXt�i D �t C

qX

iD1
�i�t�i;
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there exists a sequence of constants .'j/ such that
P1

jD0 j'jj < 1 and Xt DP1
jD0 'j�t�j. In fact, as early as in 1938, Wold proved the Wold decomposition

for weakly stationary processes: any mean zero weakly stationary process can
be decomposed into a sum of a linear part

P1
jD0 ajZi�j and a singular process.

Here .Zi/ is a white noise process. The singular process could be zero under some
regularity condition. Traditionally, linear process decomposition plays a key role
in the development of time series asymptotics; see Hannan [10], Anderson [1] and
Fuller [7].

For stationary time series, it is commonly accepted that the term “short memory”
or “short range dependence” describes a time series with summable covariances.
We refer to the review work or books on long memory time series by Baillie [3],
Robinson [19] and Doukhan, Oppenheim and Taqqu [5] for references to both
theory and applications. In terms of a linear process, if the innovations have a second
moment, one commonly uses

P jaij as the standard for memory. A linear process
with a second moment has short memory if

P
ai ¤ 0 and

P jaij < 1. Otherwise
it is called a long memory linear process. If the innovations do not have a second
moment, there is no completely commonly accepted definition of short memory or
long memory. Nevertheless, in the regularly varying tail case with ˛ < 2, usually
we say that the linear process has short memory if

P jaij˛=2 < 1 and long memory
if
P jaij˛=2 D 1 but

P jaij˛ < 1. The case ˛ D 2 needs special treatment which
is handled in the next section. Recall that, a distribution function F.x/ has regularly
varying tail with parameter ˛ > 0 if 1� F.x/ D x�˛L.x/ for x > 0 and some slowly
varying function L.x/.

This paper is aimed to review some recent developments on the linear process
asymptotics including central limit theorem, functional central limit theorem and
their self-normalized form. For classical asymptotics of linear processes, see the
papers Giraitis and Surgailis [9], Phillips and Solo [17] and Wu and Woodroofe [20]
and the references therein.

2 The Central Limit Theorem

Let .�i/ be a sequence of i.i.d. centered random variables and

H.x/ D E.�20 I.j�0j � x// is a slowly varying function at 1: (2)

This tail condition (2) is highly relevant to the central limit theory. For i.i.d.
centered variables this condition is equivalent to the fact that the variables are in the
domain of attraction of the normal law. This means: there is a sequence of constants

n ! 1 such that

Pn
iD1 �i=
n is convergent in distribution to a standard normal

variable (see for instance Fuller, [6]; Ibragimov and Linnik, [11]; Araujo and Giné,
[2]). More precisely, if we put b D inffx > 1 W H.x/ > 0g then 
n is defined as
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n D inf

�
s W s � b C 1;

H.s/

s2
� 1

n

	
: (3)

To simplify the exposition we shall assume that the sequence of constants is indexed
by integers, .ai/i2Z; and construct the linear process

Xk D
1X

jD�1
akCj�j: (4)

In what follows we shall also make the following conventions:

Convention 1 By convention, for x D 0, jxjH.jxj�1/ D 0: For instance we can
write instead

P
j2Z; aj¤0 a2j H.jajj�1/ < 1; simply

P
j2Z a2j H.jajj�1/ < 1:

Convention 2 The second convention refers to the function H.x/ defined in (2):
Since the case E.�20 / < 1 is known, we shall consider the case E.�20 / D 1: Let
b D inf fx � 0 W H.x/ > 1g and Hb.x/ D H.x _ .b C 1//: Then clearly b < 1,
Hb.x/ � 1 and Hb.x/ D H.x/ for x > b C 1: We shall redenote Hb.x/ by H.x/:
Therefore, since our results are asymptotic, without restricting the generality we
shall assume that H.x/ � 1 for all x � 0:

In a recent paper, Peligrad and Sang [16] addressed the question of the central
limit theorem for partial sums of a linear process. For independent and identically
distributed random variables they showed that the central limit theorem for the linear
process is equivalent to the fact that the variables are in the domain of attraction of
a normal law, answering in this way an open problem in the literature.

When the variables satisfy (2) a natural question is to point out necessary and
sufficient conditions to be imposed to the coefficients which assures the existence
of the linear process.

Proposition 1 (Peligrad and Sang [16], Proposition 2.2). Let .�k/k2Z be a
sequence of i.i.d. centered random variables satisfying (2). The linear process
.Xk/ in (4) is well defined in the almost sure sense if and only if

X

j2Z
a2j H.jajj�1/ < 1: (5)

As an example in this class we mention the particular linear process with
regularly varying weights with exponent ˛ where 1=2 < ˛ < 1: This means that the
coefficients are of the form an D n�˛L.n/ for n � 1 and an D 0 for n � 0; where
L.n/ is a slowly varying function at 1. It incorporates the fractionally integrated
processes that play an important role in financial econometrics, climatology and so
on and they are widely studied. Such processes are defined for 0 < d < 1=2 by

Xk D .1 � B/�d�k D
X

i�0
ai�k�i where ai D � .i C d/

� .d/� .i C 1/
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and B is the backward shift operator, B"k D "k�1. For this example, by the well
known fact that for any real x; limn!1 � .n C x/=nx� .n/ D 1, we have

lim
n!1 an=nd�1 D 1=� .d/:

Notice that these processes have long memory because
P

j�1 jajj D 1:

The partial sums of a linear process can be expressed as an infinite series of
independent random variables with double indexed sequence of real coefficients.

Denote:

bnj D ajC1 C � � � C ajCn

and with this notation

Sn.X/ D
nX

kD1
Xk D

X

j2Z
bnj�j. (6)

A key element in establishing the central limit theorem for the partial sums of a
linear process is to defined a suitable normalizing sequence

Dn D inf

8
<

:s � 1 W
X

k�1

b2nk

s2
H

�
s

bnk

�
� 1

9
=

; .

Peligrad and Sang ([16], Theorem 2.5), added the point (4) to the well-known results
(1), (2) and (3) from the next theorem.

Theorem 1. Let .�k/k2Z be a sequence of independent and identically distributed
centered random variables. Then the following four statements are equivalent:

(1) �0 satisfies condition (2).
(2) The sequence .�n/n2Z satisfies the central limit theorem

Sn.�/


n
) N.0; 1/;

where Sn.�/ denotes the partial sums for the sequence .�n/n2Z:
(3) The sequence .�n/n2Z satisfies the functional CLT

SŒnt�.�/


n
) W.t/

on the space DŒ0; 1� of all functions on Œ0; 1� which have left-hand limits and are
continuous from the right, where W.t/ is the standard Brownian motion and Œx�
denotes the integer part of x.



The Self-normalized Asymptotic Results for Linear Processes 47

(4) For any sequence of constants .an/n2Z satisfying (5) and
P

k b2nk ! 1 the
central limit theorem holds

Sn.X/

Dn
) N.0; 1/:

The point (4) of this theorem extends the Theorem 18.6.5 in Ibragimov and
Linnik [11] from i.i.d. innovations with finite second moment to innovations in
the domain of attraction of a normal law. It positively answers the question on the
stability of the central limit theorem for i.i.d. variables under formation of linear
sums.

This theorem has rather theoretical importance. For applying it the normalizing
sequence Dn should be known. This sequence depends on the function H.s/ which
is often unknown. A way to avoid the use of H.s/ is via the self-normalization that
will be discussed in the next section.

3 Self-normalization

In this section we shall review self-normalized central limit theorem and self-
normalized functional central limit theorem for linear processes (1). For a sequence
of i.i.d. centered random variables .�k/k2Z define

V2
n D V2

n .�/ D
nX

kD1
�2k :

Recall that for a sequence of non degenerate i.i.d. centered random variables
.�k/k2Z, the self-normalized sum Sn.�/=Vn ) N.0; 1/ if and only if � is in the
domain of attraction of a normal law (Giné, Götze and Mason [8]).

The following theorem, due to Csörgő, Szyszkowicz and Wang [4] gives the self-
normalized functional central limit theorem.

Theorem 2 (Csörgő, Szyszkowicz and Wang [4]). The following statements are
equivalent:

(1) The i.i.d. sequence .�k/k2Z is centered and in the domain of attraction of a
normal law.

(2) SŒnt�.�/=Vn ) W.t/ on the space DŒ0; 1�.
(3) On an appropriate probability space,

sup
0�t�1

j 1
Vn

SŒnt�.�/ � 1p
n

W.nt/j D oP.1/:
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This result extended the classical weak invariance principle which states that, on
an appropriate probability space, as n ! 1,

sup
0�t�1

j 1p
n�

Œnt�X

jD1
�j � 1p

n
W.nt/j D oP.1/

if and only if Var.�0/ D �2 < 1.
One natural question is, can we have the weak invariance principle for the self-

normalized partial sums of the linear process .Xk/, when the innovation is in the
domain of attraction of a normal law?

Define

V2
n .X/ D

nX

kD1
X2k : (7)

One of the first self-normalized central limit theorems for linear processes is due
to Juodis and Račkauskas [12], who considered a specific form of dependence.
Precisely, they assumed that Xi; i 2 Z, is AR.1/ process obtained as a solution of
the equation Xt D �Xt�1 C �t. They proved that Sn.X/=Vn.X/ ) N.0; .1C �/=.1�
�// under the condition j�j < 1 and �t has mean 0 and satisfies (2). They further
apply blocking technique to remove the parameter � in the self-normalized central
limit theorem. More precisely they proved the following theorem:

Theorem 3 (Juodis and Račkauskas [12]). For the AR(1) process Xt D �Xt�1 C
�t; assume that j�j < 1 and �0 has mean 0 and satisfies (2). Further assume that
n D mN. Let Yj D P

.j�1/m<i�jm Xi; j D 1; 2; � � � ;N and define U2
n D Y21C� � �CY2N.

Then

1

Un
Sn.X/ ) N.0; 1/ (8)

under the conditions m ! 1 and m=n ! 0 as n ! 1.

It is well known that, in this case, .XiI i 2 Z/ is a stationary sequence which can
be expressed as the infinite time series Xt D P1

jD1 �j�t�j. So the problem Juodis and
Račkauskas [12] have solved is for a specific short memory linear process.

For general short memory linear processes, Kulik [14] provides a nice self-
normalized functional central limit theorem.

Theorem 4 (Kulik [14]). For the class of linear processes (1) with
P1

kD1 jakj <
1, assume the innovations are centered and satisfy (2). Then

Sn.X/

Vn.X/
) N.0; ˇ2/
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where ˇ2 D .
P1

kD0 ak/
2=.
P1

kD0 a2k/: Also, the following invariance principle holds

sup
t2.0;1�

ˇ̌
ˇ̌SŒnt�.X/

Vn.X/
� jˇjW.nt/p

n

ˇ̌
ˇ̌ D oP.1/:

Juodis and Račkauskas [13] also considered the linear process (1) satisfying a
stronger condition than Kulik [14], namely,

P1
iD0 ijaij < 1. Under this condition,

they establish (8), avoiding in this way to use the sequence of constants .ai/ in the
limit. Later, Račkauskas and Suquet [18] give the self-normalized central limit
theorem (8) under the same conditions as in Theorem 4. Furthermore, they provide
the invariance principle SŒnt�.X/=Un ) W.t/ in the space DŒ0; 1� or the Banach
space CŒ0; 1� of continuous functions on Œ0; 1�.

The results we discussed so far are for short memory linear processes only.
Peligrad and Sang [15] provide self-normalized central limit theorem and self-
normalized functional central limit theorem for long memory linear processes with
regularly varying coefficients

an D n�˛L.n/; where 1=2 < ˛ < 1; n � 1: (9)

Recall (2) and (3) and set

B2n WD c˛lnn3�2˛L2.n/ with ln D l.
n/ (10)

where

c˛ D f
Z 1

0

Œx1�˛ � max.x � 1; 0/1�˛�2dxg=.1� ˛/2. (11)

Theorem 5 (Peligrad and Sang [15]). Define .XnI n � 1/ by (1) and assume
that the innovations are centered and conditions (2) and (9) are satisfied. Then,
SŒnt�.X/=Bn converges weakly on the space DŒ0; 1� endowed with Skorohod topology
to the fractional Brownian motion WH with Hurst index H D 3=2 � ˛; i.e. to a
Gaussian process with covariance structure 1

2
.t3�2˛ C s3�2˛ � .t � s/3�2˛/ for s < t.

In particular, for t D 1; Sn.X/=Bn ! N.0; 1/:

Denote
P1

iD0 a2i D A2 and recall the definition (7): The corresponding self-
normalized result is:

Theorem 6 (Peligrad and Sang [15]). Under the same conditions as in Theorem 5,

1

nln
V2

n .X/
P! A2 (12)
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and therefore

SŒnt�.X/

nanVn.X/
)

p
c˛

A
WH.t/.

In particular

Sn.X/

nanVn.X/
) N.0;

c˛
A2
/.

The question of selfnormalized central limit theorem for a general linear process
when the sequence of constants .an/n2Z satisfies (5) and the innovation is in the
domain of attraction of a normal law is an interesting and useful problem. We can
say that by combining the result on self-normalized CLT in Giné, Götze and Mason
[8] with Theorem 1, we have:

Theorem 7 (Theorem 2.5, Peligrad and Sang [15]). Let .�k/k2Z be a sequence of
i.i.d. centered random variables such that �0 is centered and satisfies condition (2).
Assume .an/n2Z satisfies (5). Then (1)–(4) in Theorem 1 are equivalent to (5)
For any sequence of constants .an/n2Z satisfying (5) and

P
k b2nk ! 1 the self-

normalized CLT

Sn.X/

.
P

k b2nk�
2
k /
1=2

) N.0; 1/ as n ! 1

holds.

However, the selfnormalizer in this result is based on innovations and the
coefficients rather than on observable variables .Xk/: Further study is needed to
determine a suitable normalizer for the general case, based on the linear process
itself or partial sums in blocks of variables.
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Part II
Planar Processes



Some Results and Problems for Anisotropic
Random Walks on the Plane

Endre Csáki, Antónia Földes, and Pál Révész

1 Introduction

We consider random walks on the square lattice Z2 with possibly unequal symmetric
horizontal and vertical step probabilities, so that these probabilities can only depend
on the value of the vertical coordinate. In particular, if such a random walk is
situated at a site on the horizontal line y D j 2 Z, then at the next step it moves
with probability pj to either vertical neighbor, and with probability 1=2 � pj to
either horizontal neighbor. More formally, consider the random walk fC.N/ D
.C1.N/;C2.N// I N D 0; 1; 2; : : :g on Z

2 with the transition probabilities

P.C.N C 1/ D .k C 1; j/jC.N/ D .k; j//

D P.C.N C 1/ D .k � 1; j/jC.N/ D .k; j// D 1

2
� pj;

P.C.N C 1/ D .k; j C 1/jC.N/ D .k; j//

D P.C.N C 1/ D .k; j � 1/jC.N/ D .k; j// D pj; (1)
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for .k; j/ 2 Z
2, N D 0; 1; 2; : : : We assume throughout the paper that 0 < pj � 1=2

and minj2Z pj < 1=2. Unless otherwise stated we assume also that C.0/ D .0; 0/.
This model has a number of physical applications and the topic has a broad
literature. We refer to Silver et al. [28], Seshadri et al. [26], Shuler [27], Westcott
[30], where certain properties of this random walk were studied under various
conditions. Heyde [14] proved an almost sure approximation for C2.�/ under the
condition

n�1
nX

jD1
p�1

j D 2� C o.n�
/; n�1
nX

jD1
p�1�j D 2� C o.n�
/ (2)

as n ! 1 for some constants � , 1 < � < 1 and 1=2 < 
 < 1:

Heyde et al. [16] treated the case when conditions similar to (2) are assumed but
� can be different for the two parts of (2) and obtained almost sure convergence to
the so-called oscillating Brownian motion. In Heyde [15] limiting distributions were
given for C.�/ under the condition (2) but without remainder. Den Hollander [12]
proved strong approximations for C.�/ in the case when pj-s are random variables
with values 1=4 and 1=2. Roerdink and Shuler [25] proved some asymptotic
properties, including local limit theorems, under certain conditions. For more
detailed history see [12].

First we give a general construction and discuss the issue of recurrence and
transience of this random walk. In Sect. 2 we discuss strong approximations of the
random walk fC.N/; N D 0; 1; : : :g. Section 3 treats the local time and in Sect. 4
some results on the range will be given.

1.1 General Construction

Suppose that in a probability space we have two independent simple symmetric
random walks, i.e.,

S1.n/; n D 0; 1; 2; : : : ; S2.n/; n D 0; 1; 2; : : : ;

where S1.0/ D S2.0/ D 0, Si.�/ are sums of i.i.d. random variables each taking the
values 1 and �1 with probability 1=2. The local times of Si are defined by

�i.j; n/ D #f0 � k � n W Si.k/ D jg; j 2 Z; n D 0; 1; 2; : : :

Moreover, on the same probability space we have a double array of independent
geometric random variables

G.j/
i ; i D 1; 2; : : : ; j 2 Z
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with distribution

P.G.j/
i D k/ D 2pj.1 � 2pj/

k; k D 0; 1; 2; : : :

We now construct our walk C.N/ as follows. We will take all the horizontal steps
consecutively from S1.�/ and all the vertical steps consecutively from S2.�/: First
we will take some horizontal steps from S1.�/, then exactly one vertical step from
S2.�/; then again some horizontal steps from S1.�/ and exactly one vertical step from
S2.�/; and so on. Now we explain how to get the number of horizontal steps on each
occasion. Consider our walk starting from the origin proceeding first horizontally
G.0/
1 steps (note that G.0/

1 D 0 is possible with probability 2p0), after which it takes

exactly one vertical step, arriving either to the level 1 or �1, where it takes G.1/
1

or G.�1/
1 horizontal steps (which might be no steps at all) before proceeding with

another vertical step. If this step carries the walk to the level j, then it will take G.j/
1

horizontal steps, if this is the first visit to level j; otherwise it takes G.j/
2 horizontal

steps. In general, if we finished the k -th vertical step and arrived to the level j for
the i-th time, then it will take G.j/

i horizontal steps.
In this paper N will denote the number of steps of the walk out of which HN

denotes the number of horizontal steps and VN D n the number of vertical steps,
i.e., HN C VN D N. Then clearly

C.N/ D .C1.N/;C2.N// D .S1.HN/; S2.VN//:

1.2 Recurrence, Transience

Our result on recurrence is a simple application of the celebrated Nash-Williams
theorem [21]. To state this result we need some definitions. Consider a Markov
chain .X;Y; p/ with countable state space X, process Y and transition probabilities
p.u; v/: The chain is reversible if there exist strictly positive weights �u for all u 2 X
such that

�up.u; v/ D �vp.v;u/: (3)

If the chain is reversible we will use

a.u; v/ WD �up.u; v/:

Obviously the above defined anisotropic walk is a Markov chain on the state
space X D Z

2, with the transition probabilities defined in (1). Furthermore, this
Markov chain is reversible with the strictly positive weights

�.k; j/ D 1

pj
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and

a ..k; j/; .k; j C 1// D a ..k; j/; .k; j � 1// D 1

a ..k; j/; .k C 1; j// D a ..k; j/; .k � 1; j// D 1

2pj
� 1 (4)

(and for non nearest neighbor sites a.:; :/ D 0). This Markov chain is also time
homogeneous, irreducible, i.e. it is possible to get to any state from any state with
positive probability. The invariant measure is given by

�.k; j/ D �.k; j/ D 1

pj
; .k; j/ 2 Z

2; (5)

i.e.,

�.u/ D
X

v

�.v/p.v;u/;

where the summation goes for the four nearest neighbors of u.

Theorem A (Nash-Williams [21]). Suppose that .X;Y; p/ is a reversible Markov
chain and that X D S1

kD0 �k where �k are disjoint. Suppose further that u 2 �k

and a.u; v/ > 0 together imply that v 2 �k�1S�k
S
�kC1; and that for each k

the sum
X

u2�k ;v2X

a.u; v/ < 1: Let Œ�k; �kC1� denote the set of pairs .u; v/ such that

u 2 �k and v 2 �kC1: The Markov chain is recurrent if

1X

kD0

0

@
X

.u;v/2Œ�k ; �kC1�

a.u; v/

1

A
�1

D 1: (6)

To apply this theorem, let�k be the set of 8k lattice points on the square of width
2k, centered at the origin. Furthermore, let Œ�k; �kC1� be the set of 8k C 4 nearest
neighbor pairs (edges) between�k and �kC1:

It is easy to see by (4) that the sum in (6) is equal to

1X

kD0

0

@2

0

@
kX

jD�k

�
1

2pj
� 1

�
C

kX

jD�k

1

1

A

1

A
�1

D
1X

kD0

0

@
kX

jD�k

1

pj

1

A
�1

:

So we got the following result.
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Theorem 1. The anisotropic walk is recurrent if

1X

kD0

0

@
kX

jD�k

1

pj

1

A
�1

D 1: (7)

As a simple consequence, if minj2Z pj > 0, then the anisotropic walk is recurrent.
It is an intriguing question whether the converse of this statement is true as well.

That is to say, is it true that

Conjecture 1. If

1X

kD0

0

@
kX

jD�k

1

pj

1

A
�1

< 1; (8)

then the anisotropic walk is transient.

We can’t prove this conjecture, but a somewhat weaker result is true.

Theorem 2. Assume that

kX

jD�k

1

pj
D Ck1CA C O.k1CA�ı/; k ! 1 (9)

for some C > 0, A > 0 and 0 < ı � 1. Then the anisotropic random walk is
transient.

Proof. Consider the simple symmetric random walk S2.�/ of the vertical steps and
let �2.�; �/ be its local time, and �2.�/ be its return time to zero. Consider the
anisotropic random walk of N steps, where N D N.m/ is the time of m-th return
of S2.�/ to zero, i.e., let VN D �2.m/.

First we give a lower bound for the number of the horizontal steps HN .

Lemma 1. For small enough " > 0 we have almost surely for large enough m

HN D HN.m/ � m1C.1�"/.AC1/: (10)

Proof. For simplicity in the proof, we denote �2 by � and �2 by �. From the
construction in Sect. 1.1 it can be seen that the number of horizontal steps up to
the m-th return to zero by the vertical component is given by

HN D
1X

jD�1

�.j;�.m//X

iD1
G.j/

i ;
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where Gj
i are as in Sect. 1.1. Since �.m/ � m2�" for small " > 0 and large enough

m almost surely, it follows from the stability of local time (see [23], Theorem 11.22,
p. 127), that for any " > 0, jjj � m1�" we have

.1 � "/m � �.j; �.m// � .1C "/m

almost surely for large enough m. Hence

HN �
X

jjj�m1�"

.1�"/mX

iD1
G.j/

i DW Um:

We consider the expectation of Um and show that the other terms are negligible. We
have

EG.j/
i D 1 � 2pj

2pj
;

VarG.j/
i D 1 � 2pj

4p2j
:

Hence by (9) we get

EUm D m.1 � "/
X

jjj�m1�"

1 � 2pj

2pj
� cm1C.1�"/.AC1/;

where c > 0 is a constant. In what follows the value of such a c might change from
line to line. We have

VarUm D m.1 � "/
X

jjj�m1�"

1 � 2pj

4p2j
:

It follows from (9) that 1
2pj

� cjjj1CA�ı, hence

VarUm � cm.1� "/
X

jjj�m1�"

jjj1CA�ı

pj
� cm1C.1�"/.2C2A�ı/:

By Chebyshev inequality

P.jUm � EUmj � m.1�"/.AC2// � c
m3C2A�2".1CA/�.1�"/ı

m2.1�"/.AC2/ D cm�1�.1�"/ıC2"

which, by choosing " small enough, is summable. Hence, as m ! 1,

Um D EUm C O.m.1�"/.AC2// a:s:;
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consequently

HN � Um � cm1C.1�"/.1CA/

almost surely for large m. �

Lemma 2. Let S.�/ be a simple symmetric random walk and let r.m/ be a sequence
of integer valued random variables independent of S.�/ and such that r.m/ � mˇ

almost surely for large m with ˇ > 2. Then with small enough " > 0 we have

jS.r.m//j � mˇ=2�1�"

almost surely for large m.

Proof. From the local central limit theorem

P.S.k/ D j/ � cp
k

for all k � 0 and j 2 Z with an absolute constant c > 0. Hence

P
� jS.k/jp

k
� x

�
D

X

jjj�x
p

k

P.S.k/ D j/ � cx;

This remains true if k is replaced by a random variable, independent of S.�/, e.g.
k D r.m/, i.e. we have

P

 
jS.r.m//j
p

r.m/
� 1

m1C"

!
� c

1

m1C" ;

consequently by Borel-Cantelli Lemma

jS.r.m//j �
p

r.m/

m1C" � mˇ=2�1�";

almost surely for all large enough m. This completes the proof of the Lemma. �

Applying the two lemmas with r.m/ D HN.m/, we get

jS1.HN/j � mA=2�"A=2�3"=2 D m�

with � > 0 by choosing " > 0 small enough. It follows that for large N, S1.HN/

almost surely can’t be equal to zero.
Let

Am WD f9j; �2.m/ < j < �2.m C 1/ such that C.j/ D .0; 0/g:
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Clearly Am could only happen if from �2.m/ to �2.m C 1/ the walk only steps
horizontally (if it makes one vertical step the return to the origin could only happen
after or at �2.m C 1/). Thus by our lemmas in order that Am could happen, the walk
needs to have at least m� consecutive steps on the x-axis, thus

1X

m

P.Am/ �
1X

m

.1=2� p0/
m� < 1:

So the anisotropic random walk cannot return to zero infinitely often with probabil-
ity 1, it is transient. This proves the theorem. �

2 Strong Approximations

In this section we present results concerning strong approximations of the two-
dimensional anisotropic random walks. Of course, the results are different in the
various cases, and in some cases the problem is open. We also mention weak
convergence results available in the literature. First we describe the general method
how to obtain these strong approximations.

Assume that our anisotropic random walk is constructed on a probability space as
described in Sect. 1.1, and in accordance with Theorems 6.1 and 10.1 of Révész [23]
we may assume that on the same probability space there are also two independent
standard Wiener processes (Brownian motions) Wi.�/; i D 1; 2 with local times

i.�; �/ such that for all " > 0, as n ! 1, we have

Si.n/ D Wi.n/C O.n1=4C"/ a:s:

and

�i.j; n/ D 
i.j; n/C O.n1=4C"/ a:s:

Then

C1.N/ D S1.HN/ D W1.HN/C O.H1=4C"
N / a:s:;

and

C2.N/ D S2.VN/ D W2.VN/C O.V1=4C"
N / a:s:;

if HN ! 1 and VN ! 1 as N ! 1, almost surely.
So we have to give reasonable approximations to HN and VN , or at least to one of

them, and use VN C HN D N.
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It turned out that in many cases treated, the following is a good approximation
of HN .

HN �
X

j

�2.j;n/X

iD1
G.j/

i �
X

j

�2.j; n/
1 � 2pj

2pj
;

with n D VN . HN and the double sum above are not necessarily equal, since the last
geometric variable might be truncated in HN . So we have to investigate the additive
functional

A.n/ D
X

j

f .j/�2.j; n/ D
nX

kD0
f .S2.k//; f .j/ D 1 � 2pj

2pj

of the vertical component and approximate it by the additive functional of W2.�/

B.t/ D
Z 1

�1
f .x/
2.x; t/ dx D

Z t

0

f .W2.s// ds;

where between integers we define f .x/ D f .j/, j � x < j C 1.
In certain cases the following Lemma, equivalent to Lemma 2.3 of Horváth [17],

giving strong approximation of additive functionals, may be useful.

Lemma A. Let g.t/ be a non-negative function such that g.t/ D g.j/, j � t < j C1,
for j 2 Z and assume that g.t/ � c.jtjˇ C 1/ for some 0 < c and ˇ � 0. Then

j
nX

jD0
g.S2.j//�

Z n

0

g.W2.s//dsj D o.nˇ=2C3=4C"/ a:s:

as n ! 1.

Now let us introduce the notations

kX

jD1
f .j/ D bk;

kX

jD1
f .�j/ D ck

The next assumption is a reasonable one used in the literature: as k ! 1

bk D .� � 1/k˛ C o.k˛�ı/ (11)

ck D .� � 1/k˛ C o.k˛�ı/ (12)

with some � � 1, ˛ � 0 and ı > 0. Observe that (2) is a particular case with ˛ D 1.
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We consider the following cases:

(1) ˛ D 0

(2) 0 < ˛ < 1
(3) ˛ D 1

(4) ˛ > 1
(5) nonsymmetric case, i.e. the constants � in (11) and (12) are different.

2.1 The Case ˛ D 0

The most interesting and well established case is the so-called comb structure, i.e.,
p0 D 1=4, pj D 1=2; j D ˙1;˙2; : : : : It follows from Theorem 1 that the random
walk in this case is recurrent. We note in passing the interesting result of Krishnapur-
Peres [18]: two independent random walks on the comb meet only finitely often with
probability 1.

For random walk on comb we refer to Weiss and Havlin [29], Bertacchi and
Zucca [2] and references given there. The following result on weak convergence
was established by Bertacchi [1].

Theorem B.
�

C1.Nt/

N1=4
;

C2.Nt/

N1=2
I t � 0

�
Law�! .W1.
2.0; t//;W2.t/I t � 0/; N ! 1:

Strong approximation was given in Csáki et al. [5].

Theorem 3. On an appropriate probability space we have

N�1=4jC1.N/ � W1.
2.0;N//j C N�1=2jC2.N/ � W2.N/j D O.N�1=8C"/ a:s:;

as N ! 1.

We have the following consequences.

Corollary 1.

lim sup
N!1

C1.N/

25=43�3=4N1=4.log log N/3=4
D 1 a:s:

lim sup
N!1

C2.N/

.2N log log N/1=2
D 1 a:s:

For general results in the case ˛ D 0 we just remark that in this case Nf D P
j f .j/

is convergent, then by our assumptions its terms are non-negative and at least one
of them is strictly positive, hence Nf > 0. By the ratio ergodic theorem (cf., e.g.,
Theorem 3.6 in Revuz [24])



Anisotropic Random Walks 65

A.n/ � Nf �2.0; n/; Nf D
X

j

f .j/ D 2.� � 1/C f .0/;

almost surely, as n ! 1, hence

A.n/ D O..n log log n/1=2/ a:s:; n ! 1:

Let

HC
N D

X

j

�2.j;n/X

iD1
G.j/

i ; H�
N D

X

j

�2.j;n/�1X

iD1
G.j/

i :

Obviously, H�
N � HN � HC

N . Consider HC
N , which is a (random) sum of independent

random variables. Under the condition F D fS2.k/; k � 0g we have

E.HC
N jF / D

X

j

f .j/�2.j; n/ D A.n/

Var.HC
N jF / D

X

j

f .j/

2pj
�2.j; n/:

It is easy to see that the sum
P

j f .j/=2pj is also convergent, hence

Var.HC
N jF / � c�.0; n/

with some c > 0. Now apply Theorem 6.17 in Petrov [22] saying that for sums of
independent (not necessary identically distributed) random variables we have

X

i

Xi D
X

i

EXi C o

0

@
 
X

i

VarXi

!1=2C"1

A

almost surely. Thus

HC
N D Nf �2.0; n/.1C o.1// D Nf �2.0;VN/.1C o.1//

almost surely as N ! 1. Similar results are true for H�
N , hence also for HN , i.e.

HN D Nf �2.0; n/.1C o.1// D Nf �2.0;VN/.1C o.1//:

Since C1.N/ D S1.HN/, using that HN D O..N log log N/1=2/ and the strong
approximations of S1.�/; S2.�/ by W1.�/;W2.�/ and �2.0; �/ by 
2.0; �/, we can obtain
the following limit distribution: as N ! 1,
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�
C1.N/

N1=4
;

C2.N/

N1=2

�
d! 


W1.Nf
2.0; 1//;W2.1/
�
:

Further results, like strong approximations, remain to be established in this case.

2.2 The Case 0 < ˛ < 1

This is also a recurrent case, but approximations, limit theorems, etc. remain to be
worked out in detail. We just note that from the law of the iterated logarithm for the
local time we have

A.n/ D
X

j

f .j/�2.j; n/ � c.n log log n/.1C˛/=2;

a.s., n ! 1, hence the vertical part dominates, i.e., as N ! 1 we should have

HN D O..N log log N/.1C˛/=2/ << N a:s:;

and we expect that

C1.N/ D W1.Z.N//C O.N.1C˛/=4C"/ a:s:;

where

Z.N/ D
Z N

0

f .W2.s// ds;

and for the vertical component

C2.N/ D W2.N/C O.N1=2�"/; a:s:

as N ! 1.

2.3 The Case ˛ D 1

Assume also that ı > 1=2, � > 1.
It can be seen from Theorem 1 that the anisotropic random walk in this case is

recurrent.
Heyde [14] gave the following strong approximation:

Theorem C. On an appropriate probability space we have



Anisotropic Random Walks 67

�1=2C2.N/ D W2.N.1C "N//C O.N1=4.log N/1=2.log log N/1=2/ a:s:

as N ! 1, where W.�/ is a standard Wiener process and limN!1 "N D 0 a.s.

In another paper Heyde [15] gave weak convergence result for both coordinates.

Theorem D.
�

C1.N/

N1=2
;

C2.N/

N1=2

�
d! 


W1.1 � ��1/;W2.�
�1/
�
:

Strong approximation result for both coordinates was given in Csáki et al. [9]:

Theorem 4. On an appropriate probability space we have for any " > 0

ˇ̌
ˇ̌C1.N/ � W1

�
.� � 1/N

�

�ˇ̌
ˇ̌C

ˇ̌
ˇ̌C2.N/ � W2

�
N

�

�ˇ̌
ˇ̌ D O.N5=8�ı=4C"/ a:s:;

as N ! 1.
Moreover, in the periodic case, when pj D pjCL for each j 2 Z and a fixed integer

L � 1 we have

ˇ̌
ˇ̌C1.N/ � W1

�
.� � 1/N

�

�ˇ̌
ˇ̌C

ˇ̌
ˇ̌C2.N/ � W2

�
N

�

�ˇ̌
ˇ̌ D O.N1=4C"/ a:s:;

as N ! 1, where

� D
PL�1

jD0 p�1
j

2L
:

Some consequences are the following laws of the iterated logarithm.

lim sup
N!1

C1.N/

.N log log N/1=2
D
�
2.� � 1/

�

�1=2
a:s:

lim sup
N!1

C2.N/

.N log log N/1=2
D
�
2

�

�1=2
a:s:

2.4 The Case ˛ > 1

In this case the random walk is transient by Theorem 2.
It is an open problem to give strong approximations in this case. Horváth [17]

established weak convergence of C2.�/ to some time changed Wiener process. We
mention a particular case of his results, valid for all ˛ > 1.
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Let

I˛.t/ D
Z t

0

jW2.s/j˛�1 ds:

I˛ is strictly increasing, so we can define its inverse, denoted by J˛ . Then we have

C2.Nt/

N1=.1C˛/
Law�! c0W2.J˛.t//

with some constant c0.
In this case the number of horizontal steps dominates the number of vertical

steps, therefore C1.N/ might be approximated by W1.N/.

2.5 Unsymmetric Case

Some weak convergence in this case was treated in Heyde et al. [16] and Horváth
[17]. Strong approximation in a particular case, the so-called half-plane half-comb
structure (HPHC) was given in Csáki et al. [8].

Let pj D 1=4, j D 0; 1; 2; : : : and pj D 1=2, j D �1;�2; : : :, i.e., a square
lattice on the upper half-plane, and a comb structure on the lower half plane. Let
furthermore

˛2.t/ WD
Z t

0

IfW2.s/ � 0g ds;

i.e., the time spent by W2 on the non-negative side during the interval Œ0; t�. The
process �2.t/ WD ˛2.t/ C t is strictly increasing, hence we can define its inverse:
ˇ2.t/ WD .�2.t//�1.

Theorem 5. On an appropriate probability space we have

jC1.N/ � W1.N � ˇ2.N//j C jC2.N/ � W2.ˇ2.N//j D O.N3=8C"/ a:s:;

as N ! 1.

The following laws of the iterated logarithm hold:

Corollary 2.

lim sup
t!1

W1.t � ˇ2.t//p
t log log t

D lim sup
N!1

C1.N/p
N log log N

D 1 a:s:;

lim inf
t!1

W1.t � ˇ2.t//p
t log log t

D lim inf
N!1

C1.N/p
N log log N

D �1 a:s:;
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lim sup
t!1

W2.ˇ2.t//p
t log log t

D lim sup
N!1

C2.N/p
N log log N

D 1 a:s:;

lim inf
t!1

W2.ˇ2.t//p
t log log t

D lim inf
N!1

C2.N/p
N log log N

D �p
2 a:s:

3 Local Time

We don’t know any general result about the local time of the anisotropic walk.
It would require to determine asymptotic results or at least good estimations for
the return probabilities, i.e., we would need local limit theorems. In fact, we know
such results in two cases: the periodic and the comb structure case.

3.1 Periodic Anisotropic Walk

In case of the periodic anisotropic walk, i.e., when pj D pjCL, for some fixed integer
L � 1 and j D 0;˙1;˙2; : : : we know the following local limit theorem for the
random walk denoted by CP.�/.
Lemma 3. As N ! 1, we have

P.CP.2N/ D .0; 0// � 1

4�Np0
p
� � 1

(13)

with � D PL�1
jD0 p�1

j =.2L/.

The proof of this lemma is based on the work of Roerdink and Shuler [25]. It
follows from this lemma, that the truncated Green function g.�/ is given by

g.N/ D
NX

kD0
P.CP.k/ D .0; 0// � log N

4p0�
p
� � 1

; N ! 1;

which implies that our anisotropic random walk in this case is recurrent and also
Harris recurrent.

First, we define the local time by

�..k; j/;N/ D
NX

rD1
IfCP.r/ D .k; j/g; .k; j/ 2 Z

2: (14)
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In the case when the random walk is (Harris) recurrent, then we have (cf. e.g.
Chen [4])

lim
N!1

�..k1; j1/;N/

�..k2; j2/;N/
D �.k1; j1/

�.k2; j2/
a:s:;

where �.�/ is an invariant measure. Hence by (5)

lim
N!1

�..0; 0/;N/

�..k; j/;N/
D pj

p0
a:s:

for .k; j/ 2 Z
2 fixed.

Thus, using now g.N/, it follows from Darling and Kac [11] that we have

Corollary 3.

lim
N!1 P

�
�..0; 0/;N/

g.N/
� x

�
D lim

N!1 P
�
4p0�

p
� � 1�..0; 0/;N/

log N
� x

�
D e�x

for x � 0.

For a limsup result, via Chen [4] we conclude

Corollary 4.

lim sup
N!1

�..0; 0/;N/

log N log log log N
D 1

4p0�
p
� � 1

a:s:

3.2 Comb

Now we consider the case of the two-dimensional comb structure C
2, i.e., when

p0 D 1=4 and pj D 1=2 for j D ˙1;˙2; : : :
First we give the return probability from Woess [31], p. 197:

P.C.2N/ D .0; 0// � 21=2

� .1=4/N3=4
; N ! 1:

This result indicates that the local time tipically is of order N1=4. In Csáki et al.
[6] and [7] we have shown the following results.

Theorem 6. The limiting distribution of the local time is given by

lim
N!1 P.�..0; 0/;N/=N1=4 < x/ D P.2
1.0; 
2.0; 1// < x/ D P.2jUj

p
jVj < x/;

where U and V are two independent standard normal random variables.
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Concerning strong approximation, in Csáki et al. [7] we proved the following
results.

Theorem 7. On an appropriate probability space for the random walk fC.N/ D
.C1.N/;C2.N//I N D 0; 1; 2; : : :g on C

2, one can construct two independent
standard Wiener processes fW1.t/I t � 0g, fW2.t/I t � 0g with their corresponding
local time processes 
1.�; �/; 
2.�; �/ such that, as N ! 1, we have for any ı > 0

sup
x2Z

j�..x; 0/;N/ � 2
1 .x; 
2.0;N//j D O.N1=8Cı/ a:s:

The next result shows that on the backbone up to jxj � N1=4�� we have
uniformity, all the sites have approximately the same local time as the origin.
Furthermore if we consider a site on a tooth of the comb its local time is roughly half
of the local time of the origin. This is pretty natural, as it turns out from the proof
that on the backbone the number of horizontal and vertical visits to any particular
site are approximately equal.

Theorem 8. On the probability space of Theorem 7, as N ! 1; we have for any
0 < " < 1=4

max
jxj�N1=4�"

j�..x; 0/;N/ ��..0; 0/;N/j D O.N1=4�ı/ a:s:

and

max
0<jyj�N1=4�"

max
jxj�N1=4�"

j�..x; y/;N/ � 1

2
�..0; 0/;N/j D O.N1=4�ı/ a:s:;

for any 0 < ı < "=2, where the maximum is taken on the integers.

It would be an interesting problem to investigate the local time for jyj > N1=4.
We believe e.g. that the maximal local time taken for all .x; y/ 2 Z

2 is of order N1=2.
Such results however remain to be established.

One of our old results [10] describes the Strassen class of 
1.0; 
2.0; zt//
as follows. This, combined with Theorems 7 and 8, allows us to conclude the
corresponding Strassen class result for the local times of the walk.

Theorem 9. The net
�


1.0; 
2.0; zt//

25=43�3=4t1=4.log log t/3=4
I 0 � z � 1

	

t�3
;

as t ! 1, is almost surely relatively compact in the space C.Œ0; 1�;R/ of continuous
functions from Œ0; 1� to R; and the set of its limit points is the class of nondecreasing
absolutely continuous functions (with respect to the Lebesgue measure) on Œ0; 1� for
which
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S � W
�

f .0/ D 0 and
Z 1

0

jPf .x/j4=3 dx � 1

	
:

Some obvious consequences of these results are the following

• lim sup
t!1


1.0; 
2.0; t//

t1=4.log log t/3=4
D 25=4

33=4
a:s:

• lim sup
N!1

�..x; 0/;N/

N1=4.log log N/3=4
D 29=4

33=4
a:s:;

• lim sup
N!1

�..x; y/;N/

N1=4.log log N/3=4
D 25=4

33=4
a:s: y ¤ 0:

A beautiful classical result of Lévy, P. [19] reads as follows

Theorem E. Let W.�/ be a standard Wiener process with local time process 
.�; �/.
The following equality in distribution holds:

f
.0; t/; t � 0g dDf sup
0�s�t

W.s/; t � 0g:

Consequently using a Hirsch type result of Bertoin [3], we get

Corollary 5. Let ˇ.t/ > 0; t � 0, be a non-increasing function. Then we have
almost surely that

lim inf
t!1


1.0; 
2.0; t//

t1=4ˇ.t/
D 0 or 1

according as the integral
R1
1 ˇ.t/=t dt diverges or converges.

So we also have

Corollary 6. Let ˇ.n/; n D 1; 2; : : : be a non-increasing sequence of positive
numbers. Then, for any fixed .x; y/ 2 Z

2; we have almost surely that

lim inf
n!1

�..x; y/; n/

n1=4ˇ.n/
D 0 or 1

according as the series
P1

1 ˇ.n/=n diverges or converges.

Now we also might consider the behavior of the supremum of the local time over
the backbone. To this end we first had to prove the following pair of integral tests
for the supx2R 
1.x; 
2.0; t// process.

Theorem 10. Let f .t/ > 0 be a non-decreasing function and put

I.f / WD
Z 1

1

f 2.t/

t
exp

�
� 3

25=3
f 4=3.t/

�
dt:
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Then, as t ! 1,

P.sup
x2R


1.x; 
2.0; t// > t1=4f .t/ i:o:/ D 0 or 1

according as I.f / converges or diverges.

Theorem 11. Let g.t/ > 0 be a non-increasing function and

J.g/ WD
Z 1

1

g2.t/

t
dt:

Then, as t ! 1,

P.sup
x2R


1.x; 
2.0; t// < t1=4g.t/ i:o:/ D 0 or 1

according as whether J.g/ converges or diverges.

The above theorems imply the following integral tests for supx2Z�..x; 0/; n/I
Theorem 12. Let a.n/ be a non-decreasing sequence. Then, as n ! 1,

P.sup
x2Z

�..x; 0/; n/ > 2n1=4a.n/ i:o:/ D 0 or 1

according as

1X

nD1

a2.n/

n
exp

�
�3a4=3.n/

25=3

�
< 1 or D 1:

Theorem 13. Let b.n/ be a non-increasing sequence. Then, as n ! 1,

P.sup
x2Z

�..x; 0/; n/ < n1=4b.n/ i:o:/ D 0 or 1

according as

1X

nD1

b2.n/

n
< 1 or D 1:

4 Range

The range of the anisotropic walk is defined in the usual way as

R.N/ D
X

.k;j/2Z2
I.�..k; j/;N/ > 0/
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i.e., the number of distinct sites visited by the random walk up to time N; where
�..k; j/;N/ is the local time of the point .k; j/ at time N:

We are not aware of any all embracing result about the range of the anisotropic
walk in general. However the case of the periodic walk is completely understood.

Recall that the walk is periodic if pj D pjCL for each j 2 Z; where L � 1 is a
positive integer. In this case it is easy to see that

� D
PL�1

jD0 p�1
j

2L
:

Roerdink and Shuler [25] gives the asymptotic expected value of the range:

E.R.N// � 2�
p
� � 1

�

N

log N
; N ! 1:

Moreover, it can be seen that our walk in this case is equivalent to the so-called
random walk with internal states, consequently, a law of large numbers follows from
Nándori [20]

lim
N!1

R.N/

E.R.N//
D lim

N!1
� R.N/ log N

2�
p
� � 1N

D 1 a:s:

As a special case from these results we recover the well-known Dvoretzky-Erdős
[13] results for the simple random walk on the plane (without the remainder term),
as for the plane L D 1 and � D 2. Thus we get

E.R.N// � �N

log N
; N ! 1:

and

lim
N!1

R.N/

E.R.N//
D lim

N!1
R.N/ log N

�N
D 1 a:s:
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On the Area of the Largest Square Covered
by a Comb-Random-Walk

Pal Révész

1 Introduction

In recent years Miklós and some of his friends (Bandi, Toncsi and myself) have
investigated some asymptotic properties of the comb-random-walk. In the present
paper I continue this project. In particular, I am interested in the area of the largest
disc around the origin completely covered by a comb-random-walk, and also by a
random walk on a half-plane half-comb (cf. Theorems 1 and 2 respectively).

Let C.n/ D .C1.n/;C2.n// be a comb-random-walk, i.e., C.n/ is a Markov chain
on Z

2 with C.0/ D .0; 0/ and

PfC.n C 1/ D .x; y ˙ 1/ j C.n/ D .x; y/g D 1

2
if y ¤ 0;

PfC.n C 1/ D .x ˙ 1; 0/ j C.n/ D .x; 0/g D

D PfC.n C 1/ D .x;˙1/ j C.n/ D .x; 0/g D 1

4
:

Various properties of C were studied in many papers (cf., e.g.,[2–5]).
We say that a lattice point .x; y/ of Z2 is covered by C at time n if there is a k � n

for which C.k/ D .x; y/. A set A is covered if each .x; y/ 2 A is covered. Let Rn be
the largest integer for which Œ�Rn;Rn�

2 is covered at time n.
Our main result in this regard reads as follows.
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Theorem 1. For any " > 0 we have

n1=4

.log n/5=2C"
� Rn � .1C "/	n WD .1C "/

25=4

33=4
n1=4.log log n/3=4 a:s: (1)

if n is large enough.

The above mentioned problem is due to Erdős and Chen [9] who studied the
largest square covered by a simple random walk on Z

2.
Let S2.n/ be the simple random walk on Z

2, i.e., S2.n/ is a Markov chain with
S2.0/ D .0; 0/ and

PfS2.n C 1/ D .x ˙ 1; y ˙ 1/ j S2.n/ D .x; y/g D 1

4
:

Let Un be the largest integer for which the square Œ�Un;Un�
2 is covered by S2 at

time n. The properties of Un were investigated in many papers (cf., e.g., [1, 8–11]).
The corresponding results conclude that

Un � exp.C.log n/1=2/

with some constant C > 0.

2 Proof of Theorem 1

We recall the following result.

Lemma 1 ([4] (1.23)).

lim sup
n!1

C1.n/

n1=4.log log n/3=4
D 25=4

33=4
a:s: (2)

Clearly (2) implies

Rn � .1C "/	n a:s: (3)

if n is large enough which, in turn, implies the upper part of (1).
In order to prove the lower part of (1), we recall some known results on C and

present their simple consequences.
Let

�..x; y/; n/ D #fk W k � n;C.k/ D .x; y/g;
Zn D min

jxj�n1=4.log n/�3=2
�..x; 0/; n/:



On the Area of the Largest Square Covered by a Comb-Random-Walk 79

Then we have

lim sup
n!1

�..0; 0/; n/

n1=4.log log n/3=4
D 29=4

33=4
a:s: .[5]; .1:21//; (4)

and, if n is large enough,

�..0; 0/; n/ � n1=4

.log n/2
a:s: .[5]; Corollary 1:5/: (5)

Before we continue the proof of the lower part of (1) we recall some known
results on the simple random walk S1 on Z

1. Let

�1.x; n/ D #fk W k � n; S1.k/ D xg;

p.0; i; k/ D
D Pfminfj W j � m; S1.j/ D 0g < minfj W j > k; S1.j/ D kg j S1.m/ D ig:

Then we have

p.0; i; k/ D k � i

k
([12], (3.1)). (6)

Now (6) implies

PfS1 hits G > 0 during its first excursion g D 1

2G
(7)

and (7) implies

PfS1 does not hit G D n1=4.log n/�a during its first (8)

n1=4.log n/�3=2 excursions g D
�
1 � .log n/a

2n1=4

�n1=4.log n/�3=2

� exp.�.log n/a�3=2=2/

if a > 3=2. We also recall that, if n is large enough, then

n1=2

.log n/1C"
� �1.0; n/ � n1=2.log n/" ([12] Theorem 11.1); (9)

and, in turn, the following result.

Lemma 2 ([7]). Let

g.n/ D n1=2

.log n/1C"
:
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Then

lim
n!1 sup

jxj�g.n/

ˇ̌
ˇ̌ �1.x; n/
�1.0; n/

� 1

ˇ̌
ˇ̌ D 0 a:s: (10)

A trivial consequence of (9) and Lemma B is that for large n we have

n1=2

.log n/1C"
� .1 � "/�1.0; n/ � min

jxj�g.n/
�1.x; n/

� max
jxj�g.n/

�1.x; n/ � .1C "/�1.0; n/ � n1=2.log n/": a:s: (11)

Now we present a simple generalization of the Borel–Cantelli lemma.

Lemma 3. Let fAng and fBng be two sequences of events for which

1X

nD1
PfAn j Bng < 1; (i)

and

Bn occurs a:s: if n is large enough: (ii)

Then An occurs a.s. only finitely many times.

Proof. Since

PfAnBng D PfAn j BngPfBng � PfAn j Bng;

AnBn occurs finitely many times. Since AnBn 	 Bn; AnBn also occurs a.s. only
finitely many times. ut

Going back to study of the properties of C, we let

1. V.n/ D #fk W k � n; C2.k/ ¤ C2.k C 1/g,
2. H.n/ D #fk W k � n; C1.k/ ¤ C1.k C 1/g,
3. v.n/ D max

k�n
jC2.k/j,

4. h.n/ D max
k�n

jC1.k/j,
5. �..x; y/; n/ D #fk W k � n;C.k/ D .x; y/g,
6. �.n/ D #fk W k < n; C2.k/ ¤ 0; C2.k C 1/ D 0g,
7. Mn.x/ D max

k�n; C1.k/Dx
jC2.k/j,

8. mn D min
jxj�n1=4.log n/�3=2

Mn.x/.

Let Xi.i D 1; 2; : : :/ be C1 resp. �1 if the i-th horizontal step of C is C1 resp. �1.
Similarly let Yi.i D 1; 2; : : :/ be C1 resp. �1 if the i-th vertical step of C is C1
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resp. �1. For example if C.0/ D .0; 0/;C.1/ D .1; 0/;C.2/ D .1; 1/;C.3/ D
.1; 0/;C.4/ D .0; 0/ then X1 D 1;Y1 D 1;Y2 D �1;X2 D �1.

Let S1.n/ D X1 C X2 C � � � C Xn, S2.n/ D Y1 C Y2 C � � � C Yn.
Clearly S1.n/ and S2.n/ are independent, simple random walks on Z

1 and

C1.n/ D S1.H.n//;

C2.n/ D S2.V.n//:

Now we present a two lemmas on the above random sequences.

Lemma 4.

V.n/ � n; (12)

v.n/ � .1C "/b�1
n a:s (13)

�.n/ � .1C "/b�1
n a:s: (14)

�.n/� .�.n//1=2C" � H.n/ � �.n/C .�.n//1=2C" a:s: (15)

h.n/ � .1C "/.b.�.n///�1 � .1C "/23=4n1=4.log log n/3=4 a:s: (16)

Proof. Equation (12) is trivial. Equation (13) follows from the law of the iterated
logarithm (LIL) and from (12). Equation (14) follows from the LIL. In order to
see (15) let C2.k/ D 0 and `k D minfj W j � 0; C2.k C j/ ¤ 0g.

Then

Pf`k D jg D 1

2jC1 .j D 0; 1; : : :/;

E`k D 1 and Var `k D 2: (17)

Hence we have (15). Equation (16) is trivial. ut
Lemma 5.

V.n/ D n � H.n/ � n � �.n/� .�.n//1=2C" � n � n1=2C" a:s: (18)

v.n/ � .1 � "/.b.V.n///�1 � .1 � "/b�1
n a:s: i:o: (19)

�.n/ � .1 � "/b�1
n a:s: i:o: (20)

Proof. is trivial.
By (9), if n is large enough, we have

V1=2
n

.log Vn/1C"
� �n � V1=2

n .log Vn/
" a:s: (21)
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and

V1=2
n

.log Vn/1C2"
� V1=2

n

.log Vn/1C"
� V1=4C"

n � �n � �1=2C"n � Hn � (22)

� �n C �1=2C"n � V1=2
n .log Vn/

2" a:s:

Since n D Hn C Vn, we have

Vn C V1=2
n

.log Vn/1C2"
� n � Vn C V1=2

n .log Vn/
2" a:s:

Consequently, if n is large enough,

n � n1=2.log n/3" � Vn � n � n1=2

.log n/1C3"

and

n1=2

.log n/1C3"
� n � Vn D Hn � n1=2.log n/1C3": (23)

Clearly,

�..x; 0/; n/ � �1.x;Hn/: (24)

By (11) and (23), for large n we have

n1=4

.log n/3=2C"
� H1=2

n

.log Hn/1C"
� min

jxj�g.Hn/
�1.x;Hn/ �

� min
jxj�g

�
n1=2

.log n/1C"

� �1.x;Hn/ � min
jxj� n1=4

.log n/3=2

�1.x;Hn/ �

� Zn WD min
jxj� n1=4

.log n/3=2

�..x; 0/; n/ a:s: (25)

Now, if a > 3=2, then by (8) we have

Pfamong the at least n1=4.log n/�3=2 excursions going vertically

from .0; 0/ no one hits .0; n1=4.log n/�ag �
� .1 � n�1=4.log n/a/n

1=4.log n/�3=2 D exp.�.log n/a�3=2/ �
� 1 � exp.� exp.�.log n/a�3=2//:
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Consequently,

P
�

mn � n1=4

.log n/5=2C"
j Zn >

n1=4

.log n/3=2C"

	
�

� exp

�
� n1=4

.log n/3=2
exp.�.log n/1C"/

�
� 1 � n1=4

.log n/3=2
1

n1C.log n/"
:

Apply now Lemma 1 with

An D
�

mn � n1=4

.log n/5=2C"

	
;

Bn D
�

Zn >
n1=4

.log n/3=2C"

	
:

Then we also have the lower part of (1) and, this combined with (3), concludes the
proof of Theorem 1. ut

3 The Largest Square Covered by a HPHC Random Walk

Quite recently Miklós and his friends [6] investigated the properties of a random
walk on a half-plane-half-comb (HPHC). Let D.n/ D .D1.n/;D2.n// be a Markov
chain on Z

2 with D.0/ D .0; 0/ and

PfD.N C 1/ D .k C 1; j/ j D.N/ D .k; j/g D

D PfD.N C 1/ D .k � 1; j/ j D.N/ D .k; j/g D 1

2
� pj;

PfD.N C 1/ D .k; j C 1/ j D.N/ D .k; j/g D
D PfD.N C 1/ D .k; j � 1/ j D.N/ D .k; j/g D pj;

where

pj D 1=4 if j D 0; 1; 2; : : : ;

pj D 1=2 if j D �1;�2; : : : ;
i.e., we have a square lattice on the upper half-plane and a comb structure on the
lower half-plane. Let Ln be the largest integer for which Œ�Ln;Ln�

2 is covered by D
at time n. Our main result on an HPHC reads as follows.
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Theorem 2. For any " > 0, if n is large enough, we have

Ln � .log n/1C" a:s:; (26)

and

PfLn � .log n/1�"g � exp.�.log n/"=2/: (27)

In order to prove Theorem 2, we recall a few known results.

Lemma C ([12] p. 215). Let

�2..x; y/; n/ D #fk W k � n; S2.k/ D .x; y/g:
Then

.log n/1�" � �2..0; 0/; n/ � .log n/1C" a:s:

if n is large enough.

Lemma D ([12] p. 34, p. 117). Let

�n D minfk W �1.0; k/ D ng:
Then

max
j��n

jS1.j/j � �1=2C"n � n1C2" a:s:

if n is large enough.

Lemma E ([12] p. 100).

Pfmax
j��n

jS1.j/j � n1�"g � exp.�n"/:

Lemma F ([1]).

lim
n!1 sup

jxj�.log n/1C"

ˇ̌
ˇ̌ �2..x; 0/; n/
�2..0; 0/; n/

� 1

ˇ̌
ˇ̌ D 0 a:s:

Consequently,

min
jxj�.log n/1C"

�2..x; 0/; n/ � .log n/1�" a:s: (28)

if n is large enough.
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Proof of (26). Lemmas C and D combined imply

max
k�nW D1.k/D0

jD2.k/j � .log n/1C" a:s:;

if n is large enough, which, in turn, implies (26). �
Proof of (27). By Lemmas E and F we conclude (27) as well. �
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5. Csáki, E., Csörgő, M., Földes, A., Révész, P.: On the local time of random walk on the

2-dimensional comb. Stoch. Process. Appl. 121, 1290–1314 (2011)
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A Compensator Characterization of Planar
Point Processes

B. Gail Ivanoff

This paper is dedicated to Professor Miklós Csörgő, a wonderful
mentor and friend, on the occasion of his 80th birthday.

1 Background and Motivation

If N is a point process on RC with EŒN.t/� < 1 8t 2 RC, the compensator of N
is the unique predictable increasing process QN such that N � QN is a martingale with
respect to the minimal filtration generated by N, possibly augmented by information
at time 0. Why is QN so important? Some reasons include:

• The law of N determines and is determined by QN [11].
• The asymptotic behaviour of a sequence of point processes can be determined

by the asymptotic behaviour of the corresponding sequence of compensators
[2, 3, 7].

• Martingale methods provide elegant and powerful nonparametric methods for
point process inference, state estimation, change point problems, and easily
incorporate censored data [13].

Can martingale methods be applied to point processes in higher dimensions?
This is an old question, dating back more than 30 years to the 1970s and 1980s
when multiparameter martingale theory was an active area of research. However,
since there are many different definitions of planar martingales, there is no single
definition of “the compensator” of a point process on R2C. A discussion of the
various definitions and a more extensive literature review can be found in [10]
and [7].

In this article, we revisit the following question: When can a compensator be
defined for a planar point process in such a way that it exists, it is unique and it
characterizes the distribution of the point process? Since there are many possible
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definitions of a point process compensator in two dimensions, we focus here on the
one that has been the most useful in practice: the so-called *-compensator. Although
existence and uniqueness of the *-compensator is well understood [5, 6, 14], in
general it does not determine the law of the point process and it must be calculated
on a case-by-case basis. However, it will be proven in Theorem 6 that when the point
process satisfies a certain property of conditional independence (usually denoted by
(F4), see Definition 2), the *-compensator determines the law of the point process
and an explicit regenerative formula can be given. Although it seems to be widely
conjectured that under (F4) the law must be characterized by the *-compensator,
we have been unable to find a proof in the literature and, in particular, the related
regenerative formula (14) appears to be completely new.

The basic building block of the planar model is the single line process (a point
process with incomparable jump points). This approach was first introduced in
[15] and further exploited in [10]. In both cases, the planar process is embedded
into a point process with totally ordered jumps on a larger partially ordered space.
“Compensators” are then defined on the larger space. In the case of [10], this is a
family of one-dimensional compensators that, collectively, do in fact characterize
the original distribution. Although the results in [10] do not require the assumption
(F4) and are of theoretical significance, they seem to be difficult to apply in
practice due to the abstract nature of the embedding. So, although in some sense
the problem of a compensator characterization has been resolved for general planar
point processes, for practical purposes it is important to be able to work on the
original space, R2C, if possible. We will see here that the assumption (F4) allows us
to do so.

Returning to the single line process, when (F4) is satisfied we will see that its
law can be characterized by a class of avoidance probabilities that form the two-
dimensional counterpart of the survival function of a single jump point on Œ0;1/.
Conditional avoidance probabilities then play the same role in the construction of
the *-compensator as conditional survival distributions do for compensators in one
dimension. For clarity and ease of exposition, we will be assuming throughout
continuity of the so-called avoidance probabilities; this will automatically ensure
the necessary predictability conditions and connects the avoidance probabilities and
the *-compensator via a simple logarithmic formula. The more technical issues of
discontinuous avoidance probabilities and other related problems will be dealt with
in a separate publication. We comment further on these points in the Conclusion.

Our arguments involve careful manipulation of conditional expectations with
respect to different �-fields, making repeated use of the conditional independence
assumption (F4). For a good review of conditional independence and its implica-
tions, we refer the reader to [12].

We proceed as follows: in Sect. 2, we begin with a brief review of the point
process compensator on RC, including its heuristic interpretation and its regener-
ative formula. In Sect. 3 we define compensators for planar point processes. We
discuss the geometry and decomposition of planar point processes into “single line
processes” in Sect. 4, and in Sect. 5 we show how the single line processes can
be interpreted via stopping sets, the two-dimensional analogue of a stopping time.



A Compensator Characterization of Planar Point Processes 89

The compensator of the single line process is developed in Sect. 6 and combined
with the decomposition of Sect. 4, this leads in Sect. 7 to the main result, Theorem 6,
which gives an explicit regenerative formula for the compensator of a planar point
process that characterizes its distribution. We conclude with some directions for
further research in Sect. 8.

2 A Quick Review of the Compensator on RC

There are several equivalent characterizations of a point process on RC, and we refer
the reader to [4] or [13] for details. For our purposes, given a complete probability
space .˝;F ;P/, we interpret a simple point process N to be a pure jump stochastic
process on RC defined by

N.t/ WD
1X

iD1
I.i � t/; (1)

where 0 < 1 < 2 < : : : is a strictly increasing sequence of random variables
(the jump points of N). Assume that EŒN.t/� < 1 for every t 2 RC. Let F .t/ �
F0 _ FN.t/, where FN.t/ WD �fN.s/ W s � tg, suitably completed, and F0 can
be interpreted as information available at time 0. This is a right-continuous filtration
on RC and without loss of generality we assume F D F .1/. The law of N is
determined by its finite dimensional distributions.

Since N is non-decreasing, it is an integrable submartingale and so has a Doob-
Meyer decomposition N� QN where QN is the uniqueF -predictable increasing process
such that N � QN is a martingale. Heuristically,

QN.dt/ 
 P.N.dt/ D 1 j F .t//:

More formally, for each t,

QN.t/ D lim
n!1

2n�1X

kD0
E

�
N

�
.k C 1/t

2n

�
� N

�
kt

2n

�
j F

�
kt

2n

��
; (2)

where convergence is in the weak L1-topology.
We have the following examples:

1. If N is a Poisson process with mean measure � and if F � FN , then by
independence of the increments of N, it is an immediate consequence of (2) that
QN D � .

2. Let N be a Cox process (doubly stochastic Poisson process): given a realization
� of a random measure � on RC, N is (conditionally) a Poisson process with
mean measure � . If F0 D �f�g, then QN D � . We refer to � as the driving
measure of the Cox process.
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3. The single jump process: Suppose that N has a single jump point 1, a r.v. with
continuous distribution F and let F � FN . In this case [4, 13]

QN.t/ D
Z t

0

I.u � 1/
dF.u/

1 � F.u/
D �.t ^ 1/; (3)

where �.t/ WD � ln.1 � F.t// is the cumulative (or integrated) hazard of F. F
is determined by its hazard dF.�/

1�F.�/ . The relationship �.t/ D � ln P.N.t/ D 0/ in
Eq. (3) will be seen to have a direct analogue in two dimensions.

4. The general simple point process: We note that the jump points .i/ are
F -stopping times and so we define F .i/ WD fF 2 F W F\fi � tg 2 F .t/ 8tg.
Assume that for every n, there exists a continuous regular version Fn.�jF .n�1//
of the conditional distribution of n given F .n�1/ (we define 0 D 0). Then
if �n � � ln.1 � Fn/, we have the following regenerative formula for the
compensator (cf. [4], Theorem 14.1.IV):

QN.t/ D
1X

nD1
�n.t ^ n/I.n�1 < t/: (4)

Let Q D PjF0 (the restriction of P to F0). Since there is a 1–1 correspondence
between Fn and �n, together, Q and QN characterize the law of N ([11],
Theorem 3.4). When F � FN (i.e. F0 is trivial), QN characterizes the law of N.

Comment 1. Note that �n can be regarded as a random measure with support on
.n�1;1/. Of course, in general we do not need to assume that Fn is continuous in
order to define the compensator (cf. [4]). However, the logarithmic relation above
between �n and Fn holds only in the continuous case, and we will be making
analogous continuity assumptions for planar point processes.

3 Compensators on R2
C

We begin with some notation: For s D .s1; s2/; t D .t1; t2/ 2 R2C,

• s � t , s1 � t1 and s2 � t2
• s � t , s1 < t1 and s2 < t2.

We let At WD fs 2 R2C W s � tg and Dt WD fs 2 R2C W s1 � t1 or s2 � t2g.
A set L � R2C is a lower layer if for every t 2 R2C, t 2 L , At � L. In analogy
to (1), given a complete probability space .˝;F ;P/ and distinct R2C-valued random
variables 1; 2; : : : (the jump points), the point process N is defined by

N.t/ WD
1X

iD1
I.i � t/ D

1X

iD1
I.i 2 At/: (5)
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As pointed out in [13], in R2C there is no unique ordering of the indices of the jump
points. Now letting i D .i;1; i;2/, we assume that P.i;1 D j;1 for some i ¤ j/ D
P.i;2 D j;2 for some i ¤ j/ D 0 and that P.i;1 D 0/ D P.i;2 D 0/ D 0 8i. In this
case, we say that N is a strictly simple point process on R2C (i.e. there is at most one
jump point on each vertical and horizontal line and there are no points on the axes).
The law of N is determined by its finite dimensional distributions:

P.N.t1/ D k1; : : :N.ti/ D ki/; i � 1; t1; : : : ; ti 2 R2C; k1; : : : ki 2 ZC:

For any lower layer L, define

FN.L/ WD �.N.t/ W t 2 L/

and

F .L/ D F0 _ FN.L/; (6)

where F0 denotes the sigma-field of events known at time (0,0). In particular, since
there are no jumps on the axes, F .L/ D F0 for L equal to the axes. Furthermore,
for any two lower layers L1, L2 it is easy to see that

F .L1/ _ F .L2/ D F .L1 [ L2/ and F .L1/ \ F .L2/ D F .L1 \ L2/:

For t 2 R2C, denote

F .t/ WD F .At/ and F�.t/ WD F .Dt/:

Both .F .t// and .F�.t// are right continuous filtrations indexed by R2C: i.e.
F .�/.s/ � F .�/.t/ for all s � t 2 R2C and if tn # t, then F .�/.t/ D \nF

.�/.tn/.
More generally, if .Ln/ is a decreasing sequence of closed lower layers, F .\nLn/ D
\nF .Ln/ (cf. [8]).

Definition 1. Let .X.t/ W t 2 R2C/ be an integrable stochastic process on R2C and let
.F .t/ W t 2 R2C/ be any filtration to which X is adapted (i.e. X.t/ is F .t/-measurable
for all t 2 R2C). X is a weak F -martingale if for any s � t,

EŒX.s; t� j F .s/� D 0

where X.s; t� WD X.t1; t2/ � X.s1; t2/ � X.t1; s2/C X.s1; s2/.

We now turn our attention to point process compensators on R2C. It will always
be assumed that EŒN.t/� < 1 for every t 2 R2C. For t D .t1; t2/ 2 R2C and 0 �
k; j � 2n � 1 define

	N.k; j/ WD N

��
kt1
2n
;

jt2
2n

�
;

�
.k C 1/t1
2n

;
.j C 1/t2
2n

��
:
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In analogy to RC, the weak F -compensator of N is defined by

QN.t/ WD lim
n!1

2n�1X

jD0

2n�1X

kD0
E

�
	N.k; j/ j F

�
kt1
2n
;

jt2
2n

��
;

and the F�-compensator (strong F -compensator) of N is defined by

QN�.t/ WD lim
n!1

2n�1X

jD0

2n�1X

kD0
E

�
	N.k; j/ j F�

�
kt1
2n
;

jt2
2n

��
;

where both limits are in the weak L1 topology. When there is no ambiguity, reference
to F will be suppressed in the notation. Note that although QN� is F�-adapted, it is
not F -adapted in general.

Comment 2. Under very general conditions, the compensators exist and N � QN
and N � QN� are weak martingales with respect to F and F�, respectively [7, 14].
Furthermore, each has a type of predictability property that ensures uniqueness
(cf. [7]). Both compensators have non-negative increments: QN.�/.s; t� � 0 8s; t 2
R2C. However, neither compensator determines the distribution of N in general, as
can be seen in the following examples.

Examples. 1. The Poisson and Cox processes: Let N be a Poisson process on
R2C with mean measure � and let F D FN . By independence of the
increments, both the weak and *-compensators of N ( QN and QN�) are equal to �
([7], Theorem 4.5.2). A deterministic *-compensator characterizes the Poisson
process, but a deterministic weak compensator does not (see [7] for details).
Likewise, if N is a Cox process with driving measure � on R2C and if F0 D �f�g,
then QN� � � ; this too characterizes the Cox process (cf. [7], Theorem 5.3.1). This
discussion can be summarized as follows:

Theorem 1. Let N be a strictly simple point process on R2C and let � be a
random measure on R2C that puts 0 mass on every vertical and horizontal line. Let
F0 D �f�g and F .t/ D F0 _ FN.t/; 8t 2 R2C. Then N is a Cox process with
driving measure � if and only if QN� � � . The law of N is therefore determined
by Q WD PjF0 and QN�. In the case that � is deterministic, F0 is trivial and N is
a Poisson process.

2. The single jump process: Assume that N has a single jump point  2 R2C, a
random variable with continuous distribution F and survival function

S.u/ D P. � u/:

Then (cf. [7]):
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QN.t/ D
Z

Œ0;t1��Œ0;t2 �
I.u � /

dF.u/

1 � F.u/
; and

QN�.t/ D
Z

Œ0;t1��Œ0;t2 �
I.u � /

dF.u/

S.u/
:

Although both formulas look very similar to (3), in two dimensions it is well
known that neither dF.u/=.1� F.u// nor dF.u/=S.u/ determines F.

So we see that neither QN nor QN� determines the law of N in general. The problem
is that the filtration F does not provide enough information about N, and in some
sense the filtration F� can provide too much. As was observed in [10], the correct
amount of information at time t lies betweenF .t/ andF�.t/. The solution would be
to identify a condition under which the two filtrations provide essentially the same
information – this occurs under a type of conditional independence, a condition
usually denoted by (F4) in the two-dimensional martingale literature.

To be precise, for t D .t1; t2/ 2 R2C and any filtration .F .t//, define the following
�-fields:

F 1.t/ WD _s2RC
F .t1; s/

F 2.t/ WD _s2RC
F .s; t2/:

Definition 2. We say that the filtration .F .t// satisfies condition .F4/ if for all
t 2 R2C, the �-fields F 1.t/ and F 2.t/ are conditionally independent, given F .t/
(F 1.t/ ? F 2.t/ j F .t/).

For the point process filtrationF .t/ D F0_FN.t/, in practical terms (F4) means
that the behaviour of the point process is determined only by points in the past (in
terms of the partial order): geographically, this means by points from the southwest.
N could denote the points of infection in the spread of an air-born disease under
prevailing winds from the southwest: since there are no points in Œ0; t1� � .t2;1/

southwest of .t1;1/� Œ0; t2� and vice versa, the behaviour of N in either region will
not affect the other.

While it appears that (F4) is related to the choice of the axes, it can be expressed
in terms of the partial order on R2C. In fact, it is equivalent to the requirement that
for any s; t 2 R2C,

EŒEŒ� j F .s/� j F .t/� D EŒ� j F .s ^ t/��:

This concept can be extended in a natural way to other partially ordered spaces; see
Definition 1.4.2 of [7], for example.

Condition (F4) has the following important consequence: if F 2 F .t/ D F0 _
FN.t/, then for any lower layer D,

PŒF j F .D/� D PŒF j F .t/ \ F .D/�: (7)
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This is proven in [5] for D D Ds for s 2 R2C, and the result is easily generalized as
follows. To avoid trivialities, assume t 62 D. Let s1 WD supfs 2 RC W .s; t2/ 2 Dg and
s2 WD supfs 2 RC W .t1; s/ 2 Dg and define the lower layers D1 and D2 as follows:

D1 WD fu D .u1; u2/ 2 D W u1 � s1g
D2 WD fu D .u1; u2/ 2 D W u2 � s2g

We have that D D .D \ At/[ D1[ D2 and F .D/ D F .At \ D/_F .D1/_F .D2/.
By (F4), F .D2/ ? .F .t/ _ F .D1// j F ..t1; s2//. Now use the chain rule for
conditional expectation ([12], Theorem 5.8):

F .D2/ ? .F .t/ _ F .D1// j F ..t1; s2//

) F .D2/ ? F .t/ j .F ..t1; s2// _ F .D1//

) F .D2/ ? F .t/ j .F ..t1; s2// _ F .D1/ _ F .At \ D// (8)

) F .D2/ ? F .t/ j .F .D1/ _ F .At \ D//: (9)

(8) and (9) follow since F ..t1; s2// � F .At \ D/ � F .t/. But once again by (F4)
we have F .D1/ ? F .t/ j F ..s1; t2//, and since F ..s1; t2// � F .At \ D/ � F .t/
we have

F .D1/ ? F .t/ j F ..s1; t2// ) F .D1/ ? F .t/ j .F ..s1; t2// _ F .At \ D//

) F .D1/ ? F .t/ j F .At \ D/: (10)

Finally, if F 2 F .t/,

PŒF j FD� D PŒF j F .At \ D/ _ F .D1/ _ F .D2/�

D PŒF j F .At \ D/ _ F .D1/� by (9)

D PŒF j F .At \ D/� by (10);

and (7) follows since F .At \ D/ D F .t/ \ F .D/.
We can use (7) to argue heuristically that (F4) ensures that F and F� provide

roughly the same information:

E

�
	N.k; j/ j F�

�
kt1
2n
;

jt2
2n

��

D E

�
	N.k; j/ j F

�
.k C 1/t1
2n

;
jt2
2n

�
_ F

�
kt1
2n
;
.j C 1/t2
2n

��
by (F4) (cf. (7))


 E

�
	N.k; j/ j F

�
kt1
2n
;

jt2
2n

��
as n ! 1:

Therefore, QN 
 QN� and in particular, QN� is F -adapted. In this case, we refer to
N � QN� as a strong F -martingale:
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Definition 3. Let .X.t/ W t 2 R2C/ be an integrable stochastic process on R2C and let
.F .t/ W t 2 R2C/ be any filtration to which X is adapted. X is a strong F -martingale
if for any s � t,

EŒX.s; t� j F�.s/� D 0:

As mentioned before, to avoid a lengthy discussion of predictability we will deal
only with continuous compensators. In this case, we have the following (cf. [5, 6]):

Theorem 2. Let N be a strictly simple point process and assume that the filtration
F D F0 _ FN satisfies (F4). If � is a continuous increasing F -adapted process
such that N � � is a strong martingale, then QN� � � . (We say that � is increasing if
�.s; t� � 0 8 s � t 2 R2C.)

We now address the following question: if (F4) is satisfied, will the
*-compensator characterize the distribution of N? In the case of both the Poisson and
Cox processes, (F4) is satisfied for the appropriate filtration (F .t/ D FN.t/ for the
Poisson process and F .t/ D �f�g _ FN.t/ for the Cox process) and the answer is
yes, as noted in Theorem 1. For these two special cases, it is possible to exploit one
dimensional techniques since conditioned onF0, the *-compensator is deterministic
(see [7], Theorem 5.3.1). Unfortunately, this one dimensional approach cannot be
used for more general point process compensators. Nonetheless, Theorem 1 turns
out to be the key to the general construction of the compensator.

Before continuing, we note here that when (F4) is assumed a priori and the
point process is strictly simple, there are many other characterizations of the two-
dimensional Poisson process – for a thorough discussion see [16]. Assuming (F4),
another approach is to project the two-dimensional point process onto a family of
increasing paths. Under different sets of conditions, it is shown in [1] and [10]
that if the compensators of the corresponding one-dimensional point processes are
deterministic, the original point process is Poisson. (For a comparison of these
results, see [10].) However, the characterization of the Poisson and Cox processes
given in Theorem 1 does not require the hypothesis of (F4), and in fact implies
it. Furthermore, it can be extended to more general spaces and to point processes
that are not strictly simple (cf. [7], Theorem 5.3.1), although (F4) will no longer
necessarily be satisfied.

Returning to the general case, the first step is to analyze the geometry of strictly
simple point processes from the point of view taken in [10] and [15].

4 The Geometry of Point Processes on R2
C

Let d D 1 or 2. If N is a strictly simple point process on RdC, then N can be
characterized via the increasing family of random sets

�k.N/ WD ft 2 RdC W N.s/ < k 8s � tg; k � 1:
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By convention, in RC we define �0.N/ to be the origin, and in R2C we define �0.N/
to be the axes. We observe that:

• In RC, �k.N/ D Œ0; k�.
• N.t/ D k , t 2 f�o

kC1.N/ n �o
k .N/g: (�o

k .N/ denotes the interior of �k.N/.)
• In R2C, �k.N/ is defined by the set of its exposed points:

Ek WD minft 2 R2C W N.t/ � kg

where for a nonempty Borel set B � RdC, min.B/ WD ft 2 B W s 6� t;8s 2 B;
s ¤ tg. By convention, min.;/ WD 1. It is easily seen that

�k.N/ D \2Ek D :

To illustrate, in Fig. 1 we consider the random sets �1.N/ and �2.N/ of a point
process with five jump points, each indicated by a “”. While the exposed points

.1/
1 ; 

.1/
2 ; 

.1/
3 of �1.N/ are all jump points of N, the exposed points of �2.N/ include


.1/
1 _ .1/2 and .1/2 _ .1/3 (each indicated by a “ı”) , which are not jump points. In

fact, if

�C
k .N/ WD \�;�02Ek;�¤�0 D�_�0 ;

(0,0)

T

t2
(1)

t1
(1)

t3
(1)

t2
(2)

t1
(2) t1

(1) ∨ t2
(1)

t1
(1) ∨ t2

(1)

x2(N)

x1(N)

Fig. 1 Upper boundaries of the random sets �1.N/ and �2.N/. Jump points of N indicated by .
Other exposed points indicated by ı
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(0,0)

T

t2
(1)

t1
(1)

t3
(1)

t1
(1) ∨ t2

(1)

t2
(1) ∨ t3

(1)

x1
+(N)

x1(N)

Fig. 2 Upper boundaries of the random sets �1.N/ and �C
1 .N/

then �k.N/ � �kC1.N/ � �C
k .N/. If Ek is empty or consists of a single point, then

�C
k .N/ WD R2C. For the same example, the upper boundaries of the sets �1.N/ and
�C
1 .N/ are illustrated in Fig. 2.

We can now define N in terms of single line point processes:

Definition 4. A point process on R2C whose jump points are all incomparable is a
single line process. (Points s; t 2 R2C are incomparable if s 6� t and t 6� s.)

Definition 5. Let N be a strictly simple point process on R2C and let J.N/ denote
the set of jump points of N. Then N.t/ D P1

1 Mk.t/ where for k � 1, Mk is the
single line process whose set of jump points is

J.Mk/ WD min


J.N/\ .�C

k�1.N/ n �k�1.N//
�
;

where �0 D ff0g � RCg [ fRC � f0gg and �C
0 D R2C.

Returning to our example, in Fig. 3 we illustrate each of the jump points of M1 with, and each of jump points of M2 with ˝.
Before continuing, we make a few observations:

• �k.N/ D �C
k�1.N/ \ �1.Mk/ (this is illustrated in Fig. 3 for k D 2). We note that

Mk has no jump points if J.Mk/ D ;; in this case �1.Mk/ D R2C and �k.N/ D
�C

k�1.N/.
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⊗

⊗

(0,0)

T

t (1)2

t (1)1

t (1)3

t (2)2

t (2)1

t (1)1 ∨ t (1)2

t (1)2 ∨ t (1)3
x1
+(N)

x1(N)

x2(N)

Fig. 3 Jump points of M1 indicated by , jump points of M2 indicated by ˝

• Since fN.t/ D kg D ft 2 �o
kC1.N/ n �o

k .N/g, in a manner that will be made
precise, the law of N (its finite dimensional distributions) is determined by the
joint (finite dimensional) distributions of the random sets �o

k .N/. We will see that
this can be done by successive conditioning, as in one dimension where the joint
distribution of the successive jump times is built up through conditioning.

• If M is a single line process, it is completely determined by �1.M/ (cf. [10] – the
jump points of M are the exposed points of �1.M/).

• Since the point process and its related random sets �k.N/ are determined by single
line processes, we will be able to reduce our problem to the following question:
will the *-compensator of the single line process Mk characterize its distribution
if (F4) is satisfied?

First, we need to consider the concept of stopping in higher dimensions.

5 Stopping Sets and Their Distributions

We begin with the definition of adapted random sets and stopping sets; in particular,
a stopping set is the multidimensional analogue of a stopping time.
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Definition 6. Let d D 1 or 2. An adapted random set � with respect to the filtration
F on RdC is a random Borel subset of RdC such that ft 2 �g 2 F .t/ 8t 2 RdC. An
adapted random set � is an F -stopping set if � is a closed lower layer.

For d D 1, we see that if  is an F -stopping time, then � D Œ0; / is an adapted
random set and � D Œ0; � is an F -stopping set. Since F is right-continuous, it is
easily seen that � D Œ0; � is an F -stopping set if and only if  is an F -stopping
time. For d D 2 and F .t/ D F0 _ FN.t/ for a point process N, and if F .L/ is
defined as in (6) for a lower layer L, then it is shown in [7] that both f� � Lg 2 F .L/
and fL � �g 2 F .L/.

The law of an adapted random set � is determined by its finite dimensional
distributions:

P.t1; : : : ; tn 2 �/; n 2 N; t1; : : : ; tn 2 RdC; d D 1 or 2:

In analogy to the history of a stopping time, the history of a stopping set � is

F .�/ WD fG 2 F W G \ f� � Lg 2 F .L/ 8 lower layers Lg:

If � takes on at most countably many values in the class of lower layers, then equality
can be used in the definition above, and it is easy to see that F .�/ D F .L/ on
f� D Lg. For any point process N on R2C and filtration F � F0 _FN , we have the
following:

• Since ft 2 �o
k g D fN.t/ < kg 2 Ft 8k; t, �o

k .N/ is an F -adapted random set.
• It is shown in [9] that the sets �k.N/ and �C

k .N/ are both F -stopping sets. As

well, both are F .�k.N//-measurable for every k (i.e. ft 2 �.C/k .N/g 2 F .�k/ 8t).
• Since N is strictly simple, a priori there are no jumps on the axes and so

F .�0/ D F0.

Just as the joint distributions of the increasing jump times 1 < 2 < : : :

determine the law of a point process on RC and can be built up by successive
conditioning on F0 � F .1/ � F .2/ � : : :, we see that the law (finite
dimensional distributions) of a planar point process N can be reconstructed from
the joint finite dimensional distributions of the related adapted random sets:

P.N.t1/ D k1; : : :N.tn/ D kn/ D P.ti 2 �o
kiC1 n �o

ki
; i D 1; : : : ; n/:

As well, it is clear that the joint distributions of the increasing random sets �o
1 	

�o
2 	 : : : can be built up by successive conditioning on F0 D F .�0/ � F .�1/ �
F .�2/ � : : : .
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6 The Compensator of a Single Line Point Process

We are now ready to construct the *-compensator of a single line process M on R2C.
Of course, we continue to assume that EŒM.t/� < 1 8t 2 R2C.

Although in principle the law of a point process is determined by the joint laws of
the sets �o

k .M/; k � 1, in the case of a single line process, the law of M is completely
determined by the law of �o

1 .M/ ([10], Proposition 5.1). In other words, the set of
probabilities

P.M.t1/ D 0; : : : ;M.tn/ D 0/ D P.t1; : : : ; tn 2 �o
1 .M//

for t1; : : : ; tn 2 R2C, n � 1, characterize the law of M. (This can be compared with
the characterization of the law of a point process on an arbitrary complete measur-
able metric space via the so-called avoidance function; see [4], Theorem 7.3.II.)

However, when (F4) is satisfied, we have a further simplification. Define the
avoidance probability function P0 of a single line process M by

P0.t/ WD P.M.t/ D 0/; t 2 R2C:

Theorem 3 ([10], Lemma 5.3). Let M be a single line process whose minimal
filtration F � FM satisfies (F4). The law (the f.d.d.’s) of �o

1 .M/ (and hence the
law of M) is determined by the avoidance probability function P0 of M.

A complete proof is given in [10], but to illustrate, we consider two incomparable
points s; t 2 R2C. If s1 < t1 and t2 < s2, recalling that F D FM satisfies (F4) and
that M is a single line process, we have:

P.M.t/ D 0 j F 1.s//

D P.M.t/ D 0 j F .s ^ t// by (F4) (cf. (7))

D P.M.t/ D 0 j M.s ^ t/ D 0/I.M.s ^ t/ D 0/

D P.M.t/ D 0/

P.M.s ^ t/ D 0/
I.M.s ^ t/ D 0/:

Therefore,

P.M.s/ D 0;M.t/ D 0/

D P.s; t 2 �o
1 .M//

D E
�
I.M.s/ D 0/P.M.t/ D 0 j F 1.s//



D E

�
I.M.s/ D 0/I.M.s ^ t/ D 0/

P.M.t/ D 0/

P.M.s ^ t/ D 0/

�
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D E

�
I.M.s/ D 0/

P.M.t/ D 0/

P.M.s ^ t/ D 0/

�

D P.M.s/ D 0/P.M.t/ D 0/

P.M.s ^ t/ D 0/
D P0.s/P0.t/

P0.s ^ t/
: (11)

Under (F4), the avoidance probability function of a single line process can be
regarded as the two-dimensional analogue of the survival function of the jump
time  of a single jump point process on RC. Henceforth, we will assume that the
avoidance probability function is continuous. Obviously, the avoidance probability
function is non-increasing in the partial order on R2C, but when is a continuous
function bounded by 0 and 1 and non-increasing in each variable an avoidance
probability? The answer lies in its logarithm.

Let �.t/ WD � ln P0.t/ D � ln P.M.t/ D 0/. Returning to (11) and taking
logarithms on both sides, if s; t 2 R2C are incomparable,

�.s _ t/ D � ln P.M.s _ t/ D 0/

� � ln P.M.As [ At/ D 0/ since As [ At � As_t

D � ln P.M.s/ D 0;M.t/ D 0/

D �.s/C�.t/ ��.s ^ t/ by (11):

If P0 is continuous, then � is continuous and increasing on R2C: i.e. it has non-
negative increments. Therefore, � D � ln P0 is the distribution function of a
measure on R2C. In what follows, we will use the same notation for both the
measure and its distribution function; for example, for B a Borel set, �.B/ and
M.B/ are the measures assigned to B by the distribution functions �.t/ D �.At/

and M.t/ D M.At/, respectively. To summarize, when F D FM satisfies (F4):

• If P0 is continuous, � D � ln P0 defines a measure on R2C, and it is straightfor-
ward that for any lower layer L,

P.L � �1.M// D e��.L/ D P.M.L/ D 0/:

• Conversely, a measure � that puts mass 0 on each vertical and horizontal
line uniquely defines the (continuous) avoidance probability function P0 (and
therefore the law) of a single line point process whose minimal filtration
satisfies (F4).

• Heuristically, d� can be interpreted as the hazard of M:

P.M.dt/ D 1jF�.t//
.F4/
 I.M.At/ D 0/d�.t/:

We will refer to � as the cumulative hazard of M.
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All of the preceding discussion can be applied to conditional avoidance probabil-
ity functions and conditional cumulative hazard functions, but first we need to define
regularity of conditional avoidance probabilities; this is analogous to the definition
of a regular conditional distribution.

Definition 7. Given an arbitrary �-field F 0 � F , we say that a family .P0.t; !/ W
.t; !/ 2 R2C � ˝/ is a continuous regular version of a conditional avoidance
probability function given F 0 if for each t 2 R2C, P0.t; �/ is F 0-measurable, and
for each ! 2 ˝ , P0.�; !/ is equal to one on the axes, and � ln P0.�; !/ is continuous
and increasing on R2C.

We have the following generalization of Theorem 3:

Theorem 4. Let M be a single line process with filtration F .t/ D F0_FM.t/ that
satisfies (F4). If there exists a continuous regular version P.0/0 .�; !/ of the conditional
avoidance probability of M given F0, then the conditional law of �o

1 .M/ (and hence

M) given F0 is determined by P.0/0 , or equivalently by the conditional cumulative

hazard�0 WD � ln P.0/0 .

Now we can define the *-compensator of the single line process; to do so, we
will make use of Theorem 1. Suppose first that we have the minimal filtration:
F .t/ D FM.t/. Since P.M.L/ D 0/ D e��.L/ for any lower layer L, we can
identify the single line process M with the single line process M1 (the first line) in
the decomposition of a Poisson process N with continuous mean measure � (cf.
Definition 5): we have �1.M/ D �1.M1/ D �1.N/. As shown in Example 7.4 of
[9], it is easy to see that the .FN/�-compensator of M is QM�.t/ D �.At \ �1.M//.
However, since FM � FN and QM� is FM-adapted, by Theorem 2 it follows that
QM� is also the .FM/�-compensator of M. Similarly, if F .t/ D F0 _ FM.t/, since

P.M.L/ D 0 j F0/ D e��0.L/ for any lower layer L, we make the same identification
with a Cox process with driving measure �0 to obtain QM�.t/ D �0.At \ �1.M//
(as above, this is both the .F0 _ FN/� and the .F0 _ FM/�-compensator). We
summarize this as follows:

Theorem 5. Let M be a single line process with filtration F0 _ FM satisfying
(F4). If there exists a continuous regular version P.0/0 of the conditional avoidance
probability function of M given F0, then the .F0 _ FM/�-compensator of M is

QM�.t/ D �0.At \ �1.M//; (12)

where�0 D � ln P.0/0 . Furthermore, if Q D PjF0 , then the law of M is characterized
by Q and QM�.

Note: Compare (12) with (3), the formula for the compensator of a single jump
process M on RC (with F0 trivial). If the jump point of M has continuous
distribution F, then P0 D 1 � F and from (3), the compensator is � ln P0.t ^ 1/ D
�.At \ �1.M//. Thus, (12) and (3) are identical and in both cases, � D � ln P0 can
be interpreted as a cumulative hazard. The same will be true if F0 is not trivial.
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7 The Compensator of a General Point Process

We are now ready to develop a recursive formula for the general point process
compensator. Let N be a general strictly simple point process on R2C with filtration
F D F0 _ FN satisfying (F4) and let N D P1

kD1 Mk be the decomposition
into single line point processes of Definition 5. We will proceed as follows, letting
k � 1:

1. We will show that if the filtration F .t/ D F0_FN.t/ satisfies (F4) under P, then
so does G .t/ WD F .�k�1.N//_FMk .t/. This is the key point in the development
of the general point process compensator.

2. Since �k.N/ D �C
k�1.N/ \ �1.Mk/ and �C

k�1.N/ is F .�k�1.N//-measurable, the
conditional law of �k.N/ given F .�k�1.N// is determined by the conditional law
of �1.Mk/. By Theorem 4 and the preceding point, this in turn is characterized by
the conditional avoidance probability function

P.k/0 .t/ WD P.Mk.t/ D 0 j F .�k�1.N///: (13)

Therefore, the law of N is determined by Q D PjF0 and the conditional
avoidance probability functions P.k/0 ; k � 1.

3. Define �k.At; !/ WD � ln P.k/0 .t; !/. Letting F .�k�1.N// play the role of F0 for
Mk and defining G .t/ as in point 1 above, it will be shown that

QM�
k .t/ D �k.At \ �k.N//I.t 2 �c

k�1.N//:

is both the G �- and the F�-compensator of Mk.
4. Since QN� D P

k
QM�

k , when (F4) holds the law of N is therefore characterized by
Q and QN�.

Putting the preceding points together, we arrive at our main result:

Theorem 6. Let N be a strictly simple point process on R2C with filtration .F .t/ D
F0 _ FN.t// satisfying (F4). Assume that there exists a continuous regular version
of P.k/0 8k � 1, where P.k/0 is as defined in (13). Then the *-compensator of N has
the regenerative form:

QN�.t/ D
1X

kD1
�k.At \ �k.N//I.t 2 �c

k�1.N// (14)

where �k.t/ D � ln P.k/0 .t/. If Q D PjF0 , then the law of N is characterized by Q
and QN�.

Comment 3. Theorem 6 is the two-dimensional analogue of the corresponding
result for point processes on RC, and in fact the formulas in one and two dimensions
are identical: recalling (4) (the compensator on RC),
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QN.t/ D
1X

nD1
�n.t ^ n/I.n�1 < t/

D
1X

nD1
�n.At \ �n.N//I.t 2 �c

n�1.N//;

which is the same as (14).

Proof of Theorem 6. We must fill in the details of points 1–4, listed above.

1. • We will begin by showing that that for anyF -stopping set � and incomparable
points s; t 2 R2C,

F .s/?F .t/ j .F .�/ _ F .s ^ t//;

or equivalently that for any F 2 F .t/,

P.F j F .�/ _ F .s// D P.F j F .�/ _ F .s ^ t//: (15)

This then shows that

.F .s/ _ F .�//?.F .t/ _ F .�// j .F .�/ _ F .s ^ t//

and so if G .s/WDF .�k�1/_ FMk .s/, then G .s/?G .t/j.F .�k�1/ _ F .s ^ t//.
• We will then show that for G 2 G .t/,

P.G j F .�k�1/ _ F .s ^ t// D P.G j F .�k�1/ _ FMk .s ^ t//

D P.G j G .s ^ t//: (16)

Since G .s/ � F .�k�1/ _ F .s/, (15) and (16) prove that G .s/ ?
G .t/ j G .s ^ t/.
Therefore, the proof of point 1 will be complete provided that (15) and (16)

are verified.
To prove (15), we recall (7): if (F4) holds and if F 2 F .t/, then for any lower

layer D,

PŒF j F .D/� D PŒF j F .D/ \ F .t/�:

Next, as is shown in [7], any stopping set � can be approximated from above by
a decreasing sequence .gm.�// of discrete stopping sets (i.e. gm.�/ is a stopping
set taking on at most countably many values in the set of lower layers and � D
\mgm.�/). Since F .�/ D \mF .gm.�// ([7], Proposition 1.5.12), it is enough
to verify (15) for � a discrete stopping set. Let D be a countable class of lower
layers such that

P
D2D P.� D D/ D 1. As noted before, for � discrete,

F .�/ D fG 2 F W G \ f� D Dg 2 F .D/ 8D 2 Dg
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and it is straightforward that F .�/ D F .D/ on f� D Dg. For F 2 F .t/, we
consider F \ ft 2 �g and F \ ft 2 �cg separately. First,

P.F \ ft 2 �g j F .�/ _ F .s//

D
X

D2D
P.F \ ft 2 �g j F .�/ _ F .s//I.� D D/

D
X

D2D
P.F \ ft 2 Dg j F .D/ _ F .s//I.� D D/

D
X

D2D
I.F \ ft 2 Dg/I.� D D/

D
X

D2D
P.F \ ft 2 Dg j F .D/ _ F .s ^ t//I.� D D/

D
X

D2D
P.F \ ft 2 �g j F .�/ _ F .s ^ t//I.� D D/

D P.F \ ft 2 �g j F .�/ _ F .s ^ t//: (17)

Next,

P.F \ ft 2 �cg j F .�/ _ F .s//

D
X

D2D
P.F \ ft 2 �cg j F .�/ _ F .s//I.� D D/

D
X

D2D
P.F \ ft 2 Dcg j F .D/ _ F .s//I.� D D/

D
X

D2D
P.F \ ft 2 Dcg j F .D [ As//I.� D D/

D
X

D2D
P.F \ ft 2 Dcg j F .D [ As/ \ F .t//I.� D D/ (18)

D
X

D2D
P.F \ ft 2 Dcg j F ..D [ As/ \ At/I.� D D/

D
X

D2D
P.F \ ft 2 Dcg j F .D [ .As \ At//I.� D D/ (19)

D
X

D2D
P.F \ ft 2 Dcg j F .D/ _ F .As \ At//I.� D D/

D
X

D2D
P.F \ ft 2 �cg j F .�/ _ F .As \ At//I.� D D/

D P.F \ ft 2 �cg j F .�/ _ F .s ^ t//: (20)

Equations (18) and (19) follow from (7). Putting (17) and (20) together
yields (15).
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Now we prove (16). Since s and t are incomparable, without loss of generality
we will assume that t1 < s1 and t2 > s2 and so s^t D .t1; s2/. We haveF .�k�1/_
F .s^t/ D F .�k�1/_FN.s^t/. Let  WD inf.v 2 RC W Mk.v; s2/ > 0/^t1;  is a
stopping time with respect to the one-dimensional filtrationF .�k�1/_FMk .�; s2/.
Note that F .�k�1/_F .; s2/ D F .�k�1/_FN.; s2/ D F .�k�1/_FMk .; s2/
since N has no jumps on A.;s2/ n �k�1 other than (possibly) a single jump from
Mk on the line segment f.; u/; 0 � u � s2g. Approximate  from above with
discrete stopping times m � t1, m #  . By right continuity of the filtrations,

F .�k�1/ _ F .m; s2/ D F .�k�1/ _ FN.m; s2/

# F .�k�1/ _ FN.; s2/

D F .�k�1/ _ FMk .; s2/: (21)

Without loss of generality, let G D fMk.t/ D jg in (16). Observe that on
fMk.s ^ t/ > 0g, Mk.t/ D Mk.m; t2/C Mk...m; 0/; .t1; s2/�/ for every m, since
fMk.m/ > 0g and the jumps of Mk are incomparable. On fMk.s ^ t/ D 0g,
m D t18m and Mk.t/ D Mk.m; t2/. For ease of notation in what follows, let
X.m/ WD Mk.m; t2/ and Y.m/ WD Mk..m; 0/; .t1; s2/�/. Recall that s ^ t D
.t1; s2/ and let Rm denote the (countable) set of possible values of m.

P.Mk D j j F .�k�1/ _ F .s ^ t//

D
X

r2Rm

P.Mk D j j F .�k�1/ _ F .s ^ t//I.m D r/

D
X

h

X

r2Rm

P.X.m/ D h;Y.m/ D j � h j F .�k�1/ _ F .s ^ t//I.m D r/

D
X

h

X

r2Rm

P.X.r/ D h j F .�k�1/ _ F .s ^ t//I.Y.r/ D j � h/I.m D r/

D
X

h

X

r2Rm

P.X.r/ D h j F .�k�1/ _ F .r; s2//

� I.Y.r/ D j � h/I.m D r/ (22)

D
X

h

X

r2Rm

P.X.r/ D h;Y.r/ D j � h j F .�k�1/ _ F .r; s2/ _ FMk .s ^ t//

� I.m D r/ (23)

D P.Mk D j j F .�k�1/ _ F .m; s2/ _ FMk .s ^ t//

m!1�! P.Mk D j j F .�k�1/ _ FMk .; s2/ _ FMk .s ^ t// (24)

D P.Mk D j j F .�k�1/ _ FMk .s ^ t//:
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(22) and (23) follow from (7) and the fact that X.r/ is F .r; t2/-measurable,
and (24) follows from (21). This proves (16) and completes the proof of point 1.

2. This follows immediately from point 1 and Theorem 4.
3. Begin by recalling that Mk has its support on �C

k�1.N/ n �k�1.N/ and so P.k/0 .t/ D
P.Mk.t/ D 0jF .�k�1.N/// D P.Mk.At \�C

k�1.N// D 0jF .�k�1.N///. Therefore,
we will identify Mk with the first line of a Cox process whose driving measure
�k.t/ D � ln P.k/0 .t/ has support �C

k�1.N/ n �k�1.N/. Now, identifying G0 D
F .�k�1.N// and G .t/ D F .�k�1.N// _ FMk .t/, as in Theorem 5 we have that
the G �-compensator of Mk is:

QM�
k .t/ D �k.At \ �1.Mk//

D �k.At \ �1.Mk//I.t 2 �c
k�1.N//

D �k.At \ �C
k�1.N/ \ �1.Mk//I.t 2 �c

k�1.N//

D �k.At \ �k.N//I.t 2 �c
k�1.N//:

The last two equalities follow since ft 2 �C
k�1.N/g is F .�k�1.N//-measurable

and �k.N/ D �C
k�1.N/ \ �1.Mk/.

We must now show that QM�
k is also the F�-compensator of Mk. First we show

that QM�
k is F -adapted. On ft 2 �k�1g 2 F .t/, P.k/0 .t/ D 0. On ft 2 �c

k�1g, by (7)
and taking discrete approximations of �k�1, arguing as in the proof of (20) we
have

P.k/0 .t/I.t 2 �c
k�1/ D P.Mk.t/ D 0 j F .�k�1/\ F .t//I.t 2 �c

k�1/:

Therefore, � ln P.k/0 is F -adapted. Since QM�
k is F -adapted and continuous, by

Theorem 2 it remains only to prove that

E
�
.Mk � QM�

k /.s; t� j F�.s/
 D 0:

First, if t 2 �k�1 or if s 2 .�C
k�1/c, then .Mk � QM�

k /.s; t� D 0 and so trivially

E
�
.Mk � QM�

k /.s; t�I.t 2 �k�1/ j F�.s/
 D 0; (25)

and

E
�
.Mk � QM�

k /.s; t�I.s 2 .�C
k�1/

c/ j F�.s/
 D 0: (26)

For s < t, t 2 �c
k�1 and s 2 �C

k�1, it is enough to show that

E
�
Mk.s; t�I.s 2 �C

k�1; t 2 �c
k�1/ j G �.s/



D E
�
Mk.s; t�I.s 2 �C

k�1; t 2 �c
k�1/ j F .�k�1/ _ .FMk /�.s/



D E
�
Mk.s; t�I.s 2 �C

k�1; t 2 �c
k�1/ j F .�k�1/ _ .FN/�.s/


: (27)
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If (27) is true, then since F�.s/ D F0 _ .FN/�.s/ � F .�k�1/ _ .FN/�.s/,

0 D E
�
.Mk � QM�

k /.s; t�I.s 2 �C
k�1; t 2 �c

k�1/ j G �.s/


D E
�
.Mk � QM�

k /.s; t�I.s 2 �C
k�1; t 2 �c

k�1/ j F .�k�1/ _ .FN/�.s/


D E
�
.Mk � QM�

k /.s; t�I.s 2 �C
k�1; t 2 �c

k�1/ j F�.s/

: (28)

To prove (27), let 1 D inffv W Mk.v; s2/ > 0g ^ t1. Similar to the argument used
to prove (16), we have

F .�k�1/ _ FN.1; s2/ D F .�k�1/ _ FMk .1; s2/

and using (F4) (cf. (7)) and discrete approximations for 1, it follows that

E
�
Mk.s; t�I.s 2 �C

k�1; t 2 �c
k�1/ j F .�k�1/ _ .FN/�.s/



D E
�
Mk.s; t�I.s 2 �C

k�1; t 2 �c
k�1/ j F .�k�1/ _ .FN/1.s/ _ FMk .t1; s2/


:

Next, letting 2 D inffu W Mk.s1; u/ > 0g ^ t2, we argue as above and apply (F4)
(cf. (7)) twice to obtain

E
�
Mk.s; t�I.s 2 �C

k�1; t 2 �c
k�1/ j F .�k�1/ _ .FN/1.s/ _ FMk .t1; s2/



D E
�
Mk.s; t�I.s 2 �C

k�1; t 2 �c
k�1/ j F .�k�1/ _ FMk .s1; t2/ _ FMk .t1; s2/



D E
�
Mk.s; t�I.s 2 �C

k�1; t 2 �c
k�1/ j G �.s/


:

This completes the proof of (27) and (28). Combining (25), (26) and (28), it
follows that QM�

k is the F�-compensator of Mk.
4. This is immediate because of the decomposition N D P1

kD1 Mk.

This completes the proof of Theorem 6. �

8 Conclusion

In this paper we have proven a two-dimensional analogue of Jacod’s characterization
of the law of a point process via a regenerative formula for its compensator. For
clarity we have restricted our attention to continuous avoidance probabilities. There
remain many open questions that merit further investigation, for example:

• Extend the regenerative formula to discontinuous avoidance probability func-
tions. In this case, the logarithmic relation between the avoidance probability
and the cumulative hazard will be replaced by a product limit formula.

• Extend the regenerative formula to marked point processes.



A Compensator Characterization of Planar Point Processes 109

• Find a complete characterization of the class of predictable increasing functions
that are *-compensators for planar point processes satisfying (F4), in analogy to
Theorem 3.6 of [11].

• Generalize the results of this paper to point processes on RdC; d > 2. The main
challenge will be to find an appropriate d-dimensional analogue of (F4).
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Part III
Central Limit Theorems and Laws of

Large Numbers



Central Limit Theorem Related
to MDR-Method

Alexander Bulinski

1 Introduction

High dimensional data arise naturally in a number of experiments. Very often such
data are viewed as the values of some factors X1; : : : ;Xn and the corresponding
response variable Y. For example, in medical studies such response variable Y
can describe the health state (e.g., Y D 1 or Y D �1 mean “sick” or “healthy”)
and X1; : : : ;Xm and XmC1; : : : ;Xn are genetic and non-genetic factors, respectively.
Usually Xi (1 � i � m) characterizes a single nucleotide polymorphism (SNP), i.e.
a certain change of nucleotide bases adenine, cytosine, thymine and guanine (these
genetic notions can be found, e.g., in [2]) in a specified segment of DNA molecule.
In this case one considers Xi with three values, for instance, 0; 1 and 2 (see, e.g.,
[4]). It is convenient to suppose that other Xi (m C1 � i � n) take values in f0; 1; 2g
as well. For example, the range of blood pressure can be partitioned into zones
of low, normal and high values. However, further we will suppose that all factors
take values in arbitrary finite set. The binary response variable can also appear in
pharmacological experiments where Y D 1 means that the medicament is efficient
and Y D �1 otherwise.

A challenging problem is to find the genetic and non-genetic (or environmental)
factors which could increase the risk of complex diseases such as diabetes, myocar-
dial infarction and others. Now the most part of specialists share the paradigm
that in contrast to simple disease (such as sickle anemia) certain combinations
of the “damages” of the DNA molecule could be responsible for provoking the
complex disease whereas the single mutations need not have dangerous effects
(see, e.g., [15]). The important research domain called the genome-wide association

A. Bulinski (�)
Faculty of Mathematics and Mechanics, Lomonosov Moscow State University,
Moscow 119991, Russia
e-mail: bulinski@mech.math.msu.su

© Springer Science+Business Media New York 2015
D. Dawson et al. (eds.), Asymptotic Laws and Methods in Stochastics,
Fields Institute Communications 76, DOI 10.1007/978-1-4939-3076-0_7

113

mailto:bulinski@mech.math.msu.su


114 A. Bulinski

studies (GWAS) inspires development of new methods for handling large massives
of biostatistical data. Here we will continue our treatment of the multifactor
dimensionality reduction (MDR) method introduced by M. Ritchie et al. [13]. The
idea of this method goes back to the Michalski algorithm. A comprehensive survey
concerning the MDR method is provided in [14], on subsequent modifications and
applications see, e.g., [5, 7–12, 17] and [18]. Other complementary methods applied
in GWAS are discussed, e.g., in [4], there one can find further references.

In [3] the basis for application of the MDR-method was proposed when one uses
an arbitrary penalty function to describe the prediction error of the binary response
variable by means of a function in factors. The goal of the present paper is to
establish the new multidimensional central limit theorem (CLT) for statistics which
permit to justify the optimal choice of a subcollection of the explanatory variables.

2 Auxiliary Results

Let X D .X1; : : : ;Xn/ be a random vector with components Xi W ˝ ! f0; 1; : : : ; qg,
i D 1; : : : ; n (q, n are positive integers). Thus, X takes values in X D f0; 1; : : : ; qgn.
Introduce a random (response) variable Y W ˝ ! f�1; 1g, non-random function
f W X ! f�1; 1g and a penalty function  W f�1; 1g ! RC (the trivial case  � 0

is excluded). The quality of approximation of Y by f .X/ is defined as follows

Err.f / WD EjY � f .X/j .Y/: (1)

Set M D fx 2 X W P.X D x/ > 0g and

F.x/ D  .�1/P.Y D �1jX D x/ �  .1/P.Y D 1jX D x/; x 2 M:

It is not difficult to show (see [3]) that the collection of optimal functions, i.e. all
functions f W X ! f�1; 1g which are solutions of the problem Err.f / ! inf, has the
form

f D IfAg � IfAg; A 2 A ; (2)

IfAg stands for an indicator of A (If¿g WD 0) and A consists of sets

A D fx 2 M W F.x/ < 0g [ B [ C:

Here B is an arbitrary subset of fx 2 M W F.x/ D 0g and C is any subset of M WD
X n M. If we take A� D fx 2 M W F.x/ < 0g, then A� has the minimal cardinality
among all subsets of A . In view of the relation  .�1/C  .1/ ¤ 0 we have

A� D fx 2 M W P.Y D 1jX D x/ > �. /g; �. / WD  .�1/=. .�1/C  .1//:

(3)
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If  .1/ D 0 then A� D ¿. If  .1/ ¤ 0 and  .�1/= .1/ D a where a 2 RC
then A� D fx 2 M W P.Y D 1jX D x/ > a=.1C a/g. Note that we can rewrite (1) as
follows

Err.f / D 2
X

y2f�1;1g
 .y/P.Y D y; f .X/ ¤ y/:

The value Err.f / is unknown as we do not know the law of a random vector .X;Y/.
Thus, statistical inference on the quality of approximation of Y by means of f .X/ is
based on the estimate of Err.f /.

Let �1; �2; : : : be i.i.d. random vectors with the same law as a vector .X;Y/.
For N 2 N set �N D f�1; : : : ; �Ng. To approximate Err.f /, as N ! 1, we will
use a prediction algorithm. It involves a function fPA D fPA.x; �N/ with values
f�1; 1g which is defined for x 2 X and �N . In fact we use a family of functions
fPA.x; vm/ defined for x 2 X and vm 2 Vm where Vm WD .X � f�1; 1g/m, m 2 N,
m � N. To simplify the notation we write fPA.x; vm/ instead of f m

PA.x; vm/. For
S 	 f1; : : : ;Ng (“	” means non-strict inclusion “�” ) put �N.S/ D f� j; j 2 Sg
and S WD f1; : : : ;Ng n S. For K 2 N (K > 1) introduce a partition of f1; : : : ;Ng
formed by subsets

Sk.N/ D f.k � 1/ŒN=K�C 1; : : : ; kŒN=K�Ifk < Kg C NIfk D Kgg; k D 1; : : : ;K;

here Œb� is the integer part of a number b 2 R. Generalizing [4] we can construct
an estimate of Err.f / using a sample �N , a prediction algorithm with fPA and K-fold
cross-validation where K 2 N, K > 1 (on cross-validation see, e.g., [1]). Namely,
let

OErrK.fPA; �N/ WD 2
X

y2f�1;1g

1

K

KX

kD1

X

j2Sk.N/

O .y; Sk.N//IfYj Dy; fPA.Xj; �N.Sk.N///¤yg
]Sk.N/

:

(4)

For each k D 1; : : : ;K, random variables O .y; Sk.N// denote strongly consistent
estimates (as N ! 1) of  .y/, y 2 f�1; 1g, constructed from data fYj; j 2 Sk.N/g,
and ]S stands for a finite set S cardinality. We call OErrK.fPA; �N/ an estimated
prediction error.

The following theorem giving a criterion of validity of the relation

OErrK.fPA; �N/ ! Err.f / a.s.; N ! 1; (5)

was established in [3] (further on a sum over empty set is equal to 0 as usual).

Theorem 1. Let fPA define a prediction algorithm for a function f W X ! f�1; 1g.
Assume that there exists such set U 	 X that for each x 2 U and any k D 1; : : : ;K
one has

fPA.x; �N.Sk.N/// ! f .x/ a.s.; N ! 1: (6)
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Then (5) is valid if and only if, for N ! 1,

KX

kD1


X

x2XC

IffPA.x; �N.Sk.N///D�1gL.x/�
X

x2X�

IffPA.x; �N.Sk.N///D1gL.x/
� ! 0 a.s.

(7)

Here XC WD .X n U/\ fx 2 M W f .x/ D 1g, X� WD .X n U/\ fx 2 M W f .x/ D �1g
and

L.x/ D  .1/P.X D x;Y D 1/�  .�1/P.X D x;Y D �1/; x 2 X:

The sense of this result is the following. It shows that one has to demand
condition (7) outside the set U (i.e. outside the set where fPA provides the a.s.
approximation of f ) to obtain (5).

Corollary 1 ([3]). Let, for a function f W X ! f�1; 1g, a prediction algorithm be
defined by fPA. Suppose that there exists a set U 	 X such that for each x 2 U and
any k D 1; : : : ;K relation (6) is true. If

L.x/ D 0 for x 2 .X n U/\ M

then (5) is satisfied.

Note also that Remark 4 from [3] explains why the choice of a penalty function
proposed by Velez et al. [17]:

 .y/ D c.P.Y D y//�1; y 2 f�1; 1g; c > 0; (8)

is natural. Further discussion and examples can be found in [3].

3 Main Results and Proofs

In many situations it is reasonable to suppose that the response variable Y depends
only on subcollection Xk1 ; : : : ;Xkr of the explanatory variables, fk1; : : : ; krg being a
subset of f1; : : : ; ng. It means that for any x 2 M

P.Y D 1jX1 D x1; : : : ;Xn D xn/ D P.Y D 1jXk1 D xk1 ; : : : ;Xkr D xkr/: (9)

In the framework of the complex disease analysis it is natural to assume that
only part of the risk factors could provoke this disease and the impact of others
can be neglected. Any collection fk1; : : : ; krg implying (9) is called significant.
Evidently if fk1; : : : ; krg is significant then any collection fm1; : : : ;mig such that
fk1; : : : ; krg 	 fm1; : : : ;mig is significant as well. For a set D 	 X let �k1;:::;kr D WD
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fu D .xk1 ; : : : ; xkr/ W x D .x1; : : : ; xn/ 2 Dg. For B 2 Xr where Xr WD f0; 1; : : : ; qgr

define in X D Xn a cylinder

Ck1;:::;kr.B/ WD fx D .x1; : : : ; xn/ 2 X W .xk1 ; : : : ; xkr/ 2 Bg:

For B D fug where u D .u1; : : : ; ur/ 2 Xr we write Ck1;:::;kr.u/ instead of
Ck1;:::;kr .fug/. Obviously

P.Y D 1jXk1 D xk1 ; : : : ;Xkr D xkr/ � P.Y D 1jX 2 Ck1;:::;kr .u//;

here

u D �k1;:::;kr fxg; i.e. ui D xki ; i D 1; : : : ; r: (10)

For C 	 X, N 2 N and WN 	 f1; : : : ;Ng set

OPWN .Y D 1jX 2 C/ WD
P

j2WN
IfYj D 1;Xj 2 Cg

P
j2WN

IfXj 2 Cg : (11)

When C D X we write simply OPWN .Y D 1/ in (11). According to the strong
law of large numbers for arrays (SLLNA), see, e.g., [16], for any C 	 X with
P.X 2 C/ > 0

OPWN .Y D 1jX 2 C/ ! P.Y D 1jX 2 C/ a.s.; ]WN ! 1; N ! 1:

If (9) is valid then the optimal function f � defined by (2) with A D A� introduced
in (3) has the form

f k1;:::;kr.x/ D
(

1; if P.Y D 1jX 2 Ck1;:::;kr.u// > �. / and x 2 M;

�1; otherwise;
(12)

here u and x satisfy (10) (P.X 2 Ck1;:::;kr.u// � P.X D x/ > 0 as x 2 M). Hence, for
each significant fk1; : : : ; krg 	 f1; : : : ; ng and any fm1; : : : ;mrg 	 f1; : : : ; ng one
has

Err.f k1;:::;kr/ � Err.f m1;:::;mr/: (13)

For arbitrary fm1; : : : ;mrg 	 f1; : : : ; ng, x 2 X, u D �m1;:::;mr fxg and a penalty
function  we consider the prediction algorithm with a function Of m1;:::;mr

PA such that

Of m1;:::;mr
PA .x; �N.WN// D

(
1; OPWN .Y D 1jX 2 Cm1;:::;mr.u// > O�WN . /; x 2 M;

�1; otherwise;
(14)
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here O�WN . / is a strongly consistent estimate of �. / constructed by means of
�N.WN/. Introduce

U WD fx 2 M W P.Y D 1jXm1 D xm1 ; : : : ;Xmr D xmr/ ¤ �. /g: (15)

Using Corollary 1 (and in view of Examples 1 and 2 of [3]) we conclude that for
any fm1; : : : ;mrg 	 f1; : : : ; ng

OErrK.Of m1;:::;mr
PA ; �N/ ! Err.f m1;:::;mr / a.s.; N ! 1: (16)

Relations (13) and (16) show that for each " > 0, any significant collection
fk1; : : : ; krg 	 f1; : : : ; ng and arbitrary set fm1; : : : ;mrg 	 f1; : : : ; ng one has

OErrK.Of k1;:::;kr
PA ; �N/ � OErrK.Of m1;:::;mr

PA ; �N/C " a.s. (17)

when N is large enough.
Thus, for a given r D 1; : : : ; n � 1, according to (17) we come to the following

conclusion. It is natural to choose among factors X1; : : : ;Xn a collection Xk1 ; : : : ;Xkr

leading to the smallest estimated prediction error OErrK.Of k1;:::;kr
PA ; �N/. After that it

is desirable to apply the permutation tests (see, e.g., [4] and [6]) for validation
of the prediction power of selected factors. We do not tackle here the choice
of r, some recommendations can be found in [14]. Note also in passing that a
nontrivial problem is to estimate the importance of various collections of factors,
see, e.g., [15].

Remark 1. It is essential that for each fm1; : : : ;mrg 	 f1; : : : ; ng we have strongly
consistent estimates of Err.f m1;:::;mr/. So to compare these estimates we can use the
subset of ˝ having probability one. If we had only the convergence in probability
instead of a.s. convergence in (16) then to compare different OErrK.Of m1;:::;mr

PA ; �N/ one
should take into account the Bonferroni corrections for all subsets fm1; : : : ;mrg of
f1; : : : ; ng.

Further on we consider a function  having the form (8). In view of (3) w.l.g. we
can assume that c D 1 in (8). In this case �. / D P.Y D 1/: Introduce events

AN;k.y/ D fYj D �y; j 2 Sk.N/g; N 2 N; k D 1; : : : ;K; y 2 f�1; 1g;

and random variables

O N;k.y/ WD IfAN;k.y/g
OPSk.N/.Y D y/

;
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trivial cases P.Y D y/ 2 f0; 1g are excluded. Here we formally set 0=0 WD 0. Then

O N;k.y/�  .y/ D P.Y D y/ � OPSk.N/.Y D y/
OPSk.N/.Y D y/P.Y D y/

IfAN;k.y/g � 1

P.Y D y/
IfAN;k.y/g:

(18)
Clearly

IfAN;k.y/g ! 0 a.s.; N ! 1; (19)

and the following relation is true

IfAN;k.y/g
OPSk.N/.Y D y/

! 1

P.Y D y/
a.s.; N ! 1: (20)

Therefore, by virtue of (18)–(20) we have that for y 2 f�1; 1g and k D 1; : : : ;K

O N;k.y/�  .y/ ! 0 a.s.; N ! 1: (21)

Let fm1; : : : ;mrg 	 f1; : : : ; ng. We define the functions which can be viewed
as the regularized versions of the estimates Of m1;:::;mr

PA of f m1;:::;mr (see (14) and (12)).
Namely, for WN 	 f1; : : : ;Ng, N 2 N, and " D ."N/N2N where non-random positive
"N ! 0, as N ! 1, put

Of m1;:::;mr
PA;" .x; �N.WN// D

(
1; OPWN .Y D1jX 2 Cm1;:::;mr .u// > O�WN . /C "N ; x 2 M;

�1; otherwise;

where u D �m1;:::;mr fxg. Regularization of Of m1;:::;mr
PA means that instead of the thre-

shold O�WN . / we use O�WN . /C "N .
Take now U appearing in (15). Applying Corollary 1 once again (and in view

of Examples 1 and 2 of [3]) we can claim that the statements which are analogous
to (16) and (17) are valid for the regularized versions of the estimates introduced
above. Now we turn to the principle results, namely, central limit theorems.

Theorem 2. Let "N ! 0 and N1=2"N ! 1 as N ! 1. Then, for each K 2 N,
any subset fm1; : : :mrg of f1; : : : ; ng, the corresponding function f D f m1;:::;mr and
prediction algorithm defined by fPA D Of m1;:::;mr

PA;" , the following relation holds:

p
N. OErrK.fPA; �N/� Err.f //

law�! Z � N.0; �2/; N ! 1; (22)

where �2 is variance of the random variable

V D 2
X

y2f�1;1g

IfY D yg
P.Y D y/

.Iff .X/ ¤ yg � P.f .X/ ¤ yjY D y// : (23)
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Proof. For a fixed K 2 N and any N 2 N set

TN.f / WD 2

K

KX

kD1

1

]Sk.N/

X

y2f�1;1g
 .y/

X

j2Sk.N/

IfYj D y; f .Xj/ ¤ yg;

OTN.f / WD 2

K

KX

kD1

1

]Sk.N/

X

y2f�1;1g
O N;k.y/

X

j2Sk.N/

IfYj D y; f .Xj/ ¤ yg:

One has

OErrK.fPA; �N/� Err.f / D . OErrK.fPA; �N/� OTN.f //

C . OTN.f / � TN.f //C .TN.f / � Err.f //: (24)

First of all we show that

p
N. OErrK.fPA; �N/ � OTN.f //

P�! 0; N ! 1: (25)

For x 2 X, y 2 f�1; 1g, k D 1; : : : ;K and N 2 N introduce

FN;k.x; y/ WD IffPA.x; �N.Sk.N/// ¤ yg � Iff .x/ ¤ yg:

Then

OErrK.fPA; �N/� OTN.f / D 2

K

KX

kD1

1

]Sk.N/

X

y2f�1;1g
O N;k.y/

X

j2Sk.N/

IfYj D ygFN;k.X
j; y/:

(26)

We define the random variables

BN;k.y/ WD 1
p
]Sk.N/

X

j2Sk.N/

IfYj D ygFN;k.X
j; y/

and verify that for each k D 1; : : : ;K

X

y2f�1;1g
O N;k.y/BN;k.y/

P�! 0; N ! 1: (27)

Clearly (27) implies (25) in view of (26) as ]Sk.N/ D ŒN=K� for k D 1; : : : ;K � 1

and ŒN=K� � ]SK.N/ < ŒN=K�C K. Write BN;k.y/ D B.1/N;k.y/C B.2/N;k.y/ where
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B.1/N;k.y/D
1p
]Sk.N/

X

j2Sk.N/

IfXj 2U/gIfYj D ygFN;k.X
j; y/;

B.2/N;k.y/D
1p
]Sk.N/

X

j2Sk.N/

IfXj …UgIfYj D ygFN;k.X
j; y/:

Obviously

jB.1/N;k.y/j �
X

x2U

1p
]Sk.N/

X

j2Sk.N/

jIffPA.x; �N.Sk.N/// ¤ yg � Iff .x/ ¤ ygj:

Functions fPA and f take values in the set f�1; 1g. Thus, for any x 2 U (where
U is defined in (15)), k D 1; : : : ;K and almost all ! 2 ˝ relation (6) ensures
the existence of an integer N0.x; k; !/ such that fPA.x; �N.Sk.N/// D f .x/ for N �
N0.x; k; !/. Hence B.1/N;k.y/ D 0 for any y belonging to f�1; 1g, each k D 1; : : : ;K
and almost all ! 2 ˝ when N � N0;k.!/ D maxx2U N0.x; k; !/. Evidently by
Clearly to avoid the interruption of the formula N0;k < 1 a.s., because U < 1. We
obtain that

X

y2f�1;1g
O N;k.y/B

.1/
N;k.y/ ! 0 a.s.; N ! 1: (28)

If U D X then B.2/N;k.y/ D 0 for all N; k and y under consideration. Consequently, (27)
is valid and thus, for U D X, relation (25) holds. Let now U ¤ X. Then for k D
1; : : : ;K and N 2 N one has

X

y2f�1;1g
O N;k.y/B

.2/
N;k.y/ D

X

x2XC

X

y2f�1;1g
HN;k.x; y/C

X

x2X�

X

y2f�1;1g
HN;k.x; y/;

here XC D .X n U/ \ fx 2 X W f .x/ D 1g, X� D .X n U/ \ fx 2 X W f .x/ D �1g
and

HN;k.x; y/ WD
O N;k.y/p
]Sk.N/

X

j2Sk.N/

IfAj.x; y/g.IffPA.x; �N.Sk.N///¤yg � Iff .x/¤yg/

where Aj.x; y/ D fXj D x;Yj D yg. The definition of U yields that XC D ¿ and

X� D M [ fx 2 M W P.Y D 1jXm1 D xm1 ; : : : ;Xmr D xmr/ D �. /g:

Set

ORj
N;k.x/ D IfXj D xg. O N;k.1/IfYj D 1g � O N;k.�1/IfYj D �1g/:
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It is easily seen that

X

x2X�

X

y2f�1;1g
HN;k.x; y/ D �

X

x2X�

IffPA.x; �N.Sk.N/// D 1/g
X

j2Sk.N/

ORj
N;k.x/p
]Sk.N/

:

Note that ORj
N;k.x/ D 0 a.s. for all x 2 M, k D 1; : : : ;K, j D 1; : : : ;N and N 2 N.

Let us prove that, for any x 2 M \ X� and k D 1; : : : ;K,

IffPA.x; �N.Sk.N/// D 1g P�! 0; N ! 1: (29)

For any � > 0 and x 2 M \ X� we have

P.IffPA.x; �N.Sk.N/// D 1g > �/
D P

� OP Sk.N/
.Y D 1jXm1 D xm1 ; : : : ;Xmr D xmr/ > O� Sk.N/

. /C "N

�
:

Now we show that, for k D 1; : : : ;K, this probability tends to 0 as N ! 1. For
WN 	 f1; : : : ;Ng and x 2 M \ X�, put

	N.WN ; x/ WD P

 
1

]WN

P
j2WN


j

1
]WN

P
j2WN

� j
> O�WN . /C "N

!

where 
jDIfYjD1;Xj
m1 D xm1 ; : : : ;X

j
mr

D xmr g, � j D IfXj
m1 D xm1 ; : : : ;X

j
mr

D xmr g,
j D 1; : : : ;N. Set p D P.Xm1 D xm1 ; : : : ;Xmr D xmr/. It follows that, for any
˛N > 0,

	N.WN ; x/

�P
�P

j2WN

j

P
j2WN

� j
> O�WN . /C "N ;

ˇ̌
ˇ
1

]WN

X

j2WN

� j � p
ˇ̌
ˇ < ˛N ;

ˇ̌
ˇ O�WN . / � �. /

ˇ̌
ˇ < ˛N

�

CP
�ˇ̌
ˇ
1

]WN

X

j2WN

� j � p
ˇ̌
ˇ � ˛N

�
C P

�ˇ̌
ˇ
1

]WN

X

j2WN

IfYj D 1g � P.Y D 1/
ˇ̌
ˇ � ˛N

�
: (30)

Due to the Hoeffding inequality

P
�ˇ̌
ˇ
1

]WN

X

j2WN

� j � p
ˇ̌
ˇ � ˛N

�
� 2 exp

˚�2]WN˛
2
N

� DW ıN.WN ; ˛N/:
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We have an analogous estimate for the last summand in (30). Consequently, taking
into account that p > 0 we see that for all N large enough

	N.WN ; x/ � P
� 1

]WN

X

j2WN


j > .p � ˛N/.�. / � ˛N C "N/
�

C 2ıN.WN ; ˛N/:

Whenever x 2 M \ X� one has

P.Y D 1;Xm1 D xm1 ; : : : ;Xmr D xmr/ D P.Y D 1/P.Xm1 D xm1 ; : : : ;Xmr D xmr/;

therefore

	N.WN ; x/ � P
�X

j2WN


j � E
j

p
]WN

>
p
]WN



p"N � ˛N.�. /C p � ˛N C "N/

��

C2ıN.WN ; ˛N/:

The CLT holds for an array f
j; j 2 WN ;N 2 Ng consisting of i.i.d. random
variables, thus

1p
]WN

X

j2WN

.
j � E
j/
law�! Z � N.0; �20 /;

here �20 D varIfY D 1;Xm1 D xm1 ; : : : ;Xmr D xmr g: Hence 	N.WN ; x/ ! 0 if, for
some ˛N > 0,

˛N

p
]WN ! 1; "N

p
]WN ! 1; ˛N="N ! 0 as N ! 1: (31)

Take WN D Sk.N/ with k D 1; : : : ;K. Then ]Sk.N/ � .K � 1/ŒN=K� for k D
1; : : : ;K and we conclude that (31) is satisfied when "NN1=2 ! 1 as N ! 1 if
we choose a sequence .˛N/N2N in appropriate way. So, relation (29) is established.

Let

Rj.x/ D IfXj D xg. .1/IfYj D 1g �  .�1/IfYj D �1g/; x 2 X; j 2 N:

For all x 2 M \ X� one has

1p
]Sk.N/

X

j2Sk.N/

ORj
N;k.x/ D 1p

]Sk.N/

X

j2Sk.N/

Rj.x/

C
X

j2Sk.N/

IfXj D xg .
O N;k.1/�  .1//IfYj D 1g � . O N;k.�1/�  .�1//IfYj D �1gp

]Sk.N/
:
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Note that ERj.x/ D 0 for all j 2 N and x 2 X�. The CLT for an array of i.i.d.
random variables fRj.x/; j 2 Sk.N/;N 2 Ng provides that

1p
]Sk.N/

X

j2Sk.N/

Rj.x/
law�! Z1 � N.0; �21 .x//; N ! 1;

where �21 .x/ D var.IfX D xg. .1/IfY D 1g �  .�1/IfY D �1g//, x 2 X�. For
each y 2 f�1; 1g,

. O N;k.y/�  .y//
1p
]Sk.N/

X

j2Sk.N/

IfXj D xgIfYj D yg

D . O N;k.y/�  .y//
1p
]Sk.N/

X

j2Sk.N/

.IfXj D xgIfYj D yg � EIfXj D xgIfYj D yg/

C. O N;k.y/�  .y//
p
]Sk.N/P.X D x;Y D y/:

Due to the CLT

X

j2Sk.N/

IfXj D xgIfYj D yg � EIfXj D xgIfYj D ygp
]Sk.N/

law�! Z2�N.0; �22 .x; y//

as N ! 1, where �22 .x; y/ D varIfXj D x;Yj D yg. In view of (21) we have

O N;k.y/�  .y/p
]Sk.N/

X

j2Sk.N/

.IfXj D xgIfYj D yg � EIfXj D xgIfYj D yg/ P�! 0

as N ! 1. Now we apply (18)–(20) once again to conclude that

. O N;k.y/�  .y//p]Sk.N/
law�! Z3 � N.0; �23 .y//; N ! 1;

with �23 .y/ D P.Y D �y/.P.Y D y//�3. Thus,

X

y2f�1;1g
O N;k.y/B

.2/
N;k.y/

P�! 0; N ! 1: (32)

Taking into account (28) and (32) we come to (27) and consequently to (25).
Now we turn to the study of OTN.f / � TN.f / appearing in (24). One has

p
N. OTN.f /� TN.f //

D 2
p

N

K

KX

kD1

1

]Sk.N/

X

y2f�1;1g
. O N;k.y/ �  .y//

X

j2Sk.N/

IfYj D y; f .Xj/ ¤ yg:
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Put Zj D IfYj D y; f .Xj/ ¤ yg, j D 1; : : : ;N. For each k D 1; : : : ;K

X

y2f�1;1g
. O N;k.y/�  .y//

1
p
]Sk.N/

X

j2Sk.N/

IfYj D y; f .Xj/ ¤ yg

D
X

y2f�1;1g
. O N;k.y/�  .y// 1p

]Sk.N/

X

j2Sk.N/

.Zj � EZj/

Cp]Sk.N/
X

y2f�1;1g
. O N;k.y/�  .y//P.Y D y; f .X/ ¤ y/:

Due to (21) and CLT for an array of fZj; j 2 Sk.N/;N 2 Ng we have

X

y2f�1;1g
. O N;k.y/�  .y//

1p
]Sk.N/

X

j2Sk.N/

.Zj � EZj/
P�! 0

as N ! 1. Consequently the limit distribution of

p
NŒ. OTN.f /� TN.f //C .TN.f / � Err.f //�

will be the same as for random variables

p
NŒ.TN.f /�Err.f //C 2

K

KX

kD1

X

y2f�1;1g
. O N;k.y/� .y//P.Y D y; f .X/ ¤ y/�: (33)

Note that for each y 2 f�1; 1g and k D 1; : : : ;K

OPSk.N/.Y D y/� P.Y D y/
P�! 0;

p
]Sk.N/. OPSk.N/.Y D y/� P.Y D y//

law�! Z4 � N.0; �24 /;

as N ! 1, where �24 D P.Y D �1/P.Y D 1/.
Now the Slutsky lemma shows that the limit behavior of the random variables

introduced in (33) will be the same as for random variables

p
N.TN.f /� Err.f //

�2
p

N

K

KX

kD1

X

y2f�1;1g

. OPSk.N/.Y D y/ � P.Y D y//P.Y D y; f .X/ ¤ y/

P.Y D y/2

D 2
p

N

K

KX

kD1

X

y2f�1;1g

1

]Sk.N/

X

j2Sk.N/

�
IfYj D y; f .Xj/ ¤ yg � P.Y D y; f .X/ ¤ y/

P.Y D y/
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� IfYj D yg � P.Y D y/P.Y D y; f .X/ ¤ y/

P.Y D y/2

�

D
p

N

K

KX

kD1

1

]Sk.N/

X

j2Sk.N/

.Vj � EVj/

where

Vj D
X

y2f�1;1g

2IfYj D yg
P.Y D y/

�
Iff .Xj/ ¤ yg � P.Y D y; f .X/ ¤ y/

P.Y D y/

�
:

For each k D 1; : : : ;K, the CLT for an array fVj; j 2 Sk.N/;N 2 Ng of i.i.d. random
variables yields the relation

ZN;k WD 1p
]Sk.N/

X

j2Sk.N/

.Vj � EVj/
law�! Z � N.0; �2/; N ! 1;

where �2 D var V and V was introduced in (23). Since ZN;1; : : : ;ZN;K are
independent and

p
N=
p
]Sk.N/ ! p

K for k D 1; : : : ;K, as N ! 1, we come
to (22). The proof is complete. ut

Recall that for a sequence of random variables .
N/N2N and a sequence of

positive numbers .aN/N2N one writes 
N D oP.aN/ if 
N=aN
P�! 0, N ! 1.

Remark 2. As usual one can view the CLT as a result describing the exact rate of
approximation for random variables under consideration. Theorem 2 implies that

OErrK.fPA; �N/ � Err.f / D oP.aN/; N ! 1; (34)

where aN D o.N�1=2/. The last relation is optimal in a sense whenever �2 > 0, i.e.
one cannot take aN D O.N�1=2/ in (34).

Remark 3. In view of (11) it is not difficult to construct the consistent estimates O�N

of unknown � appearing in (22). Therefore (if �2 ¤ 0) we can claim that under
conditions of Theorem 1

p
N

O�N
. OErrK.fPA; �N/� Err.f //

law�! Z

�
� N.0; 1/; N ! 1:

Now we consider the multidimensional version of Theorem 2. To simplify
notation set ˛ D .m1; : : : ;mr/. We write Of ˛PA;" and f ˛ instead of Of m1;:::;mr

PA;" and f m1;:::;mr ,
respectively. Employing the Cramér–Wold device and the proof of Theorem 2 we
come to the following statement (as usual we use the column vectors and write >
for transposition).
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Theorem 3. Let "N ! 0 and N1=2"N ! 1 as N ! 1. Then, for each K 2 N, any
˛.i/ D fm.i/

1 ; : : : ;m
.i/
r g 	 f1; : : : ; ng where i D 1; : : : ; s, one has

p
N.Z.1/N ; : : : ;Z.s/N /

> law�! Z � N.0;C/; N ! 1:

Here Z.i/N D OErrK.Of ˛.i/PA;"; �N/�Err.f ˛.i//, i D 1; : : : ; s, and the elements of covariance
matrix C D .ci;j/ have the form

ci;j D cov.V.˛.i//;V.˛.j///; i; j D 1; : : : ; s;

the random variables V.˛.i// being defined in the same way as V in (23) with
f m1;:::;mr replaced by f ˛.i/.

To conclude we note (see also Remark 3) that one can construct the consistent
estimates OCN of the unknown (nondegenerate) covariance matrix C to obtain the
statistical version of the last theorem. Namely, under conditions of Theorem 3 the
following relation is valid

. OCN/
�1=2.Z.1/N ; : : : ;Z.s/N /

> law�! C�1=2Z � N.0; I/; N ! 1;

where I stands for the unit matrix of order s.
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An Extension of Theorems of Hechner
and Heinkel

Deli Li, Yongcheng Qi, and Andrew Rosalsky

1 Introduction and Main Result

It is a great pleasure for us to contribute this paper in honour of Professor Miklós
Csörgő’s work on the occasion of his 80th birthday.

Throughout, let .B; k � k/ be a real separable Banach space equipped with its
Borel �-algebra B (D the �-algebra generated by the class of open subsets of B
determined by k � k) and let fXnI n � 1g be a sequence of independent copies of
a B-valued random variable X defined on a probability space .˝;F ;P/. As usual,
let Sn D Pn

kD1 Xk; n � 1 denote their partial sums. If 0 < p < 2 and if X is a
real-valued random variable (that is, if B D R), then

lim
n!1

Sn

n1=p
D 0 almost surely (a.s.)

if and only if

EjXjp < 1 where EX D 0 whenever p � 1:
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This is the celebrated Kolmogoroff-Marcinkiewicz-Zygmund strong law of large
numbers (SLLN); see Kolmogoroff [9] for p D 1 and Marcinkiewicz and Zygmund
[14] for p ¤ 1.

The classical Kolmogoroff SLLN in real separable Banach spaces was estab-
lished by Mourier [15]. The extension of the Kolmogoroff-Marcinkiewicz-Zygmund
SLLN to B-valued random variables is independently due to Azlarov and Volodin
[1] and de Acosta [4].

Theorem 1 (Azlarov and Volodin [1] and de Acosta [4]). Let 0 < p < 2 and let
fXnI n � 1g be a sequence of independent copies of a B-valued random variable X.
Then

lim
n!1

Sn

n1=p
D 0 a.s.

if and only if

EkXkp < 1 and
Sn

n1=p
!P 0:

Let 0 < p � 2 and let f�nI n � 1g be a sequence of i.i.d. stable random variables
each with characteristic function  .t/ D exp f�jtjpg ; � 1 < t < 1. Then B is
said to be of stable type p if

P1
nD1 �nvn converges a.s. whenever fvn W n � 1g � B

with
P1

nD1 kvnkp < 1. Equivalent characterizations of a Banach space being
of stable type p and properties of stable type p Banach spaces may be found in
Ledoux and Talagrand [10]. Some of these properties are summarized in Li, Qi, and
Rosalsky [12].

At the origin of the current investigation is the following recent and striking result
by Hechner [6] for p D 1 and Hechner and Heinkel [7, Theorem 5] for 1 < p < 2

which are new even in the case where the Banach space B is the real line. The
earliest investigation that we are aware of concerning the convergence of the series
P1

nD1 1n
�
EjSnj

n

�
was carried out by Hechner [5] for the case where fXnI n � 1g is a

sequence of i.i.d. mean zero real-valued random variables.

Theorem 2 (Hechner [6, Theorem 2.4.1] for p D 1 and Hechner and Heinkel [7,
Theorem 5] for 1 < p < 2). Suppose that B is of stable type p for some p 2 Œ1; 2/
and let fXnI n � 1g be a sequence of independent copies of a B-valued variable X
with EX D 0. Then

1X

nD1

1

n

�
EkSnk
n1=p

�
< 1

if and only if
8
ˆ̂<

ˆ̂:

EkXk ln.1C kXk/ < 1 if p D 1,

Z 1

0

P
1=p .kXk > t/ dt < 1 if 1 < p < 2:
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Inspired by the above discovery by Hechner [6] and Hechner and Heinkel [7], Li,
Qi, and Rosalsky [12] obtained sets of necessary and sufficient conditions for

1X

nD1

1

n

�kSnk
n1=p

�
< 1 a.s.

for the three cases: 0 < p < 1, p D 1, 1 < p < 2 (see Theorem 2.4, Theorem 2.3,
and Corollary 2.1, respectively of Li, Qi, and Rosalsky [12]). Again, these results
are new when B D R; see Theorem 2.5 of Li, Qi, and Rosalsky [12]. Moreover for
1 � p < 2, Li, Qi, and Rosalsky [12, Theorems 2.1 and 2.2] obtained necessary and
sufficient conditions for

1X

nD1

1

n

�
EkSnk
n1=p

�
< 1

for general separable Banach spaces.
This paper is devoted to an extension of Theorem 2 above and Theorems 2.1

and 2.2 of Li, Qi, and Rosalsky [12]. More specifically, the main result of this
paper is the following theorem. We note that no conditions are being imposed on
the Banach space B.

Theorem 3. Let 0 < p < 2 and 0 < q < 1. Let fXnI n � 1g be a sequence of
independent copies of a B-valued random variable X. Then

1X

nD1

1

n
E

�kSnk
n1=p

�q

< 1 (1)

if and only if

1X

nD1

1

n

�kSnk
n1=p

�q

< 1 a.s. (2)

and
8
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
:

Z 1

0

P
q=p .kXkq > t/ dt < 1 if 0 < q < p,

EkXkp ln.1C kXk/ < 1 if q D p,

EkXkq < 1 if q > p.

(3)

Furthermore, each of (1) and (2) implies that

lim
n!1

Sn

n1=p
D 0 a:s: (4)

For 0 < q < p, (1) and (2) are equivalent so that each of them implies that (3)
and (4) hold.
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Remark 1. Let q D 1. Then one can easily see that Theorems 2.1 and 2.2 of Li, Qi,
and Rosalsky [12] follow from Theorem 3 above.

Remark 2. It follows from the conclusion (4) of Theorem 3 that, if (2) holds for
some q D q1 > 0 then (2) holds for all q > q1.

The proof of Theorem 3 will be given in Sect. 3. For proving Theorem 3, we
employ new versions of the classical Lévy [11], Ottaviani [3, p. 75], and Hoffmann-
Jørgensen [8] inequalities which have recently been obtained by Li and Rosalsky
[13] (stated in Sect. 2). As an application of the new versions of the classical
Lévy [11] and Hoffmann-Jørgensen [8] inequalities, in Theorem 7 some general
results concerning sums of the form

P1
nD1 ankPn

kD1 Vkkq (where the an � 0 and
fVkI k � 1g is a sequence of independent symmetric B-valued random variables and
q > 0) are established; these results are key components in the proof of Theorem 3.

2 New Versions of Some Classical Stochastic Inequalities

Li and Rosalsky [13] have recently obtained new versions of the classical Lévy
[11], Ottaviani [3, p. 75], and Hoffmann-Jørgensen [8] inequalities. In this section
we state the results obtained by Li and Rosalsky [13] which we use for proving the
main result in this paper. Then, as an application of the new versions of the classical
Lévy and Hoffmann-Jørgensen [8] inequalities, we establish some general results
for sums of the form

P1
nD1 ankPn

kD1 Vkkq, where the an are nonnegative and where
fVkI k � 1g is a sequence of independent symmetric B-valued random variables and
q > 0.

Let fVnI n � 1g be a sequence of independent B-valued random variables defined
on a probability space .˝;F ;P/. Let B1 D B � B � B � � � � and g W B1 ! RC D
Œ0;1� be a measurable function. Let

Tn D g .V1; : : : ;Vn; 0; : : :/ ; Yn D g .0; : : : ; 0;Vn; 0; : : :/ ; Mn D max
1�j�n

Tj; Nn D max
1�j�n

Yj

for n � 1, and

M D sup
n�1

Tn; N D sup
n�1

Yn:

The following result, which is a new general version of Lévy’s inequality, is
Theorem 2.1 of Li and Rosalsky [13].

Theorem 4 (Li and Rosalsky [13]). Let fVnI n � 1g be a sequence of independent
symmetric B-valued random variables. Let g W B1 ! RC D Œ0;1� be a
measurable function such that for all x; y 2 B1,

g

�
x C y
2

�
� ˛max .g.x/; g.y// ; (5)
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where 1 � ˛ < 1 is a constant, depending only on the function g. Then for all
t � 0, we have

P .Mn > t/ � 2P
�

Tn >
t

˛

�

and

P .Nn > t/ � 2P
�

Tn >
t

˛

�
:

Moreover if Tn ! T in law, then for all t � 0, we have

P.M > t/ � 2P
�

T >
t

˛

�

and

P.N > t/ � 2P
�

T >
t

˛

�
:

Remark 3. Theorem 4 includes the classical Lévy inequality [11] as a special case
if B D R and g .x1; x2; : : : ; xn; : : :/ D ˇ̌Pn

iD1 xi

ˇ̌
; .x1; x2; : : : ; xn; : : :/ 2 R

1.
Theorem 4 is due to Hoffmann-Jørgensen [8] for the special case of ˛ D 1.

The following result, which is Theorem 2.2 of Li and Rosalsky [13], is a new
general version of the classical Ottaviani [3, p. 75] inequality.

Theorem 5 (Li and Rosalsky [13]). Let fVnI n � 1g be a sequence of independent
B-valued random variables. Let g W B1 ! RC D Œ0;1� be a measurable function
such that for all x; y 2 B1,

g.x C y/ � ˇ .g.x/C g.y// ; (6)

where 1 � ˇ < 1 is a constant, depending only on the function g. Then for all
n � 1 and all nonnegative real numbers t and u, we have

P .Mn > t C u/ �
P

�
Tn >

t
ˇ

�

1 � max1�k�n�1 P
�

Dn;k >
u
ˇ

� ;

where

Dn;j D g


0; � � � ; 0;�VjC1; � � � ;�Vn; 0; � � �

�
; j D 1; 2; : : : ; n � 1:

In particular, if for some ı � 0,

max
1�k�n�1P

�
Dn;k >

ı

ˇ

�
� 1

2
;
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then for every t � ı, we have

P .Mn > 2t/ � 2P

�
Tn >

t

ˇ

�
:

Remark 4. The classical Ottaviani inequality follows from Theorem 5 if B D R

and

g .x1; x2; : : : ; xn; : : :/ D
ˇ̌
ˇ̌
ˇ

nX

kD1
xi

ˇ̌
ˇ̌
ˇ ; .x1; x2; : : : ; xn; : : :/ 2 R

1:

The following result, which is Theorem 2.3 of Li and Rosalsky [13], is a new
general version of the classical Hoffmann-Jørgensen inequality [8].

Theorem 6 (Li and Rosalsky [13]). Let fVnI n � 1g be a sequence of independent
symmetric B-valued random variables. Let g W B1 ! RC D Œ0;1� be a
measurable function satisfying conditions (5) and (6) . Then for all nonnegative
real numbers s; t, and u, we have

P .Tn > s C t C u/ � P

�
Nn >

s

ˇ2

�
C 2P

�
Tn >

u

˛ˇ

�
P

�
Mn >

t

ˇ2

�

� P

�
Nn >

s

ˇ2

�
C 4P

�
Tn >

u

˛ˇ

�
P

�
Tn >

t

˛ˇ2

�
;

P .Mn > s C t C u/ � 2P

�
Nn >

s

˛ˇ2

�
C 8P

�
Tn >

u

˛2ˇ

�
P

�
Tn >

t

˛2ˇ2

�
;

and

P .M > s C t C u/ � 2P

�
N >

s

˛ˇ2

�
C 4P

�
M >

u

˛2ˇ

�
P

�
M >

t

˛ˇ2

�
:

Remark 5. The classical Hoffmann-Jørgensen inequality [8] follows from Theo-
rem 6 if ˛ D 1 and ˇ D 1.

For illustrating the new versions of the classical Lévy [11] and Hoffmann-
Jørgensen [8] inequalities, i.e., Theorems 4 and 6 above, we now establish the
following general result.

Theorem 7. Let q > 0 and let fanI n � 1g be a sequence of nonnegative real
numbers such that

P1
nD1 an < 1. Let fVkI k � 1g be a sequence of independent

symmetric B-valued random variables. Write

bn D
1X

kDn

ak; n � 1
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and

˛ D
8
<

:

21�q; if 0 < q � 1

1; if q > 1:
and ˇ D

8
<

:

1; if 0 < q � 1

2q�1; if q > 1:
(7)

Then, for all nonnegative real numbers s, t, and u, we have that

P

 
sup
n�1

bn kVnkq > t

!
� 2P

 1X

nD1
an

�����

nX

iD1
Vi

�����

q

>
t

˛

!
(8)

and

P

 1X

nD1
an

�����

nX

iD1
Vi

�����

q

> s C t C u

!
� P

 
sup
n�1

bn kVnkq >
s

ˇ2

!

C 4P
�P1

nD1 an

��Pn
iD1 Vi

��q
> u

˛ˇ

�
P

�P1
nD1 an

��Pn
iD1 Vi

��q
> t

˛ˇ2

�
:

(9)
Furthermore, we have that

E

 
sup
n�1

bn kVnkq

!
� 2˛E

 1X

nD1
an

�����

nX

iD1
Vi

�����

q!
(10)

and

E

 1X

nD1
an

�����

nX

iD1
Vi

�����

q!
� 6.˛ C ˇ/3E

 
sup
n�1

bn kVnkq

!
C 6.˛ C ˇ/3t0; (11)

where

t0 D inf

(
t > 0I P

 1X

nD1
an

�����

nX

iD1
Vi

�����

q

> t

!
� 24�1.˛ C ˇ/�3

)
:

Proof. For m � 1 and .x1; x2; : : : ; xm/ 2 Bm, write

gm .x1; x2; : : : ; xm/ D
mX

nD1
an

�����

mX

iD1
xi

�����

q

:

One can easily check that, for each m � 1, the function gm satisfies conditions (5)
and (6) with ˛ and ˇ given by (7) . Let

Tm;n D gm .V1; : : : ;Vn; 0; : : : ; 0/ ; Ym;n D gm .0; : : : ; 0;Vn; 0; : : : ; 0/ ; 1 � n � m:
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Clearly,

Tm;m D
mX

nD1
an

�����

nX

iD1
Vi

�����

q

and

max
1�n�m

Ym;n D max
1�n�m

 
mX

iDn

ai

!
kVnkq D max

1�n�m
.bn � bmC1/ kVnkq :

Then by Theorem 4 we have for all nonnegative real numbers t,

P

�
max
1�n�m

.bn � bmC1/ kVnkq > t

�
D P

�
max
1�n�m

Ym;n > t

�

� 2P
�

Tm;m >
t

˛

�

D 2P

 
mX

nD1
an

�����

nX

iD1
Vi

�����

q

>
t

˛

!
,

(12)

and by Theorem 6 we have for all nonnegative real numbers s, t, and u,

P .Tm;m > s C t C u/ � P

�
max
1�n�m

.bn � bmC1/ kVnkq >
s

ˇ2

�

C4P
�

Tm;m >
u

˛ˇ

�
P

�
Tm;m >

t

˛ˇ2

�
.

(13)

Note that with probability 1,

Tm;m D
mX

nD1
an

�����

nX

iD1
Vi

�����

q

%
1X

nD1
an

�����

nX

iD1
Vi

�����

q

and

max
1�n�m

.bn � bmC1/ kVnkq % sup
n�1

bn kVnkq as m ! 1:

Thus, letting m ! 1, (8) and (9) follow from (12) and (13) respectively.
We only need to verify (11) since (10) follows from (8). Set

� D ˛ C ˇ and T D
1X

nD1
an

�����

nX

iD1
Vi

�����

q

:
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Let c > t0. Noting � > 1, �=˛ > 1, and �=ˇ > 1, by (9) with s D t D u D �3x, we
have that

E.T/ D 3�3
Z 1

0

P


T > 3�3x

�
dx

D 3�3
�Z c

0

C
Z 1

c

�
P


T > 3�3x

�
dx

� 3�3

 
c C

Z 1

c
P

 
sup
n�1

bn kVnkq > x

!
dx C 4

Z 1

c
P
2.T > x/dx

!

� 3�3

 
c C E

 
sup
n�1

bn kVnkq

!
C 4P.T > c/

Z 1

0

P.T > x/dx

!

� 3�3c C 3�3E

 
sup
n�1

bn kVnkq

!
C 1

2
E.T/

since 12�3P.T > c/ � 1=2 by the choice of c. We thus conclude that

E.T/ � 6.˛ C ˇ/3E

 
sup
n�1

bn kVnkq

!
C 6.˛ C ˇ/3c 8 c > t0

and hence (11) is established. �

3 Proof of Theorem 3

For the proof of Theorem 3, we need the following five preliminary lemmas.

Lemma 1. Let fckI k � 1g be a sequence of real numbers such that

1X

kD1
jckj < 1

and let fan;kI k � 1; n � 1g be an array of real numbers such that

sup
n�1;k�1

jan;kj < 1 and lim
n!1 an;k D 0 8 k � 1:

Then

lim
n!1

1X

kD1
an;kck D 0:
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Proof. This follows immediately from the Lebesgue dominated convergence theo-
rem with counting measure on the positive integers. �

The proofs of Lemmas 2 and 3 and Theorem 3 involve a symmetrization
argument. For the sequence fXnI n � 1g of independent copies of the B-valued
random variable X with partial sums Sn D Pn

kD1 Xk, n � 1, let fX0;X0
nI n � 1g

be an independent copy of fX;XnI n � 1g. The symmetrized random variables are
defined by OX D X � X0, OXn D Xn � X0

n, n � 1. Set S0
n D Pn

kD1 X0
k, OSn D Pn

kD1 OXk,
n � 1.

Lemma 2. Let 0 < p < 2 and let fXnI n � 1g be a sequence of independent copies
of a B-valued random variable X. Then

lim
n!1

Sn

n1=p
D 0 a.s. (14)

if and only if

EkXkp < 1 and
S2n

2n=p
!P 0: (15)

Proof. By Theorem 1, we see that (15) immediately follows from (14) . We now
show that (15) implies (14) . For 0 < p < 1, (14) follows from (15) since

lim
n!1

Pn
kD1 kXkk
n1=p

D 0 a.s. if and only if EkXkp < 1:

Clearly, for 1 � p < 2, (15) implies that EkXk < 1 and hence by the SLLN of
Mourier [15]

Sn

n
! EX a.s.

Then

S2n

2n
!P EX

and so EX D 0 in view of the second half of (15) . We thus conclude that when
1 � p < 2, (15) entails EX D 0.

Next, it follows from the second half of (15) that

OS2n

2n=p
!P 0:

Hence for any given � > 0, there exists a positive integer n� such that

P

����OS2n

��� > 2n=p�
�

� 1=24; 8 n � n�:
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Note that f OXnI n � 1g is a sequence of i.i.d. B-valued random variables. Thus, by
the second part of Proposition 6.8 of Ledoux and Talagrand [10, p. 156], we have

E

���OS2n

��� � 6E max
1�i�2n

��� OXi

���C 6 � 2n=p� � 12E max
1�i�2n

kXik C 6 � 2n=p�; 8 n � n�

and hence

E

���OS2n

���
2n=p

� 12

�
Emax1�i�2n kXik

2n=p

�
C 6�; 8 n � n�:

It is easy to show that, for 1 � p < 2, the first half of (15) implies that

lim
n!1

Emax1�i�2n kXik
2n=p

D 0:

We thus have that

lim
n!1

E

���OS2n

���
2n=p

D 0: (16)

Since EX D 0, applying (2.5) of Ledoux and Talagrand [10, p. 46], we have that

max
2n�1�m<2n

E kSmk
m1=p

� 21=p max
2n�1�m<2n

E kSmk
2n=p

� 21=p � E kS2nk
2n=p

� 21=p �
E

���OS2n

���
2n=p

for n � 1. It now follows from (16) that

lim
n!1

E kSnk
n1=p

D 0

and hence that

Sn

n1=p
!P 0:

By Theorem 1 again, we see that (14) follows. �
Lemma 3. Let 0 < p < 2 and 0 < q < 1. Let fXnI n � 1g be a sequence of
independent copies of a B-valued random variable X. If (2) holds, i.e., if

1X

nD1

1

n

�kSnk
n1=p

�q

< 1 a.s.,

then (14) holds, i.e.,

lim
n!1

Sn

n1=p
D 0 a.s.
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Proof. We first show that (2) implies that

S2n

2n=p
!P 0: (17)

To see this, for n � 1 and x D .x1; x2; : : : ; x2n/ 2 B2
n

write

gn.x/ D gn .x1; x2; : : : ; x2n/ D
2nC1�1X

kD2n

1

k

0

@

���
PkC1�2n

iD1 xi

���
k1=p

1

A
q

:

Clearly, gn W B2
n ! Œ0;1� is a measurable function satisfying condition (6) with ˇ

given by (7) . Set

V1 D S2n ; Vj D X2nCj�1; 2 � j � 2n;

Mn;j D gn


V1; : : : ;Vj; 0; : : : ; 0

�
; Dn;j D gn



0; : : : ; 0;�Vj; : : : ;�V2n

�
; 1 � j � 2n:

By Theorem 5 (i.e., Theorem 2.2 of of Li and Rosalsky [13]), we have that

P

�
max
1�j�2n

Mn;j > t C u

�
� P .Mn;2n > t=ˇ/

1 � max2�j�2n P


Dn;j > u=ˇ

� ; 8 s � 0; u � 0:

(18)
It is easy to see that

Mn;1 D gn .S2n ; 0; : : : ; 0/ D
0

@
2nC1�1X

kD2n

1

k1Cq=p

1

A .kS2nk/q � 2�1�q=p

�kS2nk
2n=p

�q

(19)
and it follows from (2) that

Mn;2n D gn .S2n ;X2nC1; : : : ;X2nC1�1/ D
2nC1�1X

kD2n

1

k

�kSkk
k1=p

�q

! 0 a.s. (20)

Since fXnI n � 1g is a sequence of independent copies of X, we have that for all
u � 0,

P


Dn;j > u

� D P


gn


0; : : : ; 0;X1; : : : ;X2n�jC1

�
> u

�
; 2 � j � 2n:

Note that

gn


0; : : : ; 0;X1;X2; : : : ;X2n�jC1

� � gn


0; : : : ; 0;X1;X2; : : : ;X2n�jC2

�
; 2 � j � 2n:

We thus conclude that for all u � 0,

max
2�j�2n

P


Dn;j > u=ˇ

� � P .gn .X1;X2; : : : ;X2n/ > u=ˇ/ : (21)
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Set

an;k D

8
ˆ̂<

ˆ̂:

�
k

2n

�1Cq=p

if 1 � k � 2n

0 if k > 2n:

Then clearly fan;kI k � 1; n � 1g is an array of nonnegative real numbers such that

sup
n�1;k�1

an;k � 1 < 1 and lim
n!1 an;k D 0 8 k � 1:

Note that, for n � 1,

gn .X1;X2; : : : ;X2n/ D
2nC1�1X

kD2n

1

k

0

@

���
PkC1�2n

iD1 Xi

���
k1=p

1

A
q

�
2nX

jD1

1

2n

 ��Sj

��
2n=p

!q

D
2nX

jD1

�
j

2n

�1Cq=p
 
1

j

 ��Sj

��
j1=p

!q!

D
1X

kD1
an;k

�
1

k

�kSkk
k1=p

�q�
:

Then, by Lemma 1, (2) implies that

lim
n!1 gn .X1;X2; : : : ;X2n/ D 0 a.s. (22)

It now follows from (18) and (20)–(22) that

lim
n!1P .Mn;1 > �/ � lim

n!1
P

�
Mn;2n > �

2ˇ

�

1 � P

�
gn .X1;X2; : : : ;X2n/ > �

2ˇ

� D 0 8 � > 0I

that is,

Mn;1 !P 0

and hence (17) follows from (19).
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We now show that (2) implies that

EkXkp < 1: (23)

To see this, (2) clearly ensures that

1X

nD1
an

���OSn

���
q D

1X

nD1

1

n

 
kOSnk
n1=p

!q

� ˇ

 1X

nD1

1

n

�kSnk
n1=p

�q

C
1X

nD1

1

n

�kS0
nk

n1=p

�q
!
< 1 a.s.,

(24)

where an D n�1�q=p; n � 1. Since f OXnI n � 1g is a sequence of independent copies
of the B-valued random variable OX, it follows from (8) of Theorem 7 that

P

 
sup
n�1

bn

��� OXn

���
q
> t

!
� 2P

 1X

nD1

1

n

 
kOSnk
n1=p

!q

>
t

˛

!
8 t � 0;

where

bn D
1X

kDn

n�1�q=p; n � 1

which, together with (24), ensures that

sup
n�1

bn

��� OXn

���
q
< 1 a.s. (25)

It is easy to check that

lim
n!1

bn

n�q=p
D p

q
;

and so we have by (25) that

0

@sup
n�1

��� OXn

���
n1=p

1

A
q

D sup
n�1

n�q=p
��� OXn

���
q
< 1 a.s.

Since the OXn; n � 1 are i.i.d., it follows from the Borel-Cantelli lemma that for some
finite � > 0,

1X

nD1
P

�
k OXk > �n1=p

�
< 1
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and hence

EkX � X0kp < 1

which is equivalent to (23) . By Lemma 2, (14) now follows from (17) and (23) .
The proof of Lemma 3 is complete. �

Lemma 4. Let .E;G / be a measurable linear space and g W E ! Œ0;1� be a
measurable even function such that for all x; y 2 E,

g.x C y/ � ˇ .g.x/C g.y// ;

where 1 � ˇ < 1 is a constant, depending only on the function g. If V is an
E-valued random variable and OV is a symmetrized version of V (i.e., OV D V � V0
where V0 is an independent copy of V), then for all t � 0, we have that

P.g.V/ � t/Eg.V/ � ˇEg. OV/C ˇt (26)

and

Eg. OV/ � 2ˇEg.V/: (27)

Moreover, if

g.V/ < 1 a.s.; (28)

then

Eg.V/ < 1 if and only if Eg. OV/ < 1: (29)

Proof. We only give the proof of the second part of this lemma since the first part
of this lemma is a special case of Lemma 3.2 of Li and Rosalsky [13]. Note that,
by (28), there exists a finite positive number  such that

P.g.V/ � / � 1=2:

It thus follows from (26) and (27) that

1

2ˇ
Eg. OV/ � Eg.V/ � 2ˇEg. OV/C 2ˇ

which ensures that (29) holds. �

The following nice result is Proposition 3 of Hechner and Heinkel [7].
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Lemma 5 (Hechner and Heinkel [7]). Let p > 1 and let fXnI n � 1g be a
sequence of independent copies of a B-valued random variable X. Write

un D inf

�
t W P.kXk > t/ <

1

n

	
; n � 1:

Then the following three statements are equivalent:

(i)
Z 1

0

P
1=p.kXk > t/dt < 1I

(ii)
1X

nD1

un

n1C1=p
< 1I

(iii)
1X

nD1

1

n1C1=p
E

�
max
1�k�n

kXkk
�
< 1:

Proof of Theorem 3. Firstly, we see that (1) immediately implies that (2) holds.
Thus, by Lemma 3, for 0 < q < 1, each of (1) and (2) implies that (4) holds.

Secondly, we show that (1) follows from (2) and (3). To see this, by Lemma 4,
we conclude that (1) is equivalent to

1X

nD1

1

n
E

 
kOSnk
n1=p

!q

< 1: (30)

Since (2) ensures that (24) holds, by (10) and (11) of Theorem 7, we see that (30)
holds if and only if

E

 
sup
n�1

bn

��� OXn

���
q
!
< 1; (31)

where bn D P1
kDn n�1�q=p; n � 1. Since limn!1 bn=n�q=p D p=q, we conclude

that (31) is equivalent to

E

0

@sup
n�1

��� OXn

���
p

n

1

A

q=p

D E

0

@sup
n�1

��� OXn

���
q

nq=p

1

A < 1: (32)

Note that we have from (3) that

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

EkXkp < 1 if 0 < q < p,

EkXkp ln.1C kXk/ < 1 if q D p,

EkXkq < 1 if q > p
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which is equivalent to

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

Ek OXkp < 1 if 0 < q < p,

Ek OXkp log.1C k OXk/ < 1 if q D p,

Ek OXkq < 1 if q > p.

(33)

Burkholder [2] proved that (33) and (32) are equivalent. We thus conclude that (1)
follows from (2) and (3) .

Since (1) and (30) are equivalent, (30) implies that (32) holds, and (32) and (33)
are equivalent, we conclude that (3) follows from (1) if q � p.

We now show that (1) implies that (3) holds if 0 < q < p. By the Lévy inequality,
we have that, for every n � 1 and all t � 0,

P

�
max
1�k�n

��� OXk

���
q
> t

�
D P

�
max
1�k�n

��� OXk

��� > t1=q

�

� 2P
����OSn

��� > t1=q
�

D 2P
����OSn

���
q
> t
�
;

which ensures that, for every n � 1,

E

�
max
1�k�n

��� OXk

���
q
�

� 2E
���OSn

���
q
: (34)

Since (1) and (30) are equivalent, it now follows from (1) and (34) that

1X

nD1

1

n1C1=p1
E

�
max
1�k�n

Yk

�
D

1X

nD1

1

n1Cq=p
E

�
max
1�k�n

��� OXk

���
q
�
< 1; (35)

where p1 D p=q > 1 (since 0 < q < p) and Y D k OXkq; Yn D
��� OXn

���
q
; n � 1. By

Lemma 5, (35) is equivalent to

Z 1

0

P
1=p1 .Y > t/dt < 1;

i.e.,

Z 1

0

P
q=p

kX � X0kq > t

�
dt < 1: (36)

Let m.kXk/ denote a median of kXk. Since, by the weak symmetrization inequality,
we have that
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P.jkXk � m.kXk/j > t/ � 2P

ˇ̌kXk � kX0kˇ̌ > t

�

� 2P

kX � X0k > t

� � 4P
�
kXk > t

2

�
8 t � 0;

we conclude that (36) is equivalent to

Z 1

0

P
q=p .kXkq > t/ dt < 1;

i.e., (3) holds if 0 < q < p.
Finally, by Lemma 3, (2) implies that EkXkp < 1. Then (32) holds and

hence (30) holds if 0 < q < p. Since, under (2) , (1) and (30) are equivalent,
we see that (1) follows from (2) if 0 < q < p. �
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Quenched Invariance Principles via Martingale
Approximation

Magda Peligrad

1 Introduction and General Considerations

In recent years there has been an intense effort towards a better understanding of the
structure and asymptotic behavior of stochastic processes. For dependent sequences
there are two basic techniques: approximation with independent random variables
or with martingales. Each of these methods have its own strength. On one hand
the processes that can be treated by coupling with an independent sequence exhibit
faster rates of convergence in various limit theorems; on the other hand the class
of processes that can be treated by a martingale approximation is larger. There are
plenty of processes that benefit from approximation with a martingale. Examples
are: linear processes with martingale innovations, functions of linear processes,
reversible Markov chains, normal Markov chains, various dynamical systems and
the discrete Fourier transform of general stationary sequences. A martingale approx-
imation provides important information about these structures because of their rich
properties. They satisfy a broad range of inequalities, they can be embedded into
Brownian motion and they satisfy various asymptotic results such as the functional
conditional central limit theorem and the law of the iterated logarithm. Moreover,
martingale approximation provides a simple and unified approach to asymptotic
results for many dependence structures. For all these reasons, in recent years
martingale approximation, “coupling with a martingale”, has gained a prominent
role in analyzing dependent data. This is also due to important developments by
Liverani [30], Maxwell-Woodroofe [31], Derriennic-Lin [15–17] Wu-Woodroofe
[51] and developments by Peligrad-Utev [35], Zhao-Woodroofe [49, 50], Volný [46],
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Peligrad-Wu [37] among others. Many of these new results, originally designed for
Markov operators, (see Kipnis-Varadhan [29] and Derriennic-Lin [16]) have made
their way into limit theorems for stochastic processes.

This method has been shown to be well suited to transport from the mar-
tingale to the stationary process either the conditional central limit theorem or
conditional invariance principle in probability. As a matter of fact, papers by
Dedecker-Merlevède-Volný [13], Zhao and Woodroofe [50], Gordin and Peligrad
[24], point out characterizations of stochastic processes that can be approximated
by martingales in quadratic mean. These results are useful to treat evolutions in
“annealed” media.

In this survey we address the question of limit theorems started at a point for
almost all points. These types of results are also known under the name of quenched
limit theorems or almost sure conditional invariance principles. Limit theorems for
stochastic processes that do not start from equilibrium is timely and motivated by
recent development in evolutions in quenched random environment, random walks
in random media, for instance as in Rassoul-Agha and Seppäläinen [40]. Moreover
recent discoveries by Volný and Woodroofe [47] show that many of the central limit
theorems satisfied by classes of stochastic processes in equilibrium, fail to hold
when the processes are started from a point. Special attention will be devoted to
normal and reversible Markov chains and several results and open problems will be
pointed out. These results are very important since reversible Markov chains have
applications to statistical mechanics and to Metropolis Hastings algorithms used in
Monte Carlo simulations. The method of proof of this type of limiting results are
approximations with martingale in an almost sure sense.

The field of limit theorems for stochastic processes is closely related to ergodic
theory and dynamical systems. All the results for stationary sequences can be
translated in the language of Markov operators.

2 Limit Theorems Started at a Point via
Martingale Approximation

In this section we shall use the framework of strictly stationary sequences adapted
to a stationary filtrations that can be introduced in several equivalent ways, either
by using a measure preserving transformation or as a functional of a Markov chain
with a general state space. It is just a difference of language to present the theory in
terms of stationary processes or functionals of Markov chains.

Let .˝;A ;P/ be a probability space, and T W ˝ 7! ˝ be a bijective
bimeasurable transformation preserving the probability P. A set A 2 A is said
to be invariant if T.A/ D A. We denote by I the �-algebra of all invariant sets. The
transformation T is ergodic with respect to probability P if each element of I has
measure 0 or 1. Let F0 be a �-algebra of A satisfying F0 � T�1.F0/ and define
the nondecreasing filtration .Fi/i2Z by Fi D T�i.F0/. Let X0 be a F0-measurable,



Quenched Invariance Principles via Martingale Approximation 151

square integrable and centered random variable. Define the sequence .Xi/i2Z by
Xi D X0 ı Ti. Let Sn D X1 C � � � C Xn: For p � 1; k:kp denotes the norm in
Lp.˝;A ;P/: In the sequel we shall denote by E0.X/ D E.XjF0/.

The conditional central limit theorem plays an essential role in probability theory
and statistics. It asserts that the central limit theorem holds in probability under the
measure conditioned by the past of the process. More precisely this means that for
any function f which is continuous and bounded we have

E0.f .Sn=
p

n// ! E.f .�N// in probability, (1)

where N is a standard normal variable and � is a positive constant. Usually we shall
have the interpretation �2 D limn!1 var.Sn/=n:

This conditional form of the CLT is a stable type of convergence that makes
possible the change of measure with a majorizing measure, as discussed in
Billingsley [1], Rootzén [44], and Hall and Heyde [25]. Furthermore, if we consider
the associated stochastic process

Wn.t/ D 1p
n

SŒnt�,

where Œx� denotes the integer part of x, then the conditional CLT implies the
convergence of the finite dimensional distributions of Wn.t/ to those of �W.t/
where W.t/ is the standard Brownian Motion; this constitutes an important step
in establishing the functional CLT (FCLT). Note that Wn.t/ belongs to the space
DŒ0; 1�, the set of functions on Œ0; 1� which are right continuous and have left hands
limits. We endow this space with the uniform topology.

By the conditional functional central limit theorem we understand that for any
function f continuous and bounded on DŒ0; 1� we have

E0.f .Wn// ! E.f .�W// in probability. (2)

There is a considerable amount of research concerning this problem. We mention
papers by Dedecker and Merlevède [10], Wu and Woodroofe [51] and Zhao and
Woodroofe [50] among others.

The quenched versions of these theorems are obtained by replacing the conver-
gence in probability by convergence almost sure. In other words the almost sure
conditional theorem states that, on a set of probability one, for any function f which
is continuous and bounded we have

E0.f .Sn=
p

n// ! E.f .�N//, (3)

while by almost sure conditional functional central limit theorem we understand
that, on a set of probability one, for any function f continuous and bounded on
DŒ0; 1� we have

E0.f .Wn// ! E.f .�W//. (4)
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We introduce now the stationary process as a functional of a Markov chain.
We assume that .�n/n2Z is a stationary ergodic Markov chain defined on a

probability space .˝;F ;P/ with values in a Polish space .S;S /. The marginal
distribution is denoted by �.A/ D P.�0 2 A/; A 2 S : Next, let L02.�/ be the set
of functions h such that jjhjj22;� D R

h2d� < 1 and
R

hd� D 0: Denote by Fk the
�–field generated by �j with j � k, Xj D h.�j/. Notice that any stationary sequence
.Yk/k2Z can be viewed as a function of a Markov process �k D .YjI j � k/ with the
function g.�k/ D Yk. Therefore the theory of stationary processes can be imbedded
in the theory of Markov chains.

In this context by the central limit theorem started at a point (quenched) we
understand the following fact: let Px be the probability associated with the process
started from x and let Ex be the corresponding expectation. Then, for ��almost
every x, for every continuous and bounded function f ,

E
x.f .Sn=

p
n// ! E.f .�N//. (5)

By the functional CLT started at a point we understand that, for ��almost every x,
for every function f continuous and bounded on DŒ0; 1�,

E
x.f .Wn// ! E.f .�W//. (6)

where, as before W is the standard Brownian motion on Œ0; 1�:
It is remarkable that a martingale with square integrable stationary and ergodic

differences satisfies the quenched CLT in its functional form. For a complete and
careful proof of this last fact we direct to Derriennic and Lin ([15], page 520). This
is the reason why a fruitful approach to find classes of processes for which quenched
limit theorems hold is to approximate partial sums by a martingale.

The martingale approximation as a tool for studying the asymptotic behavior
of the partial sums Sn of stationary stochastic processes goes back to Gordin [22]
who proposed decomposing the original stationary sequence into a square integrable
stationary martingale Mn D Pn

iD1 Di adapted to .Fn/, such that Sn D Mn C Rn

where Rn is a telescoping sum of random variables, with the basic property that
supn jjRnjj2 < 1.

For proving conditional CLT for stationary sequences, a weaker form of martin-
gale approximation was pointed out by many authors (see for instance Merlevède-
Peligrad-Utev [32], for a survey).

An important step forward was the result by Heyde [28] who found sufficient
conditions for the decomposition

Sn D Mn C Rn with Rn=
p

n ! 0 in L2. (7)

Recently, papers by Dedecker-Merlevède-Volný [13] and by Zhao-Woodroofe [50]
deal with necessary and sufficient conditions for martingale approximation with an
error term as in (7).
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The approximation of type (7) is important since it makes possible to transfer
from martingale the conditional CLT defined in (1), where � D jjD0jj2:

The theory was extended recently in Gordin-Peligrad [24] who developed
necessary and sufficient conditions for a martingale decomposition with the error
term satisfying

max
1�j�n

jSj � Mjj=
p

n ! 0 in L2. (8)

This approximation makes possible the transport from the martingale to the
stationary process the conditional functional central limit theorem stated in (2).
These results were surveyed in Peligrad [38].

The martingale approximation of the type (8) brings together many disparate
examples in probability theory. For instance, it is satisfied under Hannan [26, 27]
and Heyde [28] projective condition.

E.X0jF�1/ D 0 almost surely and
1X

iD1
kE�i.X0/�E�i�1.X0/k2 < 1; (9)

It is also satisfied for classes of mixing processes; additive functionals of Markov
chains with normal or symmetric Markov operators.

A very important question is to establish quenched version of conditional CLT
and conditional FCLT, i.e. the invariance principles as in (3) and also in (4) (or
equivalently as in (5) and also in (6)). There are many examples of stochastic
processes satisfying (8) for which the conditional CLT does not hold in the
almost sure sense. For instance condition (9) is not sufficient for (3) as pointed
out by Volný and Woodroofe [47]. In order to transport from the martingale to
the stationary process the almost sure invariance principles the task is to investigate
the approximations of types (7) or (8) with an error term well adjusted to handle this
type of transport. These approximations should be of the type, for every " > 0

P0ŒjSn � Mnj=pn > "� ! 0 a:s: or P0Œmax
1�i�n

jSi � Mij=
p

n > "� ! 0 a:s: (10)

where .Mn/n is a martingale with stationary and ergodic differences and we
used the notation P0.A/ D P.AjF0/. They are implied in particular by stronger
approximations such that

jSn � Mnj=pn ! 0 a:s: or max
1�i�n

jSi � Mij=pn ! 0 a:s:

Approximations of these types have been considered in papers by Zhao-Woodroofe
[49], Cuny [5], Merlevède-Peligrad M.-Peligrad C. [34] among others.

In the next subsection we survey resent results and point out several classes of
stochastic processes for which approximations of the type (10) hold.
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For cases where a stationary martingale approximation does not exist or cannot
be pointed out, a nonstationary martingale approximation is a powerful tool.
This method was occasionally used to analyze a stochastic process. Many ideas
are helpful in this situation ranging from simple projective decomposition of
sums as in Gordin and Lifshitz [23] to more sophisticated tools. One idea is to
divide the variables into blocks and then to approximate the sums of variables
in each block by a martingale difference, usually introducing a new parameter,
the block size, and changing the filtration. This method was successfully used in
the literature by Philipp-Stout [39], Shao [45], Merlevède-Peligrad [33], among
others. Alternatively, one can proceed as in Wu-Woodroofe [51], who constructed a
nonstationary martingale approximation for a class of stationary processes without
partitioning the variables into blocks.

Recently Dedecker-Merlevède-Peligrad [14] used a combination of blocking
technique and a row-wise stationary martingale decomposition in order to enlarge
the class of random variables known to satisfy the quenched invariance principles.
To describe this approach, roughly speaking, one considers an integer m D m.n/
large but such that n=m ! 1: Then one forms the partial sums in consecutive
blocks of size m, Yn

j D Xm.j�1/C1 C � � � C Xmj; 1 � j � k; k D Œn=m�: Finally, one
considers the decomposition

Sn D Mn
n C Rn

n; (11)

where Mn
n D

nX

jD1
Dn

j ; with Dn
j D Yn

j � E.Yn
j jFm.j�1// a triangular array of row-wise

stationary martingale differences.

2.1 Functional Central Limit Theorem Started at a Point
Under Projective Criteria

We have commented that condition (9) is not sufficient for the validity of the almost
sure CLT started from a point. Here is a short history of the quenched CLT under
projective criteria. A result in Borodin and Ibragimov ([2], ch.4, section 8) states that
if jjE0.Sn/jj2 is bounded, then the CLT in its functional form started at a point (4)
holds. Later, Derriennic-Lin [15–17] improved on this result imposing the condition
jjE0.Sn/jj2 D O.n1=2��/ with � > 0 (see also Rassoul-Agha and Seppäläinen
[41]). A step forward was made by Cuny [5] who improved the condition to
jjE0.Sn/jj2 D O.n1=2.log n/�2.log log n/�1�ı/ with ı > 0, by using sharp results
on ergodic transforms in Gaposhkin [21].

We shall describe now the recent progress made on the functional central limit
theorem started at a point under projective criteria. We give here below three classes
of stationary sequences of centered square integrable random variables for which
both quenched central limit theorem and its quenched functional form given in (3)
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and (4) hold with �2 D limn!1 var.Sn/=n, provided the sequences are ergodic.
If the sequences are not ergodic then then the results still hold but with �2 replaced
by the random variable 
 described as 
 D limn!1 E.S2njI /=n and E.
/ D �2: For
simplicity we shall formulate the results below only for ergodic sequences.

1. Hannan-Heyde projective criterion. Cuny-Peligrad [6] (see also Volný-
Woodroofe [48]) showed that (3) holds under the condition

E.SnjF0/p
n

! 0 almost surely and
1X

iD1
kE�i.X0/� E�i�1.X0/k2 < 1.

(12)
The functional form of this result was established in Cuny-Volný [8].

2. Maxwell and Woodroofe condition. The convergence in (4) holds under
Maxwell-Woodroofe [31] condition,

1X

kD1

jjE0.Sk/jj2
k3=2

< 1; (13)

as recently shown in Cuny-Merlevède [7]. In particular both conditions (12)
and (13) and is satisfied if

1X

kD1

jjE0.Xk/jj2
k1=2

< 1: (14)

3. Dedecker-Rio condition. In a recent paper Dedecker-Merlevède-Peligrad [14]
proved (4) under the condition

X

k�0
kX0E0.Xk/k1 < 1: (15)

The first two results were proved using almost sure martingale approximation
of type (10). The third one was obtained using the large block method described
in (11).

Papers by Durieu-Volný [19] and Durieu [20] suggest that conditions (12), (13)
and (15) are independent. They have different areas of applications and they
lead to optimal results in all these applications. Condition (12) is well adjusted
for linear processes. It was shown in Peligrad and Utev [35] that the Maxwell-
Woodroofe condition (13) is satisfied by ��mixing sequences with logarithmic rate
of convergence to 0. Dedecker-Rio [9] have shown that condition (15) is verified for
strongly mixing processes under a certain condition combining the tail probabilities
of the individual summands with the size of the mixing coefficients. For example,
one needs a polynomial rate on the strong mixing coefficients when moments higher
than two are available. However, the classes described by projection conditions have
a much larger area of applications than mixing sequences. They can be verified by
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linear processes and dynamical systems that satisfy only weak mixing conditions
(Dedecker-Prieur [11, 12], Dedecker-Merlevède-Peligrad [14] among others). More
details about the applications are given in Sect. 3.

Certainly, these projective conditions can easily be formulated in the language
of Markov operators by using the fact that E0.Xk/ D Q.f /.�0/: In this language
E0.Sk/ D .Q C Q2 C � � � C Qk/.f /.�0/:

2.2 Functional Central Limit Theorem Started at a Point
for Normal and Reversible Markov Chains

In 1986 Kipnis and Varadhan proved the functional form of the central limit
theorem as in (2) for square integrable mean zero additive functionals f 2 L

0
2.�/

of stationary reversible ergodic Markov chains .�n/n2Z with transition function
Q.�0;A/ D P.�1 2 Aj�0/ under the natural assumption var.Sn/=n is convergent
to a positive constant. This condition has a simple formulation in terms of spectral
measure �f of the function f with respect to self-adjoint operator Q associated to the
reversible Markov chain, namely

Z 1

�1
1

1 � t
�f .dt/ < 1. (16)

This result was established with respect to the stationary probability law of the
chain. (Self-adjoint means Q D Q�; where Q also denotes the operator Qf .�/ DR

f .x/Q.�; dx/; Q� is the adjoint operator defined by < Qf ; g >D< f ;Q�g >, for
every f and g in L2.�/).

The central limit theorem (1) for stationary and ergodic Markov chains with
normal operator Q .QQ� D Q�Q/, holds under a similar spectral assumption,
as discovered by Gordin-Lifshitz [23] (see also and Borodin-Ibragimov [2], ch. 4
sections 7–8). A sharp sufficient condition in this case in terms of spectral measure is

Z

D

1

j1 � zj�f .dz/ < 1. (17)

where D is the unit disk.
Examples of reversible Markov chains frequently appear in the study of infinite

systems of particles, random walks or processes in random media. A simple
example of a normal Markov chain is a random walk on a compact group.
Other important example of reversible Markov chain is the extremely versatile
(independent) Metropolis Hastings Algorithm which is the modern base of Monte
Carlo simulations.
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An important problem is to investigate the validity of the almost sure central limit
theorem started at a point for stationary ergodic normal or reversible Markov chains.
As a matter of fact, in their remark (1.7), Kipnis-Varadhan [29] raised the question
if their result also holds with respect to the law of the Markov chain started from x,
for almost all x; as in (6).

Conjecture. For any square integrable mean 0 function of reversible Markov
chains satisfying condition (16) the functional central limit theorem started from
a point holds for almost all points. The same question is raised for continuous time
reversible Markov chains.

The answer to this question for reversible Markov chains with continuous state
space is still unknown and has generated a large amount of research. The problem
of quenched CLT for normal stationary and ergodic Markov chains was considered
by Derriennic-Lin [15] and Cuny [5], among others, under some reinforced assump-
tions on the spectral condition. Concerning normal Markov chains, Derriennic-Lin
[15] pointed out that the central limit theorem started at a point does not hold for
almost all points under condition (17). Furthermore, Cuny-Peligrad [6] proved that
there is a stationary and ergodic normal Markov chain and a function f 2 L

0
2.�/

such that
Z

D

j log.j1� zj/ log log.j1 � zj/j
j1 � zj �f .dz/ < 1

and such that the central limit theorem started at a point fails, for ��almost all
starting points.

However the condition

Z 1

�1
.logC j log.1 � t/j/2

1 � t
�f .dt/ < 1; (18)

is sufficient to imply central limit theorem started at a point (5) for reversible
Markov chains for ��almost all starting points. Note that this condition is a slight
reinforcement of condition (17).

It is interesting to note that by Cuny ([5], Lemma 2.1), condition (18) is
equivalent to the following projective criterion

X
n

.log log n/2jjE0.Sn/jj22
n2

< 1. (19)

Similarly, condition (17) in the case where Q is symmetric, is equivalent to

X
n

jjE0.Sn/jj22
n2

< 1. (20)
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3 Applications

Here we list several classes of stochastic processes satisfying quenched CLT and
quenched invariance principles. They are applications of the results given in Sect. 2.

3.1 Mixing Processes

In this subsection we discuss two classes of mixing sequences which are extremely
relevant for the study of Markov chains, Gaussian processes and dynamical systems.

We shall introduce the following mixing coefficients: For any two �-algebras A
and B define the strong mixing coefficient ˛.A ,B/:

˛.A ;B/ D supfjP.A \ B/� P.A/P.B/jI A 2 A ;B 2 Bg:

The ��mixing coefficient, known also under the name of maximal coefficient of
correlation �.A ,B/ is defined as:

�.A ;B/ D supfCov.X;Y/=kXk2kYk2 W X 2 L2.A /; Y 2 L2.B/g:

For the stationary sequence of random variables .Xk/k2Z; we also define F n
m the

�–field generated by Xi with indices m � i � n; F n denotes the �–field generated
by Xi with indices i � n; and Fm denotes the �–field generated by Xi with indices
i � m: The sequences of coefficients ˛.n/ and �.n/ are then defined by

˛.n/ D ˛.F0;F
n/; �.n/ D �.F0;F

n/:

An equivalent definition for �.n/ is

�.n/ D supfkE.YjF0/k2=kYk2 W Y 2 L2.F
n/;E.Y/ D 0g: (21)

Finally we say that the stationary sequence is strongly mixing if ˛.n/ ! 0 as
n ! 1, and ��mixing if �.n/ ! 0 as n ! 1. It should be mentioned that a
��mixing sequence is strongly mixing. Furthermore, a stationary strongly mixing
sequence is ergodic. For an introduction to the theory of mixing sequences we direct
the reader to the books by Bradley [3].

In some situations weaker forms of strong and ��mixing coefficients can be
useful, when F n is replaced by the sigma algebra generated by only one variable,
Xn; denoted by F n

n : We shall use the notations Q̨ .n/ D ˛.F0,F n
n / and Q�.n/ D

�.F0,F n
n /.

By verifying the conditions in Sect. 3, we can formulate:
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Theorem 1. Let .Xn/n2Z be a stationary and ergodic sequence of centered square
integrable random variables. The quenched CLT and its quenched functional form
as in (3) and (4) hold with �2 D limn!1 var.Sn/=n under one of the following three
conditions:

1X

kD1

Q�.k/p
k
< 1: (22)

1X

kD1

�.k/

k
< 1: (23)

1X

kD1

Z Q̨.k/

0

Q2.u/du < 1; (24)

where Q denotes the generalized inverse of the function t ! P.jX0j > t/.

We mention that under condition (23) the condition of ergodicity is redundant.
Also if (24) holds with Q̨ .k/ replaced by ˛.k/; then the sequence is again ergodic.

In order to prove this theorem under (22) one verifies condition (14) via the
estimate

E.E0.Xk//
2 D E.XkE0.Xk// � Q�.k/jjX0jj22;

which follows easily from the definition of Q�:
Condition (23) is used to verify condition (13). This was verified in the Peligrad-

Utev-Wu [36] via the inequalities

kE.S2rC1 jF0/k2 � c
rX

jD0
2j=2�.2j/

and

1X

rD0

kE.S2r jF0/k2
2r=2

� c
1X

jD0
�.2j/ < 1. (25)

Furthermore (25) easily implies (13). For more details on this computation we also
direct the reader to the survey paper by Merlevède-Peligrad-Utev [32].

To get the quenched results under condition (24) the condition (15) is verified via
the following identity taken from Dedecker-Rio ([9], (6.1))

EjX0E.XkjF0/j D Cov.jX0j.IfE.XkjF0/>0g � IfE.XkjF0/�0g/;Xk/: (26)
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By applying now Rio’s [42] covariance inequality we obtain

EjX0E.XkjF0/j � c
Z Q̨.k/

0

Q2.u/du:

It is obvious that condition (22) requires a polynomial rate of convergence to 0
of Q�.k/I condition (23) requires only a logarithmic rate for �.n/: To comment about
condition (24) it is usually used in the following two forms:

- either the variables are almost sure bounded by a constant, and then the
requirement is

P1
kD1 Q̨ .k/ < 1:

- the variables have finite moments of order 2 C ı for some ı > 0; and then the
condition on mixing coefficients is

P1
kD1 k2=ı Q̨ .k/ < 1:

3.2 Shift Processes

In this sub-section we apply condition (13) to linear processes which are not mixing
in the sense of previous subsection. This class is known under the name of one-sided
shift processes, also known under the name of Raikov sums.

Let us consider a Bernoulli shift. Let f"kI k 2 Zg be an i.i.d. sequence of random
variables with P."1 D 0/ D P."1 D 1/ D 1=2 and let

Yn D
1X

kD0
2�k�1"n�k and Xn D g.Yn/ �

Z 1

0

g.x/dx ;

where g 2 L2.0; 1/, .0; 1/ being equipped with the Lebesgue measure.
By applying Proposition 3 in Maxwell and Woodroofe [31] for verifying

condition (13), we see that if g 2 L2.0; 1/ satisfies

Z 1

0

Z 1

0

Œg.x/� g.y/�2
1

jx � yj
�

log

�
log

1

jx � yj
��t

dxdy < 1 (27)

for some t > 1, then (13) is satisfied and therefore (3) and (4) hold with �2 D
limn!1var.Sn/=n. A concrete example of a map satisfying (27), pointed out in
Merlevède-Peligrad-Utev [32] is

g.x/ D 1p
x

1

Œ1C log.2=x/�4
sin

�
1

x

�
; 0 < x < 1:
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3.3 Random Walks on Orbits of Probability Preserving
Transformation

The following example was considered in Derriennic-Lin [18] and also in Cuny-
Peligrad [6]. Let us recall the construction.

Let  be an invertible ergodic measure preserving transformation on .S;A ; �/,
and denote by U, the unitary operator induced by  on L2.�/. Given a probability
� D .pk/k2Z on Z, we consider the Markov operator Q with invariant measure � ,
defined by

Qf D
X

k2Z
pk f ı  k; for every f 2 L1.�/:

This operator is associated to the transition probability

Q.x;A/ D
X

k2Z
pk1A.

ks/; s 2 S;A 2 A :

We assume that � is ergodic, i.e. the the group generated by fk 2 Z W pk > 0g
is Z. As shown by Derriennic-Lin [18], since  is ergodic, Q is ergodic too. We
assume � is symmetric implying that the operator Q is symmetric.

Denote by � the unit circle. Define the Fourier transform of � by '.�/ DP
k2Z pk�

k, for every � 2 � . Since � is symmetric, '.�/ 2 Œ�1; 1�, and if �f

denotes the spectral measure (on � ) of f 2 L2.�/, relative to the unitary operator
U, then, the spectral measure �f (on Œ�1; 1�) of f , relative to the symmetric operator
Q is given by

Z 1

�1
 .s/�f .ds/ D

Z

�

 .'.�//�f .d�/;

for every positive Borel function  on Œ�1; 1�. Condition (19) is verified under the
assumption

Z

�

.logC j log.1 � '.�//j/2
1 � '.�/

�f .d�/ < 1:

and therefore (5) holds.
When � is centered and admits a moment of order 2 (i.e.

P
k2Z k2pk < 1),

Derriennic and Lin [18] proved that the condition
R
�

1
j1�'.�/j�f .d�/ < 1, is

sufficient for (5).
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Let a 2 R � Q, and let  be the rotation by a on R=Z. Define a measure � on
R=Z by � D P

k2Z pkıka. For that  , the canonical Markov chain associated to Q
is the random walk on R=Z of law � . In this setting, if .cn.f // denotes the Fourier
coefficients of a function f 2 L2.R=Z/, condition (19) reads

X

n2Z

.logC j log.1 � '.e2i�na//j/2jcn.f /j2
1� '.e2i�na/

< 1:

3.4 CLT Started from a Point for a Metropolis Hastings
Algorithm

In this subsection we mention a standardized example of a stationary irreducible and
aperiodic Metropolis-Hastings algorithm with uniform marginal distribution. This
type of Markov chain is interesting since it can easily be transformed into Markov
chains with different marginal distributions. Markov chains of this type are often
studied in the literature from different points of view. See, for instance Rio [43].

Let E D Œ�1; 1� and let � be a symmetric atomless law on E. The transition
probabilities are defined by

Q.x;A/ D .1 � jxj/ıx.A/C jxj�.A/;

where ıx denotes the Dirac measure. Assume that � D R
E jxj�1�.dx/ < 1. Then

there is a unique invariant measure

�.dx/ D ��1jxj�1� .dx/

and the stationary Markov chain .�k/ generated by Q.x;A/ and � is reversible and
positively recurrent, therefore ergodic.

Theorem 2. Let f be a function in L
0
2.�/ satisfying f .�x/ D �f .x/ for any x 2 E:

Assume that for some positive t, jf j � g on Œ�t; t� where g is an even positive function
on E such that g is nondecreasing on Œ0; 1�, x�1g.x/ is nonincreasing on Œ0; 1� and

Z

Œ0;1�

Œx�1g.x/�2dx < 1: (28)

Define Xk D f .�k/: Then (5) holds.

Proof. Because the chain is Harris recurrent if the annealed CLT holds, then the
CLT also holds for any initial distribution (see Chen [4]), in particular started at a
point. Therefore it is enough to verify condition (20). Denote, as before, by E

x the
expected value for the process started from x 2 E: We mention first relation (4.6) in
Rio [43]. For any n � 1=t
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jEx.Sn.g//j � ng.1=n/C t�1jf .x/j for any x 2 Œ�1; 1�:

Then

jEx.Sn.g//j2 � 2Œng.1=n/�2 C 2t�2jf .x/j2 for any x 2 Œ�1; 1�;

and so, for any n � 1=t

jjEx.Sn/jj22;� � 2Œng.1=n/�2 C 2t�2jjf .x/jj22;� :

Now we impose condition (20) involving jjEx.Sn/jj22;� ; and note that

X
n

Œng.1=n/�2

n2
< 1 if and only if (28) holds.
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An Extended Martingale Limit Theorem
with Application to Specification Test
for Nonlinear Co-integrating Regression Model

Qiying Wang

Dedicated to Miklós Csörgő on the occasion of his 80th
birthday.

1 Introduction

Let fMni;Fni; 1 � i � kng be a zero-mean square integrable martingale array,
having difference yni and nested �-fields structure, that is, Fn;i � FnC1;i for
1 � i � kn; n � 1. Suppose that, as n ! 1, kn ! 1,

knX

iD1
EŒy2niI.jynij � �/ j Fn;i�1� !P 0;

for all � > 0, and the conditional variance

knX

iD1
EŒy2ni j Fn;i�1� !P M2;

where M2 is an a.s. finite random variable. The classical martingale limit theorem
(MLT) shows that Mn;kn D Pkn

iD1 yni !D Z, where the r.v. Z has characteristic
function EeitZ D Ee�M2 t2=2, t 2 R. If M2 is a constant, the nested structure of the
�-fields Fn;i is not necessary. See, e.g., Chapter 3 of Hall and Heyde (1980).

The classical MLT is a celebrated result and one of the main conventional tools
in statistics, econometrics and other fields. In many applications, however, the
convergence in probability for the conditional variance required in the classical MLT
seems to be too restrictive. Illustrations can be found in Wang and Phillips [8–10],
Wang and Wang [13].
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Motivated by econometrics applications, Wang [7] currently provided an exten-
sion of the classical MLT. In the paper, it is shown that, for a certain class of
martingales, the convergence in probability for the conditional variance in the
classical MLT can be reduced to less restrictive: the convergence in distribution.
As noticed in Wang [7], this kind of extensions removes a main barrier in the
applications of the classical MLT to non-parametric estimates with non-stationarity.
Indeed, using this extended MLT as a main tool, Wang [7] improved the existing
results on the asymptotics for the conventional kernel estimators in a non-linear
cointegrating regression model.

The aim of this paper is to show that Wang’s extended MLT can also be used to
the inference with non-stationarity. In particular, when it is used to a specification
test for a nonlinear co-integrating regression model, a neat proof can be provided
for the main result in Wang and Phillips [11].

This paper is organized as follows. In next section, we state Wang’s extended
MLT, but with some improvements. Specification test for a nonlinear co-integrating
regression model is considered in Sect. 3, where Wang’s extended MLT is connected
to the main results. Finally, in Sect. 4, we finish the proof of the main results by
checking the conditions on Wang’s extended MLT.

Throughout the paper, we denote by C;C1; : : : the constants, which may change
at each appearance. The notation !D (!P respectively) denotes the convergence
in distribution (in probability respectively) for a sequence of random variables
(or vectors). If ˛.1/n , ˛.2/n ; : : : ; ˛

.k/
n .1 � n � 1/ are random elements on DŒ0; 1� or

DŒ0;1/ or R, we will understand the condition

.˛.1/n ; ˛.2/n ; : : : ; ˛.k/n / ) .˛.1/1 ; ˛.2/1 ; : : : ; ˛.k/1 /

to mean that for all ˛.1/1 , ˛.2/1 ; : : : ; ˛
.k/1 -continuity sets A1, A2; : : : ;Ak

P


˛.1/n 2 A1; ˛

.2/
n 2 A2; : : : ; ˛

.k/
n 2 Ak

� ! P


˛.1/1 2 A1; ˛

.2/1 2 A2; : : : ; ˛
.k/1 2 Ak

�
:

[see Billingsley ([1], Theorem 3.1) or Hall [5]]. As usual, DŒ0; 1� (DŒ0;1/

respectively) denotes the space of cadlag functions on Œ0; 1� (Œ0;1/ respectively),
which is equipped with Skorohod topology.

2 An Extended Martingale Limit Theorem

This section states a current work on the martingale limit theorem by Wang [7], but
with some improvement. We only provide a simplified version of the paper, as it is
sufficient for the purpose of this paper.

Let f.�k; 
k/;Fkg1�k�n, where Fk D �.�j; 
j; �j; j � k/ and �j is a sequence of
random variables, form a martingale difference, satisfying

E.�2kC1 j Fk/ !a:s: 1; E.
2kC1 j Fk/ !a:s: 1;
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and as K ! 1;

sup
k�1

E
˚�
�2kC1I.j�kC1j � K/C 
2kC1I.j
kC1j � K/

 j Fk
� ! 0:

Consider a class of martingale defined by

Sn D
nX

kD1
xn;k�kC1; (1)

where, for a real function fn.: : :/ of its components,

xn;k D fn


�1; �2; : : : ; �kI 
1; 
2; : : : ; 
kI �k; �k�1; : : :

�
:

Let Wn.t/ D 1p
n

PŒnt�
jD1 
jC1 and G2

n D Pn
kD1 x2n;k. Recalling the definition of 
k,

Wn.t/ ) W.t/ on DŒ0; 1�, where W.t/ is a standard Winner process. The following
theorem comes from Theorem 2.1 of Wang [7], but with some improvements.
A outline on the proof of this theorem will be given in Sect. 4.

Theorem 1. Suppose that (a) max1�k�n jxn;kj D oP.1/ and for any jˇkj � C

1p
n

nX

kD1
ˇk xn;k E.
kC1�kC1 j Fk/ D oP.1/I (2)

(b) there exists an a.s. finite functional g21.W/ of W.s/; 0 � s � 1, such that

˚
Wn.t/; G2

n

� ) ˚
W.t/; g21.W/

�
: (3)

Then, as n ! 1,

˚
Sn; G2

n

� !D
˚
g1.W/N; g21.W/

�
; (4)

where N is a standard normal variate independent of g1.W/.

We mention that (2) is weaker than (2.3) of Wang [7], where a stronger version
is used:

1p
n

nX

kD1
jxn;kj jE.
kC1�kC1 j Fk/j D oP.1/: (5)

It is interesting to notice that, for certain classes of xn:k, the condition (2) is satisfied,
but it is hard to verify (5). Illustration can be found in (17), (18), and (19) of Sect. 4.
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3 Specification Test for a Nonlinear Cointegrating
Regression Model

Consider a nonlinear cointegrating regression model:

ytC1 D f .xt/C �tC1; t D 1; 2; : : : ; n; (6)

where �t is a stationary error process and xt is a nonstationary regressor. We are
interested in testing the null hypothesis:

H0 W f .x/ D f .x; �/; � 2 ˝0;

for x 2 R, where f .x; �/ is a given real function indexed by a vector � of unknown
parameters which lie in the parameter space ˝0.

To test H0, Wang and Phillips [11] [also see Gao et al [3, 4]] made use of the
kernel-smoothed self-normalized test statistic Sn=Vn, where

Sn D
nX

s;tD1;s 6Dt

OutC1 OusC1 K
�
.xt � xs/=h


; V2

n D
nX

s;tD1;s 6Dt

Ou2tC1 Ou2sC1 K2
�
.xt � xs/=h


;

involving the parametric regression residuals OutC1 D ytC1 � f .xt; O�/, where K.x/ is
a non-negative real kernel function, h is a bandwidth satisfying h � hn ! 0 as the
sample size n ! 1 and O� is a parametric estimator of � under the null H0, that is
consistent whenever � 2 ˝0.

Under certain conditions on the xt and �t (see Assumptions 1, 2, 3, and 4 below),
it was proved in Wang and Phillips [11] that

Sn D 2

nX

tD2
�tC1 Ynt C oP.n

3=4
p

h/; (7)

V2
n D �4

nX

t;sD1
t 6Ds

K2
�
.xt � xs/=h

C oP.n
3=2 h/

D 2�2
nX

tD2
Y2nt C oP.n

3=2 h/: (8)

where Ynt D Pt�1
iD1 �iC1K

�
.xt �xi/=h


and �2 is given as in Assumption 2. It follows

easily from (7) and (8) that the limit distribution of Sn=Vn is determined by the joint
asymptotics for

Pn
tD2 �tC1 Ynt and

Pn
tD2 Y2nt, under a suitable standardization.

Using the extended MLT in Sect. 2, this section investigates the joint limit
distribution of

Pn
tD2 �tC1 Ynt and

Pn
tD2 Y2nt (under a suitable standardization), and

hence the limit distribution of Sn=Vn. We use the following assumptions in our
development.
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Assumption 1. (i) f
tgt2Z is a sequence of independent and identically distributed
.iid/ continuous random variables with E
0 D 0, E
20 D 1, and with the
characteristic function '.t/ of 
0 satisfying jtjj'.t/j ! 0, as jtj ! 1. (ii)

xt D � xt�1 C �t; x0 D 0; � D 1C �=n; 1 � t � n; (9)

where � is a constant and �t D P1
kD0 �k
t�k with � � P1

kD0 �k 6D 0 andP1
kD0 k1Cıj�kj < 1 for some ı > 0.

Assumption 2. f�t;Ftgt�1; where Ft is a sequence of increasing �-fields which
is independent of 
k; k � t C 1; forms a martingale difference satisfying
E.�2tC1jFt/ !a:s: �2 > 0, E.�tC1
tC1jFt/ !a:s: C0 as t ! 1 and
supt�1 E.j�tC1j4 j Ft/ < 1.

Assumption 3. K.x/ is a nonnegative real function satisfying supx K.x/ < 1 andR
K.x/dx < 1:

Define,

LG.t; u/ D lim
"!0

1

2"

Z t

0

Z t

0

1Œj.G.x/� G.y//� uj < "�dxdy

D
Z t

0

Z t

0

ıuŒG.x/ � G.y/�dxdy; (10)

where ıu is the dirac function. LG.t; u/ characterizes the amount of time over the
interval Œ0; t� that the process G .t/ spends at a distance u from itself, and is well
defined as shown in Section 5 of Wang and Phillips [11, 12]. We have the following
theorem.

Theorem 2. Under Assumptions 1, 2, and 3, nh2 ! 1 and h log2 n ! 0, we have

� 1

� dn

nX

tD2
�tC1 Ynt;

1

d2n

nX

tD2
Y2nt

�
!D .
N; 
2/; (11)

where d2n D .2 �/�1�2n3=2h
R1

�1 K2.x/dx, 
2 D LG.1; 0/ is the self intersection
local time generated by the process G D R t

0 e�.t�s/dW.s/ and N is a standard normal
variate which is independent of 
2.

Comparing to Theorem 3.3 of Wang and Phillips [11], Theorem 2 reduces the
condition (2.4) of the paper, i.e., the requirement on the joint convergence ofPn

kD1 �k=
p

n and
Pn

kD1 
k=
p

n. More interestingly, proof of Theorem 2 is quite
neat, since calculations involving in verification of Theorem 1 are also used in
the proofs of (7) and (8). In comparison, the proof of Theorem 3.3 in Wang and
Phillips [11] requires some different techniques, introducing some new calculations
like their Propositions 6–8 which are quite complexed.
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For the sake of completeness, we present the following theorem, which is the
same as Theorem 3.1 of Wang and Phillips [11], providing the limit distribution of
Sn=Vn under some additional assumptions on the regression function f .x/, the kernel
function K.x/ and the 
k.

Assumption 4. (i) There is a sequence of positive real numbers ın satisfying
ın ! 0 as n ! 1 such that sup�2˝0 jj O� � � jj D oP.ın/, where jj � jj denotes
the Euclidean norm.

(ii) There exists some "0 > 0 such that @2f .x;t/
@t2

is continuous in both x 2 R and
t 2 �0, where �0 D ft W jjt � � jj � "0; � 2 ˝0g:

(iii) Uniformly for � 2 ˝0,

ˇ̌
ˇ
@f .x; t/

@t
jtD�

ˇ̌
ˇC

ˇ̌
ˇ
@2f .x; t/

@t2
jtD�

ˇ̌
ˇ � C.1C jxjˇ/;

for some constants ˇ � 0 and C > 0.
(iv) Uniformly for � 2 ˝0, there exist 0 < � 0 � 1 and maxf0; 3=4� 2ˇg < � � 1

such that

jg.x C y; �/ � g.x; �/j � Cjyj�
�
1C jxjˇ�1 C jyjˇ; if ˇ > 0,
1C jxj� 0�1; if ˇ D 0;

(12)

for any x; y 2 R, where g.x; t/ D @f .x;t/
@t .

Assumption 5. nh2 ! 1, ı2nn1Cˇ
p

h ! 0 and nh4 log2 n ! 0, where ˇ
and ı2n are defined as in Assumption 4. Also,

R
.1 C jxj2ˇC1/K.x/dx < 1 and

Ej�0j4ˇC2 < 1.

As noticed in Wang and Phillips [11], the sequence ın in Assumption 4(i)
may be chosen as ı2n D n�.1Cˇ/=2h�1=8, due to the fact that ın also satisfies
Assumption 5. Hence, by Park and Phillips [10], Assumption 4(i) is achievable
under Assumption 4(ii)–(iv). Assumptions 4(ii)–(iv) are quite weak and include a
wide class of functions. Typical examples include polynomial forms like f .x; �/ D
�1C�2xC : : :C�kxk�1, where � D .�1; : : : ; �k/; power functions like f .x; a; b; c/ D
aCb xc, shift functions like f .x; �/ D x.1C�x/I.x � 0/; and weighted exponentials
such as f .x; a; b/ D .a C b ex/=.1C ex/.

Theorem 3. Under Assumptions 1–5 and the null hypothesis, we have

Snp
2Vn

!D N; (13)

where N is a standard normal variate.

The limit in Theorem 3 is normal and does not depend on any nuisance
parameters. As a test statistic, Zn D Sn=

p
2Vn has a big advantage in applications.

As for the asymptotic power of the test, we refer to Wang and Phillips [11].
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4 Proofs of Main Results

Proof of Theorem 1. Let x�
n;k D xn;kI.

Pk
jD1 x2j;n � �/: Note that, on the set G2

n � n�,

1p
n

nX

kD1
ˇk xn;k E.
kC1�kC1 j Fk/ D 1p

n

nX

kD1
ˇk x�

n;k E.
kC1�kC1 j Fk/

and P.G2
n � n�/ ! 0 as n ! 1. The condition (2) implies that

1p
n

nX

kD1
ˇk x�

n;k E.
kC1�kC1 j Fk/ D oP.1/;

for any � > 0. Hence (3.24) of Wang [7] still holds true if we replace (5), which
is required in the proof of Wang [7], by (2). The remaining part in the proof of
Theorem 1 is the same as that of Theorem 2.1 in Wang [7]. We omit the details. �

Proof of Theorem 2. Without loss of generality, assume �2 D 1. Furthermore, we
may let j�kj � C. This restriction can be removed by using the similar arguments
as in Wang and Phillips ([11], pages 754–756). Write xnt D Ynt=dn, where Ynt DPt�1

iD1 �iC1K
�
.xt � xi/=h


. Due to Assumptions 1 and 2, it is readily seen that

n nX

kD1
xn;k�kC1; FnC1

o

n�1;

where Fk D �.�1; : : : ; �kI 
1; : : : ; 
kI 
0; 
�1; : : :/, forms a class of martingale
defined as in Sect. 2. Hence, to prove Theorem 2, it suffices to verify conditions
(a) and (b) of Theorem 1, which is given as follows. We first introduce the following
proposition.

Proposition 1. Under Assumptions 1, 2, and 3 and h log2 n ! 0, we have

EY2nt � C .1C h
p

t/; (14)

nX

kD1
ˇk Ynk D OP.n

5=4h3=4/; (15)

for any jˇkj � C, and if in addition j�kj � C, then

EY4nt � C .1C h3 t3=2/: (16)

The proof of Proposition 1 is given in Section 6 of Wang and Phillips [11].
Explicitly, (15) follows from (6.3) of the paper with g.x/ D 1 and a minor
improvement, as jˇkj � C. Equations (14) and (16) come from (6.6) and (6.8) of the
paper, respectively.



174 Q. Wang

Due to Proposition 1, it is routine to verify the condition (a) of Theorem 1.
Indeed, by (16), it follows that

max
1�t�n

jxntj � 1

dn

� nX

kD1
Y4nk

�1=4
D OP

�
.n5=2h3/1=4=.n3=2h/1=2

 D oP.1/;

which yields the first part of the condition (a). To prove the remaining part, we split
the left hand of the (2) as

1p
n

nX

kD1
ˇk xn;k E.
kC1�kC1 j Fk/

D 1p
n

nX

kD1
ˇk xn;k .Vk � C0/C C0p

n

nX

kD1
ˇk xn;k

WD �1n C�2n; (17)

where Vk D E.
kC1�kC1 j Fk/. It follows from (15) that, for any jˇkj � C,

�2n D 1p
ndn

nX

kD1
ˇk Ynk D OP.h

1=4/ D oP.1/; (18)

due to h ! 0. On the other hand, by recalling Vk !a:s C0 and noting that

1p
n

nX

kD1
jˇkj Ejxn;kj � Cp

ndn

nX

kD1
.EY2nt/

1=2 � Cp
ndn

nX

kD1
.1C h

p
t/1=2 � C; (19)

simple calculations show that�1n D oP.1/. Taking these estimates into (17), we get
the required (2), and hence the condition (a) of Theorem 1 is identified.

To verify the condition (b) of Theorem 1, by recalling (8) and �2 D 1, it suffices
to show that

(
1p
n

Œnt�X

jD1

jC1;

1

2d2n

nX

t;sD1
K2
�
.xt � xs/=h


)

) ˚
W.t/; LG.1; 0/

�
: (20)

The individual convergence of two components in (20) has been established in
Section 5 of Wang and Phillips [11]. The joint convergence can be established in
a similar way, which is outlined as follows.

Write g.x/ D K2.x/, xk;n D xk=.
p

n�/ and cn D p
n�=h. It follows from these

notation that

R1
�1 K2.x/dx

2d2n

nX

k;jD1
K2
�
.xk � xj/=h

 D cn

n2

nX

k;jD1
g
�
cn .xk;n � xj;n/
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We first prove the result (20) under an additional condition:

Con W g.x/ is continuous and Og.t/ has a compact support;

where Og.x/ D
Z 1

�1
eixtg.t/dt: (21)

To start, noting that g.x/ D 1
2�

R1
�1 eitx Og.�t/dt, we have

cn

n2

nX

k;jD1
g
�
cn .xk;n � xj;n/

 D 1

2�n2

nX

k;jD1

Z 1

�1
Og.�s=cn/ eis .xk;n�xj;n/ds

D R1n C R2n; (22)

where, for some A > 0,

R1n D 1

2�n2

nX

k;jD1

Z

jsj�A
Og.�s=cn/ eis .xk;n�xj;n/ds;

R2n D 1

2�n2

nX

k;jD1

Z

jsj>A
Og.�s=cn/ eis .xk;n�xj;n/ds:

Furthermore, R1n can be written as

R1n D 1

2�

Z

jsj�A
Og.�s=cn/

Z 1

0

Z 1

0

eis .xŒnu�;n�xŒnv�;n/du dv ds C oP.1/:

Recall cn ! 1. It is readily seen that supjsj�A jOg.�s=cn/ � Og.0/j ! 0 for any
fixed A > 0. Hence, by noting that the classical invariance principle gives

(
1p
n

Œnt�X

jD1

jC1; xŒnt�;n

)
) ˚

W.t/; G.t/
�
;

where G.t/ D R t
0

e�.t�s/dW.s/ (see, e.g., Phillips [6] and/or Buchmann and Chan
[2]), it follows from the continuous mapping theorem that, for any A > 0,

(
1p
n

Œnt�X

jD1

jC1; R1n

)
!D

˚
W.t/; Og.0/ gA.G/

�
; (23)

where gA.G/ D 1
2�

R
jsj�A

R 1
0

R 1
0 eisŒG.u/�G.v/�dudv ds, as n ! 1. Note that Og.0/ DR1

�1 K2.x/dx and gA.G/ converges to LG.1; 0/ in L2, as A ! 1. See (7.2) of Wang
and Phillips [12]. The results (20) will follow under the additional condition (21), if
we prove

EjR2nj2 ! 0; (24)
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as n ! 1 first and then A ! 1. This follows from (7.8) of Wang and Phillips
[12], and hence the details are omitted.

To remove the additional condition (21), it suffices to construct a gı0.x/ so that it
satisfies (21),

R1
�1 jgı0.x/jdx < 1,

R1
�1 jg.x/� gı0.x/jdx < �; and we may prove

cn

n2

nX

k;jD1

ˇ̌
g
�
cn .xk;n � xj;n/

 � gı0
�
cn .xk;n � xj;n/

ˇ̌ D OP.�/: (25)

This is exactly the same as in the proof of Theorem 5.1 in Wang and Phillips [11, 12],
and hence the details are omitted. �
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Part IV
Change-Point Problems



Change Point Detection with Stable AR(1)
Errors

Alina Bazarova, István Berkes, and Lajos Horváth

1 Introduction and Results

In this paper we are interested to detect possible changes in the location model

Xj D cj C ej; 1 � j � n: (1)

We wish to test the null hypothesis of stability of the location parameter, i.e.,

H0 W c1 D c2 D : : : D cn

against the one change alternative

HA W there is k� such that c1 D : : : D ck� ¤ ck�C1 D : : : D cn:

We say that k� is the time of change under the alternative. The time of change as
well as the location parameters before and after the change are unknown. The most
popular methods to test H0 against HA are based on the CUSUM process
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Un.x/ D
bnxcX

iD1
Xi � bnxc

n

nX

iD1
Xi:

Clearly, if H0 is true, then Un.t/ does not depend on the common but unknown
location parameter. It is well known that if X1; : : : ;Xn are independent and
identically distributed random variables with a finite second moment, then

1

.nvar.X1//1=2
Un.x/

D Œ0;1��! B.x/;

where B.x/ is a Brownian bridge. Throughout this paperD Œ0; 1� denotes the space of

right continuous functions on Œ0; 1� with left limits;
D Œ0;1��! means weak convergence

in D Œ0; 1� with respect to the Skorohod J1 topology (cf. Billingsley [10]). Of
course, var.X1/ can be consistently estimated by the sample variance in this case,
resulting in

1

��
n n1=2

Un.x/
D Œ0;1��! B.x/ (2)

with

��
n D

(
1

n

nX

iD1
.Xi � NXn/

2

) 1=2
with NXn D 1

n

nX

iD1
Xi:

Assuming that X1;X2; : : : ;Xn are independent and identically distributed random
variables in the domain of attraction of a stable law of index ˛ 2 .0; 2/, Aue et al. [3]
showed that

1

n1=˛ OL.n/Un.x/
D Œ0;1��! B˛.x/;

where OL is a slowly varying function at 1 and B˛.x/ is an ˛–stable bridge.
(The ˛–stable bridge is defined as B˛.x/ D W˛.x/ � xW˛.1/; where W˛ is a Lévy
˛–stable motion.) Since nothing is known on the distributions of the functionals of
˛–stable bridges, Berkes et al. [9] suggested the trimmed CUSUM process

Tn.x/ D
bnxcX

iD1
XiIfjXij � 
n;dg � bnxc

n

nX

iD1
XiIfjXij � 
n;dg;

where 
n;d is the dth largest among jX1j; jX2j; : : : ; jXnj: Assuming that the Xi’s are
independent and identically distributed and are in the domain of attraction of a stable
law, they proved

1

O�nn1=2
Tn.x/

D Œ0;1��! B.x/;
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where

O�2n D 1

n

nX

iD1

0

@XiIfjXij � 
n;dg � 1

n

nX

jD1
XjIfjXjj � 
n;dg

1

A
2

;

and B.t/ is a Brownian bridge. Roughly speaking, the classical CUSUM procedure
in (2) can be used on the trimmed variables XjIfjXjj � 
n;dg; 1 � j � n: The
CUSUM process has also been widely used in case of dependent variables, but it is
nearly always assumed that the observations have high moments and the dependence
in the sequence is weak, i.e. the limit distributions of the proposed statistics are
derived from normal approximations. For a review we refer to Aue and Horváth [5].
However, very few papers consider the instability of time series models with heavy
tails.

Fama [16] and Mandelbrot [23, 24] pointed out that the distributions of commod-
ity and stock returns are often heavy tailed with possibly infinite variance and they
started the investigation of time series models where the marginal distributions have
regularly varying tails. Davis and Resnick [14, 15] investigated the properties of
moving averages with regularly varying tails and obtained non–Gaussian limits for
the sample covariances and correlations. Their results were extended to heavy tailed
ARCH by Davis and Mikosch [13]. The empirical periodogram was studied by
Mikosch et al. [25]. Andrews et al. [1] estimated the parameters of autoregressive
processes with stable innovations.

In this paper we study testing H0 against HA when the error terms form an
autoregressive process of order 1, i.e., ei is a �."j; j � i/ measurable solution of

ei D �ei�1 C "i � 1 < i < 1: (3)

We assume throughout this paper that

"j;�1 < j < 1 are independent and identically distributed, (4)

"0 belongs to the domain of attraction of a stable (5)

random variable �.˛/ with parameter 0 < ˛ < 2;

and

"0 is symmetric when ˛ D 1: (6)

Assumption (5) means that

0

@
nX

jD1
"j � an

1

A
�

bn
D�! �.˛/ (7)
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for some numerical sequences an and bn. The necessary and sufficient condition for
this is

lim
t!1

Pf"0 > tg
L�.t/t�˛

D p and lim
t!1

Pf"0 � �tg
L�.t/t�˛

D q (8)

for some numbers p � 0, q � 0, p C q D 1, where L� is a slowly varying function
at 1. It is known that (3) has a unique stationary non–anticipative solution if and
only if

� 1 < � < 1: (9)

Under assumptions (4), (5), (6), (7), (8), and (9), fejg is a stationary sequence and
Eje0j� < 1 for all 0 < � < ˛ but Eje0j� D 1 for all � > ˛: The AR(1) process
with stable innovations was considered by Chan and Tran [12], Chan [11], Aue and
Horváth [4] and Zhang and Chan [28] who investigated the case when � is close to
1 and provided estimates for � and the other parameters when the observations do
not have finite variances.

The convergence of the finite dimensional distributions of Un.x/ is an immediate

consequence of Phillips and Solo [26]. Let
fdd�! denote the convergence of the finite

dimensional distributions.

Theorem 1. If H0, (3), (4), (5), (6) and (9) hold, then we have that

1 � �

n1=˛L�.n/
Un.x/

fdd�! B˛.x/;

where B˛.x/; 0 � t � 1 is an ˛–stable bridge.

It has been pointed out by Avram and Taqqu [6, 7] that the convergence of
the finite dimensional distributions in Theorem 1 cannot be replaced with weak
convergence in D Œ0; 1�. Avram and Taqqu [6, 7] also proved that under further
regularity conditions, the convergence of the finite dimensional distributions can
be replaced with convergence in D Œ0; 1� with respect to the M1 topology. However,
the distributions of sup0�x�1 jB˛.x/jdx and

R 1
0

B2˛.x/dx depend on the unknown ˛
and they are unknown for any 0 < ˛ < 2.

The statistics used in this paper are based on Tn.x/ with a truncation parameter
d D d.n/ satisfying

lim
n!1 d.n/=n D 0 (10)

and

d.n/ � nı with some 0 < ı < 1: (11)
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Let F.x/ D PfX0 � xg, H.x/ D PfjX0j > xg and let H�1.t/ be the (generalized)
inverse of H: We also assume that "0 has a density function p.t/ which satisfies

Z 1

�1
jp.t C s/ � p.t/jdt � Cjsj with some C: (12)

Let

An D d1=2H�1.d=n/: (13)

The following result was obtained by Bazarova et al. [8]:

Theorem 2. If H0, (3), (4), (5), (6) and (9), (10), (11), (12) hold, then we have that

�
2 � ˛

˛

�1=2 �
1 � �
1C �

�1=2 Tn.x/

An

D Œ0;1��! B.x/;

where B.x/ is a Brownian bridge.

The weak convergence in Theorem 2 can be used to construct tests to detect
possible changes in the location parameter in model (1). However, the normalizing
sequence depends heavily on unknown parameters and they should be replaced with
consistent estimators. We discuss this approach in Sect. 2. We show in Sect. 3 that
ratio statistics can also be used so we can avoid the estimation of the long run
variances.

2 Estimation of the Long Run Variance

The limit result in Theorem 2 is the same as one gets for the CUSUM process in
case of weakly dependent stationary variables (cf. Aue and Horváth [5]). Hence
we interpret the normalizing sequence as the long run variance of the sum of the
trimmed variables. Based on this interpretation we suggest Bartlett type estimators
as the normalization.

The Bartlett estimator computed from the trimmed variables X�
i D XiIfjXij �


n;dg is given by

Os2n D O�0 C 2

n�1X

jD1
!

�
j

h.n/

�
O�j;

where

O�j D 1

n

n�jX

iD1
.X�

i � NX�
n /.X

�
iCj � NX�

n /;
NX�

n D 1

n

nX

iD1
X�

i ;
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!.�/ is the kernel and h.�/ is the length of the window. We assume that !.�/ and h.�/
satisfy the following standard assumptions:

!.0/ D 1; (14)

!.t/ D 0 if t > a with some a > 0; (15)

!.�/ is a Lipschitz function; (16)

O!.�/; the Fourier transform of !.�/; is also Lipschitz and integrable (17)

and

h.n/ ! 1 and h.n/=n ! 1 as n ! 1: (18)

For functions satisfying (14), (15), (16), and (17) we refer to Taniguchi and
Kakizawa [27]. Following the methods in Liu and Wu [22] and Horváth and Reeder
[18], the following weak law of large numbers can be established under H0:

nOs2n
A2n.1C �/˛=..1� �/.2 � ˛//

P! 1; as n ! 1: (19)

The next result is an immediate consequence of Theorem 2 and (19).

Corollary 1. If H0, (3), (4), (5), (6), (9), (10), (11), (12) and (19) hold, then we
have that

Tn.x/

n1=2Osn

D Œ0;1��! B.x/;

where B.x/ is a Brownian bridge.

It follows immediately that under the no change null hypothesis

OQn D sup
0�x�1

jTn.x/j
n1=2Osn

D�! sup
0�x�1

jB.x/j:

Simulations show that Osn performs well under H0 but it overestimates the norming
sequence under the alternative. Hence OQn has little power. The estimation of the
long–run variance when a change occurs has been addressed in the literature. We
follow the approach of Antoch et al. [2], who provided estimators for the long run
variance which are asymptotically consistent under H0 as well as under the one
change alternative. Let x0 denote the smallest value in Œ0; 1� where jTn.x/j reaches
its maximum and let Qk D bx0nc. The modified Bartlett estimator is defined as

Qs2n D O� 0
0 C 2

n�1X

jD1
!

�
j

h.n/

�
Q�j;
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where

Q�j D 1

n � j

n�jX

`D1
�`�`Cj; �` D X�̀ � 1

Ok
OkX

`D1
X�̀; ` D 1; : : : ; Ok;

�` D X�̀ � 1

n � Ok
nX

`DOkC1
X�̀; ` D Ok C 1; : : : ; n:

Combining the proofs in Antoch et al. [2] with Liu and Wu [22] and Horváth and
Reeder [18] one can verify that

nQs2n
A2n.1C �/˛=..1� �/.2� ˛//

P! 1; as n ! 1 (20)

under H0 as well as under the one change alternative HA. Due to (20) we
immediately have the following result:

Corollary 2. If H0, (3), (4), (5), (6), (9), (10), (11), (12) and (20) hold, then we
have that

Tn.x/

n1=2Qsn

D Œ0;1��! B.x/;

where B.x/ is a Brownian bridge.

We suggest testing procedures based on

QQn D 1

n1=2Qsn
sup
0�x�1

jTn.x/j:

It follows immediately from Corollary 2 that under H0

QQn
D�! sup

0�x�1
jB.x/j: (21)

First we study experimentally the rate of convergence in Theorem 2. In this
section we assume that the innovations "i in (3), (4), (5), (6), and (7) have the
common distribution function

F.t/ D
(

q.1 � t/�3=2; if �1 < t � 0,

1 � p.1� t/�3=2; if 0 < t < 1;

where p � 0, q � 0 and p C q D 1. We present the results for the case of � D p D
q D 1=2 based on 105 repetitions. We simulated the elements of an autoregressive
sample .e1; : : : ; en/ from the recursion (3) starting with some initial value and with
a burn in period of 500, i.e. the first 500 generated variables were discarded and
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Table 1 Simulated 95 %
percentiles of the distribution
of Qn under H0

n 400 600 800 1,000 1
1.29 1.32 1.33 1.34 1.36

1
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0.6

0.4

−3 −2.7 −2.4 −2.1 −1.8 −1.5 −1.2 −0.9 −0.3
0

0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3

X

−0.6

0.2

Y

Fig. 1 Empirical power for Qn with significance level 0.05, n D 400 (dashed), n D 600 (solid)
and n D 800 (dotted) with k1 D n=2

the next n give the sample .e1; : : : ; en/. Thus .e1; : : : ; en/ are from the stationary
solution of (3). We trimmed the sample using d.n/ D bn0:45c and computed

Qn D
�
2 � ˛
˛

�1=2 �
1 � �
1C �

�1=2
1

An
sup
0�x�1

jTn.x/j:

Under H0 we have

Qn
D�! sup

0�x�1
jB.x/j:

The critical values in Table 1 provide information on the rate of convergence in
Theorem 2.

Figures 1 and 2 show the empirical power of the test for H0 against HA based
on the statistic Qn for a change at time k� D n=4 and n=2 and when the location
changes from 0 to c 2 f�3;�2:9; : : : ; 2:9; 3g and the level of significance is 0.05.
We used the asymptotic critical value 1.36. Comparing Figs. 1 and 2 we see that we
have higher power when the change occurs in the middle of the data at k� D n=2.
We provided these results to illustrate the behaviour of functionals of Tn without
introducing further noise due to the estimation of the norming sequence.
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0
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X

−0.6

0.2

Y

Fig. 2 Empirical power for Qn with significance level 0.05, n D 400 (dashed), n D 600 (solid)
and n D 800 (dotted) with k1 D n=4

Table 2 Simulated 95 %
percentiles of the distribution
of QQn under H0

n 400 600 800 1,000 1
1.57 1.52 1.50 1.49 1.36

Next we study the applicability of (21) in case of small and moderate sample
sizes. We used h.n/ D n1=2 as the window and the flat top kernel

!.t/ D
8
<

:

1 0 � t � :1

1:1 � jtj :1 � t � 1:1

0 t � 1:1

Figures 3 and 4 show the empirical power of the test for H0 against HA based
on the statistic QQn for a change at time k� D n=4 and n=2 and when the location
changes from 0 to c 2 f�3;�2:9; : : : ; 2:9; 3g and the level of significance is 0.05.
We used the asymptotic critical value 1.36 (Table 2). Comparing Figs. 3 and 4 we
see that we have again higher power when the change occurs in the middle of the
data at k1 D n=2.

Figure 5 shows how the power of the test behaves depending on the value of
d D n� , � 2 f0:3; 0:35; 0:42; 0:45; 0:5g for n D 400. The bigger the d is, the better
is the power curve.
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Fig. 3 Empirical power for QQn with significance level 0.05, n D 400 (dashed), n D 600 (solid)
and n D 800 (dotted) with k1 D n=2
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Fig. 4 Empirical power for QQn with significance level 0.05, n D 400 (dashed), n D 600 (solid)
and n D 800 (dotted) with k1 D n=4
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Fig. 5 Empirical power curves for QQn with significance level 0.05 for d D n� , � D 0:35 (dash-
dotted), � D 0:42 (dashed), � D 0:45 (solid), � D 0:5 (dotted) with n D 400, k1 D n=2

3 Ratio Statistics

The statistics OQn as well as QQn are very sensitive to the behaviour of Osn and Qsn. As we
pointed out, Osn is the right norming only under H0. The sequence QQn works under H0

and under the one change alternative, but it could break down if multiple changes
occur under the alternative. Even if the Bartlett type estimator is the asymptotically
correct norming factor, the rate of convergence can be slow. Also, these estimators
are very sensitive to the choice of the window h D h.n/. Following the work of
Kim [19] (cf. also Kim et al. [20]) and Leybourne and Taylor [21], Horváth et al.
[17] proposed ratio type statistics of functionals of CUSUM processes. We adapt
their approach to the trimmed CUSUM process. Let 0 < ı < 1 and define

Zn D max
nı�k�n�nı

Zn;1.k/

Zn;2.k/
;

where

Zn;1.k/ D max
1�i�k

ˇ̌
ˇ̌
ˇ̌

iX

jD1
.XjIfjXjj � 
n;dg � .1=k/

kX

jD1
.XjIfjXjj � 
n;d/g/

ˇ̌
ˇ̌
ˇ̌
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and

Zn;2.k/ D max
k<i�n

ˇ̌
ˇ̌
ˇ̌

nX

jDi

.XjIfjXjj � 
n;dg � .1=.n � k//
nX

jDkC1
.XjIfjXjj � 
n;d/g/

ˇ̌
ˇ̌
ˇ̌ :

Roughly speaking, we split the data into two subsets at k, compute the maximum
of the CUSUM in both subsamples and compare these maxima. To state the limit
distribution of Zn under the null hypothesis, we need to introduce

z1.t/ D sup
0�s�t

jW.s/� .s=t/W.t/j

and

z2.t/ D sup
t�s�1

jW�.s/� ..1 � s/=.1 � t//W�.t/j;

where W�.t/ D W.1/� W.t/. The following result is an immediate consequence of
Theorem 2.

Theorem 3. If H0, (3), (4), (5), (6) and (9), (10), (11), (12) hold, then we have that

Zn
D�! sup

ı�t�1�ı
z1.t/

z2.t/
: (22)

We reject the no change null hypothesis if Zn is large. Using Monte Carlo
simulations, it is easy to obtain the distribution function of the limit in (22).
Selected critical values can be found in Horváth et al. [17], where some probabilistic
properties of the limit are also discussed.

Below we study the finite sample behaviour of Zn. Table 3 contains simulated
significance levels when ı D :2, n D 400; 600; 800; 1;000 and n D 5;000. (Since
the distribution function of the limit in (22) is unknown, we used n D 5;000 for the
limit distribution.)

Figures 6 and 7 contain the empirical power curves of the test for H0 against
HA based on the statistic Zn for a change at time k� D n=4 and n=2 and when the
location changes from 0 to c 2 f�5;�4:9; : : : ; 4:9; 5g and the level of significance
is 0.05. We used critical values from Table 3. Figure 8 shows how the power of
the test behaves depending on the value of d D n�, � 2 f0:3; 0:35; 0:42; 0:45; 0:5g
for n D 400. The bigger the d is, the better is the power curve.

Table 3 Simulated 95 %
percentiles of the distribution
of Zn under H0

n 400 600 800 1,000 5,000

5.90 5.67 5.49 5.43 5.03
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Fig. 6 Empirical power curves for Zn with significance level 0.05, n D 400 (dashed), n D 600

(solid) and n D 800 (dotted) with k1 D n=2
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Fig. 7 Empirical power curves for Zn with significance level 0.05, n D 400 (dashed), n D 600

(solid) and n D 800 (dotted) with k1 D n=4
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Fig. 8 Empirical power curves for Zn with significance level 0.05 for d D n� , � D 0:35 (dash-
dotted), � D 0:42 (dashed), � D 0:45 (solid), � D 0:5 (dotted) with n D 400, k1 D n=2
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Change-Point Detection Under Dependence
Based on Two-Sample U-Statistics

Herold Dehling, Roland Fried, Isabel Garcia, and Martin Wendler

1 Introduction

Change-point tests address the question whether a stochastic process is stationary
during the entire observation period or not. In the case of independent data, there is
a well-developed theory; see the book by Csörgő and Horváth [6] for an excellent
survey. When the data are dependent, much less is known. The CUSUM statistic
has been intensely studied, even for dependent data; see again Csörgő and Horváth
[6]. The CUSUM test, however, is not robust against outliers in the data. In the
present paper, we study a robust test which is based on the two-sample Wilcoxon
test statistic. Simulations show that this test outperforms the CUSUM test in the
case of heavy-tailed data.

In order to derive the asymptotic distribution of the test, we study the stochastic
process

Œn��X

iD1

nX

jDŒn��C1
h.Xi;Xj/; 0 � � � 1; (1)
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where h W R
2 ! R is a kernel function. In the case of independent data, the

asymptotic distribution of this process has been studied by Csörgő and Horváth [5].
In the present paper, we extend their result to short range dependent data .Xi/i�1.
Similar results have been obtained for long range dependent data by Dehling, Rooch
and Taqqu [10], albeit with completely different methods.

U-statistics have been introduced by Hoeffding [14], where the asymptotic
normality was established both for the one-sample as well as the two-sample
U-statistic in the case of independent data. The asymptotic distribution of one-
sample U-statistics of dependent data was studied by Sen [18, 19], Yoshihara [22],
Denker and Keller [12, 13] and by Borovkova, Burton and Dehling [3] in the so-
called non-degenerate case, and by Babbel [1] and Leucht [16] in the degenerate
case. For two-sample U-statistics, Dehling and Fried [8] established the asymptotic
normality of

Pn1
iD1

Pn1Cn2
jDn1C1 h.Xi;Xj/ for dependent data, when n1; n2 ! 1. The

main theoretical result of the present paper is a functional version of this limit
theorem.

In our paper, we focus on data that can be represented as functionals of a mixing
process. In this way, we cover most examples from time series analysis, such as
ARMA and ARCH processes, but also data from chaotic dynamical systems. For a
survey of processes that have a representation as functional of a mixing process,
see e.g. Borovkova, Burton and Dehling [3]. Earlier references can be found in
Ibragimov and Linnik [15], Denker [11] and Billingsley [2].

2 Definitions and Main Results

Given the samples X1; : : : ;Xn1 and Y1; : : : ;Yn2 , and a kernel h.x; y/, we define the
two-sample U-statistic

Un1;n2 WD 1

n1 n2

n1X

iD1

n2X

jD1
h.Xi;Yj/: (2)

More generally, one can define U-statistics with multivariate kernels h W Rk � R
l !

R. In the present paper, for the ease of exposition, we will restrict attention to
bivariate kernels h.x; y/. The main results, however, can easily be extended to the
multivariate case.

Assuming that .Xi/i�1 and .Yi/i�1 are stationary processes with one-dimensional
marginal distribution functions F and G, respectively, we can test the hypothesis
H W F D G using the two-sample U-statistic. E.g., the kernel h.x; y/ D y � x leads
to the U-statistic

Un1;n2 D 1

n1 n2

n1X

iD1

n2X

jD1
.Yj � Xi/ D 1

n2

n2X

jD1
Yj � 1

n1

n1X

iD1
Xi; (3)
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and thus to the familiar two-sample Gauß-test. Similarly, the kernel h.x; y/ D 1fx�yg
leads to the U-statistic

Un1;n2 D 1

n1 n2

n1X

iD1

n2X

jD1
1fXi�Xjg; (4)

and thus to the 2-sample Mann-Whitney-Wilcoxon test.
In the present paper, we investigate tests for a change-point in the mean of a

stochastic process .Xi/i�1. We consider the model

Xi D �i C �i; i � 1; (5)

where .�i/i�1 are unknown constants and where .�i/i�1 is a stochastic process. We
want to test the hypothesis H W �1 D : : : D �n against the alternative that there
exists 1 � k � n � 1 such that �1 D : : : D �k ¤ �kC1 D : : : D �n.

Tests for the change-point problem are often derived from 2-sample tests applied
to the samples X1; : : : ;Xk and XkC1; : : : ;Xn, for all possible 1 � k � n �1. For two-
sample tests based on U-statistics with kernel h.x; y/, this leads to the test statisticPk

iD1
Pn

jDkC1 h.Xi;Xj/, 1 � k � n, and thus to the process

Un.�/ D
Œn��X

iD1

nX

jDŒn��C1
h.Xi;Xj/; 0 � � � 1: (6)

In this paper, we will derive a functional limit theorem for the process .Un.�//0���1,
n � 1. Specifically, we will show that under certain technical assumptions on the
kernel h and on the process .Xi/i�1, a properly centered and renormalized version
of .Un.�//0���1 converges to a Gaussian process.

In our paper, we will assume that the process .�i/i�0 is weakly dependent. More
specifically, we will assume that .�i/i�0 can be represented as a functional of an
absolutely regular process.

Definition 1. (i) Given a stochastic process .Xn/n2Z we denote by A k
l the

��algebra generated by .Xk; : : : ;Xl/. The process is called absolutely regular if

ˇ.k/ D sup
n

8
<

:sup
JX

jD1

IX

iD1
jP.Ai \ Bj/� P.Ai/P.Bj/j

9
=

; ! 0; (7)

as k ! 1, where the last supremum is over all finite A n
1 �measurable

partitions .A1; : : : ;AI/ and all finite A 1
nCk�measurable partitions .B1; : : : ;BJ/:

(ii) The process .Xn/n�1 is called a two-sided functional of an absolutely regular
sequence if there exists an absolutely regular process .Zn/n2Z and a measurable
function f W RZ ! R such that

Xi D f ..ZiCn/n2Z/:
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Analogously, .Xn/n�1 is called a one-sided functional if Xi D f ..ZiCn/n�0/.
(iii) The process .Xn/n�1 is called 1-approximating functional with coefficients

.ak/k�1 if

E jXi � E.XijZi�k; : : : ;ZiCk/j � ak: (8)

In addition to weak dependence conditions on the process .Xi/i�1, the asymptotic
analysis of the process (6) requires some continuity assumptions on the kernel
functions h.x; y/. We use the notion of 1-continuity, which was introduced by
Borovkova, Burton and Dehling [3]. Alternative continuity conditions have been
used by Denker and Keller [13].

Definition 2. The kernel h.x; y/ is called 1-continuous, if there exists a function
� W .0;1/ ! .0;1/ with �.�/ D o.1/ as � ! 0 such that for all � > 0

E.jh.X0;Y/ � h.X;Y/j1fjX�X0j��g/ � �.�/ (9)

E.jh.X;Y 0/ � h.X;Y/j1fjY�Y0j��g/ � �.�/ (10)

for all random variables X;X0;Y and Y 0 having the same marginal distribution as X1,
and such that X;Y are either independent or have joint distribution P.X1;Xk/, for some
integer k.

The most important technical tool in the study of U-statistics is Hoeffding’s
decomposition, originally introduced by Hoeffding [14]. If Ejh.X;Y/j < 1 for
two independent random variables X and Y with the same distribution as X1, we can
write

h.x; y/ D � C h1.x/C h2.y/C g.x; y/; (11)

where the terms on the right-hand side are defined as follows:

� D
Z Z

h.x; y/dF.x/dF.y/

h1.x/ D
Z

h.x; y/dF.y/� �

h2.y/ D
Z

h.x; y/dF.x/� �

g.x; y/ D h.x; y/� h1.x/� h2.y/� �:

Here, F denotes the distribution function of the random variables Xi. Observe that,
by Fubini’s theorem,

E.h1.X// D E.h2.X// D 0:
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In addition, the kernel g.x; y/ is degenerate in the sense of the following definition.

Definition 3. Let .Xi/i�1 be a stationary process, and let g.x; y/ be a measurable
function. We say that g.x; y/ is degenerate if

E.g.x;X1// D E.g.X1; y// D 0; (12)

for all x; y 2 R.

The following theorem, a functional central limit theorem for two-sample
U-statistics of dependent data, is the main theoretical result of the present paper.

Theorem 1. Let .Xn/n�1 be a 1-approximating functional with constants .ak/k�1 of
an absolutely regular process with mixing coefficients .ˇ.k//k�1, and let h.x; y/ be
a 1-continuous bounded kernel, satisfying

1X

kD1
k2.ˇ.k/C p

ak C �.ak// < 1; (13)

Then, as n ! 1, the DŒ0; 1�-valued process

Tn.�/ WD 1

n3=2

Œ�n�X

iD1

nX

jDŒ�n�C1
.h.Xi;Xj/ � �/; 0 � � � 1; (14)

converges in distribution towards a mean-zero Gaussian process with representation

Z.�/ D .1 � �/W1.�/C �.W2.1/� W2.�//; 0 � � � 1; (15)

where .W1.�/;W2.�//0���1 is a two-dimensional Brownian motion with mean zero
and covariance function Cov.Wk.s/;Wl.t// D min.s; t/�kl, where

�kl D E.hk.X0/hl.X0//C 2

1X

jD1
Cov.hk.X0/; hl.Xj//; k; l D 1; 2: (16)

Remark 1. (i) In the case of i.i.d. data, Theorem 1 was established by Csörgő and
Horváth [5]. In the case of long-range dependent data, weak convergence of the
process .Tn.�//0���1 has been studied by Dehling, Rooch and Taqqu [10] and
by Rooch [17], albeit with a normalization different from n3=2.

(ii) Using the representation (15), one can calculate the autocovariance function of
the process .Z.�//0���1. We obtain

Cov.Z.�/;Z.�// D �11Œ.1 � �/.1� �/minf�; �g�
C�22Œ��.1 � � � �C minf�;�g/�
C�12Œ�.1 � �/.� � minf�;�g/C �.1 � �/.�� minf�; �g/�:
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(iii) We conjecture that a similar theorem also holds for unbounded kernels under
some moments conditions and faster mixing rates (similar to Theorem 2.7 of
Sharipov, Wendler [20]). As our main application is the Wilcoxon test, where
the kernel is bounded, we restrict the theorem to the case of bounded kernels.

(iv) For the kernel h.x; y/ D y � x, we can analyze the asymptotic behavior of the
process Tn.�/ using the functional central limit theorem (FCLT). Note that,
since Xj � Xi D .Xj � E.Xj// � .Xi � E.Xi//, we may assume without loss of
generality that Xi has mean zero. Then we get the representation

Tn.�/ D 1

n3=2

Œn��X

iD1

nX

jDŒn��C1
.Xj � Xi/

D Œn��

n

1p
n

nX

iD1
Xi � 1p

n

Œn��X

iD1
Xi: (17)

Thus, weak convergence of .Tn.�//0���1 can be derived from the FCLT for
the partial sum process 1p

n

PŒn��
iD1 Xi. Such FCLTs have been proved under a

wide range of conditions, e.g. for functionals of uniformly mixing data in
Billingsley [2].

We finally want to state an important special case of Theorem 1, namely when
the kernel is anti-symmetric, i.e. when h.x; y/ D �h.y; x/. Kernels that occur in
connection with change-point tests usually have this property. For anti-symmetric
kernels, the limit process has a much simpler structure; moreover one can give a
simpler direct proof in this case. Note that for independent random variables X;Y
we have by anti-symmetry that Eh.X;Y/ D �Eh.Y;X/ D �Eh.X;Y/ and so � D
Eh.X;Y/ D 0.

Theorem 2. Let .Xn/n�1 be a 1-approximating functional with constants .ak/k�1
of an absolutely regular process with mixing coefficients .ˇ.k//k�1, and let h.x; y/
be a 1-continuous bounded anti-symmetric kernel, such that (13) holds. Then, as
n ! 1, the DŒ0; 1�-valued process

Tn.�/ WD 1

n3=2

Œ�n�X

iD1

nX

jDŒ�n�C1
h.Xi;Xj/; 0 � � � 1; (18)

converges in distribution towards the mean-zero Gaussian process � W.0/.�/; 0 �
� � 1, where .W0.�//0���1 is a standard Brownian bridge and

�2 D Var.h1.X1//C 2

1X

iD2
Cov.h1.X1/; h1.Xk//: (19)



Change-Point Detection Based on Two-Sample U-Statistics 201

3 Application to Change Point Problems

In this section, we will apply Theorem 1 in order to derive the asymptotic
distribution of two change-point test statistics. Specifically, we wish to test the
hypothesis

H0 W �1 D : : : D �n (20)

against the alternative of a level shift at an unknown point in time, i.e.

HA W �1 D : : : D �k ¤ �kC1 D : : : D �n; for some k 2 f1; : : : ; n � 1g: (21)

We consider the following two test statistics,

T1;n D max
1�k<n

ˇ̌
ˇ̌
ˇ̌
1

n3=2

kX

iD1

nX

jDkC1



1fXi<Xjg � 1=2

�
ˇ̌
ˇ̌
ˇ̌ (22)

T2;n D max
1�k<n

ˇ̌
ˇ̌
ˇ̌
1

n3=2

kX

iD1

nX

jDkC1



Xj � Xi

�
ˇ̌
ˇ̌
ˇ̌ : (23)

Theorem 3. Let .Xn/n�1 be a 1-approximating functional with constants .ak/k�1
of an absolutely regular process with mixing coefficients .ˇ.k//k�1, satisfying (13),
and assume that X1 has a distribution function F.x/ with bounded density. Then,
under the null hypothesis H0,

T1;n ! �1 sup
0���1

jW.0/.�/j; (24)

where .W.0/.�//0���1 denotes the standard Brownian bridge process, and where

�21 D Var.F.X1//C 2

1X

kD2
Cov.F.X1/;F.Xk//: (25)

Assuming that EjXij2Cı < 1, ˇ.k/ D O.k�.2Cı/=ı/ and ak D O.k�.1Cı/=2ı/, and
under the null hypothesis H0,

T2;n ! �2 sup
0���1

jW.0/.�/j; (26)

where

�22 D Var.X1/C 2

1X

kD2
Cov.X1;Xk/: (27)
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Proof. We will establish weak convergence of T1;n. In order to do so, we will apply
Theorem 1 to the kernel h.x; y/ D 1fx<yg. Borovkova, Burton and Dehling [3]
showed that this kernel is 1-continuous. By continuity of the distribution function
of X1, we get that � D RR

1fx<ygdF.x/dF.y/ D 1=2. Moreover, we get

h1.x/ D P.x < X1/� 1

2
D 1

2
� F.x/

h2.x/ D P.X1 < x/� 1

2
D F.x/� 1

2
:

Note that h2.x/ D �h1.x/. Hence W2.�/ D �W1.�/, and thus the limit process in
Theorem 1 has the representation

Z.�/ D .1 � �/W1.�/C �.W2.1/� W2.�// D W1.�/ � �W1.1/:

Here W1.�/ is a Brownian motion with variance �21 . Weak convergence of T2;n can
be shown directly from the functional central limit theorem for the partial sum
process; see Corollary 3.2 of Wooldridge and White [21]. We have to check the
L2-near epoch dependence. Note that by our assumptions

E jX0 � EŒX0jZ�l; : : : ;Zl�j2

D E

"
jX0 � EŒX0jZ�l; : : : ;Zl�j2 1

fjX0�EŒX0jZ�l ;:::;Zl�j�a
� 1
1Cı

l g

#

C E

"
jX0 � EŒX0jZ�l; : : : ;Zl�j2 1

fjX0�EŒX0jZ�l ;:::;Zl�j>a
� 1
1Cı

l g

#

� a
� 1
1Cı

l E jX0 � EŒX0jZ�l; : : : ;Zl�j C a
ı

1Cı

l E jX0 � EŒX0jZ�l; : : : ;Zl�j2Cı

� Ca
ı

1Cı

l D O.l�1=2/; (28)

so the condition of Corollary 3.2 of Wooldridge and White [21] holds. Hence, the
partial sum process . 1p

n

PŒnt�
iD1 Xi/0�t�1 converges in distribution to .�2 W.t//0�t�1,

where W is standard Brownian motion. Convergence in distribution of T2;n follows
by an application of the continuous mapping theorem.

Remark 2. (i) The distribution of sup0���1 jW.�/j is the well-known Kolmogorov-
Smirnov distribution. Quantiles of the Kolmogorov-Smirnov distribution can
be found in most statistical tables.

(ii) In order to apply Theorem 3, we need to estimate the variances �21 and
�22 . Regarding �22 given in expression (27), we apply the non-overlapping
subsampling estimator



Change-Point Detection Based on Two-Sample U-Statistics 203

O�22 D 1

Œn=ln�

Œn=ln �X

iD1

1

ln

0

@
ilnX

jD.i�1/lnC1
Xj � ln

n

nX

jD1
Xj

1

A
2

(29)

investigated by Carlstein [4] for ˛-mixing data. In case of AR(1)-processes,
Carlstein derives

ln D max.dn1=3.2�=.1� �2//2=3e; 1/ (30)

as the choice of the block length which minimizes the MSE asymptotically, with
� being the autocorrelation coefficient at lag 1.

Regarding �21 given in (25), one faces the additional challenge that the distri-
bution function F is unknown. This problem has been addressed, e.g. in Dehling,
Fried, Sharipov, Vogel and Wornowizki [9], for the case of functionals of absolutely
regular processes and F being estimated by the empirical distribution function Fn.
The authors find the subsampling estimator for �21

O�1 D 1

Œn=ln�

r
�

2

Œn=ln �X

iD1

1p
ln

ˇ̌
ˇ̌
ˇ̌

ilnX

jD.i�1/lnC1
Fn.Xj/� ln

n

nX

jD1
Fn.Xj/

ˇ̌
ˇ̌
ˇ̌ ; (31)

employing non-overlapping subsampling, to give smaller biases, but somewhat
larger MSEs than the corresponding overlapping subsampling estimator. The adap-
tive choice of the block length ln proposed by Carlstein worked well in their
simulations if the data were generated from a stationary ARMA(1,1) model and
an estimate of � was plugged in. In the next section, we will explore this and other
proposals in situations with level shifts and normally or heavy-tailed innovations.

4 Simulation Results

The assumptions regarding the underlying process .Xi/ in Theorem 1 are satisfied
by a wide range of time series, such as AR and ARMA processes. To illustrate the
results and to investigate the finite sample behavior and the power of the tests based
on T1;n and T2;n, we will give some simulation results. We study the underlying
change-point model

Xi D
�

�i if i D 1; : : : ; Œn��
�C �i if i D Œn��C 1; : : : ; n:

(32)

Within this model, the hypothesis of no change is equivalent to � D 0. We assume
that the noise follows an AR(1) process, i.e. that

�i D � �i�1 C �i; (33)
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Table 1 Empirical level of the tests based on T1;n and T2;n, for n D 200,
with fixed or adaptive subsampling block length ln and overlapping (ol) or non-
overlapping (nol) subsampling. The results are for AR(1) observations with
different lag-one autocorrelations � and different t3-distributed innovations, and
based on 4000 simulation runs each

T1;n T2;n
ln fixed Adaptive ln fixed Adaptive

� � Unadj. ol nol ol nol Unadj. ol nol ol nol

1 0.0 2.8 2.0 2.9 2.0 2.2 4.5 2.9 3.9 3.7 3.8

1 0.4 24.5 2.5 3.1 3.5 3.9 34.2 3.9 4.9 5.5 6.0

1 0.8 81.6 6.2 6.5 1.9 2.5 91.5 10.5 10.6 3.4 4.0

3 0.0 3.1 2.2 2.9 2.2 2.9 3.8 2.5 3.5 3.1 3.1

3 0.4 26.9 2.4 3.0 3.2 3.0 32.0 3.3 3.8 4.3 4.9

3 0.8 82.7 6.9 7.0 2.0 2.8 90.6 10.2 10.5 3.2 3.9

where �1 < � < 1, and where the innovations �i are i.i.d. random variables
with mean zero, bounded density and finite second moments. The innovations �i

are generated from a standard normal or a t�-distribution with � D 3 degrees of
freedom, scaled to have the same 84.13 % percentile as the standard normal, which
is 1. The autoregression coefficient is varied in � D f0:0; 0:4; 0:8g, corresponding
to zero, moderate or strong positive autocorrelation, and the sample size is n D 200.
For the choice of the block length we used Carlstein’s adaptive rule outlined above,
or a fixed block length of ln D 9, which is in good agreement with the empirical
findings of Dehling et al. [10] for larger sample sizes, and their theoretical result
that ln should be chosen as o.

p
n/ to achieve consistency. For comparison, we also

include tests employing overlapping subsampling for estimation of the asymptotical
variance, applying the same block lengths as the non-overlapping versions.

Table 1 contains the empirical levels (i.e. the fraction of rejections) of the tests
with an asymptotic level of 5 %, obtained from 4000 simulation runs for each
situation. Note that the tests developed under the assumption of independence,
not adjusting for autocorrelation, become strongly oversized with an increasingly
positive autocorrelation, i.e. they reject a true null hypothesis far too often, and are
practically useless already for � D 0:4. The performance of the adjusted tests is
much better in this respect and in a good agreement with the asymptotic results.
Only if the autocorrelation is strong (� D 0:8), the tests with a fixed block length
become somewhat anti-conservative (oversized), and even more so for the CUSUM-
test. Longer block lengths are needed for stronger positive autocorrelations, and
Carlstein’s adaptive block length (30) adjusts for this. There is little difference
between the tests employing overlapping and non-overlapping subsampling here.

In order to investigate the powers of the tests under the alternative, we consider
shifts of increasing height �, generating 400 data sets for each situation. The
sample size is again n D 200, and the change point is at observation number
 D Œ�n� D 100.
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Figure 1 illustrates the powers of the different versions of the tests in case of
Gaussian or t3-distributed innovations and several autocorrelation coefficients �.
Under normality, the CUSUM test T2;n is somewhat more powerful than the test
T1;n based on the Wilcoxon statistic, while under the t3-distribution it is the other
way round. The CUSUM test with the fixed block length considered here becomes
strongly oversized if � is large, while this effect is less severe for the test based on
the Wilcoxon statistic. Carlstein’s adaptive choice of the block length increases the
power if � is small and improves the size of the test substantially if � is large. The
tests employing overlapping subsampling (not shown here) perform even slightly
more powerful in case of zero or moderate autocorrelations, but much less powerful
in case of strong autocorrelations. We have also considered the case of negative
autocorrelation (� D �0:4, not shown here). We obtained similar results for the
power of the test based on the Wilcoxon statistic relatively to that of the CUSUM
test, and little difference between using a fixed or the adaptive block length.

The tests with Carlstein’s adaptive choice of the block length could be improved
further by using a more sophisticated estimate of � than the ordinary sample
autocorrelation used here. The latter is positively biased in the presence of a shift,
which leads to too large choices of the block length. This negative effect becomes
more severe for larger values of �, since the plug-in-estimate of the asymptotically
MSE-optimal choice of ln increases more rapidly if O� is close to 1, while it is rather
stable for moderate and small values of O�. In our study, for � D 0 the average
value chosen for ln increases from about 2 to about 3, only, as the height of the
shift increases, while it increases from about 6 to about 9 if � D 0:4, and even from
about 16 to about 24 if � D 0:8. An estimate of the autocorrelation coefficient which
resists shifts could be used, e.g. by applying a stepwise procedure which estimates
the possible time of occurrence of a shift before calculating O� from the corrected
data, but this will not be pursued here.

5 Data Example

For illustration we apply the tests to time series data representing the monthly
average daily minimum temperatures in Potsdam, Germany, measured between
January 1893 and December 1992. The 1200 data points for these 100 years have
been deseasonalized by subtracting the median value from each calendar month, see
Fig. 2. Our interest is in whether the level of this time series is constant or whether
there is a monotonic change. Such a systematic change is likely to show a trend-like
behavior and not a sharp shift, but nevertheless we would like a change-point test to
detect such a change if its null hypothesis is a constant level.

The empirical autocorrelation and partial autocorrelation functions suggest a
first order autoregressive model with lag-one autocorrelation about 0.25 for the
deseasonalized data. The test statistics take their maximum values after time point
595, i.e. rather in the middle of the time series. The resulting p-values are 0.23 and
0.16 for the CUSUM test with the fixed and the adaptive block length, respectively.
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Fig. 1 Power of the tests in case of a shift in the middle of an AR(1) process with Gaussian (left)
or t3-innovations (right) and different lag one correlations � D 0:0 (top), � D 0:4 (middle) or
� D 0:8 (bottom), n D 200. Wilcoxon test Tn;1 (bold lines) and CUSUM test Tn;2 (thin lines).
Adjustment by non-overlapping subsampling with fixed (black) or adaptive block length (dashed)
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Fig. 2 Deseasonalized time series representing the monthly average daily minimum temperatures
in Potsdam, Germany

As opposed to this, both versions of the Wilcoxon based test become significant
as the corresponding p-values are 0.04 and 0.015, respectively. The differences
between the results agree with the better power behavior of the Wilcoxon based test
relatively to the CUSUM test in case of the (left-)skewed distributions of minimum
temperatures, and the better power of the versions employing the adaptive block
length over those with the fixed block length considered here in case of small
positive autocorrelations. The sample median of the second time period is about
0.4 degrees larger than that of the first period.

6 Auxiliary Results

In this section, we will prove some auxiliary results which will play a crucial role in
the proof of Theorem 1. The main result of this section is the following proposition,
which essentially shows that the degenerate part in the Hoeffding decomposition of
the U-statistic Tn.�/ is uniformly negligible.

Proposition 1. Let .Xn/n�1 be a 1-approximating functional with constants .ak/k�1
of an absolutely regular process with mixing coefficients .ˇ.k//k�1, satisfying

1X

kD1
k.ˇ.k/C p

ak C �.ak// < 1: (34)

Moreover, let g.x; y/ be a 1-continuous bounded degenerate kernel. Then, as
n ! 1,

1

n3=2
sup
0���1

ˇ̌
ˇ̌
ˇ̌
Œn��X

iD1

nX

jDŒn��C1
g.Xi;Xj/

ˇ̌
ˇ̌
ˇ̌ ! 0 (35)

in probability.
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The proof of Proposition 1 requires some moment bounds for increments of
U-statistics of degenerate kernels, which we will now state as separate lemmas.

Lemma 1. Let .Xn/n�1 be a 1-approximating functional with constants .ak/k�1 of
an absolutely regular process with mixing coefficients .ˇ.k//k�1, satisfying

1X

kD1
k.ˇ.k/C p

ak C �.ak// < 1: (36)

Moreover, let g.x; y/ be a 1-continuous bounded degenerate kernel. Then, there
exists a constant C1 such that

E

0

@
Œn��X

iD1

nX

jDŒn��C1
g.Xi;Xj/

1

A
2

� C1Œn��.n � Œn��/: (37)

Proof. We can write

E

0

@
Œn��X

iD1

nX

jDŒn��C1
g.Xi;Xj/

1

A
2

D
Œn��X

iD1

nX

jDŒn��C1
E.g.Xi;Xj//

2

C 2
X

1�i1¤i2�Œn��

X

Œn��C1�j1¤j2�n

E


g.Xi1 ;Xj1 /g.Xi2 ;Xj2 /

�
(38)

The elements of the first sum all are bounded, hence

Œn��X

iD1

nX

jDŒn��C1
E.g.Xi;Xj//

2 � CŒn��.n � Œn��/: (39)

Concerning the second sum, by Lemma 5, we get

X

1�i1<i2�Œn��

X

Œn��C1�j1<j2�n

E


g.Xi1 ;Xj1 /g.Xi2 ;Xj2 /

�

� 4 S
X

1�i1<i2�Œn��

X

Œn��C1�j1�j2�n

�.aŒk=3�/

C8 S2
X

1�i1<i2�Œn��

X

Œn��C1�j1�j2�n

.
p

aŒk=3� C ˇ.Œk=3�// (40)

with k D maxfji2 � i1j; jj2 � j1jg. We will first treat the summands with k D i2 � i1.
Suppose for one moment that k is fixed and we will bound the number of indices
that appear in the sum. Observe that in this case we have Œn�� ways to choose i1,
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once i1 is chosen we have one way to pick i2 because i2 D i1 C k. For j1 we have
as before n � Œn�� ways to pick this index and then for each j1, j2 need to be in the
interval Œj1; j1 C k� and there are exactly k integers in such interval.

X

1�i1<i2�Œn��

X

Œn��C1�j1<j2�n



4S�.aŒk=3�/C 8S2

p
aŒk=3� C 8S2ˇ.Œk=3�/

�

� CŒn��.n � Œn��/
 

nX

kD1
k�.ak/C

nX

kD1
k
p

ak C
nX

kD1
kˇ.k/

!
� CŒn��.n � Œn��/

(41)

Analogously we can find the bounds for the terms with k D i1 � i2, k D j2 � j1 and
k D j1 � j2 using the conditions of summability.

We now define the process G.�/, 0 � � � 1, by

Gn.�/ WD n�3=2
Œn��X

iD1

nX

jDŒn��C1
g.Xi;Xj/; 0 � � � 1: (42)

Lemma 2. Under the conditions of Lemma 1, there exists a constant C such that

E.jGn.
/ � Gn.�/j2/ � C

n
.
� �/; (43)

for all 0 � � � 
 � 1.

Proof. We can write

E.jGn.
/ � Gn.�/j2/ (44)

� 2

n3
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jDŒn��C1
g.Xi;Xj/

1

A
2

C 2

n3
E

0

@
Œn
�X

iDŒn��C1

nX

jDŒn
�C1
g.Xi;Xj/

1

A
2

D 2

n3
E

0

@
Œn��X

iD1

Œn
�X

jDŒn��C1
g.Xi;Xj/
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n3
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A
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1

n3
.Œn��.Œn
� � Œn��/C .Œn
� � Œn��/.n � Œn
�// � C

n
.
 � �/

using the stationarity of the process .Xn/n2N and Lemma 1.
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Proof of Proposition 1. From Lemma 2 we obtain, using Chebyshev’s inequality,

P .jGn.
/ � Gn.�/j � �/ � 1

�2
C

n
.
� �/; (45)

for all � > 0. Thus we get for 0 � k � m � n with k;m; n 2 N

P

�ˇ̌
ˇ̌Gn

�m

n

�
� Gn

�
k

n

�ˇ̌
ˇ̌ � �

�
� 1

�2
E

�
Gn

�m

n

�
� Gn

�
k

n

��2

� 1

�2
C

n2
.m � k/ � 1

�2
C

n5=3
.m � k/4=3 (46)

as m � k � n. Now consider the variables

�i D
�

Gn



i
n

� � Gn



i�1
n

�
if i D 1; : : : ; n � 1

0 else
(47)

and suppose that Si D �1 C �2 C : : : C �i with S0 D 0, then Si D Gn.
i
n /. In

consequence the inequality (46) is equivalent to

P.jSm � Skj � �/ � 1

�2

�
C3=4

n5=4
.m � k/

�4=3
for 0 � k � m � n: (48)

So the assumption of Theorem 7 are satisfied with the variables (47) in the role of
the �i, ˇ D 1=2, ˛ D 2=3 and ul D C3=4=n5=4, uo D 0 and hence

P

�
max

1�i�n�1 jSij � �

�
� K

�2

�
C3=4

n5=4
.n � 1/

�4=3
� KC

�2n1=3
(49)

where K depends only of ˛ and ˇ. Thus, (35) holds as n ! 1. �

7 Proof of Main Results

In this section, we will prove Theorems 1 and 2. Note that Theorem 2 is a direct
consequence of Theorem 1, applied to anti-symmetric kernels. We will nevertheless
present a direct proof of Theorem 2, since this proof is much simpler than the proof
in the general case. Moreover, Theorem 2 covers those cases that are most relevant
in applications.

The first part of the proof is identical for both Theorems 1 and 2. Note that,
for each � 2 Œ0; 1�, the statistic Tn.�/ is a two-sample U-statistic. Thus, using the
Hoeffding decomposition (11), we can write Tn.�/ as
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Tn.�/ D 1

n3=2

0

@
Œ�n�X

iD1

nX

jDŒ�n�C1
.h1.Xi/C h2.Xj/C g.Xi;Xj//

1

A

D 1

n3=2

0

@.n � Œn��/
Œn��X

iD1
h1.Xi/C Œn��

nX

jDŒn��C1
h2.Xj/C

Œ�n�X

iD1

nX

jDŒ�n�C1
g.Xi;Xj/

1

A

(50)

By Proposition 1, we know that

1

n3=2
sup
0���1

ˇ̌
ˇ̌
ˇ̌
Œ�n�X

iD1

nX

jDŒ�n�C1
g.Xi;Xj/

ˇ̌
ˇ̌
ˇ̌ ! 0

in probability. Thus, by Slutsky’s lemma, it suffices to show that the sum of the first
two terms, i.e.

0

@n � Œn��

n3=2

Œn��X

iD1
h1.Xi/C Œn��

n3=2

nX

jDŒn��C1
h2.Xj/

1

A

0���1
(51)

converges in distribution to the desired limit process.

Proof of Theorem 2. It remains to show that (51) converges in distribution to
�W.0/.�/; 0 � � � 1, where .W.0/.�//0���1 is standard Brownian bridge on Œ0; 1�,
and where �2 is defined in (19). By antisymmetry of the kernel h.x; y/, we obtain
that h2.x/ D �h1.x/. Hence, in this case, (51) can be rewritten as

n � Œn��

n3=2

Œn��X

iD1
h1.Xi/� Œn��

n3=2

nX

iDŒn��C1
h1.Xi/ D 1

n1=2

Œn��X

iD1
h1.Xi/� Œn��

n3=2

nX

iD1
h1.Xi/:

By Proposition 2.11 and Lemma 2.15 of Borovkova, Burton and Dehling [3], the
sequence .h1.Xi//i�1 is a 1-approximating functional with approximating constant
C

p
ak. Since h1.Xi/ is bounded, the L2-near epoch dependence in the sense of

Wooldridge and White [21] also holds, with the same constants. Moreover, the
underlying process .Zn/n�1 is absolutely regular, and hence also strongly mixing.
Thus we may apply the invariance principle in Corollary 3.2 of Wooldridge and
White [21], and obtain that the partial sum process

0

@ 1

n1=2

Œn��X

iD1
h1.Xi/

1

A

0���1
(52)
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converges weakly to Brownian motion .W.�//0���1 with Var.W.1// D �2.
The statement of the Theorem follows with the continuous mapping theorem for
the mapping x.t/ 7! x.t/ � tx.1/; 0 � t � 1.

The proof of Theorem 1 requires an invariance principle for the partial sum
process of R

2-valued dependent random variables; see Proposition 2 below. For
mixing processes, such invariance principles have been established even for partial
sums of Hilbert space valued random vector, e.g. by Dehling [7]. In this paper, we
provide an extension of these results to functionals of mixing processes.

Proposition 2. Let .Xn/n2N be a 1-approximating functional of an absolutely
regular process with mixing coefficients .ˇ.k// and let h1.�/, h2.�/ be bounded1–
continuous functions with mean zero, such that

X

k

k2.ˇ.k/C ak C �.ak// < 1: (53)

Then, as n ! 1,

0

@ 1p
n

Œnt�X

iD1

�
h1.Xi/

h2.Xi/

�1

A

0�t�1
�!

�
W1.t/
W2.t/

�

0�t�1
(54)

where .W1.t/;W2.t//0�t�1 is a two-dimensional Brownian motion with mean zero
and covariance E.Wk.s/Wl.t// D min.s; t/�kl, where �k;l as defined in (16).

Proof. To prove (54), we need to establish finite dimensional convergence and
tightness. Concerning finite-dimensional convergence, by the Cramér-Wold device
it suffices to show the convergence in distribution of a linear combination of the
coordinates of the vector

0

@ 1p
n

Œnt1�X

iD1
h1.Xi/;

1p
n

Œnt1�X

iD1
h2.Xi/; : : : ;

1p
n

Œntj �X

iD1
h1.Xi/;

1p
n

Œntj�X

iD1
h2.Xi/;

: : : ;
1p
n

nX

iD1
h1.Xi/;

1p
n

nX

iD1
h2.Xi/

!
; (55)

for 0 D t0 < t1 < : : : < tj < : : : < tk D 1. Any such linear combination can be
expressed as

kX

jD1

1p
n

Œntj �X

iDŒntj�1�C1
.ajh1.Xi/C bjh2.Xi//; (56)
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for .aj; bj/
k
jD1 2 R

2 k. By using the Cramér-Wold device again, the weak conver-
gence of this sum is equivalent to the weak convergence of the vector

0

@ 1p
n

Œnt1�X

iD1
.a1h1.Xi/C b1h2.Xi//; : : : ;

1p
n

Œntj �X

iDŒntj�1�C1
.ajh1.Xi/C bjh2.Xi//;

: : : ;
1p
n

nX

iDŒntk�1�C1
.akh1.Xi/C bkh2.Xi//

1

A (57)

to



a1.W1.t1/� W1.t0//C b1.W2.t1/� W2.t0//; : : : ;

ak.W1.tk/� W1.tk�1//C bk.W2.tk/� W2.tk�1//
�
: (58)

Since .Xn/n�1 is a 1-approximating functional, it can be coupled with a process
consisting of independent blocks. Given integers L WD Ln D Œn3=4� and ln D Œn1=2�,
we introduce the .l;L/ blocking .Bm/m�0 of the variables .ajh1.Xi/C bjh2.Xi// with
i D Œntj�1�C 1; : : : ; Œntj�, j D 0; : : : ; k and

Bm WD
m.LnC.m�1/ln/X

iD.m�1/.LnCln/C1
.ajh1.Xi/C bjh2.Xi// (59)

and separating blocks

QBm WD
m.LnCln/X

iDmLnC.m�1/lnC1
.ajh1.Xi/C bjh2.Xi//: (60)

By Theorem 5 there exists a sequence of independent blocks .B0
m/ with the same

blockwise marginal distribution as .Bm/ and such that

P

jBm � B0

mj � 2˛l
� � 1 � ˇ.l/� 2˛l;

where ˛l WD .2
P1

kDŒln=3� ak/
1=2. We can express the components of our vector (57)

as a sum of blocks

ŒntjC1�X

iDŒntj�C1
.ajh1.Xi/C bjh2.Xi//

D

h ntjC1
LCl

i

X

mD
h ntj

LCl

i
C1

Bm C

h ntjC1
LCl

i

X

mD
h ntj

LCl

i
C1

QBm C
X

Rj

.ajh1.Xi/C bjh2.Xi//; (61)
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where Rj denotes the set of indices not contained in the blocks. Observe that by the
Lemma 3 for any set A 	 f1; : : : ; ng

E

 
X

i2A

.ajh1.Xi/C bjh2.Xi//

!2
� C#A (62)

and hence

E

0

BB@

h ntjC1
LCl

i

X

mD
h ntj

LCl

i
C1

QBm

1

CCA

2

� C
n

Ln C ln
ln � Cn3=4; (63)

so it follows with the Chebyshev inequality that this term is negligible. For the last
summand, we have that

E

0

@
X

Rj

.ajh1.Xi/C bjh2.Xi//

1

A
2

� C2.Ln C ln/ � Cn3=4: (64)

Furthermore, we need to show that we can replace the blocks Bm by the independent
coupled blocks B0

m:

P

0

BB@

ˇ̌
ˇ̌
ˇ̌
ˇ̌
1p
n

h ntjC1
LCl

i

X

mD
h ntj

LCl

i
C1
.Bm � B0

m/

ˇ̌
ˇ̌
ˇ̌
ˇ̌
> �

1

CCA �

h ntjC1
LCl

i

X

mD
h ntj

LCl

i
C1

P

�
jBm � B0

mj > �
p

n

n1=4

�

� n
1
4

�
ˇ.Œ

ln
3
�/C ˛

Œ
ln
3 �

�
! 0

as n ! 1 by our conditions on the mixing coefficients and approximation
constants. Here we used that fact that ˛n ! 0 and thus, for almost all n 2 N,

P

jBm � B0

mj > �n1=4� � P

jBm � B0

mj > 2˛ln

�
: (65)

With the above arguments the result holds if we show the convergence of

1p
n

0

BB@

h
nt1

LCl

i

X

mD
h

nt0
LCl

i
C1

B0
m; : : : ;

h
ntkC1
LCl

i

X

mD
h

ntk
LCl

i
C1

B0
m

1

CCA : (66)
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Since this vector has independent components, we only need to show the one-
dimensional convergence, which is a consequence of Theorem 4, using the summa-
bility condition (53).

We now turn to the question of tightness and show that, for each � and 
, there
exist a ı, 0 < ı < 1, and an integer n0 such that, for 0 � t � 1,

1

ı
P

 
sup

t�s�tCı
jYn.s/ � Yn.t/j � �

!
� 
; n � n0 (67)

with

Yn.t/ D 1

�
p

n

Œnt�X

iD1
h1.Xi/C .nt � Œnt�/

1

�
p

n
h.XŒnt�C1/ (68)

(h2 can be treated in the same way) and by Theorem 8, this condition reduces to:
For each positive � there exist a ˛ > 1 and an integer n0, s. t.

P

0

@max
i�n

ˇ̌
ˇ̌
ˇ̌

iX

jD1
h1.Xj/

ˇ̌
ˇ̌
ˇ̌ � �

p
n

1

A � �

�2
; n � n0: (69)

Let t � s, s; t 2 Œ0; 1�. By Lemma 4 we get

E

0

B@

ˇ̌
ˇ̌
ˇ̌
1p
n

Œnt�X

iD1
h1.Xi/� 1p

n

Œns�X

iD1
h1.Xi/

ˇ̌
ˇ̌
ˇ̌

4
1

CA D 1

n2
E

0

@
Œnt�X

Œns�C1
h1.Xi/

1

A
4

� 1

n2
..Œnt� � Œns�/2C/ (70)

and this implies

P

 ˇ̌
ˇ̌
ˇ
1p
n

mX

iD1
h1.Xi/� 1p

n

kX

iD1
h1.Xi/

ˇ̌
ˇ̌
ˇ � �

!
� 1

�4

�
C1=2

n
.m � k/

�2
: (71)

By Theorem 7

P

0

@max
i�n

ˇ̌
ˇ̌
ˇ̌

iX

jD1
h1.Xj/

ˇ̌
ˇ̌
ˇ̌ � �

p
n

1

A � K

�4

�
C1=2

n
.n � 1/

�2
(72)

and we get the assertion. Thus we have established tightness of each of the two
coordinates of the partial sum process, which implies tightness of the vector-valued
process.
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Proof of Theorem 1. From Proposition 2 we obtain that

0

@ 1p
n

Œn��X

iD1

�
h1.Xi/

h2.Xi/

�1

A

0���1
�!

�
W1.�/

W2.�/

�

0���1
; (73)

in distribution on the space .D.Œ0; 1�//2. We consider the functional given by

�
x1.t/
x2.t/

�
7! .1 � t/x1.t/C t.x2.1/� x2.t//; 0 � t � 1: (74)

This is a continuous mapping from .DŒ0; 1�/2 to DŒ0; 1�, so we may apply the
continuous mapping theorem to (73), and obtain

0

@n � Œn��

n3=2

Œn��X

iD1
h1.Xi/C Œn��

n3=2

nX

jDŒn��C1
h2.Xj/

1

A

0���1
�! ..1 � �/W1.�/C �.W2.1/� W2.�///0���1 :

Together with the remarks at the beginning of this section, this proves Theorem 1.

Appendix: Some Auxiliary Results from the Literature

In this section, we collect some known lemmas and theorems for weakly dependent
data. We start with some results on the behaviour of partials sums:

Lemma 3 (Borovkova, Burton, Dehling [3], Lemma 2.23). Let .Xk/k2Z be a
1-approximating functional with constants .ak/k�0 of an absolutely regular process
with mixing coefficients .ˇ.k//k�0. Suppose moreover that EXi D 0 and that one of
the following two conditions holds:

1. X0 is bounded a.s. and
P1

kD0.ak C ˇ.k// < 1:

2. EjX0j2Cı < 1 and
P1

kD0.a
ı

1Cı

k C ˇ
ı

1Cı .k// < 1:

Then, as N ! 1,

1

N
ES2N ! EX20 C 2

1X

jD1
E.X0Xj/ (75)

and the sum on the r.h.s. converges absolutely.
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Lemma 4 (Borovkova, Burton, Dehling [3], Lemma 2.24). Let .Xk/k2Z be a
1-approximating functional with constants .ak/ of an absolutely regular process
with mixing coefficients .ˇ.k//k�0. Suppose moreover that EXi D 0 and that one
of the following two conditions holds:

1. X0 is bounded a.s. and
P1

kD0 k2.ak C ˇ.k// < 1:

2. EjX0j4Cı < 1 and
P1

kD0 k2.a
ı

3Cı

k C ˇ
ı

4Cı .k// < 1:

Then there exits a constant C such that

ES4N � CN2: (76)

Theorem 4 (Borovkova, Burton, Dehling [3], Theorem 4). Let .Xk/k2Z be a
1-approximating functional with constants .ak/k�0 of an absolutely regular process
with mixing coefficients .ˇ.k//k�0. Suppose moreover that EXi D 0, EjX0j4Cı < 1
and that

1X

kD0
k2.a

ı
3Cı

k C ˇ
ı

4Cı .k// < 1; (77)

for some ı > 0. Then, as n ! 1;

1p
n

nX

iD1
Xi ! N .0; �2/; (78)

where �2 D EX20 C 2
P1

jD1 E.X0Xj/: In case �2 D 0, N .0; 0/ denotes the point
mass at the origin. If X0 is bounded, the CLT continues to hold if (77) is replaced
by the condition that

P1
kD0 k2.ak C ˇ.k// < 1.

An important tool to derive asymptotic results for weakly dependent data are
coupling methods. We will apply this method in the proof of Proposition 2.

Theorem 5 (Borovkova, Burton, Dehling [3], Theorem 3). Let .Xn/n2N be a
1-approximating functional with summable constants .ak/k�0 of an absolutely
regular process with mixing rate .ˇ.k//k�0. Then given integers K;L and N, we
can approximate the sequence of .K C 2L;N/�blocks .Bs/s�1 by a sequence of
independent blocks .B0

s/s�1 with the same marginal distribution in such a way that

P.jjBs � B0
sjj � 2˛L/ � 1 � ˇ.K/� 2˛L; (79)

where ˛L WD 

2
P1

lDL al
�1=2

:

In statistical application, the question of how to estimate �2 is important. In the
situation when the observations are a functional of ˛-mixing process, Dehling et al.
[10] propose the estimation of the variance of partial sums of dependent processes
by the subsampling estimator
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ODn D 1

Œn=ln�

r
�

2

Œn=ln �X

iD1

j OTi.ln/� ln QUnjp
ln

(80)

with OTi.l/ D Pil
jD.i�1/lC1 Fn.Xj/ and QUn D 1

n

Pn
jD1 Fn.Xj/, where Fn.�/ is the

empirical distribution function.

Theorem 6 (Dehling, Fried, Sharipov, Vogel, Wornowizki [9], Theorem 1.2).
Let .Xk/k�1 be a stationary, 1-approximating functional of an ˛-mixing processes.
Suppose that for some ı > 0, EjX1j2Cı < 1, and that the mixing coefficients
.˛k/k�1 and the approximation constants .ak/k�1 satisfy

1X

kD1
.˛k/

2
2Cı < 1;

1X

kD1
.ak/

1Cı
2Cı < 1: (81)

In addition, we assume that F is Lipschitz-continuous, that ˛k D O.n�8/ and that
am D O.m�12/. Then, as n ! 1, ln ! 1 and ln D o.

p
n/, we have ODn �! �

in L2:

To deal with the degenerate kernel g, we need to find upper bounds for the
expectations E



g.Xi1 ;Xj1 /g.Xi2 ;Xj2 /

�
, in terms of the maximal distance among the

indices. Since 1 � i1 < i2 � Œn�� and Œn�� C 1 � j1 < j2 � n, we get
i1 < i2 < j1 < j2.

Lemma 5 (Dehling, Fried [8], Proposition 6.1). Let .Xn/n�1 be a 1-approxima-
ting functional with constants .ak/k�1 of an absolutely regular process with mixing
coefficients .ˇ.k//k�1 and let g.x; y/ be a 1-continuous bounded degenerate kernel.
Then we have

jE.g.Xi1 ;Xj1 /g.Xi2 ;Xj2 //j � 4S�.aŒk=3�/C 8S2.
p

aŒk=3� C ˇ.Œk=3�// (82)

where S D j supx;y g.x; y/j and k D max fi2 � i1; j1 � i2; j2 � j1g.

The following two results are useful for proving tightness of a stochastic process.
The first one is used to control the fluctuation of maximum. Let �1; : : : ; �n be random
variables, and define Sk D �1 C : : :C �k (S0 D 0), and Mn D max0�k�n jSkj.
Theorem 7 (Billingsley [2], Theorem 10.2). Suppose that ˇ � 0 and ˛ > 1=2

and that there exist nonnegative numbers u1; : : : ; un such that for all positive �

P

jSj � Sij � �

� � 1

�4ˇ

0

@
X

i<l�j

ul

1

A
2˛

; 0 � i � j � n ; (83)
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then for all positive �

P .Mn � �/ � Kˇ;˛
�4ˇ

 
X

0<l�n

ul

!2˛
; (84)

where Kˇ;˛ is a constant depending only on ˇ and ˛.

Theorem 8 (Billingsley [2], Theorem 8.4). The sequence fYng, defined by

Yn.t/ D 1

�
p

n
SŒnt� C .nt � Œnt�/

1

�
p

n
�Œnt�C1 (85)

is tight if for each � > 0 there exist a � > 1 and a n0 2 N such that for n � n0

P

�
max
i�n

jSkCi � Skj � ��
p

n

�
� �

�2
: (86)
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Binary Time Series Models in Change Point
Detection Tests

Edit Gombay

1 Introduction

Consider a binary time series, fYtg, with probability of success �t.ˇ/ and an
accompanying vector of covariates fZtg defined below in (1) and (2). This model
has a lot of applications in various fields. Kedem and Fokianos [6] contains many
examples that include rainfall data in environmental studies; mortality data in
biostatistics; stock prices in financial studies, to name a few. Fokianos et al. [5]
studies change detection algorithms for such models restricting attention to logistic
regression. It is not practical to consider a general class of link functions as then
the conditions would be too cumbersome hence an obstacle in applications. So it is
customary to consider the frequently used link functions separately. In this note the
work of Fokianos et al. [5] will be supplemented by considering the link function
leading to the probit model, the loglog and complementary link functions.

As in Kedem and Fokianos [6] we denote denote the history of the binary process
and its past covariate vector values by fFt�1g that is a filtration generated by
fYt�1;Yt�2; : : : ;Zt�1;Zt�2; : : :g. It is convenient to think that the vector of covariates
Zt may contain lagged values of the binary response itself, thus permitting an AR.p/-
type serial dependence over time, and in this case fFt�1g is the sigma field generated
by fZt�1;Zt�2; : : :g. The conditional density of the series fYtg is the Bernoulli
probability function

f .ytIˇjFt�1/ D exp

�
yt log

�
�t.ˇ/

1 � �t.ˇ/

�
C log.1 � �t.ˇ//

	
; (1)
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where ˇ 2 Rp (p � 1) is the parameter vector, and the dependence on the covariate
vector Zt�1 2 Rp is expressed with the help of a general inverse link ˚ as

�t.ˇ/ � P.Yt D 1 j Ft�1/ D ˚.ˇ0Zt�1/ D ˚.
t/; (2)

where Zt is assumed to be Ft-measurable. The logit link function 
t D ˇ0Zt�1 D
logŒ�t.ˇ/=.1 � �t.ˇ//� is using the standard logistic distribution

˚.x/ D ex

1C ex
D 1

1C e�x
;

leading to logistic regression.
The standard normal distribution function ˚ gives the probit model with link

function ˇ0Zt�1 D ˚�1.�t.ˇ//.
Other link functions in the literature are the following: the double exponential

distribution ˚.x/ D exp.�exp.�x// leading to the log-log link function ˇ0Zt�1 D
� logŒ� log.�.ˇ//�; the double exponential distribution ˚.x/ D 1 � exp.�exp.x//
leading to the complementary log-log link function ˇ0Zt�1 D log � log.1 � �.ˇ//;
and the identity link uses the uniform distribution. See Kedem and Fokianos [6] for
a discussion and comparisons.

We study the important problem of stability of the parameter vector ˇ over time,
hence, to formulate the problem we will index it as ˇt when necessary. However,
for simplicity we will omit the subscript t when we work under the hypothesis of no
change in its value.

Retrospective change-point detection assumes that a series of observations
y1; : : : ; yn generated by this model is available and tests hypotheses

H0 W ˇt D ˇ0; for t D 1; 2; : : : ; n; ˇ0 unknown; (3)

Ha W ˇt D ˇ0; for t D 1; 2; : : : ;  � 1; and ˇt ¤ ˇ0 for t � ;

where  , 1 <  < n, is the unknown time when a change occurs in a component of
vector ˇ.

2 Conditions and Results

Our test statistic is based on the standardized score obtained via a partial likelihood
function. In general, inferences concerning the binary time series model introduced
in Sect. 1 are based on the so-called partial likelihood function defined as

nY

tD1
f .ytIˇjFt�1/ D

nY

tD1
.�t.ˇ//

yt .1 � �t.ˇ//
.1�yt/;
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or equivalently on the log-partial likelihood function,

L.ˇ/ D
X

t

lt.ˇ/ D
nX

tD1
Œyt log

�t.ˇ/

1 � �t.ˇ/
C log.1 � �t.ˇ//�: (4)

The score vector of this log-partial likelihood is

Sn.ˇ/ D
X

t

rˇlt.ˇ/ D
nX

tD1
Zt�1



Yt �˚.ˇ0Zt�1/

� �.ˇ0Zt�1/
˚.ˇ0Zt�1/.1 �˚.ˇ0Zt�1//

;

(5)

where �.u/ D @
@u˚.u/.

In case of the logit link this has the simple form

Sn.ˇ/ D
nX

tD1
Zt�1 .Yt � �t.ˇ// D

nX

tD1
Zt�1

�
Yt � exp.ˇ0Zt�1/

1C exp.ˇ0Zt�1/

�
;

which is the reason why it is so often used.
The (cumulative) conditional information matrix Tn.ˇ/ is defined on p. 12 of

Kedem and Fokianos [6] by the formula

Tn.ˇ/ D
nX

tD1
Cov.rˇlt.ˇ/jFt�1/:

As E..Yt ��.ˇ//2jFt�1/ D �t.ˇ/.1��t.ˇ// in our model, we obtain its alternative
expression

Tn.ˇ/ D
nX

tD1
Zt�1Z0

t�1
�2.ˇ0Zt�1/

˚.ˇ0Zt�1/.1 �˚.ˇ0Zt�1//
: (6)

2.1 Null Hypothesis of No Change

Under the null hypothesis of no change we need the following conditions on the
covariate process.

(C1) It is ergodic and stationary in the sense that for all k � 0 .ZkC1;ZkC2; : : : / has
the same distribution as .Z0;Z1; : : : /.

(C2) EjZi
kj6 < 1, i D 1; : : : ; p, where Zi

k, 1 � i � p, are the components of
vector Zk.

(C3) The true value of ˇ is in an open subset of the parameter space ˝ , ˝ 	 <p.

We note here that condition (C1) is strong stationarity, which is needed in the
proofs below.
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From (C2) we have

1

n

nX

tD1
Zi

tZ
j
t !a:s E.Zi

tZ
j
t/; n ! 1;

1

n

nX

tD1
Zi

t Z
j
tZ

l
t !a:s E.Zi

tZ
j
t Z

l
t/; n ! 1;

for all i; j; l 2 f1; 2; : : : ; pg by the ergodic theorem for strongly stationary stochastic
processes (cf. Doob [3]).

The L1 norm of a random variable X is defined as kXk1 D E.jXj/, and for
a random vector X it is the sum of the L1 norms of its components. With this
notation, if

EkZt�1Z0
t�1

�2.ˇ0Zt�1/
˚.ˇ0Zt�1/.1 �˚.ˇ0Zt�1//

k1 < 1; (7)

then by the ergodic theorem, as n ! 1

1

n
Tn.ˇ/ D 1

n

nX

tD1
Zi

t�1Z
j
t�1

�2.ˇ0Zt�1/
˚.ˇ0Zt�1/.1 � ˚.ˇ0Zt�1//

!a:s T;

where

T D E

�
Zi

t�1Z
j
t�1

�2.ˇ0Zt�1/
˚.ˇ0Zt�1/.1 �˚.ˇ0Zt�1//

�

i;jD1;:::;p
:

We will show that

�.ˇ0Zt�1/ D �2.ˇ0Zt�1/
˚.ˇ0Zt�1/.1 � ˚.ˇ0Zt�1//

is a bounded function, so (7) holds, and by assumption (C2) covariance matrix T
exists.

We verify (7) separately for the various link functions.

CASE 1: Probit model.
We can use the tail approximation for the normal distribution function. On the

right tail 1 � ˚.x/ � �.x/=x as x ! 1. (� means that the ratio converges to a
constant.) Hence,

�2.x/

˚.x/.1 �˚.x// � �2.x/x

˚.x/�.x/
D �.x/x

˚.x/
; x ! 1: (8)
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On the left tail as x ! �1, by symmetry, ˚.x/ � ��.x/=x giving

�2.x/

˚.x/.1 �˚.x// � �2.x/.�x/

.1 � ˚.x//�.x/
D ��.x/x
1 �˚.x/ ; x ! 1: (9)

As x�.x/ ! 0, x ! ˙1, by (8), (9), and with x D ˇ0Zt�1 an upper bound for (7)
can be obtained by using

EjZi
t�1Z

j
t�1g.ˇ

0Zt�1/j < 1;

where g.x/ is a bounded function.

CASE 2: Log-log Link.
Now ˚.x/ D exp.� exp.�x// and �.x/ D exp.� exp.�x// exp.�x/, and

calculations show that

.exp.� exp.�x// exp.�x//2

exp.� exp.�x//.1 � exp.� exp.�x///
! 0 x ! ˙1:

So by condition (C2) on the moments of Zt we get (7).

CASE 3: Complementary Log-log Link.
The verification of (7) is done by calculations similar to CASE 2 with the

different different ˚ and � functions.

Note. The identity link uses the uniform distribution function ˚.u/ on a finite
interval .a; b/, so it will truncate the vector Zt through 
t D ˇ0Zt at finite values, and
the score vector (5) is also using truncated Zt values through the uniform density.
Hence, under condition (C1) condition (C2) will follow for random variables with
finite support. Under (C1) and (C3) it is easy to see that all results derived in the
rest of this paper will be valid, so we shall not write out the details of the case of the
uniform link.

For our procedures to work we need the strong approximation of the score
process by a Brownian motion. Several applicable theorems are available in the
literature. We shall use Theorem 1 of Eberlein [4] which requires the verification of
five properties of the partial sum process.

Let

Xt�1 D Zt�1 .Yt � �t.ˇ//

�
�.ˇ0Zt�1/

˚.ˇ0Zt�1/.1 � ˚.ˇ0Zt�1//

�
D

D Zt�1 .Yt � �t.ˇ//  .ˇ
0Zt�1/;

and Sn.m/ D PmCn
tDmC1 Xt.

We list the five conditions as (E1)–(E5).

.E1/ E.Xt/ D 0; t � 0.
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It is clear that E.Xt/ D E.E.XtjFt�1// D 0, hence condition (E1) is satisfied.
Next, we need that uniformly in m
.E2/ kE.Sn.m/jFm/k1 D O.n1=2�� / for some 0 < � < 1=2.
As Xt are martingale differences E.Sn.m/jFm/ D 0, so (E2) is clearly satisfied.
The third condition (E3) ((1.5) of Theorem 1 in Eberlein [4]) is that uniformly in
m
.E3/ kEŒSn.m/iSn.m/jjFm��EŒSn.m/iSn.m/j�k1 D O.n1�� / for some � > 0 and
for all 1 � i; j � p.
For condition (E4) we need that for some M > 0 and ı > 0
.E4/ E.kXtk2Cı/ < M:
Finally, let

.Tn.m//i;j D 1

n
EŒSn.m/iSn.m/j�:

We need that there is a covariance matrix � such that uniformly in m
.E5/ .Tn.m//i;j � �i;j D O.n��/; for some � > 0 and all 1 � i; j � d.

2.2 Proof of Condition (E3)

Note that Xk and Xl are uncorrelated if k ¤ l. By stationarity it is sufficient to
consider m D 0. With notation

�.ˇ0Zk�1/ D �2.ˇ0Zk�1/
˚.ˇ0Zk�1/.1 � ˚.ˇ0Zk�1//

we have for 1 � i; j;� p, that

E.Sn.0/iSn.0/j/ D E

 
nX

kD1
Zi

kZj
k�.ˇ

0Zk�1/
!
:

Similarly, we calculate that

E.Sn.0/iSn.0/jjF0/ D E

 
nX

kD1
Zi

kZj
k�.ˇ

0Zk�1/jF0

!
:

Hence, for the validity of (E3) we have to analyze

nX

kD1

h
E
�

Zi
kZj

k�.ˇ
0Zk�1/jF0

�
� E

�
Zi

kZj
k�.ˇ

0Zk�1/
�i
:
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If the Central Limit Theorem holds for its non-conditional version, that is, if

n�1=2
nX

kD1

h
Zi

kZj
k�.ˇ

0Zk�1/� E
�

Zi
kZj

k�.ˇ
0Zk�1/

�i
!D N.0; �2/; n ! 1; (10)

with �2 < 1, then, as the limit is almost surely finite, by multiplying with n�� ,
� > 0, we get

n�.1=2C�/
ˇ̌
ˇ̌
ˇ

nX

kD1

h
Zi

kZj
k�.ˇ

0Zk�1/� E
�

Zi
kZj

k�.ˇ
0Zk�1/

�iˇ̌ˇ̌
ˇ !a:s: 0: (11)

The sequence on the left hand side of (11) is a non-negative sequence of random
variables, that is, nonnegative measurable functions almost surely converging to
zero, hence by the bounded convergence theorem their integral is converging to
zero, which gives

n�.1=2C�/
ˇ̌
ˇ̌
ˇ

nX

kD1

h
E
�

Zi
kZj

k�.ˇ
0Zk�1/jF0

�
� E

�
Zi

kZj
k�.ˇ

0Zk�1/
�iˇ̌ˇ̌
ˇ !a:s: 0; (12)

and from (12) condition (E3) will follow. To see that the the Central Limit Theorem
in (10) holds we have to verify the conditions for its validity. There are several
versions in the literature, see, for example, Serfling [8] for a detailed study. A basic
set of conditions is that the zero mean terms in the partial sums have finite 2Cı-order
absolute moments for some ı > 0, and the existence of the asymptotic variance
0 < �2 < 1. This is clearly satisfied by condition (C2) as the function �.ˇ0Zt�1/ is
bounded. Some additional regularity conditions are required, such as, for example,
the Ibragimov condition. “These conditions are not severe additional restrictions,
but are not, : : :, very amenable to verification, although they have some intuitive
appeal”, remarks Serfling [8]. We assume they are valid, but will not formulate
them, as it would not contribute to our main purpose.

2.3 Proof of Condition (E4)

We will do the calculations separately for the various ˚ functions.

CASE 1: Probit model.
Again, we use the well-known tail approximation for the normal distribution

function: 1 � ˚.x/ � �.x/=x as x ! 1. For the one-dimensional case we have

E.kXtk2Cı/ D E

 ˇ̌
ˇ̌ Zt�1�.
t/

˚.
t/.1 �˚.
t//

ˇ̌
ˇ̌
2Cı

E

jYt � �tj2CıjFt�1

�
!
:
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As

E

jYt � �tj2CıjFt�1

� D j1 � ˚.
t/j2Cı˚.
t/C .˚.
t//
2Cı.1 �˚.
t//;

(
t D ˇ0Zt�1), we have

E.kXtk2Cı/ D E

�
jZt�1j2Cı

�
�2Cı.
t/

˚1Cı.
t/
C �2Cı

.1 � ˚.
t//1Cı

��
: (13)

At the tails, in the first term as x ! �1 for the normal distribution we have

�2Cı.x/
.˚.x//1Cı

� �2Cıjxj1Cı
�1Cı

D �.x/jxj1Cı:

Similar approximation can be used for the second term in (13) when x ! 1. For the
normal density �.x/x1Cı ! 0, x ! ˙1, so we obtain an upper bound for (13) that
is the expected value of jZt�1j2Cı multiplied by a bounded function, hence finite by
condition (C2). For higher dimensions note that each component of the Zt�1 vector
is multiplied by the same function, and we use Minkowski’s Inequality to arrive
to (E4).

CASE 2: Log-log Link.
Now ˚.x/ D exp.� exp.�x// and �.x/ D exp.� exp.�x// exp.�x/. To show

that

EkXtk2Cı < 1
we use in our calculations that

E

�
kZt�1

�.
t/

˚.
t/.1 � ˚.
t//
.Yt � �t.ˇ//k2CıjFt�1

�

D E

�
kZt�1k2Cı

�
�.
t/

˚.
t/.1 � ˚.
t//

�2Cı

�Œj1 �˚.
t/j2Cı˚.
t/C .˚.
t//
2Cı.1 � ˚.
t//�

�
:

Putting into this expression the current distribution function ˚ and density �, we
can directly calculate the tail behavior of the multiplier function of ŒZi

t �
2Cı , and

obtain that it is a bounded function. So we can see by condition E.jZi
t j2Cıj/ < 1,

i D 1; : : : ; p, that (E4) is satisfied.

CASE 3: Complementary Log-Log Link.
For ˚.x/ D 1 � exp.� exp.x// the density is �.x/ D exp.x/ exp.� exp.x//.

Again, we can use in the calculations the the explicit form of E.k.Yt �
�t.ˇ//k2CıjFt�1/. It can be expressed as a function of ˚.
t/. The the integrand is
kZt�1k2Cı multiplied by a bounded function, so it will follow that (E4) is true. This
concludes the proof of (E4).



Binary Time Series Models in Change Point Detection Tests 229

2.4 Proof of Condition (E5)

We need that uniformly in m

.Tn.m//i;j � �i;j D O.n��/

for some � > 0 and all 1 � i; j � d. By stationarity Tn.m/ D T all m. As (7) holds,
we can take � D T.

Hence we have the following result for our three models.

Theorem 1. Under our assumptions (C1)–(C3), there exists a vector of Brownian
motions .Wt/t�0 with covariance matrix E.Tn.ˇ//, with Tn.ˇ/ defined in (6), such
that, if ˇ is the true vector of coefficients in the regression model (1), then the score
vector in (5) admits the following approximation

Sn.ˇ/� W.n/ D O.n1=2�ı/ a:s:

for some ı > 0.

Next we consider the problem of consistently estimating the parameter vector ˇ.
It will be shown that the maximizer of the partial log-likelihood function

L.ˇ/ D
nX

tD1
Œyt log

�t

1 � �t
C log.1 � �t/�

can serve this purpose. Let

 .
t/ D �.ˇ0Zt�1/
˚.ˇ0Zt�1/.1 �˚.ˇ0Zt�1//

; 
t D ˇ0Zt�1:

Taylor expansion about the true value ˇ0 gives

1

n
L.ˇ/� 1

n
L.ˇ0/ D S1 C S2 C S3 D

2

4
pX

jD1
.ˇj � ˇ

j
0/
1

n

nX

tD1
Zj

t�1 .Yt � ˚.
t//  .
t/

3

5

C
2

41
2

pX

jD1

pX

kD1
.ˇj � ˇ

j
0/.ˇ

k � ˇk
0/
1

n

nX

tD1
Zj

t�1Zk
t�1Œ.Yt � ˚.
t//  

0.
t/ � �.
t/ .
t/�

3

5

C
2

41
6

pX

jD1

pX

kD1

pX

lD1
.ˇj � ˇ

j
0/.ˇ

k � ˇk
0/.ˇ

l � ˇl
0/
1

n

nX

tD1
Zj

t�1Zk
t�1Zl

t�1c
jkl
t

3

5 ;

where

cjkl
t D .Yt �˚.
t//  

00.
t/� �.
t/ 
0.
t/� �0.
t/ .
t/� �.
/ 0.
/:
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Terms in S1 have mean zero. To calculate their variance we consider

E
�

Zj
t�1 .Yt � ˚.
t//  .
t/

�2

D E

�
.Zj

t�1/
2˚.
t/.1 � �.
t//

�2.
t/

.˚.
t/.1� �.
t///2

�

D E
�
.Zj

t�1/
2�.
t/

�
:

Function �.x/ was shown to be bounded in the proof of (7), so by stationarity and
the moment conditions on Zt we get that

1

n

nX

tD1
Zj

t�1 .Yt �˚.
t// .
t/ !a:s: 0; n ! 1: (14)

If ˚.x/.1 � ˚.x// 0.x/ is a bounded function, then by arguments and calculations
as above we get that

1

n

nX

tD1
Zj

t�1Z
k
t�1.Yt � ˚.
t// 

0.
t/ !a:s: 0; n ! 1:

Furthermore,

1

n

nX

tD1
Zj

t�1Z
k
t�1.��.
t/ .
t// D .�1/1

n

nX

tD1
Zj

t�1Z
k
t�1

�2.
t/

˚.x/.1 � ˚.x//
!a:s: �Tj;k;

as was shown in the proof of (7), giving

S2 !a:s: �1
2
.ˇ � ˇ0/

0T.ˇ � ˇ0/; n ! 1: (15)

Calculations to prove that ˚.x/.1 � ˚.x// 0.x/ is a bounded function are done in
the Appendix.

Finally, we can show that for all i; j; k D 1; : : : ; p there exists a function Mijk.x/
such that

ˇ̌
ˇ̌
ˇ
1

n

nX

tD1
Zj

t�1Z
k
t�1Zl

t�1c
jkl
t

ˇ̌
ˇ̌
ˇ � Mijk.x/; (16)

for which we have

E.Mijk.x// < 1:
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Again, these calculations are done in the Appendix.
We now prove that the maximizer of the partial log-likelihood function in a

neighborhood of the true value ˇ0 is consistent as n ! 1. For this we follow
the ideas of Lehmann [7] for the multidimensional case. (cf. Cramér [2] for the
one-dimensional case.)

Consider a small a-radius neighborhood Qa of ˇ0. It is sufficient to show that
with probability converging to one L.ˇ/ < L.ˇ0/ in Qa. By (14) in Qa

jS1j < pa3;

because if n is large enough, then

j1
n

nX

tD1
Zj

t�1 .Yt �˚.
t//  .
t/j < a2;

and jˇi � ˇ
j
0j < a.

By (16) in Qa for large n and probability close to one jS3j < a3c1, c1 a
constant. The quadratic form in (15) can be expressed with the help of an orthogonal
transformation in a form

Pp
iD1 �i�

2
i with

P
�2i D a2 on Qa, where f�ig are positive,

hence we get that with a constant c2

P.S2 < �c2a
2/ ! 1; n ! 1:

Putting these together we have with probability arbitrarily close to one, that

S1 C S2 C S3 < �c2a
2 C c3a

3;

where c3 is a constant. This means that for a small a, if ˇ 2 Qa, then L.ˇ/ < L.ˇ0/.
Thus we have proven

Theorem 2. Let Ǒ
n be the maximizer of the partial log-likelihood function.

If assumptions (C1)–(C3) hold for our models, then

P. lim
n!1

Ǒ
n D ˇ0/ ! 1; n ! 1:

The next result proves the asymptotic normality of estimator Ǒ
n.

Theorem 3. Let Ǒ
n be the maximizer of the partial log-likelihood function. Under

our assumptions (C1)–(C3) for our models

n1=2T1=2. Ǒ
n � ˇ/ !d N.0; I/;

where Ip�p is the identity matrix.
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Finally, we need the following theorem for the large sample behavior of the test
statistic Sk. Ǒ

n/, which is the score vector function evaluated at ˇ D Ǒ
n.

Theorem 4. Under assumptions (C1)–(C3) for our models we have that the
statistics process

n�1=2 OT�1=2
n Sk. Ǒ

n/; k D 1; : : : ; n;

converges in distribution to B.t/, a p-dimensional vector of independent Brownian
bridges.

The proofs of the last two theorems are very similar to the proofs of the
corresponding statements in Fokianos et al. [5] with the appropriate replacement
in the formulas. As all the necessary differences in the details have been considered
above, those proofs will be omitted.

These theoretical results allow us to extend the use of the tests of H0 for our
current models. Note, that the test statistic is the score vector Sk.ˇ/ of (5), evaluated
at ˇ D Ǒ

n, hence only one parameter estimation using all available data is required.

Test 1: (one-sided) The null hypothesis of no change is rejected if for some i, i D
1; 2; : : : ; p, the maximum of the standardized score component corresponding to
the ith coefficient crosses a boundary C1.˛?/. That is, as soon as for some i, i D
1; 2; : : : ; p,

�
OT�1=2 max

1<k�n
n�1=2Sk. Ǒ

n/

�i

� C1.˛
?/:

In this testing procedure, ˛? D 1 � .1 � ˛/1=p is the probability of false alarm
in monitoring the ith regression coefficient, while ˛ is the overall probability of
false alarm for a change in any coefficient. The threshold C1.:/ is obtained from the
distribution of the supremum of the one-dimensional Brownian bridge B.u/ using

P

 
sup
0�u�1

B.u/ � C1.˛
�/
!

D ˛�:

Similarly, a two-sided test can be defined as follows:

Test 2: (two-sided) The null hypothesis is rejected if for some i, i D 1; 2; : : : ; p, the
maximum of the absolute value of the standardized score component corresponding
to the ith coefficient crosses a boundary C2.˛?/. That is, as soon as for some i,
i D 1; 2; : : : ; p,

ˇ̌
ˇ̌
ˇ

�
OT�1=2 max

1<k�n
n�1=2Sk. Ǒ

n/

�i
ˇ̌
ˇ̌
ˇ � C2.˛

?/:
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The threshold C2.:/ is computed from the equation

P

 
sup
0�u�1

jB.u/j � C1.˛
�/
!

D ˛�;

where B.u/ denotes a one-dimensional Brownian bridge. Values of C1.˛/ and C2.˛/
are readily available in the literature.

Paper Fokianos et al. [5] has simulation studies and data applications that show
the excellent performance of the above tests in case of the logit link function. We
expect that the change in the link function will not make the practical applications
any different.

2.5 Alternative Hypothesis of One Change

Recall that the test statistic process is the standardized score vector Sk. Ǒ
n/ DPk

tD1 Zt�1.Yt � ˚. Ǒ0
nZt�1// . O
t/, O
t D Ǒ0

nZt�1, k D 1; : : : ; n. To examine the
behavior of this process under the alternative of one change (AMOC – At Most
One Change), we need to separate the case when the source of change is the
covariate vector from the case when the parameter vector changes. Tests for change
in the covariate vector were defined in Berkes et al. [1], so we need to consider only
the situation when the ˇ vector changes but the fZtg process is stationary. This rules
out the auto-regressive type components in the Zt vector.

As function  .x/ is bounded in out models, it is easily seen that the mean of the
terms in Sk. Ǒ

n/ is

E..Yt � ˚. O
n//g. O
t//;

where g.x/ is a bounded function. We assume that E.˚.ˇ0
0Zt// ¤ E.˚.ˇ0

1Zt//,
where ˇ1 denotes the value of the parameter vector after change. We cannot have
E.Yt � ˚. Ǒ0

n// D 0 for all t D 1; : : : ; n as E.Yt/ D E.˚.ˇ0
0Zt//, t �  , and

E.Yt/ D E.˚.ˇ0
1Zt//, t >  . Let  D nı for some 0 < ı < 1, and separate the

various cases as follows.

1. Ǒ
n !p ˇa, ˇa ¤ ˇ0, ˇa ¤ ˇ1

2. Ǒ
n !p ˇi, i D 0 or i D 1

3. Ǒ
n is not convergent

In the first case if 1 � t �  then E.Yt � ˚. Ǒ0
nZt�1// D E.Yt � ˚.ˇ0

0Zt�1// C
E.˚.ˇ0

0Zt�1/ � ˚. Ǒ0
nZt�1//, and if  < t � n then E.Yt � ˚. Ǒ0

nZt�1// D E.Yt �
˚.ˇ0

1Zt�1//C E.˚.ˇ0
1Zt�1/ � ˚. Ǒ0

nZt�1//. These converge to different values, and
from this we get that the size of drift at t D  is O.

p
n/.
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In the second case, as the process is tied down Sn. Ǒ
n/ � 0, so E.Sn. Ǒ

n// D 0.
From this we get that E.˚.ˇ0

0Zt�1/ � ˚. Ǒ0
nZt�1//, t �  and E.˚.ˇ0

1Zt�1/ �
˚. Ǒ0

nZt�1//, t >  have different signs, and this leads to the same conclusion as
in the first case.

Finally, if Ǒ
n is not convergent, then as ˇ0 ¤ ˇ1, kˇ0 � ˇ1k ¤ 0, so there exists

a ı > 0 such that for any n and any Ǒ
n value, we have that k Ǒ

n � ˇik > ı for
i D 0 or i D 1. Considering, again E.˚.ˇ0

0Zt�1/ � ˚. Ǒ0
nZt�1// and E.˚.ˇ0

1Zt�1/�
˚. Ǒ0

nZt�1// we can argue as in the first two cases to conclude that the drift is of size
O.

p
n/.

Appendix

To see that ˚.x/.1 � ˚.x// 0.x/ is a bounded function the three cases have to be
treated separately.

CASE 1: Probit model.
We have

˚.x/.1�˚.x// 0.x/ D �0.x/˚.x/ � �0.x/˚2.x/� �2.x/

˚.x/.1 � ˚.x//
D �0.x/��.x/: (17)

We use the normal density and distribution function and the tail approximation for
the distribution function to show that �0.x/ ! 0 as x ! ˙1. The two tails are
looked at separately, and then by the earlier results for the �.x/ function we can
show that the limit of the function in (17) as x ! ˙1 is zero, so it is bounded.

CASE 2: Log-log link.
In (17) we use ˚.x/ D exp.�e�x/ and �.x/ D exp.�e�x/e�x now, and

straightforward calculation gives again separately for x ! C1 and x ! �1
that the function has limit zero, hence boundedness will follow.

CASE 3: Complementary log-log link.
We do the calculations as above with the different distribution and density

function.
Next we show that (16) is true. Note, that

cjkl
t D .Yt �˚.
t// 

00.
t/� 2�.
t/ 
0.
t/� �0.
t/ .
t/:

By the previous results we need to consider the first term only. We use Cauchy’s
Inequality, and then it is sufficient to show that

E
�

E .Yt �˚.
t/jFt�1/2


 00.
t/

�2�

D E


˚.
t/.1 � ˚.
t//. 

00.
t/
2
�
:
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is finite. We can apply tail approximation formula for the normal distribution, and
only straightforward calculations are needed for the other cases. These are very
tiresome, but no new ideas are necessary, hence they are omitted. Note, that in
condition (C2) EjZi

kj� < 1, i D 1; : : : ; p, � D 6 is needed for this part of the
proofs only. In all other parts � D 4C ı, ı > 0, would suffice.
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Diagnostic Tests for Innovations of ARMA
Models Using Empirical Processes of Residuals

Kilani Ghoudi and Bruno Rémillard

This paper is dedicated to Professor Miklós Csörgő on his 80th

birthday.

1 Introduction

Measures and formal tests of lack of fit for time series models have attracted
a lot of attention during the last sixty years. The first ad hoc procedure was
based on correlograms, a term which, according to Kendall [22], was coined by
Wold in his 1938 Ph.D. thesis. See, e.g., Wold [35]. Motivated by the pioneering
work of Kendall [21, 22], the first rigorous results on the asymptotic covariance
between sample autocorrelations were done by Bartlett [3] for autoregressive
models. Then, Quenouille [32] proved the asymptotic normality of autocorrelations
and proposed a test of goodness-of-fit for autoregressive models using linear
combinations of autocorrelation coefficients. It was extended to moving average
models by Wold [34]. The development of tests of goodness-of-fit using residuals
for ARMA time series models with Gaussian innovations started in the 1970s,
following the publication of Box and Jenkins [6] and the famous work of Box and
Pierce [7], where the authors proposed a test of lack of fit using the sum of the
squares of autocorrelation coefficients of the residuals, viz. Qn D n

Pm
kD1 r2e .k/,

where re.k/ D Pn
tDkC1 et;net�k;n

ıPn
tD1 e2t;n is the lag k autocorrelation coefficient

and the et;n’s are the residuals of the ARMA model. Even if the authors warned
the reader that the suggested chi-square approximation with m � p � q degrees
of freedom was “valid” for m large (and the sample size much larger), many
researchers applied the test with m small. In fact, taking a simple AR(1) model
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Xt � � D �.Xt�1 � �/ C �i, it is easily seen that for m fixed, the limiting
distribution Q of the sequence Qn is not a chi-square. It is a quadratic form of
Gaussian variables with E.Q/ D m � 1 C �2m. Due to that incorrect limiting
distribution, modifications were suggested. See, e.g., Davies et al. [10] and Ljung
and Box [28]. Nevertheless, as mentioned in Davies et al. [10] these corrections
are far from optimal and their behavior, in most practical situations, still differs
from the prescribed asymptotic. The right quadratic form finally appeared in Li
and McLeod [26] where they considered general innovations. During that fruitful
period, McLeod and Li [30] proposed a test based on autocorrelation on the squared
residuals, viz Q�

n D n.n C 2/
Pm

kD1 r2ee.k/=.n � k/, where ree.k/ D Pn
tDkC1.e2t;n �

O�2/.e2t�k;n � O�2/ıPn
tD1.e2t;n � O�2/2 and O�2 D Pn

tD1 e2t;n=n. These authors proved
that the joint limiting distribution of ree.1/; : : : ; ree.m/ is Gaussian with zero mean
and identity covariance matrix, so that the limiting distribution of the sequence Q�

n
is chi-square with m degrees of freedom. Until recently, the squared residuals were
not used.

Because the tests based on autocorrelations of residuals or squared residuals are
not consistent, i.e. when the null hypothesis is false, the power does not always
tend to one as the sample size n goes to infinity, Bai [2] investigated the sequential
empirical processes based on the (unnormalized) residuals of mean zero ARMA
processes. He showed that these processes have the same asymptotic behavior
whether the model parameters are estimated or not. His result was then cited in many
subsequent works dealing with empirical process based on residuals. Unfortunately
many of these authors forget to specify that Bai’s result is only valid for mean zero
ARMA processes. Even if the results of Bai [2] are theoretically interesting, they are
of limited practical use. First, in applications, the mean is rarely known. When the
mean must be estimated, the limiting distribution of the empirical process is much
more complicated and there is a significant effect on the test statistics. Second, he
did not consider the important case of standardized residuals. Building the empirical
process with standardized residuals yield a much different limiting process. These
two problems were solved by Lee [25] in the case of AR.p/ models; however he
did not consider the sequential empirical process. Surprisingly his results are still
ignored. Last but not least, for testing independence, one needs to study the behavior
of the empirical process based on successive residuals. Even if the assumption of Bai
is kept, it will be shown that the limiting distribution is no longer parameter free.

The rest of this paper is organized as follows. The main results appear in
Sect. 2, where one considers multivariate serial empirical processes of residuals,
including results for the empirical copula process and associated Möbius transforms.
Motivated by the findings of Genest et al. [15], one studies in Sect. 3 the asymptotic
behavior of empirical processes based on squared residuals, including the associated
copula processes. These results shed some light on the surprising findings of
McLeod and Li [30]. Under the additional assumption of symmetry about 0 of the
innovations, it is shown that the limiting processes are parameter free. Section 4
contains tests statistics for diagnostic of ARMA models, using empirical processes
constructed from the underlying residuals. In particular, one proposes nonparametric
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tests of change-point in the distribution of the innovations, tests of goodness-of-
fit for the law of innovations, and tests of serial independence for m consecutive
innovations. Simulations are also carried out to assess the finite sample properties
of the proposed tests and give tables of critical values. Section 5 contains an example
of application of the proposed methodologies. The proofs are given in Sect. 6.

2 Empirical Processes of Residuals

Consider an ARMA.p; q/ model given by

Xi � ��
pX

kD1
�k.Xi�k � �/ D "i �

qX

kD1
�k"i�k

where the innovations ."i/ are independent and identically distributed with con-
tinuous distribution F with mean zero and variance �2. Suppose that �;�;� are
estimated respectively by O�n; O�n; O�n. The residuals ei;n are defined by ei;n D 0 for
i D 1; : : : ;max.p; q/, while for i D max.p; q/C 1; : : : ; n,

ei;n D Xi � O�n �
pX

kD1
O�k;n.Xi�k � O�n/C

qX

kD1
O�k;nei�k;n:

2.1 Asymptotic Behavior of the Multivariate Sequential
Empirical Process

In this section, one studies the asymptotic behavior of empirical processes needed
to define the tests statistics proposed in Sect. 4.

Let m be a fixed integer and for all .s; x/ 2 Œ0; 1� � Œ�1;C1�m, define the
multivariate sequential empirical process by

Hn.s; x/ D 1p
n

bnscX

iD1

8
<

:

mY

jD1
1.eiCj�1;n � xj/ �

mY

jD1
F.xj/

9
=

; ;

where enCi;n D ei;n for i � 1. Since only a finite number of residuals is affected by
this circular definition, the asymptotic behavior of Hn is not altered.

Similarly, the univariate sequential empirical process is given by

Fn.s; y/ D 1p
n

bnscX

iD1
f1.ei;n � y/ � F.y/g D Hn.s; y;1; : : : ;1/;
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for all .s; y/ 2 Œ0; 1� � Œ�1;C1�. It was studied by Bai [2] under the assumption
that � is known. One will see that it makes a difference for the asymptotic
distribution of Hn and Fn.

To simplify the proof, one can assume without loss of generality that m � q. For
if m > q, set �k D 0 for all k 2 fq C 1; : : : ;mg. This assumption is not needed in
practice.

Next, define B� D �1 if m D 1 and for any m > 1,

B� D

0

BBBBB@

0 1 0 � � � 0
0 0 1 � � � 0
:::

:::
:::
: : : 0

0 � � � � � � 0 1

�m �m�1 � � � �2 �1

1

CCCCCA
2 R

m�m:

Further set O D f� 2 R
mI �.B�/ < 1g, where �.B/ is the spectral radius of B.

Assume that stationarity and invertibility conditions are met, i.e. the roots of the
polynomials 1 � Pp

kD1 �kzk and 1 � Pq
kD1 �kzk are all outside the complex unit

circle. The latter condition is equivalent to � 2 O .
For all .s; x/ 2 Œ0; 1� � Œ�1;C1�m, set

ı
Hn .s; x/ D 1p

n

bnscX

iD1

8
<

:

mY

jD1
1."iCj�1 � xj/�

mY

jD1
F.xj/

9
=

;

D Enfs;F.x1/; : : : ;F.xm/g;

where

En.s; u1; : : : ; um/ D 1p
n

bnscX

iD1

2

4
mY

jD1
1fF."iCj�1/ � ujg �

mY

jD1
uj

3

5 ;

for .s;u/ 2 Œ0; 1�1Cm. Note that each F."iCj�1/ is uniformly distributed over .0; 1/.
The price to pay for having to estimate the parameters .�; �; �/ is to make the

following assumptions, described in terms of the estimation errors ˚n D p
n . O�n �

�/, �n D p
n . O�n � �/ and Mn D p

n . O�n � �/
�
1 �Pp

kD1 O�k;n

�
.

(A1) Let SF denotes the interior of the support of F, i.e., SF D fx 2 RI 0 < F.x/ <
1g, and assume that F admits a uniformly continuous bounded density f on its
support NSF, and such that f is positive on SF.

(A2) � 2 O and, as n ! 1, .
ı
Hn;Mn; ˚n; �n/  .

ı
H;M ; ˚;�/ in Dm �

R
1CpCq, where .

ı
H;M ; ˚;�/ is a centered and continuous Gaussian process.

Here D.A/ is the Skorokod space of càdlàg processes on A, and Dm D
D .Œ0; 1� � Œ�1;1�m/.
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Remark 1. Because our limiting process is a function of
ı
H;M ; ˚;�, the joint

convergence of .
ı
Hn;Mn; ˚n; �n/ is needed for its representation. First, it is easy

to check that En  E in D.Œ0; 1�1Cm/, and
ı
Hn 

ı
H in Dm, where

ı
H .x/ D

EfF.x1/; : : : ;F.xm/g, using the results of Bickel and Wichura [4]; see also Ghoudi
et al. [18]. The joint convergence of the parameters .Mn; ˚n; �n/  .M ; ˚;�/

in R
1CpCq is also a formality in general, so (A2) will hold true if one can show

that any linear combination of a finite number of random variables
ı
Hn .s; x/,

.s; x/ 2 Œ0; 1� � Œ�1;C1�m and .Mn; ˚n; �n/ converges in law to the appropriate
limit. That would be the case for example if one could write

.Mn; ˚n; �n/ D 1p
n

nX

iD1
�i C oP.1/; (1)

where �i D �i."i; "i�1; : : :/ is a stationary ergodic sequence of square integrable
martingale differences, i.e., E.�ij"i�1; "i�2; : : :/ D 0. For if the latter is true, then
the joint convergence to a centered Gaussian variable follows from the CLT for
martingales [13]. Note that typically, the weak convergence of the estimators is
proven using a representation like (1). In particular, this is true for OLS estimators
and for many robust estimators as well.

Before stating the convergence results, one needs to define the following
elements:

For any x 2 Œ�1;C1�m and any j; k 2 Jm D f1; : : : ;mg, j ¤ k, set

Fj;k.x/ D H.xk/
Y

l2Jmnfj;kg
F.xl/;

where H.y/ D E f"11."1 � y/g. Note that H.1/ D H.�1/ D 0, and one
can verify that

R C1
�1 H.y/dy D ��2. Next, for all x 2 Œ�1;C1�m and P D

.M; ˆ;‚; �/ 2 R
1CpCq � O and for j 2 f1; : : : ;mg, define

�j.x;P/ D M

1 �Pq
lD1 �l

mY

kD1;k¤j

F.xk/

�
min.q;j�1/X

lD1
‚l

m�1�lX

kDm�j



Bk
�

�
jm
Fj;m�k�l.x/

C
min.p;j�1/X

lD1
ˆl

m�1�lX

kDm�j



Bk
�

�
jm

m�1�k�lX

tD0
 tFj;m�k�l�t.x/;
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where the coefficients  0; 1; : : : are uniquely determined by the equation

1X

kD0
 kzk D 1 �Pq

kD1 �kzk

1 �Pp
kD1 �kzk

; jzj � 1:

Remark 2. Note that for any j 2 Jm, �j.x;P/ does not depend on xj. Also, for an
AR.p/ model, q D 0, so .Bk

� /jm D 1 if j D m � k, and .Bk
� /jm D 0 otherwise.

It follows that

�j.x;P/ D M
mY

kD1;k¤j

F.xk/C
min.p;j�1/X

lD1
ˆl

j�1�lX

tD0
 tFj;j�l�t.x/:

In particular, when p D 1, then  t D � t, so �1.x;P/ D M
Qm

kD2 F.xk/ and for all
j D 2; : : : ;m,

�j.x;P/ D M
mY

kD1;k¤j

F.xk/Cˆ

j�2X

tD0
H.xj�1�t/�

t
Y

k¤j;j�1�t

F.xk/: (2)

Recall that from Remark 1, En  E in D.Œ0; 1�1Cm/, and
ı
Hn 

ı
H in Dm, where

ı
H .x/ D EfF.x1/; : : : ;F.xm/g. Also, K.s; u/ D E.s; u; 1; : : : ; 1/, .s; u/ 2 Œ0; 1�2,
is the well-known Kiefer process, i.e. a continuous centered Gaussian process with
covariance function Cov fK.s; u/;K.t; v/g D min.s; t/ fmin.u; v/ � uvg, s; u; t; y 2
Œ0; 1�. As a result,

ı
F .s; x/ D Kfs;F.x/g, for all .s; x/ 2 Œ0; 1� � Œ�1;1�. One

can now state the main result of the paper about the convergence of Hn in Dm;F D
D
�
Œ0; 1� � SF

m
�

.

Theorem 1. Under assumptions (A1–A2), Hn  H in Dm;F, where

H.s; x/ D ı
H .s; x/C s

mX

jD1
f .xj/�j.x;P/; .s; x/ 2 Œ0; 1� � SF

m
;

with P D .M ; ˚;�;�/. In particular, Fn  F in D1;F, where

F.s; y/ Dı
F .s; y/C sf .y/E ; .s; y/ 2 Œ0; 1� � SF;

with E D M
ı 

1 �Pq

kD1 �k
�
. If in addition O�n D NXn C oP.1=

p
n /, then

p
n N"n 

E � N.0; �2/, and OFn  F in D1;F, where

OFn.s; y/ D 1p
n

bnscX

iD1
f1."i � N"n � y/� F.y/g

and cov

� ı
F .s; y/;E

	
D sH.y/, .s; y/ 2 Œ0; 1� � SF.
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Remark 3. To recover the result of Bai [2], note that if � is known, then E D 0,

so Fn  
ı
F by Theorem 1. However, if m > 1, Hn 6 ı

H, even in the simple case
of AR.1/ models, as seen from (2). The result of Lee [25] for AR.p/ models is
obtained by setting m D 1 and s D 1.

2.2 Empirical Process of Standardized Residuals

When testing for goodness-of-fit, it is often necessary to consider standardized
residuals. To this end, let O�2n D 1

n�p

Pn
iDpC1 e2i;n. It follows from the proof of

Theorem 1 that O�2n D �2s2�;n C oP.n�1=2/, where s2�;n D Pn
iD1 �2i =n, with "i D ��i.

As a result, under the assumption that the kurtosis ˇ2 of "i exists, i.e., ˇ2 D E."4i /
�4

D
E.�4i / < 1, one has S �

n D p
n
� O�2n
�2

� 1
�

D 1p
n

Pn
iD1



�2i � 1� C oP.1/  S �

where S � � N.0; ˇ2 � 1/. For y 2 Œ�1;C1�, set

F
�
n .y/ D 1p

n

nX

iD1
f1.ei;n= O�n � y/ � F�.y/g ;

where F�.y/ D F.�y/, and f �.y/ D � f .�y/ are respectively the distribution
function and the density of �i D "i=� . Further set E � D E =� .

Corollary 1. If E."4i / < 1 and (A1–A2) hold, then F
�
n  F

� in D1;F, where

F
�.y/ D Kf1;F�.y/g C f �.y/E � C y

2
f �.y/S �; y 2 SF:

Furthermore, if O�n D NXn C oP.1=
p

n /, set

OF�
n .y/ D 1p

n

nX

iD1
f1.Zi;n � y/ � F�.y/g ; y 2 Œ�1;C1�;

where for any i D 1; : : : ; n, Zi;n D �i�N�n
s�;n

D "i�N"n
s";n

,. Then OF�
n  F

� in D1;F.

As noted by Durbin [12] and detailed in Sect. 4, the last result can be used to test
the null hypothesis that �i D "i=� � F�. The possibility of constructing goodness-
of-fit tests using F

�
n was also mentioned in passing by Lee [25].

Remark 4. To illustrate the inadequacy of using Bai [2] results when the mean
is estimated, consider doing a goodness-of-fit test of normality for the following
simple model: Xi D 1 C "i, where "i � N.0; 1/ are independent, i D 1; : : : ; n.
For testing H0 W "i � N.0; 1/, one applies the Kolmogorov-Smirnov test based on
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Table 1 Percentages of rejection of the stan-
dard Gaussian hypothesis for N D 10;000

replications of the Kolmogorov-Smirnov and
Lilliefors tests, using samples of size n D
100

Kolmogorov-Smirnov test Lilliefors test

"i ei "i ei

4.89 0.03 4.96 4.96

the statistic supx2R jFn.1; x/j, and the Lilliefors tests based on supx2R
ˇ̌
F

�
n .x/

ˇ̌
. Both

tests are evaluated with "i D Xi � 1 and ei D Xi � NXn, respectively, i D 1; : : : ; n.
Because Lilliefors test is a corrected version of the Kolmogorov-Smirnov test in

case of estimated parameters, one could get around 5 % of rejection whether one
uses "i or ei. If estimation of the mean would not matter, the same should be true
for the Kolmogorov-Smirnov test. The results of N D 10;000 replications of that
experiment are displayed in Table 1 where samples of size n D 100 were used. As
predicted, both tests are correct when one uses "i corresponding to a known mean,
while the results differ a lot when using residuals ei corresponding to an estimated
mean. In fact, for the "i, Kolmogorov-Smirnov statistic KSn D supx2R jFn.1; x/j
converges in law to supx2R j ı

F .1; x/j D supu2Œ0;1� jK.1; u/j, as predicted by Bai [2]
and Theorem 1, while for the residuals ei, KSn converges in law to supx2R jF.1; x/j.

2.3 Empirical Processes for Testing Randomness

When testing for randomness, defined here as the independence of m consecutive
innovations, the marginal distribution F is unknown, so one cannot use directly the
empirical process Hn. It is then suggested to estimate F by its empirical analog Fn

defined by Fn.y/ D 1
n

Pn
iD1 1.ei;n � y/, y 2 Œ�1;C1�. One can base the inference

on the empirical process

An.x/ D 1p
n

nX

iD1

8
<

:

mY

jD1
1.eiCj�1;n � xj/�

mY

jD1
Fn.xj/

9
=

;

D Hn.1; x/� p
n

8
<

:

mY

jD1
Fn.xj/ �

mY

jD1
F.xj/

9
=

; :

The following result is a direct consequence of Theorem 1 and the multinomial
formula [18]. Before stating it, recall that �j is defined by (2), and set
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�ser
j .x;P/ D �j.x;P/� M

1 �Pq
lD1 �l

mY

kD1;k¤j

F.xk/; xj 2 SF; j D 1; : : : ;m:

Corollary 2. Under Assumptions (A1–A2), An  A in Dm;F, where

A.x/ D H.1; x/�
mX

jD1
F.1; xj/

mY

kD1;k¤j

F.xk/ D ı
A.x/C

mX

jD1
f .xj/�

ser
j .x;P/;

and
ı
A.x/ D ı

H.x/�Pm
jD1 F.1; xj/

Qm
kD1;k¤j F.xk/, x 2 SF

m
.

As suggested by many authors, e.g., Genest and Rémillard [14], one can also
base tests of randomness on the residuals empirical copula process defined by

Cn.u/ D 1p
n

nX

iD1

2

4
mY

jD1
1
˚
Fn.eiCj�1;n/ � uj

��
mY

jD1
uj

3

5 ; u 2 Œ0; 1�m:

To obtain more powerful tests, it may be appropriate to use the Möbius
decomposition of the copula [14], defined for any subset A in Im D fB 	
f1; : : : ;mg; B 3 1 and jBj > 1g, by

CA;n.u/ D 1p
n

nX

iD1

Y

j2A

�
1
˚
Fn.eiCj�1;n/ � uj

� � uj

;

The asymptotic behavior of these processes is given next. It is a consequence of
Theorem 1, and the fact that the Möbius transformed process CA;n is a continuous
function of Cn.

Before stating the result, define
ı
C .u/ D E.1;u/ � Pm

jD1K.1; uj/
Qm

kD1;k¤j uk,

u 2 Œ0; 1�m, and note that
ı
A.x/ D ı

C fF.x1/; : : : ;F.xm/g, x 2 Œ�1;C1�m.
ı
C

is the limiting distribution of the serial empirical process defined in Genest and
Rémillard [14].

Corollary 3. Under Assumptions (A1–A2), Cn  C in D.Œ0; 1�m/, where

C.u/ D AfF�1.u1/; : : : ;F�1.um/g; u 2 Œ0; 1�m:

Moreover, fCA;ngA2Im  fCAgA2Im, where

CA.u/ D ı
CA .u/C f ı F�1.u`/ H ı F�1.u1/A` 1 .A D f1; `g/ ; u 2 Œ0; 1�m;
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with

A` D
min.p;`�1/X

tD1
˚t

m�1�tX

kDm�`



Bk

�

�
`m
 m�k�t�1

�
min.q;`�1/X

tD1
�t


Bm�t�1

�

�
`m : (3)

The processes f ı
CAgA2Im are independent Wiener sheets, i.e., independent centered

Gaussian processes with covariance function

�A.u; v/ D Cov

� ı
CA .u/;

ı
CA .v/

	
D
Y

j2A

˚
min.uj; vj/� ujvj

�
;

u; v 2 Œ0; 1�m.

Remark 5. In Genest and Rémillard [14], where there was no estimation of parame-

ters, the distribution free processes f ı
CAgA2Im were used to construct powerful tests

of serial independence. Applications of these processes in the present context would
require resampling techniques, such as weighted bootstrap, to obtain independent

copies of .
ı
C1;`;A`/, for 2 � ` � m. Such techniques are being investigated.

3 Empirical Processes of Squared Residuals

Let G be the distribution function of "2i , i.e., for any y � 0, G.y/ D F.
p

y/ �
F.�p

y/. Assume here that the open support SF is symmetric about 0 and define
accordingly the open support SG in RC D Œ0;1/ of G. As before, let m be a fixed
integer. In this section, one omits the parameter s which is only is used for change-
point tests. As one will see later, basing test statistics of change-point on Fn produces
parameter-free asymptotic limits, so there is no need of considering change-point
tests based on squared residuals. For all x 2 Œ0;1�m, set

Ln.x/ D 1p
n

nX

iD1

8
<

:

mY

jD1
1.e2iCj�1;n � xj/ �

mY

jD1
G.xj/

9
=

; :

Next, for any x 2 R
mC and any A 	 Jm, set .xA/j D

� p
xj if j 62 A

�p
xj if j 2 A

, and define

the (continuous) linear operator �m from Dm;F to Dm;G by

�m.g/.x/ D
X

A�Jm

.�1/jAjg.1; xA/; x 2 SG
m
;
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where jAj is the cardinal A. In particular, when m D 1, one has �1.g/.x/ D
g.1;

p
x/ � g.1;�p

x/. The usefulness of this operator can be easily seen from the
relation Ln D �m.Hn/, that holds almost everywhere.

Before stating the main result, define

ı
Ln .x/ D 1p

n

nX

iD1

8
<

:

mY

jD1
1."2iCj�1 � xj/�

mY

jD1
G.xj/

9
=

; ; x 2 Œ0;1�m;

Gn.y/ D 1p
n

nX

iD1

˚
1.e2i;n � y/ � G.y/

�
; y 2 Œ0;1�;

and

ı
Gn .y/ D 1p

n

nX

iD1

˚
1."2i � y/ � G.y/

�
; y 2 Œ0;1�:

The next result is a consequence of Theorem 1 and the continuity of �m.

Theorem 2. Under assumptions (A1–A2), Ln  L in Dm;G, and
ı
Ln 

ı
L in

Dm;Œ0;1�, where L D �m.H/,
ı
LD �m.

ı
H/, and

L.x/ D ı
L .x/C

mX

jD1

˚
f .

p
xj/� f .�p

xj/
� X

A�Jmnfjg
.�1/jAj�j.xA;P/;

for x 2 SG
m

, where �j is defined by (2). In particular, Gn  G D1;G, where

G.y/ D ı
G .y/C ff .

p
y/� f .�p

y/gE ; y 2 Œ0;1�;

and
ı
GD �1.

ı
F/ is a G-Brownian bridge.

In addition, if the law of " is symmetric about 0, then L D ı
L is parameter free. In

particular, Gn and
ı
Gn both converge in D1;G to

ı
G0.

3.1 Empirical Processes of Pairs of Lagged Squared Residuals

For ` 2 f2; : : : ;mg, set

L1;`;n.x; y/ D 1p
n

nX

iD1

˚
1.e2i;n � x; e2iC`�1;n � y/� G.x/G.y/

�
; x; y 2 Œ0;1�:
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Further set
ı
L1;` .x; y/ D ı

L .x;1; : : : ; y;1; : : :/. Note that
ı
L1;` is the limiting

process of

1p
n

nX

iD1

˚
1."2i � x; "2iC`�1 � y/� G.x/G.y/

�
:

Corollary 4. Under assumptions (A1–A2),

.L1;2;n; : : : ;L1;m;n/ .L1;2; : : : ;L1;m/ in D
˝.m�1/
2;G ;

where, for all x; y 2 SG,

L1;`.x; y/ D ı
L1;` .x; y/C ˚

f .
p

x/� f .�p
x/
�

G.y/E

C ˚
f .

p
y/ � f .�p

y/
�

G.x/E

C ˚
f .

p
y/ � f .�p

y/
� ˚

H.
p

x/� H.�p
x/
�
A`;

where A` is defined by (3). Moreover, if the law of �i is symmetric about 0, then

L1;` D ı
L1;` is parameter free.

Now for all .x; y/ 2 Œ0;1�2, set

R1;`;n.x; y/ D 1p
n

nX

iD1

˚
1.e2i;n � x; e2iC`�1;n � y/ � Gn.x/Gn.y/

�
;

where Gn.x/ D Pn
iD1 1.e2i;n � x/=n. It is easy to check that the processes

ı
R1;`;n .x; y/ D 1p

n

bnscX

iD1

˚
1.�2i � x/� G.x/

� ˚
1."2iC`�1 � y/� G.y/

�
;

with ` 2 f2; : : : ;mg, converge jointly to
ı
R1;2; : : : ;

ı
R1;m, where

ı
R1;` .x; y/ D ı

L1;` .x; y/� G.x/
ı
G .y/ � G.y/

ı
G .x/; x; y 2 Œ0;1�:

Moreover the processes
ı
R1;2; : : : ;

ı
R1;m are independent copies of each other.

Combining Theorem 2 and Corollary 4, one obtains the following result.

Corollary 5. Under assumptions (A1–A2), R1;`;n  R1;` in D2;G, where

R1;`.x; y/ D ı
R1;` .x; y/C ˚

f .
p

y/� f .�p
y/
� ˚

H.
p

x/� H.�p
x/
�
A`;

for x; y 2 SG.
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Remark 6. If �4 D E."4i / < 1, it follows from Höffding’s equality that

Z

R2

R1;`;n.1; x; y/dxdy D 1p
n

nX

iD1
.e2i;n � O�2n /.e2iC`;n � O�2n /: (4)

Following McLeod and Li [30], let ree;`;n be the correlation between pairs of
lagged squared residuals .e2i;n; e

2
iC`;n/. It then follows from (4), Corollary 5 and

the calculations in Ghoudi et al. [18] and Genest and Rémillard [14], that, as
n ! 1, the variables

p
n ree;`;n converge jointly to independent variables ree;`,

where .�4 � �4/ree;` D R
R2

R1;`C1.x; y/dxdy D R
R2

ı
R1;`C1 .x; y/dxdy, ` D

1; : : : ;m � 1. The equality follows from the facts that I1.x/ D f .
p

x/� f .�p
x/ and

I2.x/ D H.
p

x/�H.�p
x/ are integrable,

R1
0

I1.x/dx D 2
R
R

xf .x/dx D 2E.�i/ D 0

and
R1
0

I2.x/dx D �E
˚
�3i
�
. This sheds new light on the results of McLeod and

Li [30].

3.2 Empirical Process of Standardized Squared Residuals

Assume that E."4i / < 1, and set G�
n .y/ D 1p

n

Pn
iD1

�
1
�

e2i;n
O�2n � y

�
� G�.y/

	
,

where G�.y/ D G.�2y/, y 2 Œ0;1�, is the distribution function of �2i D "2i =�
2.

Corollary 6. Suppose that (A1–A2) hold and that the law of "i is symmetric about 0.
Then G

�
n  G

� in D1;G, where G
�.y/ D QKfG�.y/g C yg�.y/S �; y 2 SG:

Furthermore, set OG�
n .y/ D 1p

n

Pn
iD1

˚
1.Z2i;n � y/� G�.y/

�
, y 2 R, where Zi;n D

"i=s";n. Then OG�
n  OG� in D1;G.

3.3 Empirical Copula for Squared Residuals

The empirical copula process for squared residuals is defined by

Dn.u/ D 1p
n

nX

iD1

2

4
mY

jD1
1
˚
Gn.e

2
iCj�1;n/ � uj

� �
mY

jD1
uj

3

5 ; u 2 Œ0; 1�m:

Next, for any A 2 Im, set

DA;n.u/ D 1p
n

nX

iD1

Y

j2A

�
1
˚
Gn.e

2
iCj�1;n/ � uj

� � uj

;u 2 Œ0; 1�m:
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Further set

ı
Dn .u/ D 1p

n

nX

iD1

2

4
mY

jD1
1
˚
G."2iCj�1;n/ � uj

��
mY

jD1
uj

3

5 ; u 2 Œ0; 1�m;

and for any A 2 Im, define

ı
DA;n .u/ D 1p

n

nX

iD1

Y

j2A

�
1
˚
G."2iCj�1;n/ � uj

�� uj

; u 2 Œ0; 1�m:

Note that
ı
Dn 

ı
D in D.Œ0; 1�m/, while the processes

ı
DA;n converge jointly to

processes
ı
DA that are independent Wiener sheets for all A 2 Im [14].

Corollary 7. Under assumptions (A1–A2), Dn  D in D.Œ0; 1�m/, where

D.u/ D LfG�1.u1/; : : : ;G�1.um/g �
mX

jD1
G
˚
G�1.uj/

� mY

`D1

`¤j

u`:

Moreover fDA;ngA2Im converge jointly to fDAgA2Im having representation

DA.u/ D ı
DA .u/ C

h
f
np

G�1.u`/
o

� f
n
�
p

G�1.u`/
oi

�
h
H
np

G�1.u1/
o

� H
n
�
p

G�1.u1/
oi

A` 1.A D f1; `g/;

where f ı
DAgA2Im are independent Wiener sheets, and A` is defined by (3). Further-

more, if the law of �i is symmetric about 0, then D D ı
D, and DA D ı

DA, with A 2 Im,
are parameter and distribution free.

Remark 7. Since the autocorrelations ree.`/ are distribution free, even if the law
of "i is not symmetric about 0, one can ask if the same is true for standard
nonparametric measures of dependence like Spearman’s rho. The answer is no in
general. To see that, suppose that

R
R

f 2.x/dx is finite. Then

I1.u/ D f
np

G�1.u/
o

� f
n
�
p

G�1.u/
o

and

I2.u/ D V
np

G�1.u/
o

� V
n
�
p

G�1.u/
o
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are integrable, J1 D R 1
0

I1.u/du D R1
0

˚
f 2.x/ � f 2.�x/

�
dx and J2 D R 1

0
I2.u/du D

�E Œj�ij fF.�i/ � F.��i/g�. Since
p

n O�1;`;n D 12
R
Œ0;1�2

Df1;`g;n.u; v/dudv, it follows
from Corollary 7 that

p
n O�1;`;n  12

Z

Œ0;1�2

ı
Df1;`g .u; v/dudvC 12J1J2A`

¤ 12

Z

Œ0;1�2

ı
Df1;`g .u; v/dudv;

unless J1J2 D 0. Note that 12
R
Œ0;1�2

ı
Df1;`g .u; v/dudv are i.i.d. N.0; 1/, and

J1 D 0 if the distribution of �i is symmetric about 0. One can check that the
same results will hold if e2i;n is replaced by jei;nj or any even function H which
is increasing on Œ0;1/. However, the results of McLeod and Li [30] do no extend
unless EfH 0."i/g D 0.

4 Diagnostic Tests for ARMA Models

To carry on diagnostic of ARMA models, one may consider to test several
hypotheses, such as change-point analysis, tests of goodness-of-fit, and tests of
randomness. Tests statistics for these hypotheses are defined next, based on the
empirical processes defined previously.

4.1 Change-point Problems for Innovations

To test for change-point in the distribution of the innovations, that is whether there
exists  2 f1; : : : ; n�1g such that "1 : : : ; " follow a distribution F1 and "C1 : : : ; "n

follow a distribution F2 ¤ F1, Bai [2] proposed statistics based on the sequential
empirical process

Bn.s; y/ D 1p
n

bnscX

iD1
f1.ei;n � y/� Fn.y/g D Bn fs;Fn.y/g ;

with Fn.y/ D 1
n

Pn
iD1 1.ei;n � y/, y 2 Œ�1;C1�,

Bn.s; u/ D 1p
n

bnscX

iD1

�
1
�

Ri;n

n
� u

�
� bnuc

n

	
; u 2 Œ0; 1�;
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and Ri;n is the rank of ei;n, i D; : : : ; n. Note that Bn.s; y/ D Fn.s; y/ � bnsc
n Fn.1; y/

and Bn.s; u/ D Kn.s; u/ � bnsc
n Kn.1; u/, so it follows from Theorem 1 that Bn and

Bn converge respectively in D1;F1 and D


Œ0; 1�2

�
to B and B, where B.s; u/ D

K.s; u/� sK.1; u/, s; u 2 Œ0; 1� and B.s; y/ D Bfs;F1.y/g, s 2 Œ0; 1�, y 2 Œ�1;1�.
The process B does not depend on the estimated parameters nor the marginal
distribution F1. It is a continuous centered Gaussian process with covariance given
by Cov fB.s; u/;B.t; v/g D fmin.s; t/ � stg fmin.u; v/ � uvg. In fact, B appears
as the limit of many other processes used in tests of change-point [9, 31] and
tests of independence [5, 18]. A natural statistic for testing for change-point is the
Kolmogorov-Smirnov statistic

T1n D sup
s2Œ0;1�;y2R

jBn.s; y/j D sup
s;u2Œ0;1�

jBn.s; u/j:

Carlstein [9] suggested to consider statistics of the form sup
s2Œ0;1�

'fBn.s; �/g. For

instance, the Cramér-von Mises statistic leads to

T2n D max
1�k�n

Z 1

0

fBn.k=n; u/g2du

D max
1�k�n

2

4 k2

n2
.n C 1/.2n C 1/

6n
C k

n

kX

iD1

Ri;n.Ri;n � 1/

n2

�
kX

iD1

kX

jD1

max.Ri;n;Rj;n/

n2

3

5 :

Remark 8. Carlstein [9] suggests to estimate the first time  of a change-point by
1n D inffjI sup0�u�1 jBn.j=n; u/j D T1ng, related to the Kolmogorov-Smirnov

statistic, or by 2n D inffjI sup0�u�1
R 1
0 fBn.j=n; u/g2du D T2ng, related to the

Cramér-von Mises statistic.

Quantiles of T1n and T2n, appearing in Table 2, were computed using N D
100;000 replications of the statistics applied to

OBn.s; u/ D 1p
n

bnscX

iD1

n
1 .Ui � u/� OFn.u/

o
; s; u 2 Œ0; 1�;

where OFn.u/ D 1
n

Pn
iD1 1 .Ui � u/, and where U1; : : : ;Un are i.i.d. uniformly

distributed over Œ0; 1�.
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Table 2 Quantiles of order 95 % and 99 % for the statistic OT1n and OT2n

OT1n OT2n

Sample size Sample size

Level (%) 50 100 250 500 50 100 250 500

95 0.775 0.795 0.814 0.822 0.181 0.188 0.194 0.196

99 0.888 0.911 0.934 0.943 0.253 0.263 0.272 0.278

Table 3 Percentage of detection of change-point for the first experiment, with N D 10;000

replications

n D 100 n D 250

� D 1:5 � D 2 � D 5 � D 1:5 � D 2 � D 5

p T1n T2n T1n T2n T1n T2n T1n T2n T1n T2n T1n T2n

0 5.05 4.96 5.51 5.32 5.2 5.21 6.16 5.53 5.71 5.15 5.93 5.31

0.1 5.51 5.42 6 5.78 7.64 7.48 7.25 6.27 9.05 8.2 20.47 18.73

0.3 8.39 7.21 17.43 14.03 84.17 84.83 18.74 13.74 58.64 56.46 100 100

0.5 11.19 8.75 29.48 22.36 99.12 99.37 29.59 22.04 84.87 85.25 100 100

4.1.1 Simulation Results

One considers two experiments. In the first experiment, X1; : : : ;Xn are independent,
with Xi � N.0; 1/, for i D 1; : : : ; n.1 � p/, while Xi � N.0; �2/, for i D
n.1� p/C 1; : : : ; n. Here p 2 f0; 0:1; 0:3; 0:5g, � 2 f1:5; 2; 5g, and n 2 f100; 250g.
The residuals are defined as if the Xi’s were independent. As seen in Table 3,
the Kolmogorov-Smirnov test (based on T1n) seems more powerful especially for
detecting small changes in the structure. As expected, the maximum power is
attained when p D 0:5. The values for p > 0:5 are omitted since the power is
symmetric about p D 0:5.

In the second experiment, "1; : : : ; "n are independent, with "i � N.0; 1/, and
Xi D 0:2 C 0:5Xi�1 C "i, i D 1; : : : ; np, while Xi D 0:2 C 0:5Xi�1 C "i � �"i�1,
for i D np C 1; : : : ; n, p 2 f0; 0:1; 0:3; 0:5; 0:7; 0:9g, � 2 f0:1; 0:25; 0:5g, and n 2
f100; 250g. One fits an AR(1) model to the data. Contrary to the first experiment,
the power of the tests should not be symmetric about p D 0:5. That is reflected
in Table 4. Surprisingly, the Cramér-von Mises test (based on T2n) seems more
powerful for detecting the type of changes modeled here.

4.2 Goodness-of-Fit Tests for Innovations

Two familiar scenarios could be considered: F is equal to a specific distribution F0
or F belongs to a scale family of distributions. Only the second scenario is discussed
next. Applications to the first scenario are straightforward.
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Table 4 Percentage of detection of change-point for the second experiment, with N D
10;000 replications

n D 100 n D 250

� D 0:10 � D 0:25 � D 0:5 � D 0:10 � D 0:25 � D 0:5

p T1n T2n T1n T2n T1n T2n T1n T2n T1n T2n T1n T2n

0.0 4.46 4.31 4.53 4.02 4.59 4.25 6 5.51 6.16 5.17 5.94 5.03

0.1 4.93 4.5 4.93 4.84 5.53 5.4 7.39 6.54 7.23 6.81 7.76 7.72

0.3 7.98 8.68 8.56 9.69 11.38 12.58 18.63 20.57 20.54 22.52 26.05 28.77

0.5 11.56 12.39 14.26 15.99 18.94 22 27.45 30.21 33.5 37.69 43.78 49.27

0.7 8.99 9.88 12.64 15.2 17.85 22.59 20 23.42 28.68 33.01 38.35 44.8

0.9 5.75 6.07 7.68 8.23 7.5 8.53 9.1 8.95 11.03 12 12.35 14.41

4.2.1 Testing H0 W F D F0.�=� / for Some � > 0

Next assume that one wants to test the hypothesis that the error distribution belongs
to a scale family, that is, the "i’s have distribution F.�/ D F0.�=�/ for some
� > 0 and some standardized distribution F0. To this end, define F

�
n .y/ D

1p
n

Pn
iD1 f1.ei;n= O�n � y/� F0.y/g, y 2 Œ�1;C1�, and let u�

.1Wn/; : : : ; u�
.nWn/ be the

order statistics of the pseudo-observations F0.e1;n= O�n/; : : : ;F0.en;n= O�n/.

One can then use the statistics T�
3n D kF�

n k D KSn

�
u�
.1Wn/; : : : ; u�

.nWn/
�

and T�
4n D

TF0.F
�
n / D CVMn

�
u�
.1Wn/; : : : ; u�

.nWn/
�

, where

KSn
˚
u.1Wn/; : : : ; u.nWn/

� D p
n max
1�k�n

� ˇ̌
ˇ̌u.kWn/ � .k � 1/

n

ˇ̌
ˇ̌ ;
ˇ̌
ˇ̌u.kWn/ � k

n

ˇ̌
ˇ̌
	

and

CVMn
˚
u.1Wn/; : : : ; u.nWn/

� D
nX

iD1

�
u.iWn/ � 2i � 1

2n

�2
C 1

12n
:

• If O�n D NXn C oP.1/, critical values or P-values for T�
3n or T�

4n can be obtained via
Monte-Carlo simulation. In fact, recalling the construction of OF�

n in Corollary 1,
one obtains that both T�

3n and OT�
3n D k OF�

n k converge in law to the same limit,
while T�

4n and OT�
4n D TF0 .

OF�
n / converge in law to the same limit.

In particular, when F0 is standard Gaussian distribution, the limit law of
OT�
3n is the same as that obtained by Lilliefors [27]. For instance, the Lilliefors

test, based on the Kolmogogov-Smirnov statistic, is available in many statistical
packages and can be applied to residuals of ARMA models without any change,
whenever O�n D NXn C oP.1/. Table 5 provides critical values of the Kolmogorov-
Smirnon statistic T�

3n and Cramér-von Mises statistic OT�
4n for different levels.

These quantiles are computed for a sample size n D 250 for each statistics,
N D 100;000 replications. Table 6 shows that these quantiles are quite precise
for almost any sample size.
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Table 5 Quantiles of order
90 %, 95 % and 99 % for the
statistics OT�

3n, OT�
4n, OT�

5n and T�
6n

for sample sizes larger
than 40

Statistic

Order (%) OT�
3n

OT�
4n

OT�
5n

OT�
6n

90 0.8200 0.1035 1.0300 0.2058

95 0.8900 0.1258 1.1400 0.2656

99 1.0500 0.1770 1.3600 0.4252

Table 6 Percentage of
rejection for statistics OT�

3n,
OT�
4n, OT�

5n, OT�
6n, for different

sample sizes, using 10,000
replications based on the
quantiles in Table 5

Length of series

Statistic Level (%) 50 100 250 500 1000

T�
3n 10 8.93 9.59 9.89 10.88 10.88

5 4.64 4.53 5.36 5.69 5.82

1 0.77 0.78 0.92 1.17 1.13

T�
4n 10 9.59 9.36 9.87 10.31 9.97

5 4.93 4.50 4.80 5.40 5.11

1 1.07 1.00 1.03 1.11 1.05

T�
5n 10 9.91 10.55 10.89 10.37 10.69

5 4.85 5.51 5.33 5.43 5.37

1 1.03 1.04 1.03 1.21 1.22

T�
6n 10 10.05 9.93 10.20 9.53 10.12

5 5.07 4.88 5.13 4.76 5.08

1 0.85 0.95 0.78 0.91 0.98

• If the law F0 is symmetric about zero (whether O�n D NXn C oP.1/ or not), one can
use test statistics based on the empirical process of squared residuals

G
�
n .y/ D 1p

n

nX

iD1

(
1

 
e2i;n
O�2n

� y

!
� G0.y/

)
; y 2 Œ0;1�:

Further let v�
.1Wn/; : : : ; v�

.nWn/ be the order statistics of the pseudo-observations

G0.e2i;n= O�2n /, i D 1; : : : ; n, and set T�
5n D kG�

n k D KSn.v
�
.1Wn/; : : : ; v�

.nWn// and
T�
6n D TG0 .G

�
n / D CVMn.v

�
.1Wn/; : : : ; v�

.nWn//. According to Corollary 6, the
limiting behavior of the statistics is not distribution free. However, they have
the same limiting distributions as OT�

5n D k OG�
n k and OT�

6n D TG0 .
OG�

n /, where

OG�
n .y/ D 1p

n

nX

iD1

˚
1


"2i =s2";n � y

� � G0.y/
�
; y 2 Œ0;1�:

As a result, the statistics OT�
5n and OT�

6n can be easily simulated, and then used
to estimate P-values for T�

5n and T�
6n respectively. Quantiles for OT�

5n and OT�
6n are

computed in Table 5 for a sample size n D 250 using N D 100;000 replications.
Table 6 shows that these quantiles are quite precise for almost any sample size.
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Table 7 Percentage of rejection of the null hypothesis of Gaussianity for an
AR(1) model with n 2 f100; 250g and N D 1000 replications, when the
innovations are Student with � 2 f1; 20; 15; 10; 5g

n D 100 n D 250

� �

Statistic 1 20 15 10 5 1 20 15 10 5

T�
3n 4.2 7.3 8.3 10.2 31.4 5.8 8.3 10.1 16.1 62.4

T�
4n 5.1 7.7 9.7 13.4 41.3 5.7 9.3 13.8 21.2 75.9

T�
5n 5.3 7.2 9.3 13.5 40.9 6.1 11.3 14.0 26.2 79.0

T�
6n 5.2 8.9 10.7 16.8 49.1 5.7 13.0 16.8 31.0 84.2

4.2.2 Simulation Results

Consider the following experiment for measuring the power of a test of Gaussianity:
Assume that "1; : : : ; "n are independent with Student distribution with parameter
� 2 f5; 10; 15; 20;1g, and Xi D 0:2 C 0:5Xi�1 C "i, i D 1; : : : ; n. The null
hypothesis is that the distribution is AR(1) with Gaussian innovations. The results of
1000 replications of the experiment for samples sizes n 2 f100; 250g are displayed
in Table 7. As seen from the case � D 1 corresponding the null hypothesis, the
levels of the tests are respected. As expected, the power of the tests increases as the
degree of freedom � decreases. Also, for each test statistic, the power increases with
the sample size. The best test statistic seems to be T�

6n, for all alternatives considered,
although T�

4n and T�
5n are close contenders. From a practical point of view, statistics

T�
4n and T�

6n are easier to compute.

4.3 Tests of Serial Independence

One could define the empirical copula process Cn of the residuals. However, as
shown in Proposition 3, its limiting behavior is not distribution free, even if Möbius
transforms were used. Fortunately, it was shown in Corollary 7 that when the law
of the innovations is symmetric about 0, the limiting distribution of the empirical
copula process Dn of the squared residuals defined in Sect. 3.3, does not depend
on the estimated parameters, nor the underlying distribution function F. However,
as suggested in Genest and Rémillard [14], it is recommended to use the slightly
modified process QDn, defined for u D .u1; : : : ; um/ 2 Œ0; 1�m by

QDn.u/ D 1p
n

nX

iD1

8
<

:

mY

jD1
1
�

RiCj�1;n
n

� uj

�
�

mY

jD1

bnujc
n

9
=

; :
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Here Ri;n is the rank of e2i;n amongst e21;n; : : : ; e
2
n;n, and RnCi;n D Ri;n for i � 1.

In addition, to produce critical values or P-values for statistics based on QDn, it is
worth noticing that under the assumption of symmetry, QDn has the same limiting
distribution as

ODn.u/ D 1p
n

nX

iD1

8
<

:

mY

jD1
1
�

RiCj�1
n

� uj

�
�

mY

jD1

bnujc
n

9
=

; ;

u D .u1; : : : ; um/ 2 Œ0; 1�m, where Ri is the rank of Ui amongst the i.i.d.
uniform variates U1; : : : ;Un. Consequently the methodology developed in Genest
and Rémillard [14] and Genest et al. [16] could be applied here, including optimal
tests combining Möbius transforms. In the sequel, consider the test statistics Wm;n DP

jAj>1;A�Im
�2jAjBA;n and

Bm;n D
Z

Œ0;1�m

QD2n.u/du

D 1

n

nX

iD1

nX

jD1

mY

kD1

�
1 � max.RiCk�1;n;RjCk�1;n/

n

	

C n

�
.n � 1/.2n � 1/

6n2

	m

� 2
nX

iD1

mY

kD1

�
n.n � 1/� RjCk�1;n.RjCk�1;n � 1/

2n2

	
;

where BA;n D
Z

Œ0;1�m

QD2A;n.u/du D 1

n

nX

iD1

nX

jD1

Y

k2A

Dn.RiCk�1;n;RjCk�1;n/, for any A 	

Im, and Dn.s; t/ D .nC1/.2nC1/
6n2

C s.s�1/
2n2

C t.t�1/
2n2

� max.s;t/
n . Approximate quantiles for

statistics Bm;n and Wm;n for n D 100 and m 2 f2; : : : ; 6g can be found in Table 8.

Table 8 Quantiles of order 90 %, 95 % and 99 % for statistics Bm;n and Wm;n for m 2
f2; 3; 4; 5; 6g, n D 100, using N D 100;000 replications

m

Statistic Order (%) 2 3 4 5 6

Bm;n 90 0.046897 0.060624 0.049211 0.032736 0.019022

95 0.058246 0.075242 0.061684 0.040947 0.024196

99 0.085475 0.111449 0.093319 0.066445 0.042824

Wm;n 90 4.568240 13.237556 33.925330 87.203099 229.239008

95 5.673710 14.741794 36.038715 90.624271 237.633039

99 8.326064 18.169826 40.856984 98.200949 255.363139
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Table 9 List of models with Gaussian noise ui

Model Name Equation

A1 I.I.D. "i D ui

A2 AR.1/ "i D 0:3 "i�1 C ui

A3 ARCH.1/ "i D h1=2i ui, hi D 1C 0:8 "2i�1

A4 Threshold "i D h1=2i ui, with h2i D 0:25C 0:6 h2i�1

GARCH.1; 1/ C 0:5 "2i�11.ui�1 < 0/C 0:2 "2i�11.ui�1 � 0/

A5 Bilinear AR.1/ "i D 0:8 "i�1ui�1 C ui

A6 Nonlinear MA.1/ "i D 0:8 u2i�1 C ui

A7 Threshold AR.1/ "i D 0:4 "i�11."i�1 > 1/� 0:5 "i�11."i�1 � 1/C ui

A8 Fractional AR.1/ "i D 0:8 j"i�1j1=2 C ui

A9 Sign AR.1/ "i D sign."i�1/C 0:43 ui

Table 10 Percentage of rejection of the null hypothesis of serial indepen-
dence for the alternatives described in Table 9 using samples of size n D 100

and N D 10;000 replications

m D 2 m D 4 m D 6

Model Bm;n Wm;n Bm;n Wm;n Bm;n Wm;n

I.I.D. 4.92 4.92 4.68 4.93 4.79 4.37

AR(1) 71.79 71.79 64.41 43.65 55.13 20.31

ARCH(1) 11.94 11.94 9.33 36.85 7.77 80.45

Threshold GARCH(1,1) 9.36 9.36 9.10 32.03 7.54 78.91

Bilinear AR(1) 72.67 72.67 41.08 63.96 30.65 83.55

Nonlinear MA(1) 40.83 40.83 11.12 22.81 9.50 24.51

Threshold AR(1) 45.63 45.63 7.62 20.01 6.20 12.32

Fractional AR(1) 59.16 59.16 47.32 30.27 39.73 13.18

Sign AR(1) 58.13 58.13 59.33 60.70 59.28 61.09

To assess the finite sample power of these two statistics, one uses the same
models as in Hong and White [19] and Genest et al. [15]. Those models, listed
in Table 9 are all of the form "i D '."i�1; ui; ui�1/. As in Hong and White [19],
the white noise ui was taken to be Gaussian. The percentage of rejection of the null
hypothesis of serial independence are given in Table 10 for samples of size n D 100,
using the tests statistics Bm;n and Wm;n with m 2 f2; 4; 6g. As seen from that Table,
the test based on Bm;n is quite good for all alternatives but stochastic volatility
models, when m D 2. Another characteristic is that its power seems to decrease
sometimes dramatically as m increases. For the test statistic Wm;n, the power seems
to increase with m for stochastic volatility models, while it seems to decrease for
constant volatility models. It outperforms the test based on Bm;n when m > 2 for all
models but the AR(1) and the fractional AR(1).
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5 Example of Application

As an example of application of the proposed tests, consider the Indian sugarcane
annual production data studied in Mandal [29] who suggested an ARIMA(2,1,0)
model for these data. Note also that other studies of sugarcane production showed
that ARIMA models were quite appropriate, see, e.g., Suresh and Krishna Priya [33]
and references therein. The data consisted of 53 values representing the annual
sugar production (million tonnes) from 1951 to 2003. As suggested in Mandal [29],
an ARIMA(2,1,0) model was fitted to the data and the diagnostic tests described
in Sect. 4 were applied to the series of residuals. No change-point was detected in
the series of residuals. In fact, for the change-point test statistics T1n and T2n, their
respective values are 0:7894 and 0:1233, yielding P-values of 4:40% and 18:35%
respectively, using N D 10;000 replications. Thus the null hypothesis is barely
rejected at the 5 % level and is accepted at the 1 % level.

Next, for testing that the innovations have a Gaussian distribution, the tests based
on T�

3n, T�
4n, T�

5n and T�
6n clearly reject the null hypothesis since the largest P-value

is 0.4 %. Finally, for tests of serial dependence based on B6;n and W6;n, both tests
accept the null hypothesis with P-values of 46 % and 24 % respectively.

Rejecting the Gaussian distribution hypothesis for the innovations might indicate
that the OLS estimation of the parameters is not be the optimal choice. To double
check, a robust estimation of the parameters using the LAD method leads to P-values
of 5.9 % and 23.4 % for the the change-point tests while both the null hypothesis of
a Gaussian distribution and Laplace distribution are rejected at the 5 % level. As for
the test of serial dependence with these residuals, the null hypothesis is accepted
with P-values of 61 % and 29.4 % for B6;n and W6;n respectively. So basically, the
two methods of estimation provide similar conclusions.

6 Proofs

The proofs extend the techniques used by Bai [2] and Ghoudi and Rémillard [17]
and are given after introducing some useful notations and auxiliary results.

Let Yi D Xi � �, and recall that Mn D p
n . O�n � �/

�
1 �Pp

kD1 O�k;n

�
,

˚k;n D p
n
� O�k;n � �k

�
, 1 � k � p, and �k;n D p

n
� O�k;n � �k

�
, 1 � k � q.

To simplify the notations let Pn D .Mn; ˚n; �n; �n/ and for i � 1, define
!i D ."i; : : : ; "iCm�1/>, wi;n D .ei;n; : : : ; eiCm�1;n/> and Di;n D Di;n.Pn/ D !i �
wi;n D .di;n; : : : ; diCm�1;n/>. By setting Vi;n D .0; : : : ; 0; viCm�1;n/> 2 R

m; with
vi;n D MnCPp

kD1 ˚k;nYi�k�Pq
kD1 �k;n"i�k; one writes Di;n D Vi;n=

p
n CB�n Di�1;n,

for i > 1. By iteration, one obtains Di;n D Bi�1
�n

D1;n C Pi�2
kD0 Bk

�n
Vi�k;n=

p
n ,

for i > 1.
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Now for P D .M; ˆ;‚; �/ 2 R
1CpCq � O define Li.P/ D Pi�2

kD0


Bk
�

�
Vi�k.P/

and

Di;n.P/ D Bi�1
� D1 C 1p

n
Li.P/ D Bi�1

� D1 C 1p
n

i�2X

kD0
Bk
� Vi�k.P/; i > 1;

with D1 D ."1; : : : ; "m/
> and

Vi.P/ D .0; : : : ; 0;M C
pX

kD1
ˆkYiCm�1�k �

qX

kD1
‚k"iCm�1�k/

>:

Observe that Di;n D Di;n.Pn/ and diCj�1;n D diCj�1;n.Pn/ where diCj�1;n.P/ denotes
the jth component of the vector Di;n.P/.

The next subsection provides some auxiliary results needed for the main proof.

6.1 Auxiliary Results

For any t D .t1; : : : ; tm/> 2 Œ0; 1�m and any j; k 2 Jm D f1; : : : ;mg, j ¤ k, define
QFj;k.t/ D QH.tk/Ql2Jmnfj;kg tl; where QH.y/ D HfF�1.y/g and

Q�j.t;P/ D M

1 �Pm
lD1 �l

mY

kD1;k¤j

tk �
min.q;j�1/X

lD1
‚l

m�1�lX

kDm�j



Bk
�

�
jm

QFj;m�k�l.t/

C
min.p;j�1/X

lD1
ˆl

m�1�lX

kDm�j



Bk
�

�
jm

m�1�k�lX

tD0
 t QFj;m�k�l�t.t/:

Note that Q�j.t;P/ D �j.x;P/, with x D .F�1.t1/; : : : ;F�1.tm//>:
Since � 2 O satisfies �.B� / < 1 then kB�k� <  < 1 for some natural matrix

norm k:k� [20, p. 14]. Next, for any �; � 2 R, let �n.i; j; �; �;P/ D �diCj�1;n.P/C
��n.i; j/ where �n.i; j/ D i ikD1k1 C Ri;j=

p
n with

Ri;j D
iCj�m�1X

kD1
k k.1C

pX

lD1
jYiCj�k�lj C

qX

lD1
j"iCj�k�lj/:
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Observe that �n.i; j; 0; �;P/ D ��n.i; j/ does not depend on P. Define also

Uj
i;n.t; �; �;P/ D ˚

1."iCj�1 � F�1.tj/C �n.i; j; �; �;P//

� 1."iCj�1 � F�1.tj//
� mY

kD1; k¤j

1.�iCk�1 � tk/;

where �i D F."i/ has a uniform distribution. We also let

NUj
i;n.t; �; �;P/ D

nQ
k>j tk

o �
FfF�1.tj/C �n.i; j; �; �;P/g � tj



�Qk<j 1.�iCk�1 � tk/;

U
j
n.s; t; �; �;P/ D 1p

n

Pbnsc
iD1

n
Uj

i;n.t; �; �;P/� NUj
i;n.t; �; �;P/

o

and NUj
n.s; t; �; �;P/ D 1p

n

Pbnsc
iD1 NUj

i;n.t; �; �;P/.
Now for b > 0, let

Db D fP D .M; ˆ;‚; �/ W kB�k� � ; maxfkMk1; kˆk1; k‚k1g � bg:

The next lemmas are used to prove Theorem 1.

Lemma 1. For any ı > 0, i � 1 and 1 � j � m if P;P0 2 Db are such that
kP �P0k1 � ı then there exists a constant Cb depending on m,  and b such that

(i) j�n.i; j; �; �;P/� �n.i; j; �; �;P0/j � j� jıCb�n.i; j/:
(ii) jdiCj�1;n.P/� diCj�1;n.P0/j � ıCb�n.i; j/:

(iii) jdiCj�1;n.P/j � Cb�n.i; j/.
(iv) j�n.i; j; �; �;P/j � .j� j C j�j/Cb�n.i; j/.

The righthand-sides of the four inequalities given above do not depend on P.

Lemma 2. If the "i’s are independent and identically distributed with zero mean
and finite variance then

(i)
Pn

iD1 E.�n.i; j/2/ � C.

(ii) max1�i�n max1�j�m jRi;jj=pn
Pr! 0 as n goes to infinity.

(iii) 1
n

Pn
iD1 Ri;j D Op.1/ and 1

n

Pn
iD1 R2i;j D Op.1/.

Lemma 3. Under the conditions of Theorem 1 for any �; � 2 R

sup
P2Db

sup
t2Œ0;1�m

sup
s2Œ0;1�

ˇ̌
U

j
n.s; t; �; �;P/

ˇ̌ Pr�! 0 (5)
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and for any �; 
 > 0 there exists ı > 0 such that

P

8
<

: sup
P2Db

sup
.t;t0/2N ı

j

sup
s2Œ0;1�

j NUj
n..s; t; �; �;P//� NUj

n..s; t
0; �; �;P//j > �

9
=

; < 
; (6)

where N ı
j D f.t; t0/ 2 Œ0; 1�m � Œ0; 1�m W tj D t0j and kt � t0k1 � ıg:

Next, set S
j
n.s; t;P/ D 1

n

Pbnsc
iD1 .Li.P//j

Qm
kDjC1 tk

Qj�1
`D1 1fuiC`�1 � t`g �

s Q�j.t;P/, for t 2 Œ0; 1�m. The next Lemmas establishes the asymptotics of Sj
n and NUj

n.

Lemma 4. Under the conditions of Theorem 1

sup
t2Œ0;1�m

sup
s2Œ0;1�

sup
P2Db

jEfSj
n.s; t;P/gj �! 0: (7)

and

sup
s2Œ0;1�

sup
t2Œ0;1�m

sup
P2Db

jSj
n.s; t;P/j

Pr�! 0: (8)

Lemma 5. If the conditions of Theorem 1 are satisfied then for any � 2 R

sup
P2Db

sup
t2Œ0;1�m

sup
s2Œ0;1�

ˇ̌ NUj
n.s; t; �; 0;P/� sf .F�1.tj//� Q�j.t;P/

ˇ̌ Pr�! 0: (9)

6.1.1 Proof of Lemma 1

One can easily check that the matrix B� satisfies .Bk
� /jm D 0 if k < m�j. Recall that,

from the equivalence of norms, there exits a constant C > 0 such that kVk�=C �
kVk1 � CkVk� holds for any vector V 2 R

m. Using these facts and the definition
of �n one sees that

j�n.i; j; �; �;P/ � �n.i; j; �; �;P0/j

� j� j��.Bi�1
� � Bi�1

� 0 /D1 C 1p
n

i�2X

kDm�j

Bk
�Vi�k.P/� Bk

� 0Vi�k.P0/
��1

� j� jC��.Bi�1
� � Bi�1

� 0 /D1 C Cp
n

i�2X

kDm�j

Bk
�Vi�k.P/� Bk

� 0Vi�k.P0/
��
�

� j� jC2kBi�1
� � Bi�1

� 0 k�kD1k1
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Cj� jC2

p
n

i�2X

kDm�j

kBk
� � Bk

� 0k�kVi�k.P0/k1

CkBk
�k�kVi�k.P/� Vi�k.P0/k1:

Now recall that since P; P0 2 Db one has kB�k� �  and kB� 0k� �  . Moreover,
from kP � P0k1 � ı one can verify that kB� � B� 0k1 � ı. Combining these facts
one sees that

kBk
� � Bk

� 0k� D
�����

k�1X

rD0
Br
� 0.B� � B� 0/Bk�r�1

�

�����
�

�
k�1X

rD0
kB� 0kr

�kB� � B� 0k�kB�kk�r�1
�

� C
k�1X

rD0
kB� 0kr

�kB� � B� 0k1kB�kk�r�1
� � Cık k�1;

kVi.P/�Vi.P0/k1 � kP�P0k1


1CPp

lD1 jYiCm�1�lj CPq
lD1 j"iCm�1�lj

�
and that

kVi.P/k1 � b


1CPp

lD1 jYiCm�1�lj CPq
lD1 j"iCm�1�lj

�
. Collecting these

terms yields j�n.i; j; �; �;P/ � �n.i; j; �; �;P0/j � Cbıj� j�n.i; j/; where Cb D
C2 maxfC=2;mbC= C 1g. This proves .i/. Inequality .ii/ follows immediately
from the fact that diCj�1;n.P/ D �n.i; j; 1; 0;P/. The proofs of .iii/ and .iv/ are
omitted since they easily follow from the proof of .i/.

6.1.2 Proof of Lemma 2

First recall that the random variables Yi’s and "i’s are stationary with finite variances.
To prove .i/ one easily verifies that

E.R2i;j/ � 3f1C p2E.Y21 /C q2E."21/g
iCj�m�1X

kD1

iCj�m�1X

hD1
kh kCh � C1

for some constant C1. Therefore
Pn

iD1 E.�n.i; j/2/ � 2
Pn

iD1 i22iE."21/C2C1 � C
for some constant C. To prove .ii/, notice that jRi;jj � .1 C p max1�i�n jYij C
q max1�i�n j"ij/Pn

kD1 k k. The above sum converges since  < 1. The random
variables Yi and "i are stationary with finite variances, so an application of
Bonferroni’s inequality shows that max1�i�n jYij=pn and max1�i�n j"ij=pn
converge to zero in probability. To complete the proof, note that .iii/ follows from
the fact that .EjRi;jj/2 � E.R2i;j/ � C.
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6.1.3 Proof of Lemma 3

First, define

U
jC
n .s; t; �; �;P/ D

bnscX

iD1
fUjC

i;n .t; �; �;P/ � NUjC
i;n .t; �; �;P/g=

p
n

and NUjC
n .s; t; �; �;P/ D Pbnsc

iD1 NUjC
i;n .t; �; �;P/=

p
n , where

UjC
i;n .t; �; �;P/ D

mY

kD1; k¤j

1fuiCk�1 � tkg1fF�1.tj/ < "iCj�1 � tCij;ng;

NUjC
i;n .t; �; �;P/ D ŒF.tCij;n/� tj�

Y

k>j

tk
Y

k<j

1f"iCk�1 � F�1.tk/g

and tCij;n D F�1.tj/C maxŒ0; �n.i; j; �; �;P/�. One also defines

U
j�
n .s; t; �; �;P/ D

bnscX

iD1
fUj�

i;n.t; �; �;P/� NUj�
i;n.t; �; �;P/g=

p
n

and NUj�
n .s; t; �; �;P/ D

bnscX

iD1
NUj�

i;n.t; �; �;P/=
p

n , where

Uj�
i;n.t; �; �;P/ D �1ft�ij;n < "iCj�1 � F�1.tj/g �

mY

kD1; k¤j

1fuiCk�1 � tkg;

NUj�
i;n.t; �; �;P/ D �

Y

k<j

1f"iCk�1 � F�1.tk/g �
Y

k>j

tk � Œtj � F.t�ij;n/�

and t�ij;n D F�1.tj/C minŒ0; �n.i; j; �; �;P/�.
It is easy to see that Uj

n.s; t; �; �;P/ D U
jC
n .s; t; �; �;P/C U

j�
n .s; t; �; �;P/, and

NUj
n.s; t; �; �;P/ D NUjC

n .s; t; �; �;P/ C NUj�
n .s; t; �; �;P/, therefore the Lemma will

follows if one shows that statement (11) holds with U
jC
n and U

j�
n in place of Uj

n
and that statement (6) holds with NUjC

n and NUj�
n in place of NUj

n. The proofs for jC
exponent and for j� exponent are very similar, therefore only the proof with jC
exponent is presented next. The limit in (6) will be established first. It will be shown
that the convergence is also uniform for all bounded � and � . Since tj D t0j one easily
verifies that
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NUjC
n .s; t; �; �;P/� NUjC

n .s; t0; �; �;P/j D 1p
n

ˇ̌
ˇ̌
ˇ̌
bnscX

iD1

2

4
Y

k>j

tk
Y

k<j

1f�iCk�1 � tkg

�
Y

k>j

t0k
Y

k<j

1f�iCk�1 � t0kg
3

5
h
F.tCij;n/� tj

i
ˇ̌
ˇ̌
ˇ̌ ;

which is bounded by

1p
n

nX

iD1

ˇ̌
ˇF.tCij;n/� tj

ˇ̌
ˇ

ˇ̌
ˇ̌
ˇ̌
Y

k>j

tk
Y

k<j

1f�iCk�1 � tkg

�
Y

k>j

t0k
Y

k<j

1f�iCk�1 � t0kg
ˇ̌
ˇ̌
ˇ̌ :

Using Lemma 1 and the fact that F is uniformly continuous and admits a bounded
density, one finds that

j NUjC
n .s; t; �; �;P/� NUjC

n .s; t
0; �; �;P/j

� Cp
n

nX

iD1
�n.i; j/

ˇ̌
ˇ̌
ˇ̌

0

@
Y

k>j

tk �
Y

k>j

t0k

1

A
Y

k<j

1f�iCk�1 � tkg

C
Y

k>j

t0k

0

@
Y

k<j

1f�iCk�1 � tkg �
Y

k<j

1f�iCk�1 � t0kg
1

A

ˇ̌
ˇ̌
ˇ̌ :

With few straightforward algebraic manipulations, one sees that

j NUjC
n .s; t; �; �;P/ � NUjC

n .s; t
0; �; �;P/j

� Cp
n

nX

iD1
�n.i; j/

8
<

:

ˇ̌
ˇ̌
ˇ̌
Y

k>j

tk �
Y

k>j

t0k

ˇ̌
ˇ̌
ˇ̌

C
2

4
Y

k<j

1f�iCk�1 � max.tk; t0k/g �
Y

k<j

1f�iCk�1 � min.tk; t0k/g
3

5

9
=

; :
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One then easily verifies that

j NUjC
n .s; t; �; �;P/� NUjC

n .s; t
0; �; �;P/j � C

 
nX

iD1
�n.i; j/

2

! 1
2

�

8
<̂

:̂
.m � j/ı C

0

@1
n

nX

iD1

2

4
Y

k<j

1f�iCk�1 � max.tk; t0k/g

�
Y

k<j

1f�iCk�1 � min.tk; t0k/g
3

5

1

A

1
2

9
>=

>;
;

which in turn is bounded by

C

 
nX

iD1
�n.i; j/

2

! 1
2

8
<̂

:̂
.m � j/ı C

0

@
Y

k<j

max.tk; t
0
k/�

Y

k<j

min.tk; t
0
k/

1

A
1=2

Cn�1=4 sup
kt�t0k�ı

jˇn.1; t/� ˇn.1; t0/j 12
9
>=

>;

� C

 
nX

iD1
�n.i; j/

2

! 1
2
(

mı C p
mı C n�1=4 sup

kt�t0k�ı
jˇn.1; t/� ˇn.1; t0/j 12

)
;

where ˇn is the serial Kiefer process defined for all .s; t/ 2 Œ0; 1� � Œ0; 1�m by

ˇn.s; t/ D 1p
n

bnscX

iD1

8
<

:

mY

jD1
1.�iCj�1 � tj/ �

mY

jD1
tj

9
=

; : (10)

By Lemma 2,
Pn

iD1 �n.i; j/2 D Op.1/ and since ˇn is tight [11], it follows that for
any �; 
 > 0 the probability that the above right-hand-side is greater than � can be
made less than 
 by choosing the appropriate ı.

To prove (5) note that for any b > 0, the set Db is compact. Therefore for any
ı > 0 the set Db can be covered by a finite number of balls (B1; : : : ;BK) with
diameters less or equal to ı. Denote P1; : : : ;PK the centers of these balls. Now if
P 2 Db, then P 2 Br for some 1 � r � K. It follows from the definitions of � , U
and NU and Lemma 1 that

�n.i; j; �; � � C1ı;Pr/ � �n.i; j; �; �;P/ � �n.i; j; �; �C C1ı;Pr/;

UjC
i;n .t; �; � � C1ı;Pr/ � UjC

i;n .t; �; �;P/ � UjC
i;n .t; �; �C C1ı;Pr/;

NUjC
i;n .t; �; � � C1ı;Pr/ � NUjC

i;n .t; �; �;P/ � NUjC
i;n .t; �; �C C1ı;Pr/;
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for some constant C1 > 0. One also gets

jUjC
n .s; t; �; �;P/j

� jUjC
n .s; t; �; �C C1ı;Pr/j C jUjC

n .s; t; �; � � C1ı;Pr/j
Cj NUjC

n .s; t; �; �C C1ı;Pr/� NUjC
n .s; t; �; � � C1ı;Pr/j:

Upon calling on condition (A1) one sees that

j NUjC
n .s; t; �; �C C1ı;Pr/� NUjC

n .s; t; �; � � C1ı;Pr/j

� Cıp
n

nX

iD1
�n.i; j/ � Cı

 
nX

iD1
�n.i; j/

2

!1=2
:

Note that the right hand side does not depend on s, t or P. Taking the supremum and
then the expectation, it follows upon calling on Lemma 2 that

E

(
sup

P2Db

sup
t2Œ0;1�m

sup
s2Œ0;1�

j NUjC
n .s; t; �; �C C1ı;Pr/� NUjC

n .s; t; �; � � C1ı;Pr/j
)

is bounded by C0ı, which can be made arbitrarily small by choosing ı. So it remains
to show that

sup
t2Œ0;1�m

sup
s2Œ0;1�

ˇ̌
U

jC
n .s; t; �; �;P/

ˇ̌ Pr�! 0 (11)

for any fixed P 2 Db. For let ı > 0, and 	n > 0 be such that limn!1	n
p

n C
.n	n/

�1 D 0 and let K D b1=ıc C 1, and let 0 D a0 < a1 < � � � < aK D 1 be
a partition of Œ0; 1� with mesh less or equal to ı and set Kn D b1=	nc C 1 and let
0 D b0 < b1 < � � � < bKn D 1 be a partition of Œ0; 1� with mesh less or equal to 	n.
For any given 1 � j � m, note that for any t 2 Œ0; 1�m one has brj < tj � brjC1 for
some 1 � rj � Kn � 1 and for any k W 1 � k � mI k ¤ j ark < tk � arkC1 for some
1 � rk � K � 1. It follows that

UjC
i;n .t; �; �;P/ � UjC

i;n .t
C; �; �;P/

C1.brj < �iCj�1 � brjC1/
Y

k¤j

1.�iCk�1 � arkC1/;

and

UjC
i;n .t; �; �;P/ � UjC

i;n .t
�; �; �;P/

�1.brj < �iCj�1 � brjC1/
Y

k¤j

1.�iCk�1 � ark/;
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where tC D .ar1C1; : : : ; arj�1C1; brjC1; arjC1C1; : : : ; armC1/> and
t� D .ar1 ; : : : ; arj�1 ; brj ; arjC1

; : : : ; arm/
>. One can also verify that

NUjC
i;n .t; �; �;P/ � NUjC

i;n .t
C; �; �;P/

CfbrjC1 � brjg
Y

k<j

1.�iCk�1 � arkC1/
Y

k>j

arkC1;

and

NUjC
i;n .t; �; �;P/ � NUjC

i;n .t
�; �; �;P/ � fbrjC1 � brjg

Y

k<j

1.�iCk�1 � ark/
Y

k>j

ark :

Straightforward computations show that

sup
t2Œ0;1�m

sup
s2Œ0;1�

ˇ̌
U

jC
n .s; t; �; �;P/

ˇ̌

� max
1�rj�Kn

max
1�rk�K;k¤j

sup
0�s�1

n
jUjC

n .s; t
C; �; �;P/j C jUjC

n .s; t
�; �; �;P/j

C j NUjC
n .s; t

C; �; �;P/� NUjC
n .s; t

�; �; �;P/j
o

C 2 sup
kt�t0k�	n

sup
0�s�1

jˇn.s; t/ � ˇn.s; t0/j C 2	n
p

n:

The last two terms go to zero in probability from the definition of 	n and because
of the tightness of ˇn [11].

Next, j NUjC
n .s; t

C; �; �;P/� NUjC
n .s; t

�; �; �;P/j is bounded by

j NUjC
n .s; t

C; �; �;P/� NUjC
n .s; t

?; �; �;P/j
C j NUjC

n .s; t
?; �; �;P/� NUjC

n .s; t
�; �; �;P/j;

where t? is such that t?k D t�k for all 1 � k ¤ j � m and t?j D tCj . Now by (6), the

sup of j NUjC
n .s; t

C; �; �;P/ � NUjC
n .s; t

?; �; �;P/j converges in probability to zero. In
addition

j NUjC
n .s; t

?; �; �;P/� NUjC
n .s; t

�; �; �;P/j

D 1p
n

ˇ̌
ˇ̌

bnscX

iD1

�
F.F�1.brjC1/C �n.i; j; �; �;P// � brjC1

� F.F�1.brj/C �n.i; j; �; �;P//C brj

Y

k>j

ark

Y

k<j

1.�iCk�1 � ark/

ˇ̌
ˇ̌
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� 1p
n

bnscX

iD1

ˇ̌
F.F�1.brjC1/C �n.i; j; �; �;P//� brjC1

� F.F�1.brj/C �n.i; j; �; �;P//C brj

ˇ̌
;

converges in probability to zero upon using .A1/ and mimicking the proof of
Lemma 2.1 of Koul [23]. Finally, to complete the proof, note that the behavior of
jUjC

n .s; t
C; �; �;P/j and that of jUjC

n .s; t
�; �; �;P/j are identical, so only the proof

for jUjC
n .s; t

�; �; �;P/j will be presented. Note that sup0�s�1 jUjC
n .s; t

�; �; �;P/j D
sup1�l�n jUjC

n .l=n; t�; �; �;P/j: To study the behavior of the above as n goes to
infinity, let 1 � h � m and define

QUjC
n .h; s; t; �; �;P/

D 1p
n

bns=mcX

iD1

n
UjC
.i�1/�mCh;n.t; �; �;P/� NUjC

.i�1/�mCh;n.t; �; �;P/
o
:

Observe that jUjC
n .s; t; �; �;P/ � Pm

hD1 QUj
n.h; s; t; �; �;P/j � m=

p
n . Since m is

fixed and finite, the proof will be complete if one shows that

max
1�rj�Kn

max
1�rk�K;k¤j

sup
1�`�bn=mc

j QUjC
n .h;m`=n; t�; �; �;P/j Pr�! 0

for any 1 � h � m. Set Fi D �."0; : : : ; "i�mChCj�2/. We can drop the first m terms
without affecting the limit.

For the rest one can easily verifies that f QUjC
n .h;m`=n; t�; �; �;P/;F`g is a mar-

tingale and �i;n.t/ D UjC
.i�1/�mCh;n.t; �; �;P/� NUjC

.i�1/�mCh;n.t; �; �;P/ are martingale
differences. Applying Doob’s inequality followed by Rosenthal’s inequality, one
shows that

Pf sup
1�`�bn=mc

j QUj
n.h;m`=n; t; �; �;P/j > �g

� C��4n�2E

8
<

:

bn=mcX

iD1
E.�i;n.t/2jFi�1/

9
=

;

2

C C��4n�2
bn=mcX

iD1
E.�i;n.t/4/:

As a result, E.�i;n.t/2jFi�1/ � j NUj
.i�1/�mCh;n.t; �; �;P/j � jF.F�1.tj/C�n..i�1/�

m C h; j; �; �;P//� tjj � kf kj�n..i � 1/ � m C h; j; �; �;P/j; which implies that

E

8
<

:

bn=mcX

iD1
E.�i;n.t/2jFi�1/

9
=

;

2

� nkf k
nX

iD1
E.j�n.i; j; �; �;P/j2/ � Cn:
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The last inequality follows from Lemmas 1 and 2 and hypothesis (A1). Note also
that

Pbn=mc
iD1 E.�i;n.t/4/ is bounded by n since j�i;n.t/j � 1: Collecting the terms

shows that Pfsup1�`�bn=mc j QUj
n.h;m`=n; t; �; �;P/j > �g � C1��4n�1 for some

constant C1 > 0 that does not depend t. The proof is then complete upon noting
that

P

(
max

1�rj�Kn

max
1�rk�K;k¤j

sup
1�`�bn=mc

j QUj
n.h;m`=n; t�; �; �;P/j > �

)

� KnKm�1

� max
1�rj�Kn

max
1�rk�K;k¤j

P

(
sup

1�`�bn=mc
j QUj

n.h;m`=n; t�; �; �;P/j > �
)

� C1�
�4.n	n/

�1Km�1�!0:

�

6.1.4 Proof of Lemma 4

Observe that

EfSj
n.s; t;P/g D 1

n

bnscX

iD1
E

2

4f.Li.P//jg
Y

`>j

t`
Y

`<j

1.�iC`�1 � t`/

3
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D 1
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bnscX

iD1

2

4
i�2X
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0

@Bk
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8
<

:Vi�k.P/
Y

`<j

1.�iC`�1 � t`/
Y

`>j

t`

9
=

;

1

A

j

3

5

�s Q�j.t;P/:

First note that there exists C > 0 such that for any P 2 Db, EjVi�k.P/j � Cb. For
i � m one easily checks that EfVi�k.P/

Q
`<j 1fuiC`�1 � t`ggQ`>j t` is equal to

.0; : : : ; 0; �j;k/
> where

�j;k D
Y

`>j

t`E

2

4fM C
pX

lD1
ˆlYi�kCm�l�1

�
qX
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5
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D
Y

`>j

t`

0

@M
Y

`<j

t` C
pX

lD1
ˆlE

2

4Ym�k�l

Y

`<j
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3

5

�
qX

lD1
‚lE

2

4"m�k�l

Y

`<j

1.�` � t`/

3

5

1

A :

Now note that E
nQj�1

`D1 1.�` � t`/"m�k�l

o
D 0 for m � k � l < 1 and

E
nQj�1

`D1 1.�` � t`/"m�k�l

o
D QH.tm�k�l/

Qj�1
`D1I`¤m�k�l t` for 1 � m � k � l � j � 1

and E
nQj�1

`D1 1.�` � t`/Ym�k�l

o
D Pm�1�k�l

˛D0  ˛ QH.tm�k�l�˛/
Qj�1
`D1I`¤m�k�l�˛ t`

for m � k � l � 1 and 0 otherwise. Using these facts, one sees that �j;k simplifies
to �j;k D M

Q
l¤j t` C Pp

lD1 ˆl
Pm�1�k�l

˛D0  ˛ QFj;m�k�l�˛.t/ � Pq
lD1 ‚l

QFj;m�k�l.t/
which implies that
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n
;

for some positive constant C1. Since .Bk
� /jm D 0 if k < m � j, the above simplifies to
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CC1b

n
C 1

n

ˇ̌
ˇ̌

bnscX

iDm

1X

kDi�1
.Bk

� /jmM
Y

l¤j

t`

ˇ̌
ˇ̌:
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Using the definition of Q� and the fact that ..I � B� /�1/jm D 1
.


1 �Pm
kD1 �k

�
, the

above simplifies to

ˇ̌
EfSj

n.s; t;P/gj �
ˇ̌
ˇ̌bnsc � ns � m C 1

n

ˇ̌
ˇ̌ ˇ̌ Q�j.t;P/

ˇ̌C Cb

n

bnscX

iDm

1X

kDi�1
 k:

Straightforward computations show that j Q�j.t;P/j � Cb for any P 2 Db and any
t 2 Œ0; 1�m, and reduce the above to

sup
t2Œ0;1�m

sup
s2Œ0;1�

sup
P2Db

jEfSj
n.s; t;P/gj � Cb

n
;

for some constant C > 0. This goes to zero as n goes to infinity and completes the
proof of the first part of the Lemma.

To complete the proof and establish (8), note that since F is continuous, an
application of Schwartz’s Inequality yields j QH.x/ � QH.y/j � �

pjx � yj for all
x; y 2 Œ0; 1�. That is, the function QH is uniformly continuous. Using this fact one also
sees that for any 
 > 0 there exists a ı > 0 such that supkt�t0k1�ı supP2Db

j Q�j.t;P/�
Q�j.t0;P/j � 
: Straightforward algebraic manipulations show that jSj

n.s; t;P/ �
S

j
n.s; t

0;P/j is bounded by

j Q�j.t;P/� Q�j.t0;P/j

C1

n

ˇ̌
ˇ̌
ˇ̌
bnscX

iD1
.Li.P//j

0

@
mY

kDjC1
tk �

mY

kDjC1
t0k

1

A
j�1Y

`D1
1.�iC`�1 � t`/

ˇ̌
ˇ̌
ˇ̌

C1

n

ˇ̌
ˇ̌
ˇ̌
bnscX

iD1
.Li.P//j

mY

kDjC1
t0k

(
j�1Y

`D1
1.�iC`�1 � t`/�

j�1Y

`D1
1.�iC`�1 � t0̀ /

) ˇ̌
ˇ̌
ˇ̌ ;

which in turn is bounded by

sup
kt�t0k1�ı

sup
P2Db

j Q�j.t;P/� Q�j.t0;P/j C Cb

n

ˇ̌
ˇ̌
ˇ̌

mY

kDjC1
tk �

mY

kDjC1
t0k

ˇ̌
ˇ̌
ˇ̌

nX

iD1
Ri;j

CCb

n

nX

iD1
Ri;j

"
j�1Y

`D1
1f�iC`�1 � max.t`; t0̀ /g

�
j�1Y

`D1
1f�iC`�1 � min.t`; t

0̀ /g
#
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� sup
kt�t0k1�ı

sup
P2Db

j Q�j.t;P/� Q�j.t0;P/j C Cb.m � j/ı

n

nX

iD1
Ri;j

CCb

 
1

n

nX

iD1
R2i;j

! 1
2
"
1

n

nX

iD1

"
j�1Y

`D1
1f�iC`�1 � max.t`; t0̀ /g

�
j�1Y

`D1
1f�iC`�1 � min.t`; t

0̀ /g
## 1

2

:

Therefore sups2Œ0;1� supkt�t0k1�ı supP2Db
jSj

n.s; t;P/ � S
j
n.s; t

0;P/j is smaller than

Cb.m � j/ı

n

nX

iD1
Ri;j C sup

kt�t0k1�ı
sup

P2Db

j Q�j.t;P/� Q�j.t0;P/j

C Cb

 
n�1=4 sup

kt�t0k1�ı
jˇn.1; t/� ˇn.1; t0/j 12 C .mı/

1
2

! 
1

n

nX

iD1
R2i;j

! 1
2

;

which can be made arbitrarily small by choosing ı and calling on the tightness of
ˇn and Lemma 2. Moreover, using the same arguments as in the proof of Lemma 1,
one can easily verify that

sup
s2Œ0;1�

sup
P;P02DbW kP�P0k1<ı

jSj
n.s; t;P/� S

j
n.s; t;P

0/j Pr�! 0:

Since Œ0; 1�m and Db are compact, the proof will be complete if one shows that for
any t 2 Œ0; 1�m and any P 2 Db,

sup
0�s�1

jSj
n.s; t;P/j

Pr�! 0: (12)

To prove (12), set

S1n.s; t;P/ D M

n

bnscX

iD1

iCj�m�2X

kD0
.Bm�jCk

� /jm
Y

h<j

1.�iCh�1 � th/

S2n.s; t;P/ D
pX

lD1
ˆl
1

n

bnscX

iD1

iCj�m�2X

kD0
.Bm�jCk

� /jmYiCj�k�1�l

Y

h<j

1.�iCh�1 � th/

S3n.s; t;P/ D
qX

lD1
‚l
1

n

bnscX

iD1

iCj�m�2X

kD0
.Bm�jCk

� /jm"iCj�k�1�l

Y

h<j

1.�iCh�1 � th/:
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Because of (7), and since S
j
n.s; t;P/ D P3

kD1 Sj
kn.s; t;P/ � s Q�j.t;P/, the limit in

(12) follows if one shows that sup0�s�1 jSj
kn.s; t;P/ � EfSj

kn.s; t;P/gj
Pr�! 0 for

k 2 f1; 2; 3g:
Here only the asymptotic of Sj

2n shall be established. Those of Sj
1n and Sj

3n use
the same arguments and are much simpler. Since kˆk1 � b and p is finite, the
convergence of Sj

2n will follows from that of �l;n, where

�l;n D 1

n

bnscX

iD1

iCj�m�2X

kD0
.Bm�jCk

� /jmYiCj�k�1�l

Y

h<j

1.�iCh�1 � th/:

Note that �l;n D Q�l;n � N�l;n where

Q�l;n D 1

n

bnscX

iD1

1X

kD0
.Bm�jCk

� /jmYiCj�k�1�l

Y

h<j

1.�iCh�1 � th/

and

N�l;n D 1

n

bnscX

iD1

1X

kDiCj�m�2
.Bm�jCk

� /jmYiCj�k�1�l

Y

h<j

1.�iCh�1 � th/:

Using the stationarity of Y, one sees that

E. sup
0�s�1

j N�l;nj/ � C

n

nX

iD1

1X

kDi�1
 kEjY1j D CEjY1j

n

nX

iD1

 i�1

1 � 
� CEjY1j

n.1� /2 ;

which goes to zero as n goes to infinity. Therefore is just remains to establish
sups2Œ0;1� j Q�l;n � E. Q�l;n/j converges to zero in probability. To do so, one uses the
invertibility of Y and gets

Q�l;n D 1

n

bnscX

iD1

1X

kD0
.Bm�jCk

L� /jmYiCj�k�1�l

Y

h<j

1.�iCh�1 � th/ D 1

n

bnscX

iD1
�i;

where

�i D h."iCj�1; "iCj�2; : : :/ D
1X

hD0
�h"iCj�1�h

j�1Y

kD1
1.�iCj�1�k � tj�k/;
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with �h D Ph
`D0  `.B

m�jCh�`
� /jm. Observe that

Ej�0j � Ej"0j
1X

hD0
j�hj � CEj"0j

1X

hD0

hX

`D0
j `jm�jCh�`

D C

1 �  Ej"0jm�j
1X

`D0
j `j < 1:

Since
P1

`D0 j `j converges see Bai Bai [1] or Brockwell and Davis Brockwell
and Davis [8], Lemma 3.6 of Kulperger and Yu Kulperger and Yu [24] yields the
invariance property, that is

sup0�s�1
ˇ̌
ˇ 1n
Pbnsc

iD1 �i � sE.�0/
ˇ̌
ˇ D op.1/ and completes the proof. ut

6.1.5 Proof of Lemma 5

To prove Lemma 5, observe that j NUj
n.s; t; �; 0;P/� s� f ı F�1.tj/ Q�j.t;P/j is equal to

ˇ̌
ˇ̌ 1p

n

bnscX

iD1

��
F
˚
F�1.tj/C �n.i; j; �; 0;P/

�� F

�
F�1.tj/C �p

n
.Li.P//j

	�

C
�

F

�
F�1.tj/C �p

n
.Li.P//j

	
� tj

�� mY

kDjC1
tk

j�1Y

`D1
1.�iC`�1 � t`/

�s� f ı F�1.tj/ Q�j.t;P/

ˇ̌
ˇ̌:

Applications of the mean value theorem shows that the above is bounded by

Cj� jkf kkD1k1p
n

nX

iD1
 i�1 C Cbj� j

n

ˇ̌ nX

iD1
jf .�i;j/� f fF�1.tj/gjRi;j

Cj� jkf k
n

ˇ̌ bnscX

iD1
.Li.P//j

mY

kDjC1
tk

j�1Y

`D1
1.�iC`�1 � t`/ � Q�j.t;P/

ˇ̌

Cjbnsc � nsj
n

kf kj Q�j.t;P/j;

where �i;j is such that max j�i;j � F�1.tj/j � max Ri;j=
p

n D op.1/ by Lemma 2. By
.A1/ and Lemma 2 the first two terms converge to zero in probability. The middle
term goes in probability to zero by Lemma 4 and the last term converges to zero
since f is bounded and supt2Œ0;1�m supP2Db

j Q�j.t;P/j � Cb as mentioned in the proof
of Lemma 4. ut



278 K. Ghoudi and B. Rémillard

6.2 Proof of Theorem 1

To prove Theorem 1, note that Hn D ı
Hn C Q̌

n, where

Q̌
n.s; x;Pn/ D 1p

n

bnscX

iD1
f1.wi;n � x/� 1.!i � x/g ; .s; x/ 2 Œ0; 1� � R

m:

Since the functions �j are continuous, the proof of the theorem will be complete if
one can show that, as n ! 1,

sup
s2Œ0;1�

sup
x2Rm

ˇ̌
ˇ̌
ˇ̌ Q̌

n.s; x;Pn/ � s
mX

jD1
f .xj/�j.x;Pn/

ˇ̌
ˇ̌
ˇ̌

P! 0: (13)

From the tightness of Pn one sees that the probability that Pn is outside Db can be
made arbitrarily small by choosing b large enough. Therefore (13) will follows if
one shows

sup
s2Œ0;1�

sup
x2Rm

sup
P2Db

ˇ̌
ˇ̌
ˇ̌ Q̌

n.s; x;P/� s
mX

jD1
f .xj/�j.x;P/

ˇ̌
ˇ̌
ˇ̌

P! 0: (14)

The proof shall be given after adding few notations. For 1 � j � m let

Q̌
j;n.s; x;P/ D 1p

n

Œns�X

iD1

�
1f"iCj�1 � xj C diCj�1;n.P/g

�1."iCj�1 � xj/
 mY

kD1; k¤j

1."iCk�1 � xk/:

Now Eq. (14) will be established by showing that

sup
s2Œ0;1�

sup
x2Rm

sup
P2Db

max
1�j�m

ˇ̌
ˇ Q̌

j;n.s; x;P/� sf .xj/�j.x;P/
ˇ̌
ˇ

Pr�! 0 (15)

and that

sup
s2Œ0;1�

sup
x2Rm

sup
P2Db

ˇ̌
ˇ̌
ˇ̌ Q̌

n.s; x;P/�
mX

jD1
Q̌
j;n.s; x;P/

ˇ̌
ˇ̌
ˇ̌

Pr�! 0: (16)
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Upon setting t D .t1; : : : ; tm/> with tk D F.xk/ for k D 1; : : : ;m and noticing
that Q̌

j;n.s; x;P/ D U
j
n.s; t; 1; 0;P/C NUj

n.s; t; 1; 0;P/, one concludes that (15) is just
a consequence of Lemmas 3 and 5. To prove (16), observe that an application of
the multinomial formula shows that Q̌

n.s; x; ;P/ D P
A�JmI A¤; Q̌

A;n.s; x;P/ where
Q̌
A;n.s; x;P/ D Pbnsc

iD1 Q̌
i;A;n.s; x;P/=

p
n and

Q̌
i;A;n.s; x;P/ D

Y

j2A

�
1f"iCj�1 � xj C diCj�1;n.P/g

�1."iCj�1 � xj/
 Y

k2Ac

1."iCk�1 � xk/:

The proof will then be complete if one shows that

sup
s2Œ0;1�

sup
x2Rm

sup
P2Db

j Q̌
A;n.s; x;P/j Pr�! 0;

for all subsets A with jAj � 2. The rest of the proof mimics the arguments of Ghoudi
and Rémillard [17] and is given next.

Let A be a subset of Jm with jAj � 2. Let ı > 0 and

Q̌
A;ı;n.s; x;P/ D 1p

n

bnscX

iD1
Q̌
i;A;n.s; x;P/

mY

jD1
1fCb�n.i; j/ � ıg;

where Cb and�n.i; j/ are defined in Sect. 6.1. One easily verifies that

sup
s2Œ0;1�

sup
x2Rm

sup
P2Db

ˇ̌
ˇ Q̌

A;n.s; x;P/� Q̌
A;ı;n.s; x;P/

ˇ̌
ˇ

� 1p
n

nX

iD1
1
˚[m

jD1fCb�n.i; j/ > ıg
�
:

The righthand-side of the above goes to zero in probability since

E

ˇ̌
ˇ̌
ˇ
1p
n

nX

iD1
1
˚[m

jD1fCb�n.i; j/ > ıg
�
ˇ̌
ˇ̌
ˇ D 1p

n

mX

jD1

nX

iD1
PfCb�n.i; j/ > ıg

� C2
b

ı2
p

n

mX

jD1

nX

iD1
EŒ�n.i; j/

2�:

The last bound, which is consequence of Markov inequality, goes to zero by
Lemma 2. To complete the proof, it remains to show that for any A 	 Jm with
jAj � 2,
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sup
s2Œ0;1�

sup
x2Rm

sup
P2Db

j Q̌
A;ı;n.s; x;P/j Pr�! 0:

Since jAj � 2 one assumes that j; j0 2 A and uses Lemma 1 to verify that
j Q̌

A;ı;n.s; x;P/j is bounded the sum of the following two terms

1p
n

bnscX

iD1
1fxj < "iCj�1 � xj C Cb�n.i; j/g1fxj0 � ı < "iCj0�1 � xj0 C ıg

�
Y

l2Anfj;j0g
1."iCl�1 � xl C ı/

Y

k2Ac

1."iCk�1 � xk/;

and

1p
n

bnscX

iD1
1.xj � Cb�n.i; j/ < "iCj�1 � xj/1.xj0 � ı < "iCj0�1 � xj0 C ı/

�
Y

l2Anfj;j0g
1."iCl�1 � xl C ı/

Y

k2Ac

1."iCk�1 � xk/:

Upon noting that Cb�n.i; j/ D �n.i; j; 0;Cb;P0/ for any arbitrary P0 2 Db, one
gets

j Q̌
A;ı;n.s; x;P/j � jUj

n.s; tı; 0;Cb;P0/j C jUj
n.s; t

0
ı; 0;Cb;P0/j

CjUj
n.s; tı; 0;�Cb;P0/j C jUj

n.s; t
0
ı; 0;�Cb;P0/j

Cj NUj
n..s; tı; 0;Cb;P0// � NUj

n..s; t
0
ı; 0;Cb;P0//j

Cj NUj
n..s; tı; 0;�Cb;P0// � NUj

n..s; t
0
ı; 0;�Cb;P0//j;

where .xı/l D xl C ı if l 2 A n fjg and .xı/l D xl otherwise, .x0
ı/l D xl C ı if

l 2 A n fj; j0g while .x0
ı/j0 D xj0 � ı, .x0

ı/j D xj and .x0
ı/l D xl for l 2 Ac. We also

have tl D F.xl/ and t0l D F.x0
l/ for all 1 � l � m. The proof is concluded by using

Lemma 3. ut

6.3 Proof of Corollary 3

First, note that

ˇ̌�
FfF�1

n .u/g � u
 � �

FfF�1
n .u/g � FnfF�1

n .u/gˇ̌ D jFnfF�1
n .u/g � uj � 1

n
:
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Therefore sup0<u<1 jFfF�1
n .u/g � uj � supy2R jFn.1; y/j=pn C 1=n, which goes to

zero in probability by Theorem 1. The above inequality also implies that the processp
n.FfF�1

n .u/g � u/ is tight and is asymptotically equivalent to �Fn.1;F�1
n .u//.

To complete the proof observe that

Cn.u1; : : : ; um/ D Hn.1;F
�1
n .u1/; : : : ;F

�1
n .um//

Cp
n

"
mY

iD1
FfF�1

n .ui/g �
mY

iD1
ui

#

D Hn.1;F
�1
n .u1/; : : : ;F

�1
n .um//

C
mX

jD1

p
n.FfF�1

n .uj/ � ujg/
Y

i¤j

ui C op.1/:

Now Hn.1;F�1
n .u1/; : : : ;F�1

n .um// H.1;F�1.u1/; : : : ;F�1.um// and

p
n.FfF�1

n .u/g � u/ �F.1;F�1.u// D �H.1;F�1.u/;1; : : : ;1/:

The convergence of CA;n follows the convergence of Cn and the fact that CA;n D
MA.Cn/ where MA is the continuous Möbius transform discussed in Genest and
Rémillard [14]. ut
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Short Range and Long Range Dependence

Murray Rosenblatt

1 Introduction

In this section a discussion of the evolution of a notion of strong mixing as a measure
of short range dependence and with additional restrictions a sufficient condition for
a central limit theorem, is given. In the next section I will give a characterization of
strong mixing for stationary Gaussian sequences. In Sect. 3 I will give a discussion
of processes subordinated to Gaussian processes and in Sect. 4 results concerning
the finite Fourier transform is noted. In Sect. 5 a number of open questions are
considered.

In an effort to obtain a central limit theorem for a dependent sequence of random
variables in [12], I made use of a blocking argument of S.N. Bernstein [1] and was
led to what I called a strong mixing condition [2, 12]. In the blocking argument big
blocks are separated by small blocks. Consider a sequence of random variables Xn,
n D : : : ;�1; 0; 1; : : :. Let Bn and Fm be the �-fields generated by Xj, j � n and Xj,
j � m, respectively. If

sup
A2Bn;B2Fm

jP.A \ B/� P.A/P.B/j � ˛.m � n/;

m > n with ˛.k/ ! 0 as k ! 1, the sequence fXng is said to satisfy a strong
mixing condition. Such a sequence needn’t be stationary. A sequence with such a
strong mixing condition can be thought of as one with short range dependence and
its absence an indicator of long range dependence.
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The strong mixing condition together with the following assumptions are enough
to obtain asymptotic normality for partial sums of the sequence. Assume that EXn D
0 for all n. The critical additional assumptions are

1.

E

ˇ̌
ˇ̌
ˇ̌

bX

jDa

Xj

ˇ̌
ˇ̌
ˇ̌

2

� h.b � a/

as b � a ! 1 with h.m/ " 1 as m ! 1, where x.�/ � y.�/ means
x.�/=y.�/ ! 1 as � ! �0 and

2.

E

ˇ̌
ˇ̌
ˇ̌

bX

jDa

Xj

ˇ̌
ˇ̌
ˇ̌

2Cı

D O .h.b � a//1Cı=2

as b � a ! 1 for some ı > 0.

The following theorem was obtained.

Theorem 1. If fXng, E.Xn/ D 0, is a sequence satisfying a strong mixing condition
and assumptions 1. and 2., we can determine numbers kn, pn, qn satisfying

kn.pn C qn/ D n;

kn; pn; qn ! 1;

qn=pn ! 0

as n ! 1 such that

Snp
kn � h.pn/

.Sn D
nX

jD1
Xj/

is asymptotically normally distributed with positive variance (see [12] and [2]).

In the argument the numbers kn˛.qn/ have to be made very small. An elegant
statement of a result can be given in a stationary case (see Bradley [3] for a proof).

Theorem 2. Let fXng be a strictly stationary sequence with E.X0/ D 0, EX20 < 1
that is strongly mixing and let �2n D ES2n ! 1 as n ! 1. The sequence .S2n=�

2
n / is

uniformly integrable if and only if Sn=�n is asymptotically normally distributed with
mean zero and variance one.
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In the paper [9] Kolmogorov and Rozanov showed that a sufficient condition for a
stationary Gaussian sequence to be strongly mixing is that the spectral distribution
be absolutely continuous with positive continuous spectral density.

One should note that the concept of strong mixing here is more restrictive in the
stationary case than the ergodic theory concept of strong mixing. A very extensive
discussion of our notion of strong mixing as well as that of other related concepts is
given in the excellent three volume work of Richard Bradley [3].

In 1961 corresponding questions were taken up for what is sometimes referred
as narrow band-pass filtering in the engineering literature. These results are strong
enough to imply asymptotic normality for the real and imaginary parts of the
truncated Fourier transform of a continuous time parameter stationary process.
Let X.t/, EX.t/ D 0, be a separable strongly mixing stationary process with
EX4.t/ < 1 that is continuous in mean of fourth order. If the covariance and 4th
order cumulant function are integrable, it than follows that

�
1

2
T

��1=2 Z T

0

cos.�t/X.t/dt;

�
1

2
T

��1=2 Z T

0

sin.�t/X.t/dt; � 6D 0;

are asymptotically normal with variance

�f .�/

and independent as T ! 1 (f .�/ the spectral density of X.t/ at �). This follows
directly from the results given in [14].

2 Gaussian Processes

In the 1961 paper [13] a Gaussian stationary sequence fYkg with mean zero and
covariance

rk D EY0Yk D .1C k2/�D=2 � k�D as k ! 1;

0 < D < 1=2, was considered. The normalized partial sums process

Zn D n�1CD
nX

kD1
Xk

of the derived quadratic sequence

Xk D Y2k � 1
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was shown to have a limiting non-Gaussian distribution as n ! 1. The character-
istic function of the limiting distribution is

�.�/ D exp

 
1

2

1X

kD2
.2i�/kck=k

!

with

ck D
Z 1

0

dx1 � � �
Z 1

0

dxkjx1 � x2j�Djx2 � x3j�D � � � jxk�1 � xkj�Djxk � x1j�D:

Since conditions 1. and 2. are satisfied by Xk, the fact that the limiting distribution
is non-Gaussian implies that fXkg and fYkg cannot be strongly mixing.

In their paper Helson and Sarason [6] obtained a necessary and sufficient
condition for a Gaussian stationary sequence to be strongly mixing. This was that
the spectral distribution of the sequence be absolutely continuous with spectral
density w

w D jPj2 exp.u C Qv/

with P a trigonometric polynomial and u and v real continuous functions on the unit
circle and Qv the conjugate function of v.

It is of some interest to note that the functions of the form

exp.u C Qv/ D w;

with u and w continuous are such that wn is integrable for every positive or negative
integer n. (The set of such functions w is W.) An example with a discontinuity at
zero is noted in Ibragimov and Rozanov [7]

f .�/ D exp

( 1X

kD1

cos.k�/

k.ln k C 1/

)
:

Making use of results on trigonometric series with monotone coefficients, it is clear
that

1X

kD1

sin.k�/

k.ln k C 1/

is continuous and that

ln f .�/ � ln ln
1

�
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as � ! 0. So, f .�/ and 1=f .�/ are both spectral densities of strongly mixing
Gaussian stationary sequences. f .�/ has a discontinuity at � D 0 while 1=f .�/
is continuous with a zero at � D 0. Sarason has also shown in [15, 16] that the
functions log w, w 2 W, have vanishing mean oscillation. Let f be a complex
function on .��; �� and I an interval with measure jIj.

Let

fI D jIj�1
Z

I
f .x/dx

and

Ma.f / D sup
jIj�a

jIj�1
Z

I
jf .x/� fIjdx:

f is said to be of bounded mean oscillation if M2� .f / < 1. Let

M0.f / D lim
a!0

Ma.f /:

f is said to be of vanishing mean oscillation if f is of bounded mean oscillation and
M0.f / D 0.

In the case of a vector valued (d-vector) stationary strong mixing Gaussian
sequence there is d0 � d such that the spectral density matrix w.�/ has rank d0 for
almost all �. If d0 D d the sequence is said to have full rank. The case of sequences
of rank d0 < d can be reduced to that of sequences of full rank. A result of Treil and
Volberg [20] in the full rank case is noted.

Theorem 3. Assume that the spectral density w of a stationary Gaussian process is
such that w�1 2 L1. The process is strongly mixing if and only if

lim sup
j�j!1

n
det.w.�// exp .�Œlog det w�.�//

o
D 1;

where det.w.�// and Œlog det w�.�/ are the harmonic extensions of w and log detw
on the unit circle at the point � on the unit disc.

The harmonic extension u on the unit disc of a function f on the unit circle is given
via the Poisson kernel

Pr.�/ D 1 � r2

1� 2r cos � C r2
D Re

�
1C rei�

1� rei�

�
; 0 � r � 1;

u.rei� / D 1

2�

Z �

��
Pr.� � t/f .eit/dt:
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3 Processes Subordinated to Gaussian Processes

In the paper [18] M. Taqqu considered the weak limit of the stochastic process

Zn.t/ D n�1CD
Œnt�X

kD1
Xk

as n ! 1 and noted various properties of the limit process. Here Œs� denotes the
greatest integer less than or equal to s. M. Taqqu [19] and R. Dobrushin and P. Major
[5] discovered about the same time that the simple example of M. Rosenblatt was
a special case of an interesting broad class of nonlinear processes subordinated to
the Gaussian stationary processes. Consider fXng, EXn D 0, EX2n D 1 a stationary
Gaussian sequence with covariance

r.n/ D n�˛L.n/; 0 < ˛ < 1;

where L.t/, t 2 .0;1/ is slowly varying. Let H.�/ be a function with

EH.Xn/ D 0; EH2.Xn/ D 1:

Hj.�/ is the jth Hermite polynomial with leading coefficient one. Then H.�/ can be
expanded in terms of the Hj’s

H.Xn/ D
1X

jD1
cjHj.Xn/

with

1X

jD1
c2j jŠ < 1:

Assume that ˛ < 1=k with k the smallest index such that ck 6D 0 (H is then said to
have rank k). Set

AN D N1�k˛=2.L.N//k=2

and

YN
n D A�1

N

Nn�1X

jDN.n�1/
H.Xj/;
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n D : : : ;�1; 0; 1; : : : and N D 1; 2; : : :. Then the finite dimensional distributions of
YN

n , n D : : : ;�1; 0; 1; : : : as N ! 1 tend to those of the sequence Y�
n

Y�
n D d�k=2ck

Z
ein.x1C���Cxk/

ei.x1C���Cxk/ � 1

i.x1 C � � � C xk/
jx1j ˛�1

2 � � � jxkj ˛�1
2 dW.x1/ � � � dW.xk/

with W.�/ the Wiener process on .�1;1/ where in the integration it is understood
that the hyper-diagonals xi D xj; i ¤ j are excluded, and

d D
Z

exp.ix/jxj˛�1dx D 2� .x/ cos
�˛�
2

�
:

In [4] P. Breuer and P. Major obtained central limit theorems for nonlinear functions
of Gaussian stationary fields. As in the discussion of results for noncentral limit
theorem we shall consider the case of stationary sequences. Again, let

YN
n D A�1

N

Nn�1X

jDN.n�1/
H.Xj/;

with Xn a stationary Gaussian sequence EXn D 0, EX2n D 1. H.�/ is real-valued with

EH.Xn/ D 0; EH2.Xn/ < 1:

Assume that H has rank k and that

X

n

jr.n/jk < 1

(r.�/ the covariance function of the X sequence). Let Hl be the lth Hermite
polynomial. With AN D N1=2 the limits

lim
N!1 E



YN
0 .Hl/

�2 D lim
N!1 A�2

N lŠ
X

�N�i;j<0

rl.i � j/ D �2l lŠ

exist for all l � k and

�2 D
1X

lDk

c2l lŠ�2l < 1:

The finite dimensional distributions of YN
n as N ! 1 tend to the finite dimensional

distributions of �Zn with the Zn i.i.d. standard normal random variables. T.C. Sun
obtained the case of this result for k D 2 in [17].
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4 Finite Fourier Transform

In 1961 paper [14] I showed that in the case of a separable continuous time
parameter process a variety of filters amounting to narrow band-pass filtering, under
the assumption of strong mixing, integrability of the covariance function and the
4th order cumulant function, stationarity and positivity of the spectral density imply
asymptotic normality. This implies that

Z T

0

cos.�t/X.t/dt;
Z T

0

sin.�t/X.t/dt

are asymptotically normal as T ! 1 for all � and independent for � 6D 0 as
T ! 1.

A recent paper of Peligrad and Wu [11] is of considerable interest. They use
a stationary ergodic Markov sequence �n on the probability space .˝;F ;P/ with
marginal distribution

�.A/ D P.�0 2 A/:

Let

L 2
0 .�/ D

�
h W
Z

h2d� < 1;

Z
hd� D 0

	
;

Fk D Bf�j; j � kg; Xj D h.�j/:

The condition

E.X0jF�k/ D 0 P almost surely (1)

is of particular interest. They obtain the following theorem among others.

Theorem 4. If .Xk/ is stationary ergodic satisfying (1) then for almost all � 2
.0; 2�/

lim
n!1

EjSn.�/j2
n

D g.�/; Sn.�/ D
Œn��X

kD1
Xk

with g integrable over Œ0; 2�� and

1p
n
ŒRe.Sn.�//; Im.Sn.�//� ) ŒN1.�/;N2.�/�

under P with Sn.�/ the Fast Fourier transform computed at � and N1.�/, N2.�/
independent identically distributed normal random variables with mean zero and
variance g.�/=2. One can always take Xk as a function of a Markov sequence �n D
.Xk; k � n/.
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In a number of examples one considers derived sequences

ZN
n D A�1

N

X

j2BN
n

�j N D 1; 2; : : : ;

with

BN
n D fj W nN � j < .n C 1/Ng

and AN a norming constant (which needn’t be
p

N). The interest is in convergence of
the finite dimensional distributions of the sequence ZN

n as N ! 1 to finite dimen-
sional distributions of a limit sequence Z�

n . The object is to determine the appropriate
norming constant AN and the character of the nontrivial limit sequence Z�

n . One is
also led to the following question – for which sequences �n does one have

.�n1 ; : : : ; �nk /
dD .ZN

n1 ; : : : ;Z
N
nk
/

(equality in distribution for all N D 1; 2; : : : and n1; : : : ; nk). If this is satisfied with
AN D N˛ , �n is said to be a self-similar sequence with self-similarity parameter ˛.

In the case of the limit theorems of Taqqu [18, 19], Dobrushin and Major [5] the
limit processes are self-similar with self-similarity parameter ˛.

It’s of interest to note that if the covariances

r.n/ D n�˛L.n/; ˛ 2 .0; 1/
with L.n/ slowly varying are monotone

f˛.x/ D
1X

nD1
r.n/ cos nx;

g˛.x/ D
1X

nD1
r.n/ sin nx;

converge uniformly outside an arbitrarily small neighbourhood of x D 0 and

f˛.x/ � x˛�1L.x�1/� .1 � ˛/ sin

�
1

2
�˛

�
;

g˛.x/ � x˛�1L.x�1/� .1 � ˛/ cos

�
1

2
�˛

�

as x ! 0C. The real spectral density of the Gaussian stationary process with
covariances r.n/ has a singularity at x D 0. Given the Hermite polynomial Hk

consider the derived process Hk.Xj/ (Xj the Gaussian process). The covariance of
the derived process
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EHk.X0/Hk.Xj/ D kŠr.j/k

so its spectral density will have a singularity at zero if and only if k˛ < 1.
A limit theorem of Kesten and Spitzer [8] is of great interest.

Sn D X1 C � � � C Xn; n � 1;

is the simple random walk on the integers (Xi D ˙1 with probability 1/2 and i.i.d.)
with random sequence �.x/, x integer, i.i.d. with the same distribution as the Xi’s but
independent of them. The asymptotic behaviour of

Un D
nX

kD1
�.Sk/

is considered as n ! 1. Us is the linearly interpolated process. They show that

n�3=4Unt; t � 0; n D 1; 2; 3; : : :

converges weakly to

Z 1

�1
Lt.x/dZ.x/; t � 0;

where Lt.x/ is the local time at x of Brownian motion Bt and Z.x/ is a Brownian
motion with time �1 < x < 1.
�.Sk/, k D 1; 2; : : : can be extended to a two-sided stationary sequence as

follows. Introduce X0;X�1;X�2; : : : as i.i.d. random variables with the same dis-
tribution as the earlier random variables and independent of all the other variables.
Let 
0 D �.0/,


i D
8
<

:
�
�Pi�1

jD0 Xj

�
if i > 0

�
�
�Pi

jD�1 Xj

�
if i < 0

:

The sequence 
i is stationary and we obtain an approximation to its spectral density

E.
0
i/ D
(
0 if

Pi�1
jD0 Xj 6D 0 ; i > 0

E.�2.0//


2m
m

�
1
22m if

Pi�1
jD0 Xj D 0 ; i D 2m

and

2�2m

 
2m

m

!
� 21=2p

2�

1p
m
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as m ! 1. This suggests that the spectral density is of the form

X

m

1p
m

cos mx

and this behaves like

.2�/�1=2� .1=2/ � �

4

as � ! 0.

5 Open Questions

The almost everywhere character (in �) of the result of Peligrad and Wu indicates
that the asymptotics of the finite Fourier transform at points where there is a
singularity of the spectral density functions are not dealt with. This would, for
example, be the case if we had a Gaussian stationary sequence .Xj/ with covariance
of the form

r.n/ D
X

j

ˇjjnj�˛j cos n.� � �j/Lj.n/;

ˇj > 0, 0 < ˛j < 1, �j distinct, and wished to compute the finite Fourier transform
of H.Xk/ at � D �j with the leading non-zero Fourier-Hermite coefficient k of H.�/
such that k˛j < 1. As before the Lj.�/ are slowly varying. The variance of the finite
Fourier transform and its limiting distributions when properly normalized as N tends
to infinity are not determined. Of course this is just a particular example of interest
under the assumptions made in the theorem of Peligrad and Wu.

The random sequences with covariances almost periodic functions contain a large
class of interesting nonstationary processes. The harmonizable processes of this type
have all their spectral mass concentrated on at most a countable number of

� D �C b; b D bj ; j D : : : ;�1; 0; 1; : : : :

It would be of some interest to see whether one could characterize the Gaussian
processes of this type which are strongly mixing. Assume that the spectra on the
lines of support are absolutely continuous with spectral densities fb.u/. Under rather
strong conditions one can estimate the fb.�/ (see [10]). However, there are still many
open questions.

Acknowledgements I thank Professor Rafal Kulik for his help in putting this paper into coherent
form.
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Kernel Method for Stationary Tails: From
Discrete to Continuous

Hongshuai Dai, Donald A. Dawson, and Yiqiang Q. Zhao

1 Introduction

The kernel method proposed in this paper is an extension of the classical kernel
method first introduced by Knuth [11], and later developed as the kernel method
by Banderier et al. [1]. The key idea in the kernel method is very simple: consider
a functional equation K.x; y/F.x; y/ D A.x; y/G.x/ C B.x; y/, where F.x; y/ and
G.x/ are unknown functions. Through the kernel function K, we find a branch, say
y D y0.x/, such that K.x; y0.x// D 0. When substituting this branch to the right-hand
side of the functional equation, we then obtain G.x/ D �B.x; y0.x//=A.x; y0.x//,
and therefore,

F.x; y/ D �A.x; y/B.x; y0.x//=A.x; y0.x//C B.x; y/

K.x; y/
;

through analytic continuation. Inspired by Fayolle, Iasnogorodski and Malyshev [7],
Li and Zhao [13, 14] applied this method to study tail asymptotics of discrete
reflected random walks in the quarter plane. The key challenge in the extension
is that instead of one unknown function in the right-hand side of the functional
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equation (referred to as the fundamental form in the case of random walks in the
quarter plane), there are now two unknowns. Specifically, the fundamental form is
of the form:

h.x; y/�.x; y/ D h1.x; y/�1.x/C h2.x; y/�2.y/C h0.x; y/�0;0;

where �.x; y/, �1.x/ and �2.y/ are unknown generating functions for joint and two
boundary probabilities, respectively. Following the spirit in the kernel method, we
find a branch Y D Y0.x/ such that h.x;Y0.x// D 0, which only leads to a relationship
between the two unknown boundary generating functions:

h1.x;Y0.x//�1.x/C h2.x;Y0.x//�2.Y0.x//C h0.x;Y0.x//�0;0 D 0;

instead of a determination of the unknown functions. Without such a determination,
the analytic continuation of the branch and the unknown functions, and the interlace
of the two unknown functions, allow us to carry out a singularity analysis for �1 and
�2, which leads to not only a decay rate, but to also exact tail asymptotic properties
of the boundary probabilities through a Tauberian-like theorem.

The purpose of this paper is to further extend the kernel method to study
continuous random walks. It is well known that there is a close relationship between
the discrete random walk and the continuous one. For example, some classical
continuous models can be approached in law by discrete random walks, which is
a natural motivation for the extension. The direct motivation is the recent work by
Dai and Miyazawa [4, 5], in which the authors studied tail asymptotic properties
for a semimartingale reflecting Brownian motion by extending the approach used in
Miyazawa [16] for the discrete random walk.

Semimartingale reflecting Brownian motions (SRBM) are important models,
often playing a fundamental role in both theoretical and applied issues (see for
example, Dai and Harrison [3] and Williams [20, 21]). Their stationary behavior,
such as properties of stationary distributions when they exist, is important, espe-
cially in applications. However, except for a very limited number of special cases, a
simple closed expression for the stationary distribution is not available. Therefore,
the asymptotic analysis, often used as a tool of approximation, becomes more impor-
tant besides for its own interest. For example, Miyazawa and Rolski [17] considered
asymptotics for a continuous tandem queueing system; Dai and Miyazawa [4] used
an inverse-technique to study the tail behavior of the marginal distributions for the
two-dimensional SRBM; and Dai and Miyazawa [5] combined an analytic method
with geometric properties of the SRBM to study the tail asymptotic properties of a
marginal measure, which is closely related to the kernel method surveyed here (also
see our final note at the end of this paper).

The main focus of this paper is to provide a survey on how we can extend the
kernel method, which is employed for two-dimensional discrete reflected random
walks, to study asymptotic properties of stationary measures for continuous random
walks. We take the SRBM as a concrete example to detail all key steps in the
extension of the kernel method. One can find that the extension proved here is
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completely in parallel to the method for discrete random walks. In fact, the SRBM
case is much simpler than a “typical discrete random walk case” (a non-singular
genus one case). Specifically, the analytic continuation of a branch defined by
the kernel equation and the meromorphic continuation of the unknown moment
generating functions to the whole cut plane become straightforward for the SRBM
case as shown later in this paper. Therefore, the interlace between the two unknown
functions and the continuous version of the Tauberian-like theorem are among the
key challenges, details of which will be provided.

The rest of this paper is organized as follows. In Sect. 2, we provide the model
description of the semimartingale reflecting Brownian motion, and discuss some
properties of this model. In Sect. 3, properties of the branch points and the two
branches of the algebraic function defined by the kernel equation are studied.
Section 4 is devoted to asymptotic analysis of the two unknown functions in the
kernel method. In Sect. 5, we prove a continuous version of the Tauberian-like
theorem. Section 6 is devoted to characterizing the exact tail asymptotic for a
boundary measure of the model. A final note is provided to complete the paper.

2 SRBM

We first introduce the general SRBM models. SRBM models arise as an approxima-
tion for queueing networks of various kinds (see for example, Williams [20, 21]).
The state space for a d-dimensional SRBM Z D fZ.t/; t � 0g is RdC. The dynamics
of the process consists of a drift vector �, a non-singular covariance matrix ˙ , and
a d � d reflection matrix R that specifies the boundary behavior. In the interior of
the orthant, Z is an ordinary Brownian motion with parameters � and ˙ , and Z is
pushed in direction Rj, whenever the boundary surface fz 2 R

d W zj D 0g is hit,
where Rj is the jth column of R, for j D 1; : : : ; d. The precise description of Z is
given as follows:

Z.t/ D X.t/C RY.t/; for t � 0; (1)

where X is an unconstrained Brownian motion with drift vector�, covariance matrix
˙ and Z.0/ D X.0/ 2 R

dC, and Y is a d-dimensional process with components
Y1; : : : ;Yd such that

(i) Y is continuous and non-decreasing with Y.0/ D 0;
(ii) Yj only increases at times t for which Zj.t/ D 0, j D 1; : : : ; d;

(iii) Z.t/ 2 R
dC, t � 0.

In order to study the existence of such a process, we introduce some definitions.
We call a d � d matrix R an S-matrix, if there exists a d-vector ! � 0 such that
R! � 0, or equivalently, if there exists ! > 0 such that R! > 0. Furthermore, R
is called completely S if each of its principal sub-matrices is an S-matrix. Taylor
and Williams [19] and Reiman and Williams [18] proved that for a given set of
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data .˙;�;R/ with ˙ being positive definite, there exists an SRBM for each initial
distribution of Z.0/ if and only if R is completely S. Furthermore, when R is
completely S, the SRBM is unique in distribution for each given initial distribution.
A necessary condition of the existence of the stationary distribution for Z is

R is non-singular and R�1� < 0: (2)

Recall that any matrix A of the form A D sI � B with s > 0 and B � 0, for which
s � �.B/, where �.B/ is the spectral radius of B, is called an M-matrix. For more
information, see [2]. Harrison and Williams [10] proved that if R is an M-matrix, the
existence and uniqueness of a stationary distribution of Z is equivalent to Eq. (2).
They further explained how the M-matrix structure arises naturally in queueing
network applications. For a two-dimensional SRBM, Harrison and Hasenbein [9]
showed that condition (2) and R being a P-matrix are necessary and sufficient for
the existence of a stationary distribution. Here, we call a square matrix M a P-matrix
if all of its principal minors are positive.

In this paper, we consider the same model as in Dai and Miyazawa [4]. It is a
two-dimensional SRBM Z with data .˙;�;R/, where R D .rij/2�2 is a P� matrix,
and .R; �/ satisfies the condition (2); namely

r11 > 0; r22 > 0; and r11r22 � r12r21 > 0I (3)

and

r22�1 � r12�2 < 0; and r11�2 � r21�1 < 0: (4)

Under conditions (3) and (4), the SRBM is well defined and has a unique stationary
distribution � . Let Z D .Z1;Z2/ be a random vector that has the stationary
distribution of the SRBM. We also introduce two boundary measures as they did
in [4]. Let E�.�/ denote the conditional expectation given that Z.0/ follows the
stationary distribution � . By Proposition 3 of Dai and Harrison [3], we get that
each component of E�.Y.1// is finite. Therefore, define

Vi.A/ D E�

h Z 1

0

1fZ.u/2AgdYi.u/
i
; i D 1; 2; (5)

where A 	 R
2C is a Borel set. From (5), one can easily find that Vi defines a finite

measure on R
2C, and has a support on the face Fi D fx 2 R

2C W xi D 0g. Notice
that Vi.A/ is the expected fraction of time, during the unit interval, spent in A by
the SRBM Z when the “time clock” runs according to the ith reflector Yi. This is an
equivalent quantity to the joint probability vector �i;j when the ith component is 0
in the discrete case. Readers may refer to Konstantopoulos, Last and Lin [12] for
more interpretations of Vi. Tail probabilities of SRBM models have attracted a lot of
interest recently. See, for example, Dupuis and Ramanan [6], Dai and Miyazawa [4]
and the references therein. Our focus in this paper is to study the tail behavior of the
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boundary measures Vi, i D 1; 2; in terms of the kernel method. It follows from Dai
and Harrison [3], and Harrison and Williams [10] that Vi, i D 1; 2; have continuous
densities.

There usually exist two types of tail properties, referred to as rough and exact
asymptotics. Let g.x/ be a positive valued function of x 2 Œ0;1/. If

˛ D lim
x!1 �1

x
log g.x/ (6)

exists, g.x/ is said to have a rough decay rate ˛. On the other hand, if there exists a
function h such that

lim
x!1

g.x/

h.x/
D 1; (7)

then g.x/ is said to have exact asymptotic h.x/. In our case, we are interested in the
function defined by the boundary measure Vi.

In order to reach our goal, we use moment generating functions. In the sequel,
for � D .�1; �2/ 2 R

2, we define

�.�1; �2/ D E�eh�;Zi; (8)

�1.�2/ D
Z

R
2
C

e�2x2V1.dx/ D E�

Z 1

0

e�2Z2.u/dY1.u/; (9)

and

�2.�1/ D
Z

R
2
C

e�1x1V2.dx/ D E�

Z 1

0

e�1Z1.u/dY2.u/: (10)

Functions � and �i, i D 1; 2, are related through the following fundamental form.
Let R D 


rij
�
2�2 and ˙ D 


˙ij
�
2�2. It follows from (2.3) in Dai and Miyazawa [4]

that for Ox D .x; y/ 2 R
2 with �.x; y/ < 1,

�.x; y/�.x; y/ D �1.x; y/�1.y/C �2.x; y/�2.x/; (11)

where

�1.x; y/ D r11x C r21y; (12)

�2.x; y/ D r12x C r22y; (13)

and

�.x; y/ D � < Ox; � > �1
2
< Ox; ˙ Ox >; (14)

with � D .�1; �2/ satisfying (4).



302 H. Dai et al.

3 Kernel Equation, Branch Points, and Analytic
Continuation

In this section, we study the kernel equation:

�.x; y/ D 0: (15)

Specifically, we provide detailed properties on the branch points, and also the
function branches defined by the kernel equation. Only elementary mathematics
will be involved in obtaining these properties.

We first rewrite the kernel equation in a quadratic form in y with coefficients that
are polynomials in x:

�.x; y/ D x�1 C y�2 C 1

2
˙11x

2 C˙12xy C 1

2
˙22y

2

D 1

2
˙22y

2 C .�2 C˙12x/y C 1

2
˙11x

2 C x�1

D ay2 C b.x/y C c.x/ D 0; (16)

where

a D 1

2
˙22; b.x/ D �2 C˙12x and c.x/ D x�1 C 1

2
˙11x

2:

Let

D1.x/ D b2.x/� 4ac.x/ (17)

be the discriminant of the quadratic form in (16). Therefore, in the complex plane
C, for every x, two solutions to (16) are given by

Y˙.x/ D �b.x/˙p
b2.x/� 4ac.x/

2a
; (18)

unless D1.x/ D 0, for which x is called a branch point of Y. We emphasize that in
using the kernel method, all functions and variables are usually treated as complex
ones.

Symmetrically, when x and y are interchanged, we have

�.x; y/ D Qax2 C Qb.y/x C Qc.y/ D 0; (19)

where

Qa D 1

2
˙11; Qb.y/ D ˙12y C �1; and Qc.y/ D 1

2
˙22y

2 C y�2:
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Let D2.y/ D Qb2.y/� 4QaQc.y/. For each fixed y, two solutions to (19) are given by

X˙.y/ D
�Qb.y/˙

q
Qb2.y/� 4QaQc.y/
2Qa ; (20)

unless D2.y/ D 0, for which y is called a branch point of X.
We have the following properties on the branch points.

Lemma 1. D1.x/ has two zeros satisfying x1 � 0 < x2 with xi; i D 1; 2 being real
numbers. Furthermore, D1.x/ > 0 in .x1; x2/, and D1.x/ < 0 in .�1; x1/[.x2;1/.
Similarly, D2.y/ has two zeros satisfying y1 � 0 < y2 with yi; i D 1; 2 being real
numbers. Moreover, D2.y/ > 0 in .y1; y2/, and D2.y/ < 1 in .�1; y1/[ .y2;1/.

Proof. Note that

D1.x/ D 4
h
.˙2

12 �˙11˙22/x
2 C 2.˙12�2 �˙22�1/x C �22

i
: (21)

Then it follows from (21) that the discriminant of the quadratic form D1.x/ is
given by

	 D .�2˙12 �˙22�1/
2 � .˙2

12 �˙11˙22/�
2
2: (22)

One can verify that 	 > 0. In fact, since � D .�1; �2/ satisfies conditions (3)
and (4), �1 or �2 is negative. Without loss of generality, we assume that �2 < 0.
If �1 > 0, it follows that since the matrix ˙ is positive definite, 	 > 0. If �1 < 0,
elementary calculations show that	 > 0. If �1 D 0, it is clear that	 > 0. So, there
exist two distinct solutions to D1.x/ D 0. We assume x1 < x2. Now we show that
x1 � 0 < x2. If �1 ¤ 0, then

x1x2 D �22

˙2
12 �˙11˙22

< 0; (23)

since j˙ j > 0, i.e., ˙2
12 �˙11˙22 < 0. Therefore x1 < 0 < x2. If �2 D 0, then we

can easily get x1 D 0 and x2 > 0. Since ˙2
12 � ˙11˙22 < 0, we get D1.x/ > 0 for

x 2 .x1; x2/.
Similarly, we can prove the results for D2.y/. ut
It follows from Lemma 1 that

p
D1.x/ is well defined in Œx1; x2�. Next, we will

study the analytic continuation of this function on the cut plane C n ˚.�1; x1� [
Œx2;1/

�
.

Set x D u C iv, where u; v 2 R. Then, we can rewrite D1.x/ as:

D1.x/ D R.u; v/C I.u; v/i; (24)
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where

R.u; v/ D
�
˙2
12 �˙11˙22

�
.u2 � v2/C 2



˙12�2 �˙22�1

�
u C �22;

and

I.u; v/ D 2v
n
.˙2

12 �˙11˙22/u C˙12�2 �˙22�1

o
:

For fixed u and u ¤ Qu D �˙12�2�˙22�1
˙2
12�˙11˙22 , we get from the definition of I.u; v/ that

I.u; v/ D 0 ” v D 0: (25)

On the other hand,

R.u; 0/ D D1.u/: (26)

It follows from (25), (26) and Lemma 1 that

R.u; v/ < 0 ” u 2 .�1; x1/[ .x2;1/: (27)

For u D Qu, we have

I.u; v/ D 0 ” v 2 R: (28)

Since x1 < Qu < x2,

D1.Qu/ D D1.Qu C 0i/ > 0: (29)

Therefore,

R.Qu; 0/ D
�
˙2
12 �˙11˙22

�
Qu2 C 2



˙12�2 �˙22�1

�Qu C �22 > 0: (30)

On the other hand,

� 

˙2
12 �˙11˙22

�
v2 > 0; (31)

since

˙2
12 �˙11˙12 < 0:

It follows from (30) and (31) that

R.Qu; v/ D R.Qu; 0/� 

˙2
12 �˙11˙12

�
v2 > 0: (32)
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Therefore, along the curve

C D ˚
x D u C iv W u D Qu�;

we have

R.Qu; v/ D Re.D1.x// > 0:

From above arguments, we know that
p

D1.x/, as the analytic continuation, is
analytic in C n ˚.�1; x1� [ Œx2;1/g. For convenience, denote

Cx D C n
n
.�1; x1� [ Œx2;1/

o
:

Cy D C n
n
.�1; y1� [ Œy2;1/

o
:

The following lemma is immediate from the above discussion.

Lemma 2. Both YC.x/ and Y�.x/ are analytic on Cx. Similarly, both XC.y/ and
X�.y/ are analytic on Cy.

Remark 1. In the SRBM case, the analytic continuation of the lower part of
the ellipse �.x; y/ D 0 coincides with Y�.x/ in the whole cut plane, and the
continuation of the upper part with YC.x/. However, in the discrete case, the analytic
continuation, denoted by Y0.x/, of the lower part is not always equal to Y�.x/ or
YC.x/, which is Y�.x/ in some parts of the cut plane and YC.x/ in other parts. Also,
the upper part can only be continued to the whole cut plane meromorphically. One
can prove that the meromorphic continuation Y1.x/ has two poles in the cut plane.
To be consistent with the discrete case, in the following we use Y0 and Y1 instead of
Y� and YC. Similarly, we use X0 and X1 instead of X� and XC.

Based on Lemma 2, we have the analytic continuation of �k for k D 1; 2.

Lemma 3. The function �2.x;Y0.x// is analytic on Cx. Similarly, the function
�1.X0.y/; y/ is analytic on Cy.

Proof. It follows from the definition of �2.�/ that �2.x;Y0.x// D r11x C r21Y0.x/.
The analytic continuation is immediate from Lemma 2. ut
Remark 2. Similar results were obtained in [4] based on geometric properties.

4 Interlace Between �1 and �2 and Singularity Analysis

For .x; y/ satisfying the kernel equation: �.x; y/ D 0, if �.x; y/ < 1 then the
right-hand side of the fundamental form provides a relationship between the two
unknown functions: �1.x; y/�1.y/ C �2.x; y/�2.x/ D 0. Through a study of the
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interlace between the two unknown functions, we will perform a singularity analysis
of these functions. For characterizing exact tail asymptotics for the two boundary
distributions Vi, i D 1; 2, the following are important steps:

(i) analytic continuation of the functions �1.y/ and �2.x/;
(ii) singularity analysis of the functions �1.y/ and �2.x/; and

(iii) applications of a Tauberian-like theorem.

The interlace between �1.y/ and �2.x/ plays a key role in the analysis.

4.1 Analytic Continuation

We first introduce the following notation:

� D ˚
.x; y/ W .x; y/ 2 R

2 such that �.x; y/ < 0
�
;

@� D ˚
.x; y/ 2 R

2 W �.x; y/ D 0g;
�1 D ˚

.x; y/ W .x; y/ 2 R
2; �1.x; y/ � 0

�
;

�2 D ˚
.x; y/ W .x; y/ 2 R

2; �2.x; y/ � 0
�
:

We also introduce the following lemma, which is a transformation of Pring-
sheim’s theorem for a generating function (see, for example, Dai and Miyazawa [4]
and Markushevich [15]).

Lemma 4. Let g.�/ D R1
0

e�xdF.x/ be the moment generating function of a
probability distribution F on RC with real variable �. Define the convergence
parameter of g as

Cp.g/ D supf� � 0 W g.�/ < 1g: (33)

Then, the complex variable function g.z/ is analytic on fz 2 C W Re .z/ < Cp.g/g.

The following lemma is an immediate consequence of the above lemma.

Lemma 5. �1.z/ is analytic on fz W Re .z/ < 2g, and �2.z/ is analytic on fz W
Re .z/ < 1g, where 2 D Cp.�1/, and 1 D Cp.�2/.

The following lemma implies that 1 > 0 and 2 > 0.

Lemma 6. �i.z/, i D 1; 2 can be analytically continued up to the region fz W
Re.z/ < �g in their respective complex plane, where � > 0.

Proof. In order to simplify the discussion, we let Qi, i D 1; 2; 3; 4 denote the ith
quadrant plane. One can easily get that �.�/ passes through the origin .0; 0/. By the
proof of Lemma 1, we have that �1 or �2 is negative. Therefore, without loss of
generality, we assume that
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� \ Q3 ¤ ;: (34)

Corresponding to (34), without loss of generality, we can further assume that

� \ Q2 ¤ ;: (35)

By (34), for any .�1; �2/ 2 @� \ Q3, we have

�1.�/�1.�2/C �2.�/�2.�1; �2/ D 0: (36)

So,

�1.�2/ D ��2.�1; �2/�2.�1/
�1.�/

: (37)

Using �1 D X0.�2/ for �2 2 Œy2; 0/ leads to

�1.�2/ D ��2


X0.�2/; �2

�
�2


X0.�2/

�

�1


X0.�2/; �2

� : (38)

On the other hand, for all �1 2 Œx1; 0/ we have

�2.�1/ < 1: (39)

It follows from (35) that

A D
n
�1 W �1 2 .x1; 0/ such that Y0.�1/ � 0; and Y1.�1/ � 0

o
¤ ;: (40)

Let

B D
n
�2 W �2 D Y1.�1/ for any �1 2 A

o
: (41)

Then, from (40) and (41) we have that for any �2 2 B,

X0.�2/ < 0: (42)

By (37), (42) and Lemma 4, we conclude that �1.�2/ can be analytically
continued to

˚
z W Re.z/ < �g for some � > 0.

Using a similar argument, we can conclude that �2.�1/ can be analytically
continued to a region

˚
z W Re.z/ < �g with the same � > 0. ut

The following property allows us to express �1.y/ and �2.x/ in terms of each
other as a univariate function.
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Lemma 7. �2 can be analytically continued to the region: fz 2 Cx W �2.z;Y0.z// ¤
0g \ fz 2 Cx W Re .Y0.z// < 2g, and

�2.z/ D ��1


z;Y0.z/

�
�1


Y0.z/

�

�2


z;Y0.z/

� : (43)

Similarly, �1 can be analytically continued to the region: fz 2 Cy W
�1.X0.z/; z/ ¤ 0g \ fz 2 Cy W Re .X0.z// < 1g, and

�1.z/ D ��2


X0.z/; z

�
�2


X0.z/

�

�1


X0.z/; z

� : (44)

Proof. Since �.�/ D 0 passes through the origin .0; 0/, and 1 > 0 and 2 > 0,
there exists 0 < x0 < 1 satisfying the following conditions:

(1) There exists an open neighborhood U.x0; �/ with � > 0, such that for all x 2
U.x0; �/, 0 < Re .z/ < 1; and

(2) Corresponding to x0, there exists an open neighborhood U.Y0.x0/; ı/ such that
for all y 2 U.Y0.x0/; ı/, Re .y/ < 2.

So, we can find a small enough ı > 
 > 0 such that .x0;Y0.x0/C 
/ 2 � . On the
other hand, �2.x0/ < 1 and �1.Y0.x0/C
/ < 1. So we can get that �



x0;Y0.x0/C



�
< 1. Hence, �



x0;Y0.x0/

�
< 1. By Eq. (11), Eq. (43) holds. Noting that the

right-hand side of Eq. (43) is analytic except for the points that �2.z;Y0.z// D 0 or
Re .z/ � 2, by the uniqueness of analytic continuation, the lemma is now proved.

ut
Remark 3. Let D D ˚

.x; y/ 2 R
2 W �.x; y/ < 1�

. We then have �.z/ < 1 for any
z 2 D \ � . In fact, Eq. (11) holds as long as �.x; y/, �1.y/ and �2.x/ are finite. On
the other hand, the function �.x; y/�.x; y/ is an analytic function of two complex
variables x and y for Re .x/ < 0 and Re .y/ < 0. This domain can be analytically
extended as long as �1 and �2 are finite. If both �1.y/ and �2.x/ are finite, then
�.x; y/�.x; y/ is finite. Moreover, if �.x; y/ ¤ 0, then �.x; y/ is finite.

4.2 Singularity Analysis

In this subsection, we study properties of singularities of �2.x/. We can use the same
method to study �1.y/, which will not be detailed here. Inspired by Lemmas 4 and 5,
in order to determine 1, we only need to consider the real number case.

We first introduce a lemma, which will be used later. Let Qx be the solution of
Qy D Y0.x/ for Qy 2 .0; y2�. Then, we have the following lemma.

Lemma 8. If Qx D 1, then Qx D X1.Qy/.
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Proof. Since Qx is a solution Qy D Y0.x/, Qx D Qx0 D X0.Qy/ or Qx D Qx1 D X1.Qy/.
Next, we show that if 1 D Qx, then Qx ¤ X0.Qy/. If Qx D X0.Qy/, then �



X0.Qy/; Qy

� D
�1


X0.Qy/; Qy

� D 0.
On the other hand, if Qx D 1, then Qx � x�, which is given in Lemma 11 below. So

�2


X0.Qy/; Qy

� � 0. Hence .X0.Qy/; Qy/ 2 @�1\@�2\� \R
2. But @�1\@�2\� \R

2 D
f.0; 0/g. It is a contradiction, which proves the lemma.

Lemma 9. Let 1 D Ox be between 0 and x2. Then, Ox is a zero of �2


x;Y0.x/

�
or

Y0.Ox/ is a zero of �1.X0.y/; y/. Similar results hold for �1.y/.

Proof. If 1 D Ox is not a zero of �2.x;Y0.x//, then we show that y� D Y0.Ox/ is a zero
of �1.X0.y/; y/. It follows from Lemmas 3 and 7 that y� should be a singular point
of �1.Y0.x//.

On the other hand, we have Y0.Ox/ < y2, since x 2 .0; x2/. Otherwise, from the
definitions of Y0 and Y1, we get that Y1.Ox/ D Y0.Ox/. Then, Ox D x2, which contradicts
the assumption. Similarly, we get that

X0.y
�/ < X1.y

�/ < x2: (45)

Since

�1.y/ D ��2


X0.y/; y

�
�2


X0.y/

�

�1


X0.y/; y

� ; (46)

we have

�1.Y0.x// D �
�2

�
X0


Y0.x/

�
;Y0.x/

�
�2

�
X0


Y0.x/

��

�1

�
X0


Y0.x/

�
;Y0.x/

� : (47)

By Lemma 8, we have

Ox D X1.y
�/: (48)

Then, by (45) and (48), we get

X0.y
�/ D X0



Y0.Ox/

�
< Ox: (49)

So, according to (47), (49) and the assumptions, we conclude that y� is a zero of
�1.X0.y/; y/. ut

The following lemma follows directly from Lemmas 7 and 9.

Lemma 10. The function �2.x/ is meromorphic on the cut plane Cx. Similarly, the
function �1.y/ is meromorphic on the cut plane Cy.



310 H. Dai et al.

From Lemma 9, we get that the singular points of �2.x/ have a close relationship
with the zeros of �2.x;Y0.x// and �1.X0.y/; y/. In the sequel, we discuss the zeros of
�2.x;Y0.x// in detail. Similar results for �2.x;Y0.x// can be obtained using a similar
argument.

Since �2.0; 0/ D 0 and �.0; 0/ D 0, �2.x; y/ D 0 and �.x; y/ D 0 must intersect
at some point .xq; yq/ on @� other than .0; 0/. We claim that xq > 0. In fact,
�2


xq; yq

� D 0 is equivalent to r12xq C r22yq D 0. This implies that

yq D � r12
r22

xq: (50)

On the other hand, since �.�1; �2/ D 0 for any � D .�1; �2/ 2 @� , and˙ is positive
definitive, we get that for any � 2 @� and � ¤ 0,

< �;� > < 0: (51)

Combining (50) and (51), we get that xq.r22�1� r12�2/ < 0. It follows from Eq. (4)
that xq > 0.

In the next lemma, we will characterize the roots of �2


x;Y0.x/

� D 0.

Lemma 11. x� is the root of �2


z;Y0.z/

� D 0 in .0; x2� if and only if
�2


x2;Y0.x2/

� � 0.

Proof. It is obvious that x2 is a solution of �2


z;Y0.z/

� D 0 if and only if
�2


x2;Y0.x2/

� D 0.
Next, we assume that x� 2 .0; x2/. We first show that if x� is a solution of

�2


x;Y0.x/

� D 0, then �2


x2;Y0.x2/

�
> 0. If the statement does not hold, then we

have �2


x2;Y0.x2/

�
< 0. Since Y0.x/ D Y1.x/ at the point x2, we get

�2


x2;Y1.x2/

�
< 0: (52)

Since, for fixed x, �2


x; y
�

is strictly increasing in y, we have

�2


x;Y0.x/

�
< �2



x;Y1.x/

�
(53)

for x 2 .0; x2/.
On the other hand,

�2


x�;Y0.x�/

� D 0: (54)

By (52), (53) and (54), we know that there exists Ox 2 .x�; x2/ such that

�2

Ox;Y1.Ox/

� D 0; (55)

which contradicts the fact that the line �2.x; y/ D 0 has at least one intersection
point with �.x; y/ D 0 besides the origin .0; 0/.
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Now we show that if �2


x2;Y0.x2/

�
> 0, then �2



x;Y0.x/

� D 0 has a root between
0 and x2. Since �2



x;Y0.x/

�
is a continuous function .x1; x2/, it suffices to show that

�2


x;Y0.x/

�
> 0 cannot hold for any x 2 .0; x2/. From the definition of Y0 and

Y1.x/, we get that if �2


x;Y0.x/

�
> 0, then �2



x;Y1.x/

�
> 0, since r22 > 0. So, if

�2


x;Y0.x/

�
> 0 for any x 2 .0; x2/, then

˙22�2


x;Y0.x/

�
�2


x;Y1.x/

�
> 0: (56)

We can rewrite Eq. (56) as follows:

F.x/ D x


.˙22r

2
12 � 2r11r22˙12 C r222˙11/x � 2r12r22�2 C 2r222�1

�
> 0: (57)

On the other hand, it follows from Eq. (4) that

2r222�1 � 2r12r22�2 < 0:

Hence,

F0.0/ D 2r222�1 � 2r12r22�2 < 0: (58)

Since F.0/ D 0; we cannot have F.x/ > 0 for all x 2 .0; x2/. From the above
arguments, the lemma is proved. ut

Next, we demonstrate how to get the zeros of �2.x;Y0.x//. For convenience, let
f0.x/ D �2



x;Y0.x/

�
, f1.x/ D �2



x;Y1.x/

�
and f .x/ D 2af0.x/f1.x/. Hence, a zero

of f0.x/ must be a zero of f . Conversely, any zero of f .x/ must be a zero of f0.x/ or
f1.x/. From Eq. (16), we have

Y1.x/C Y0.x/ D �2�2 C˙12x

˙22

; (59)

Y1.x/Y0.x/ D 2
�1x C 1

2
x2˙11

˙22

: (60)

Therefore,

f .x/ D 2af0.x/f1.x/

D x
�

˙22r

2
12 � 2r11r22˙12 C r222˙11

�
x � 2r11r22�2 C 2r222�1

�
: (61)

By Eq. (61), there exist two solutions to f .x/ D 0, one of which is trivial. We assume
that the non-zero solution is x0, i.e.,

x0 D 2r11r22�2 � 2r222�1
˙22r212 � 2r11r22˙12 C r222˙11

: (62)



312 H. Dai et al.

Remark 4. If x� is a non-zero solution to �2.x;Y0.x// D 0, then x� D x0.

By the above arguments, we get that the roots of �2


x;Y0.x/

� D 0 are all real.
Similarly, �1



X0.y/; y

� D 0 has only real roots.

4.3 Asymptotics Behavior of �2.x/ and �1.y/

In this subsection, we provide asymptotic behavior of the unknown functions �2.x/
and �1.y/. We only provide details for �2.x/, since the behavior for �1.y/ can be
characterized in the same fashion.

First, we recall the following facts. If �2


x;Y0.x/

�
has a zero in .0; x2�, then such

a zero is unique, denoted by x�. If �2


x;Y0.x/

�
does not have a zero in .0; x2�, for the

convenience of using the minimum function, let x� > x2 be any number. Similarly,
if �1



X0.y/; y

�
has a zero in .0; y2�, then such a zero is unique, denoted by y�. For

convenience, if �1


X0.y/; y

�
does not have a zero in .0; y2�, we let y� > y2 be any

number. Let Qx be the solution of y� D Y0.x/. Then Qx D X0.y�/ or Qx D X1.y�/. By
Lemma 8, for convenience, we let Qx > x2 be any number, if Qx D X0.y�/.

Remark 5. From the above discussion, we know that 1 2 fx�; Qx; x2g. This same
result was obtained by Dai and Miyazawa [4] using a different method by the
following four steps: (1) defining  D .1; 2/; (2) providing a fixed point equation
based on the convergence domain; (3) proving the existence of the solution to the
fixed point equation; (4) showing  D .1; 2/ is the solution. Our method is in
parallel to the kernel method for discrete random walks in Li and Zhao [13, 14].

To state the main theorem, we introduce the following notations for the conve-
nience of expressing the coefficients involved.

(i)

A1.1/ D

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

˙22�1



x�;Y0.x�/

�
�1



Y0.x�/

�
�2



x�;Y1.x�/

�

f �.x�/
; if 1 D x� < minfQx; x2gI

�1



Qx;Y0.Qx/

�QL



Y0.Qx/
�

�2



Qx;Y0.Qx/

�
Y0
0.Qx/

; if 1 D Qx < minfx�; x2gI
�1



x�;Y0.x�/

�QL.Y0.x�//˙22

r22.˙11˙22�˙2
12/.x

��x1/
; if 1 D x� D Qx D x2;

where QL.y/ is given by

QL.y/ D ˙11�2


X0.y/; y

�
�2


X0.y/

�
�1


X1.y/; y

�

y
�

r211˙22 � 2˙12r12 C r221

� ; (63)
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and f �.x/ is given by

f �.x/ D x
�
˙22r

2
12 � 2˙12r21 C r221

�
: (64)

(ii)

A2.1/ D

8
<̂

:̂

�1


x�;Y0.x�/

�
˙22

r22
p
˙11˙22�˙2

12.x2�x1/
; if 1 D x� D x2 < QxI

˙22 QL



Y0.x2/
�

p
˙11˙22�˙2

12.x2�x1/

�1



x2;Y0.x2/

�

�2



x2;Y0.x2/

� ; if 1 D Qx D x2 < x�:

(iii)

A3.1/ D @T

@y

ˇ̌
ˇ
.x2;Y0.x2//

QK.x2/

where T.x; y/ is given by

T.x; y/ D ��1.x; y/�1.y/
�2.x; y/

; (65)

and QK.x2/ is given by

QK.x2/ D
�
q
.˙11˙22 �˙2

12/

˙22

p
x2 � x1: (66)

(iv)

A4.1/ D �1


x�;Y0.x�/

�
�2


X0.Y0.x�//;Y0.x�/

�
�2


X0.Y0.x�//

�

�2


x�;Y0.x�/

�
� 0
1



X0.Y0.x�//;Y0.x�/

�
Y 0
0.x

�/
:

Theorem 1. For the function �2.x/, a total of four types of asymptotics exist as x
approaches to 1, based on the detailed properties of 1.

Case 1: If 1 D x� < minfQx; x2g, or 1 D Qx < minfx�; x2g, or 1 D Qx D x� D x2,
then

lim
x!1

.1 � x/�2.x/ D A1.1/: (67)

Case 2: If 1 D x� D x2 < Qx, or 1 D Qx D x2 < x�, then

lim
x!1

p
1 � x�2.x/ D A2.1/: (68)
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Case 3: If 1 D x2 < minfQx; x�g, then

lim
x!1

p
1 � x�0

2.x/ D A3.1/: (69)

Case 4: If 1 D x� D Qx < x2, then

lim
x!1

.1 � x/2�2.x/ D A4.1/: (70)

Proof. We first consider the case that x� < minfQx; x2g. It is obvious that x� D x0. In
such a case, Y0.x�/ is not a pole of �1.z/, and Y0.x�/ is a simple pole of �2.z/. From
Eq. (43), we get

�2.x/ D ��1


x;Y0.x/

�
�1


Y0.x/

�

�2


x;Y0.x/

�

D �˙22�1


x;Y0.x/

�
�1


Y0.x/

�
�2


x;Y1.x/

�

2af .x/

D �˙22�1


x;Y0.x/

�
�1


Y0.x/

�
�2


x;Y1.x/

�

.x � x�/f �.x/
; (71)

where f �.x/ is given by Eq. (64).
Therefore,

lim
x!x�

.x� � x/�2.x/ D ˙22�1


x�;Y0.x�/

�
�1


Y0.x�/

�
�2


x�;Y1.x�/

�

f �.x�/
: (72)

Next, we consider the case that Qx < minfx�; x2g. In such a case, Qy D Y0.x�/ is a
zero of �1



X0.y/; y

�
. Then, using the same argument as the above case, we get that

lim
y!Qy

.Qy � y/�1.y/ D QL.Qy/; (73)

where QL.y/ is given by (63). Hence,

lim
x!Qx

.Qx � x/�2.x/ D lim
x!Qx

.Qx � x/
�1


x;Y0.x/

�
�1


Y0.x/

�

�2


x;Y0.x/

�

D lim
x!Qx

.Qx � x/
�1


x;Y0.x/

�

Y0.Qx/� Y0.x/

�
�1.Y0.x//

�2.x;Y0.x//


Y0.Qx/� Y0.x/

� : (74)

On the other hand, we can rewrite Y0.x/ as follows.

Y0.x/ D
�
�2 C˙12x

� �
q
.˙11˙22 �˙2

12/.x � x1/.x2 � x/

˙22

D q.x/C p.x/; (75)
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where

p.x/ D ��2 C˙12x

˙22

;

and

q.x/ D �
q
.˙11˙22 �˙2

12/.x � x1/.x2 � x/

˙22

:

So, we easily get that

lim
x!Qx

p.x/� p.Qx/
x � Qx D �˙12

˙22

¤ 0; (76)

and

lim
x!Qx

q.x/� q.Qx/
x � Qx D q0.x/: (77)

By Eqs. (75), (76) and (77),

lim
x!Qx

Y0.x/ � Y0.Qx/
x � Qx D q0.Qx/C p0.Qx/: (78)

Since Qx < x2, one can get Y 0.Qx/ ¤ 0. Noting that �2

Qx;Y0.Qx/

� ¤ 0, we get from
Eqs. (74) and (78) that

lim
x!Qx

.Qx � x/�2.x/ D �1

Qx;Y0.Qx/

� QL
Y0.Qx/
�

�2

Qx;Y0.Qx/

�
Y 0
0.Qx/

: (79)

Now, we consider the case that x� D Qx D x2. Since � is a convex set, and the
curve of �1 is above the curve of �2, we can easily get that Y0.x�/ < y2. In such a
case, we first have that limx!x�



Y0.x�/� Y0.x/

�
�1


Y0.x/

� D QL.Y0.x�//. Hence,

.x� � x/�2.x/ D �.x� � x/
�1


x;Y0.x/

�
�1


Y0.x/

�

�2.x;Y0.x//

D �1


x;Y0.x/

�
.Y0.x�/ � Y0.x//�1.Y0.x//

��2


x;Y0.x/

� n p
x� � x

p
x� � x

Y0.x�/� Y0.x/
: (80)

By Eq. (75),

lim
x!x�

Y0.x�/� Y0.x/p
.x� � x/

D
q
.˙11˙22 �˙2

22/.x2 � x1/

˙22

; (81)
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and

lim
x!x�

�2.x;Y0.x//p
x� � x

D lim
x!x�

�2


x�;Y0.x�/

� � �2


x;Y0.x/

�
p

x� � x

D
�r22

q
.˙11˙22 �˙2

12/
p

x2 � x1

˙22

: (82)

So, by Eqs. (80), (81) and (82), we get

lim
x!x�

.x� � x/�2.x/ D �1


x�;Y0.x�/

� QL.Y0.x�//˙22

r22.˙11˙22 �˙2
12/.x

� � x1/
: (83)

We then consider the case that x� D x2 < Qx. In such a case, �1


Y0.x/

�
is analytic

at y� D Y0.x�/ and �2


x�;Y0.x�/

� D 0. Therefore

lim
x!x�

p
x� � x�2.x/ D � lim

x!x�
�1


x; Y0.x/

�
�1


Y0.x/

�
p

x� � x

�2


x; Y0.x/

� � �2


x�;Y0.x�/

�

D �1


x�;Y0.x�/

�
�1


Y0.x

�/
� ˙22

r22
q
˙11˙22 �˙2

12.x2 � x1/
: (84)

The next case is that Qx D x2 < x�. In such a case, �2


x�;Y0.x�/

� ¤ 0 and
Qy D Y0.Qx/ is a pole of �1.y/. Then, we have

lim
x!x2

p
x2 � x�2.x/ D lim

x!x2

p
x2 � x

Y0.x2/� Y0.x/



Y0.x2/ � Y0.x/

�
�1


Y0.x/

��1.x;Y0.x//
�2.x;Y0.x//

D ˙22
QL.Y0.x2//q

˙11˙22 �˙2
12.x2 � x1/

�1.x2;Y0.x2//

�2.x2;Y0.x2//
: (85)

The second last case is x2 < minfQx; x�g. In such a case, we can see that 2 D
y2. In fact, if 2 < y2, then, from Remark 5, we get that 2 D Qy or 2 D y�. If
2 D Qy, then x1.Qy/ is a zero of �2



x;Y0.x/

�
. But, since 1 D x2, 1



x;Y0.x/

� ¤ 0

for x 2 .0; x2/. So, 2 ¤ Qy. If 2 D y�, then X1.y�/ D x2 D Qx, which contradicts
the assumption of this case. So 2 D y2. Since x2 < x�, �1.y/ is continuous at
y D Y0.x2/. Finally, we have �2



x2;Y0.x2/

� ¤ 0.
Then, we have

@�2.x/

@x
D @T

@x
C @T

@y

@Y0.x/

@x
; (86)
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where T.x; y/ is given by (65) with

@T

@x
D r12T.x; y/ � r11�1.y/

��2.x; y/ ; (87)

and

@T

@y
D �r21�1.y/� �1.x; y/�0

1.y/C r22T.x; y/

�2.x; y/
: (88)

From the above argument,

lim
x!x2

p
x2 � x

@T

@x
D 0; (89)

and

lim
x!x2

p
x2 � x

dY0.x/

dx
D QK.x2/ ¤ 0; (90)

where QK.x2/ is given by (66).
Combining (89) and (90) leads to

lim
x!x2

.x2 � x/�0
2.x/ D @T

@y

ˇ̌
ˇ
.x2;Y0.x2//

QK.x2/: (91)

Now, we consider the final case that x� D Qx < x2. By (43) and (44),

�2.x/ D ��1


x;Y0.x/

�
�1


Y0.x/

�

�2


x;Y0.x/

�

D ��1


x;Y0.x/

�
�2


X0


Y0.x/

�
;Y0.x/

�
�2


X0.Y0.x//

�

�2


x;Y0.x/

�
�1


X0.Y0.x//;Y0.x/

� : (92)

On the other hand, from Lemma 8, we have

�1

Qx;Y0.Qx/

�
�2


X0


Y0.x

�/
�
;Y0.x

�/
� ¤ 0:

We also have

lim
x!x�

�1


X0.Y0.x//;Y0.x/

�

x� � x
D lim

x!x�

�1


X0.Y0.x//;Y0.x/

� � �1


X0.Y0.x�//;Y0.x�/

�

x� � x

D � 0
1



X0.Y0.x

�//;Y0.x�/
�
Y 0
0.x

�/: (93)
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Combining Eqs. (76) and (93), we get

lim
x!x�

.x � x�/2

�2


x;Y0.x/

�
�1

�
X0


Y0.x/

�
;Y0.x/

�

D 1

� 0
2



x�;Y0.x�/

�
� 0
1

�
X0


Y0.x�/

�
;Y0.x�/

�
Y 0
0.x

�/
: (94)

Finally, it follows from (92) to (94) that

lim
x!x�

.x� � x/2�2.x/ D �1


x�;Y0.x�/

�
�2


X0.Y0.x�//;Y0.x�/

�
�2


X0.Y0.x�//

�

�2


x�; Y0.x�/

�
� 0
1



X0.Y0.x�//;Y0.x�/

�
Y 0
0.x

�/ : (95)

It follows from Eq. (78) that Y 0
0.x

�/ ¤ 0. By (14) and (13), we have

� 0
2



x�;Y0.x�/

�
� 0
1



X0.Y0.x

�//;Y0.x�/
� ¤ 0: ut

5 Tauberian-Like Theorem

Similar to the discrete case, in order to get exact tail asymptotic properties for
the boundary measures, we need a technical tool, which is a counterpart to the
Tauberian-like theorem used for the discrete reflected random walks. Now, we
provide a Tauberian-like theorem for moment generating functions.

We first introduce some notations. Let g.s/ be the L-transformation of f .s/, i.e.,

g.s/ D
Z 1

0

estf .t/dt:

Then, g.s/ is analytic on the left half-plane. The singularities of g.s/ are all in
the right half-plane. We now extend the Tauberian-like theorem for a generating
function (e.g., Corollary 5.1 in Flajolet and Sedgewick [8]) to that for the continuous
case. Denote

	.z0; �/ D ˚
z 2 C W z ¤ z0; jarg.z � z0/j > �

�
;

where arg.z/ 2 .��; �� is the principal part of the argument of a complex number z.

Theorem 2. Assume that g.z/ satisfies the following conditions:

(1) The left-most singularity of g.z/ is ˛0 with ˛0 > 0. Furthermore, we assume
that as z ! ˛0,

g.z/ � .˛0 � z/��

for some � 2 C n Z�0;
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(2) g.z/ is analytic on 	.˛0; �0/ for some �0 2 .0; �
2
�;

(3) g.z/ is bounded on	.˛0; �1/ for some �1 > 0.

Then, as t ! 1,

f .t/ � e�˛0 t t��1

� .�/
; (96)

where � .�/ is the Gamma function.

Proof. It follows from the inverse Laplace-transform that

f .t/ D 1

2�i
lim

w!1

Z xCiw

x�iw
e�stg.s/ds; (97)

where x is a constant on the left of ˛0. Next, we show that the straight path Œx �
iw; x C iw� of integration can be replaced with the path � , where � consists of a
circular arc which encircles ˛0 on the left, and two beams which are bent with the
angle ˙� .� > �0/ against the positive x-axis. This is valid since we can connect
the straight path and the path � by two large circular arcs �1 and �2 with radius R
above and below, respectively (see Fig. 1 for a picture). All of these paths reside in
an area in which, from condition (2), the function g.z/ is analytic. Therefore,

Z xCiw

x�iw
e�stg.s/ds C

Z

�

e�stg.s/ds C
Z

�1

e�stg.s/ds C
Z

�2

e�stg.s/ds D 0: (98)

Fig. 1 The paths
Œx � iw; x C iw�, �1, �2 and �

Xa0

q

R

0

g2

g

g1

x+iw

x-iw
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So, we only need to show that for i D 1; 2,

lim
R!1

Z

�i

e�stg.s/ds D 0; (99)

which can be easily done.
We next assume that G.z/ D .˛0 � z/��. We study the asymptotic behavior of

Of .t/ D lim
R!1

�1
2�i

Z

�

e�stG.s/ds: (100)

We have
Z

�

e�stG.s/ds D
Z

�

e�st.˛0 � s/��ds

D e�˛0t
Z

�

e.˛0�s/t.˛0 � s/��ds

D e�˛0tt��1
Z

Q�
e�u.�u/��du; (101)

where u D .s � ˛0/t and Q� is the new curve transformed from � by �. It follows
from the Hankel’s contour integral and (101) that as R ! 1,

Of .t/ D e�˛0t

� .�/
t��1: (102)

We are now ready to prove the main result of this lemma. It follows from
condition (1) that

g.z/ D .˛0 � z/�� C o


.˛0 � z/��

�
: (103)

In order to prove the lemma, we only need to prove that if G.z/ D o


.˛0 � z/��

�

and satisfies conditions (2) and (3), then

Of .t/ D o


e�˛0tt��1�; (104)

as t ! 1.
In the rest of the proof, to simplify the notation, without loss of generality, any

unspecified constant will be denoted by the same K.
It follows from condition (3) that there exists K > 0 such that

jG.z/j � Kj.˛0 � z/��j (105)
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in the whole region 	. Since G.z/ D o


.˛0 � z/��

�
, there exists ı.�/ > 0 such that

for z 2 	,

j˛0 � zj < ı.�/ ) jG.z/j < K�j.˛0 � z/��j: (106)

In order to prove (104), we need to prove that for some large enough T.�/ > 0, we
have

jOf .t/j < K�e�˛0 tt��1; for t > T.�/: (107)

To prove (107), we choose the contour D D D1 C D2 C D3 as follows:

D1 D ˚
zj jz � ˛0j D 1

t
; jarg.z � ˛0/j � �0

�I

D2 D ˚
zj 1

t
� jz � ˛0j; jzj � ˛0 C R; jarg.z � ˛0/j D �0

�I

and

D3 D ˚
zj 1

t
� jz � ˛0j; jzj � ˛0 C R; jarg.z � ˛0/j D ��0

�
:

We proceed to evaluate the contributions to Of .t/ due to each of Di separately. For
this purpose, we define for k D 1; 2; 3,

Fk.t/ D 1

2�i

Z

Dk

e�stG.s/ds:

For k D 1,

F1.t/ D 1

2�i

Z

D1

e�stG.s/ds

D e�˛0t 1

2�i

Z

D1

e.˛0�s/tG.s/ds

D e�˛0t 1

2�i

Z

QD1

e�utG.u C ˛0/du; (108)

where u D s � ˛0. We can choose T.�/ > 1
ı.�/

such that from (106) we have

jF1.t/j D
ˇ̌
ˇ
1

2�i
e�˛0t

Z

QD
e�utG.u C ˛0/du

ˇ̌
ˇ

� 1

2�
e�˛0tt��

Z �

��

ˇ̌
e�u.�/t

ˇ̌ju0.�/jd�

� K�e�˛0 tt��1; (109)
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where u.�/ D 1
t .cos � C i sin �/.

The cases for k D 2 and k D 3 are similar, so we only provide details for the
case of k D 2. In this case, let s D ˛0 C !x

t with ! D ei�0 . Then, we have

Z

D2

e�stG.s/ds D e�˛0t
Z C.R;t/

1

e!sG.˛0 C !s

t
/ds; (110)

where C.R; t/ is a constant such that

j˛0 C !C.R; t/

t
j D ˛0 C R:

Now we decompose the integral (110) as follows:

e�˛0t
Z C.R;t/

1

e!sG.˛0 C !s

t
/ds D e�˛0 t

Z log2 t

1

e!sG.˛0 C !s

t
/ds

Ce�˛0 t
Z C.R;t/

log2 t
e!sG.˛0 C !s

t
/ds

D F21.t/C F22.t/: (111)

So,

jF2.t/j � jF21.t/j C jF22.t/j: (112)

Choose T2.�/ > 0 such that for any t > T2.�/, we have log2 t=t < ı.�/ and
log2 t > 1.

For F21, by (106), we have

ˇ̌
ˇe�˛0t

Z log2 t

1

e!sG.˛0 C !s

t
/ds
ˇ̌
ˇ � K�e�˛0 tt��1

Z log2 t

1

je!sjs��ds
ˇ̌
ˇ

D K�e�˛0 tt��1
Z 1

1

e� cos �0ss��ds: (113)

We also have
Z 1

1

e� cos �0ss��ds < 1 (114)

since cos �0 � 0 for �0 2 .0; �
2
�.

For F22, since jG.s/j � Kj.˛0 � s/��j, we get

jF22.t/j � 1

2�
e�˛0tt.��1/

Z C.R;t/

log2 t
je�!sjjs��jds: (115)
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We can also easily get that

je�!sj � e�s cos.�0/: (116)

By (116),

Z C.R;t/

log2 t
je�!sjjs��jds � K

1

t2

Z C.R;t/

log2 t
s��ds � K

1

t2

Z 1/

1

s��ds: (117)

Now, it follows from (111) to (117) that

jF2.t/j < K�e�˛0tt��1; for some t > QT2.�/: (118)

By (109) and (118), we can easily know that (107) holds. Therefore, the lemma is
proved. ut
Remark 6. From the proof of Theorem 2, we can relax conditions (2) and (3) to the
following, respectively: for some constant ˇ > ˛0,

(20) g.z/ is analytic on 	.˛0; �0/ for some �0 > 0 with Re .z/ < ˇ;
(30) g.z/ is bounded on 	.˛0; �1/ for some �1 > 0 with Re .z/ < ˇ.

Remark 7. In [5], Dai and Miyazawa proved another version of the Tauberian-like
theorem. It is not difficult to see that the conditions in Theorem 2 are weaker than
those assumed in [5].

6 Exact Tail Asymptotics

In this section, we provide the exact tail asympotics for boundary measures. The tail
asymptotic property for the boundary measures V1 and V2 is a direct consequence of
the Tauberian-like theorem and the asymptotic behavior, obtained above, of �2.x/
and �1.y/.

One may notice that the Tauberian-like theorem is for a density function.
However, it is easy to show (e.g., see D.5 of [4]) that the theorem can be applied
to the finite measures V1 and V2. Specifically, we can show that condition 3
of Theorem 2 is satisfied for �2 (e.g., see Lemmas 6.6 and 6.7 in Dai and
Miyazawa [4]), and therefore by Theorems 1 and 2, we have the following tail
asymptotic properties.

Theorem 3. For the boundary measure V2


x; 1�

, we have the following tail
asymptotic properties for large x.

Case 1: If 1 D x� < minfQx; x2g, or 1 D Qx < minfx�; x2g, or 1 D Qx D x� D x2,
then

V2


x;1� � C1e

�1xI
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Case 2: If 1 D x� D x2 < Qx, or 1 D Qx D x2 < x�, then

V2


x;1� � C2e

�1xx� 1
2 I

Case 3: If 1 D x2 < minfQx; x�g, then

V2


x;1� � C3e

�1xx� 3
2 I

Case 4: If 1 D x� D Qx < x2, then

V2


x;1� � C4e

�1xxI

where Ci, i D 1; 2; 3; 4 are constants.

Tail asymptotic properties for V1 can be symmetrically stated.
It is of interest to know why and when one of the above asymptotic types

would arise. From an analytical point of view, this solely depends on the type of
the dominant singularity of the unknown function for the boundary measure. The
above four types of tail asymptotic properties correspond to the following properties
of the dominant singularity, respectively:

(i) a simple pole or a double pole and the branch point x2 simultaneously;
(ii) a simple pole and the branch point x2 simultaneously;

(iii) the branch point x2 only; and
(iv) a double pole.

From a practical point of view, it is interesting to know the specific type of the tail
asymptotics for a given set .˙;�;R/ of system parameters (specified numbers). In
the following, we provide general steps for the boundary measure V2 by analyzing
the function �2.x/.

Step 1. Based on Eq. (21), evaluate the value of x2:

x2 D 2.˙12�2 �˙22�1/C p
	

2.˙11˙22 �˙2
12/

; (119)

where 	 is given by (22).
Step 2. Recall that

Y0.x/ D �.�2 C˙12x/�p
D1.x/

˙22

(120)

where D1.x/ is given by (21) .
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According to Lemma 11, if �2


x2;Y0.x2/

� � 0, then, by Remark 4, evaluate the
value of x�:

x� D 2r11r22�2 � 2r222�1
˙22r212 � 2r11r22˙12 C r222˙11

: (121)

If �2


x2;Y0.x2/

�
< 0, let x� > x2 be any number.

Step 3. Similar to Steps 1 and 2, evaluate the values of y� and y2, respectively.
Step 4. (i) If y� > y2, then let Qx > x2 be any number.

(ii) If y� 2 .0; y2�, then calculate

x1 D X1.y
�/ D r21

r11
y� � 2

˙12y� C �1

˙11

; (122)

where

y� D 2r11r21�2 � 2r211�2
r221˙11 � 2r11r21˙12 C˙22r211

: (123)

Next, verify if

Y0.x
1/ D y�: (124)

If (124) is true, then Qx D x1. Otherwise, let Qx > x2 be any real number.
Step 5. By the above steps, the values of x�, x2 and Qx are determined. Then, by

Theorem 3 the type of tail asymptotic properties of the boundary measure V2 is
determined.

7 A Final Note and Concluding Remarks

The research work in this paper was motivated by Dai and Miyazawa [4], in which
the same SRBM was considered, but the exact tail behaviour in boundary proba-
bilities was not reported. Before we completed this paper, Dai and Miyazawa [5]
reported the tail behaviour as a continuation of their work in [4]. We therefore
present our work as a survey of the kernel method and emphasize the connection of
this method to the closely related method in [5]. In [5], the authors used geometric
properties of the model to obtain the rough decay and then used an analytic
approach for refined tail decay properties. The kernel method is a different (pure
analytic) approach. One of the common components in [5] and in this paper is the
generalization of the Tauberian-like theorem to the continuous case. The Tauberian-
like theorem (Theorem 2) given in this paper has a weaker condition than that given
in [5].
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The kernel method is a general approach, which could be used for studying
tail asymptotics for more general models. For example, for the two-dimensional
continuous case, this approach can be a candidate for studying exact tail asymptotic
properties of reflected LKevy processes. In fact, this method can be applied to a
special LKevy case studied in Miyazawa and Rolski [17]. For high (�3) dimensional
models, it could be more challenging since the number of unknown functions in the
fundamental form will be increased.

It is noted that the same four types of exact tail asymptotic properties are found
for both discrete reflected random walks in the quarter plane and two-dimensional
SRBM. This is simply due to the fact that the kernel function in both cases is a
quadratic form in two variables. It is interesting to consider whether this is still
true for more general two-dimensional continuous models, for example the reflected
Lévy process, for which the kernel function in general is not a quadratic form.
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Central Limit Theorems and Large Deviations
for Additive Functionals of Reflecting Diffusion
Processes

Peter W. Glynn and Rob J. Wang

1 Introduction

Reflecting diffusion processes arise as approximations to stochastic models
associated with a wide variety of different applications domains, including
communications networks, manufacturing systems, call centers, finance, and the
study of transport phenomena (see, for example, Chen and Whitt [4], Harrison [8],
and Costantini [5]). If X D .X.t/ W t � 0/ is the reflecting diffusion, it is often of
interest to study the distribution of an additive functional of the form

A.t/
	D
Z t

0

f .X.s//ds C�.t/;

where f is a real-valued function defined on the domain of X, and � D .�.t/ W
t � 0/ is a process (related to the boundary reflection) that increases only when X is
on the boundary of its domain. In many applications settings, the boundary process
� is a key quantity, as it can correspond to the cumulative number of customers lost
in a finite buffer queue, the cumulative amount of cash injected into a firm, and other
key performance measures depending on the specific application.

Given such an additive functional A D .A.t/ W t � 0/, a number of limit theorems
can be obtained in the setting of a positive recurrent process X.

The Strong Law: Compute the constant ˛ such that

A.t/

t

a:s:! ˛ (1)
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as t ! 1. In the presence of (1), we can approximate A.t/ via

A.t/
D
 ˛t; (2)

where
D
 means “has approximately the same distribution as” (and no other rigorous

meaning, other than that supplied by (1) itself.)

The Central Limit Theorem: Compute the constants ˛ and 
 such that

t1=2
�

A.t/

t
� ˛

�
) 
N.0; 1/ (3)

as t ! 1, where ) denotes convergence in distribution and N.0; 1/ is a normal
random variable (rv) with mean 0 and unit variance. When (3) holds, we may
improve the approximation (2) to

A.t/
D
 ˛t C 


p
tN.0; 1/ (4)

for large t, thereby providing a description of the distribution of A.t/ at scales of
order t1=2 from ˛t.

Large Deviations: Compute the rate function .I.x/ W x 2 R/ for which

1

t
log P.A.t/ 2 t� / ! � inf

x2� I.x/ (5)

as t ! 1, for subsets � that are suitably chosen. Given the limit theorem (5), this
suggests the (crude) approximation

P.A.t/ 2 � / 
 exp

�
�t inf

y2� I.y=t/

�
(6)

for large t; the approximation (6) is particularly suitable for subsets � that are “rare”
in the sense that they are more than order

p
t from ˛t.

The main contribution of this paper concerns the computation of the quantities
˛, 
, and I.�/, when A is an additive functional for a reflecting diffusion that
incorporates the boundary contribution �. To give a sense of the new issues that
arise in this setting, observe that when �.t/ � 0 for t � 0, then ˛ can be easily
computed from the stationary distribution � of X via

˛ D
Z

S
f .x/�.dx/;

where S is the domain of X. However, when � is non-zero, this approach to
computing ˛ does not easily extend. The key to building a suitable computational
theory for reflecting diffusions is to systematically exploit the martingale ideas that
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(implicitly) underly the corresponding calculations for Markov processes without
boundaries; see, for example, Bhattacharyya [2] for a discussion in the central limit
setting. In the one-dimensional context, a (more laborious) approach based on the
theory of regenerative processes can also be used; see Williams [15] for such a
calculation in the setting of Brownian motion. In the course of our development
of the appropriate martingale ideas, we will recover the existing theory for non-
reflecting diffusions as a special case.

The paper is organized as follows. In Sect. 2, we show how one can apply
stochastic calculus and martingale ideas to derive partial differential equations from
which the central limit and law of large numbers behavior for additive functionals
involving boundary terms can be computed. Section 3 develops the corresponding
large deviations theory for such additive functionals. Finally, Sects. 4 and 5 illustrate
the ideas in the context of one-dimensional reflecting diffusions.

2 Laws of Large Numbers and Central Limit Theorems

Let So be a connected open set in R
d, with S and @S denoting its closure and

boundary, respectively. We assume that there exists a vector field � W @S ! R
d

satisfying

h�.x/; n.x/i > 0

for x 2 @S, where n.x/ is the unit inward normal to @S at x (assumed to exist).
Accordingly, �.x/ is always “pointing” into the interior of S. Given functions � W
S ! R

d and � W S ! R
d�d, we assume the existence, for each x0 2 S, of a pair of

continuous processes X D .X.t/ W t � 0/ and k D .k.t/ W t � 0/ (with k of bounded
variation) for which

X.t/ D x0 C
Z t

0

�.X.s//ds C
Z t

0

�.X.s//dB.s/C k.t/; (7)

X.t/ 2 S;

jkj.t/ D
Z t

0

I.X.r/ 2 @S/djkj.r/;

and

k.t/ D
Z t

0

�.X.s//djkj.s/;

where B D .B.t/ W t � 0/ is a standardRd-valued Brownian motion, and jkj.t/ is the
(scalar) total variation of k over Œ0; t�; sufficient conditions surrounding existence of
such processes can be found in Lions and Snitzman [10]. Note that our formulation
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permits the direction of reflection to be oblique. Regarding the structure of the
boundary process �, we assume that it takes the form

�.t/ D
Z t

0

r.X.s//djkj.s/;

for a given function r W S ! R.
We expect laws of large numbers and central limit theorems to hold with the

conventional normalizations only when X is a positive recurrent Markov process.
In view of this, we assume:

A1: X is a Markov process with a stationary distribution � that is recurrent in the
sense of Harris.

Remark. By Harris recurrence, we mean that there exists a non-trivial �-finite
measure � on S for which whenever �.B/ > 0,

R1
0

I.X.s/ 2 B/ds D 1 Px a.s.
for each x 2 S, where

Px.�/ 	D P.� j X.0/ D x/:

We note that Harris recurrence implies that any stationary distribution must be
unique. For a discussion of methods for verification of recurrence in the setting
of continuous-time Markov processes, see Meyn and Tweedie [11–13].

The key to developing laws of large numbers and central limit theorems for the
additive functional A is to find a function u W S ! R and a constant ˛ for which

M.t/
	D u.X.t//� .A.t/ � ˛t/

is a local Ft-martingale, where Ft D �.X.s/ W 0 � s � t/: In order to explicitly
compute u, it is convenient to identify a suitable partial differential equation satisfied
by u that can be used to solve for u. Note that if u 2 C2.S/, Itô’s formula ensures
that

dM.t/ D du.X.t//� .f .X.t// � ˛/dt � r.X.t//djkj.t/

D ru.X.t//dX.t/C 1

2

dX

i; jD1
.��T /ij.X.t//

@2u.X.t//

@xi@xj
dt

� .f .X.t// � ˛/dt � r.X.t//djkj.t/
D ru.X.t//.�.X.t//dt C �.X.t//dB.t/

C �.X.t//djkj.t//C 1

2

dX

i; jD1
.��T /ij.X.t//

@2u.X.t//

@xi@xj
dt

� .f .X.t// � ˛/dt � r.X.t//djkj.t/
D ..L u/.X.t//� .f .X.t// � ˛//dt C .ru.X.t//�.X.t//

� r.X.t///djkj.t/C ru.X.t//�.X.t//dB.t/;
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where ru.x/ is the gradient of u evaluated at x (encoded as a row vector) and L is
the elliptic differential operator

L D
dX

iD1
�i.x/

@

@xi
C 1

2

dX

i; jD1
.��T /ij.x/

@2

@xi@xj
: (8)

The process M can be guaranteed to be a local martingale if we require that u and ˛
satisfy

.L u/.x/ D f .x/ � ˛; x 2 S (9)

ru.x/�.x/ D r.x/; x 2 @S;

since this choice implies that

dM.t/ D ru.X.t//�.X.t//dB.t/:

(We use here the fact that jkj.t/ increases only when X.t/ 2 @S.) Accordingly, the
quadratic variation of M is given by

ŒM; M�.t/ D
Z t

0

ru.X.s//�.X.s//�T.X.s//ru.X.s//Tds

	D
Z t

0

�.X.s//ds:

Since � is nonnegative and X is positive Harris recurrent, it follows that

1

t

Z t

0

�.X.s//ds !
Z

S
�.y/�.dy/ Px a:s:

as t ! 1, for each x 2 S. Set


2 D
Z

S
�.y/�.dy/

D
Z

S
ru.y/�.y/�.y/Tru.y/�.dy/;

and assume 
2 < 1. As a consequence of the path continuity of M, the martingale
central limit theorem then implies that for each x 2 S,

t�1=2M.t/ ) 
N.0; 1/ (10)
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as t ! 1 under Px (see, for example, Ethier and Kurtz [7]). In other words,

t�1=2.u.X.t//� .A.t/ � ˛t// ) 
N.0; 1/

as t ! 1 under Px.
Let P�.�/ D R

S Px.�/�.dx/, and observe that X is stationary under P� . Thus,

u.X.t//
DD u.X.0// for t � 0 under P� (where

DD denotes equality in distribution),
so that

t�1=2u.X.t// ) 0 (11)

as t ! 1 under P� . It follows that

1

t
A.t/ ) ˛

as t ! 1 under P� . Let E�.�/ be the expectation operator associated with P� . If f
and r are nonnegative, the Harris recurrence implies that

1

t
A.t/ ! E�A.1/ Px a:s:

as t ! 1, for each x 2 S. Hence, E�A.1/ D ˛, so that

1

t
A.t/ ! ˛ Px a:s:

as t ! 1, for each x 2 S. This establishes the desired strong law of large numbers
for the additive functional A.

Turning now to the central limit theorem, (10) and (11) together imply that

t1=2
�

A.t/

t
� ˛

�
) 
N.0; 1/

as t ! 1 under P� . Recall that a Harris recurrent Markov process X automatically
exhibits one-dependent regenerative structure, in the sense that there exists a non-
decreasing sequence .Tn W n � �1/ of randomized stopping times, with T�1 D 0,
for which the sequence of random elements .X.Tn�1 C s/ W 0 � s < Tn � Tn�1/
is identically distributed for n � 1 and one-dependent for n � 0; see Sigman
[14]. The one-dependence implies that the central limit theorem can be extended
from the stationary setting in which X.0/ has distribution � to cover arbitrary initial
distributions, so that

t1=2
�

A.t/

t
� ˛

�
) 
N.0; 1/
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as t ! 1 under Px, for each x 2 S. We summarize this discussion with the following
theorem.

Theorem 1. Assume A1 and that f and r are nonnegative. If there exists u 2 C2.S/
and ˛ 2 R that satisfy

.L u/.x/ D f .x/ � ˛; x 2 S

ru.x/�.x/ D r.x/; x 2 @S;

with


2 D
Z

S
ru.y/�.y/�.y/T ru.y/�.dy/ < 1;

then, for each x 2 S,

1

t
A.t/ ! ˛ Px a:s:

and

t1=2
�

A.t/

t
� ˛

�
) 
N.0; 1/

as t ! 1, under Px.

The function u satisfying (9) is said to be a solution of the generalized Poisson
equation corresponding to the pair .f ; r/.

3 Large Deviations for the Additive Functional A

The key to developing a suitable large deviations theory for A is again based on
construction of an appropriate martingale. Here, we propose a one-parameter family
of martingales of the form

M.�; t/ D exp.�A.t/�  .�/t/h� .X.t//

for � lying in some open interval containing the origin, where  .�/ and h� are
chosen appropriately. As in Sect. 2, we use stochastic calculus to derive a corre-
sponding PDE from which one can potentially compute  .�/ and h� analytically.
In particular, if h� 2 C2.S/, Itô’s formula yields

dM.�; t/ D d.exp.�A.t/ �  .�/t//h� .X.t//
C exp.�A.t/ �  .�/t/dh� .X.t//
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D exp.�A.t/ �  .�/t/.� f .X.t//dt C �r.X.t//djkj.t/

�  .�/dt/h� .X.t//C exp.�A.t/ �  .�/t/
�

rh� .X.t//�.X.t//dt

C rh� .X.t//�.X.t//dB.t/C rh� .X.t//�.X.t//djkj.t/

C 1

2

dX

i; jD1
.��T /ij.X.t//

@2h� .X.t//

@xi@xj
dt

�

D exp.�A.t/ �  .�/t/

�
..L h� /.X.t//C .� f .X.t//

�  .�//h� .X.t///dt C .rh� .X.t//�.X.t//

C �r.X.t//h� .X.t///djkj.t/C rh� .X.t//�.X.t//dB.t/

�
;

where L is the differential operator defined in Sect. 2. If we require that h� and
 .�/ satisfy

.L h� /.x/C .� f .x/ �  .�//h� .x/ D 0; x 2 S (12)

rh� .x/�.x/C �r.x/h� .x/ D 0; x 2 @S;

then

dM.�; t/ D rh� .X.t//�.X.t//dB.t/;

and M.�; t/ W t � 0/ is consequently a local Ft-martingale. (Again, we use here the
fact that jkj increases only when X is on the boundary of S.) Note that (12) takes
the form of an eigenvalue problem involving the operator L C � fI , where I is
the identity operator for which I u D u. In this eigenvalue formulation, .�/ is the
eigenvalue and h� the corresponding eigenfunction. Since L C � fI is expected to
have multiple eigenvalues, (12) cannot be expected to uniquely determine  .�/ and
h� . In order to ensure uniqueness, we now add the requirement that h� be positive.

Let .Tn W n � 0/ be the localizing sequence of stopping times associated with
the local martingale .M.�; t/ W t � 0/, so that

Ex exp.�A.t ^ Tn/ �  .�/.t ^ Tn//h� .X.t ^ Tn// D h� .x/ (13)

for x 2 S, where Ex.�/ is the expectation operator associated with Px.�/ and a ^ b
	D

min.a; b/ for a; b 2 R.
Suppose that S is compact, so that h� is then bounded above and below by positive

constants (on account of the positivity of h� and the fact that h� 2 C2.S/). If f and r
are nonnegative (as in Sect. 2), it follows that for � � 0,

exp.�A.t ^ Tn/�  .�/.t ^ Tn//h� .X.t ^ Tn//
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is a bounded sequence of rv’s, and thus the Bounded Convergence Theorem implies
that

Ex exp.�A.t/ �  .�/t/h� .X.t// D h� .x/ (14)

for � � 0, and x 2 S.
On the other hand, if � > 0, the positivity of h� and Fatou’s lemma imply that

Ex exp.�A.t/ �  .�/t/h� .X.t// � h� .x/

for x 2 S, from which we may obtain the upper bound

Ex exp.�A.t// � e .�/t
h� .x/

infy2S h� .y/
;

and hence exp.�A.t// is Px-integrable. Since f and r are nonnegative and � > 0,
�A.t ^ Tn/ � �A.t/, so

exp.�A.t ^ Tn/�  .�/.t ^ Tn//h� .X.t ^ Tn// � exp.�A.t/C j .�/j.t// sup
y2S

h� .y/:

The Dominated Convergence Theorem, as applied to (13), then yields the conclusion
that

Ex exp.�A.t/ �  .�/t/h� .X.t// D h� .x/ (15)

for x 2 S. Since

e .�/t
h� .x/

supy2S h� .y/
� Ex exp.�A.t// � e .�/t

h� .x/

infy2S h� .y/
;

it follows that

1

t
log Ex exp.�A.t// !  .�/

as t ! 1, proving the following theorem.

Theorem 2. Assume that S is compact and that f and r are nonnegative. If there
exists a positive function h� 2 C2.S/ and  .�/ 2 R that satisfy

.L h� /.x/C .� f .x/ �  .�//h� .x/ D 0; x 2 S

rh� .x/�.x/C �r.x/h� .x/ D 0; x 2 @S;
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then

1

t
log Ex exp.�A.t// !  .�/

as t ! 1.

The Gärtner-Ellis Theorem (see, for example, p.45 of Dembo and Zeitouni [6]) then
provides technical conditions under which

1

t
log Px.A.t/ 2 t� / ! � inf

y2� I.y/

as t ! 1, where

I.y/ D sup
�2R
Œ�y �  .�/�:

In particular, if � D .z; 1/, then

1

t
log Px.A.t/ � tz/ ! �.�zz �  .�z//;

provided that  .�/ is differentiable and strictly convex in a neighborhood of a point
�z satisfying  0.�z/ D z. See p.15–16 of Bucklew [3] for a related argument.

4 CLT’s for One-dimensional Reflecting Diffusions

We now illustrate these ideas in the setting of one-dimensional diffusions. In
this context, we can compute the solution of the generalized Poisson equation
corresponding to .f ; r/ fairly explicitly.

We start with the case where there are two reflecting barriers, at 0 and b, so that
S D Œ0; b�. Then, X D .X.t/ W t � 0/ satisfies the stochastic differential equation
(SDE)

dX.t/ D �.X.t//dt C �.X.t//dB.t/C dL.t/ � dU.t/

D �.X.t//dt C �.X.t//dB.t/C dk.t/;

with �.0/ D 1 and �.b/ D �1; the processes L and U increase only when X
visits the lower and upper boundaries at 0 and b, respectively. We consider here
the additive functional

A.t/ D
Z t

0

f .X.s//ds C r0L.t/C rbU.t/;
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where f W Œ0; b� ! R is assumed to be bounded. In this setting, Theorem 1 leads to
consideration of the ordinary differential equation (ODE)

�.x/u0.x/C �2.x/

2
u00.x/ D f .x/ � ˛; (16)

u0.0/ D r0; (17)

u0.b/ D �rb: (18)

Hence, if �.�/ and �2.�/ are continuous and �2.�/ positive, (16) can be re-written
via the method of integrating factors (see, for example, Karlin and Taylor [9]) as

d

dx

�
exp

�Z x

0

2�.y/

�2.y/
dy

�
u0.x/

�
D 2.f .x/� ˛/

�2.x/
exp

�Z x

0

2�.y/

�2.y/
dy

�
;

from which we conclude that

u0.x/ D
�

u0.0/C
Z x

0

2.f .y/� ˛/
�2.y/

exp

�Z y

0

2�.z/

�2.z/
dz

�
dy

�
(19)

� exp

�
�
Z x

0

2�.y/

�2.y/
dy

�
: (20)

But u0.0/ D r0 and u0.b/ D �rb, and thus

�rb D
�

r0 C
Z b

0

2.f .y/� ˛/

�2.y/
exp

�Z y

0

2�.z/

�2.z/
dz

�
dy

�

� exp

�
�
Z b

0

2�.y/

�2.y/
dy

�
:

Hence,

˛ D
r0 C rbe

�R b
0
2�.y/
�2.y/

dy
�

C R b
0
2f .y/
�2.y/

e

�R y
0
2�.z/
�2.z/

dz
�

dy

2
R b
0

1
�2.y/

e

�R y
0
2�.z/
�2.z/

dz
�

dy
(21)

By setting r0 D rb D 0, we conclude that the stationary distribution � of X must
satisfy

Z b

0

�.dx/f .x/ D
Z b

0

f .x/p.x/dx; (22)
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where

p.x/ D
1

�2.x/
exp

�R x
0
2�.z/
�2.z/

dz
�

R b
0

1
�2.y/

exp
�R y

0
2�.z/
�2.z/

dz
�

dy
:

Since (22) holds for all bounded functions f , it follows that �.dx/ D p.x/dx, so that
� has now been computed. Furthermore, (19) establishes that

u0.x/ D
�

r0 C
Z x

0

2.f .y/� ˛/

�2.y/
exp

�Z y

0

2�.z/

�2.z/
dz

�
dy

�

� exp

�
�
Z x

0

2�.y/

�2.y/
dy

�
;

where ˛ is given by (21). Consequently, we have explicit formulae for both � and
u0, from which the variance constant


2 D
Z b

0

u0.x/2�2.x/p.x/dx

of Theorem 1 can now be calculated. We now illustrate these calculations in the
context of some special cases, focusing our interest on the boundary processes (by
setting f D 0).

Example 1 (Two-sided Reflecting Brownian Motion). Here �.x/ D � and �2.x/ D
�2 > 0. If � ¤ 0, then, upon setting � D 2�=�2,

˛ D �.r0 C rbe�b/

e�b � 1

and

p.x/ D �e�x

e�b � 1
:

Also,

u0.x/ D
�

r0 C
Z x

0

�2˛
�2

e
2�

�2
ydy

�
e� 2�

�2
x

D
�

r0 C rb

1 � e��b

�
e��x � r0e��b C rb

1 � e��b

and consequently

u0.x/2 D
�

r0 C rb

1 � e��b

�2
e�2�x � 2.r0e��b C rb/.r0 C rb/

.1 � e��b/2
e��x C

�
r0e��b C rb

1 � e��b

�2
:
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Therefore,


2 D �2

2

4
�

r0 C rb

1 � e��b

�2
e��b � .r0e��b C rb/.r0 C rb/

.1 � e��b/2

2�b

e�b � 1 C
 

r0e��b C rb

1 � e��b

!23

5 :

If � D 0, then ˛ D �2.r0Crb/

2b and p.x/ D 1
b . Also,

u0.x/ D r0 � .r0 C rb/

b
x

and therefore


2 D �2
Z b

0

�
.r0Crb/

b x � r0
�2

b
dx

D �2.r30 C r3b/

3.r0 C rb/
:

Example 2. Two-sided Reflecting Ornstein-Uhlenbeck: For this process, �.x/ D
�a.x � c/ and �2.x/ D �2 > 0. We thus have

˛ D r0 C rbe� a.b�c/2�ac2

�2

2
�2

R b
0

e� a.y�c/2�ac2

�2 dy
:

Also,

u0.x/ D
�

r0 � 2˛

�2

Z x

0

e� R y
0
2a.z�c/
�2

dzdy

�
e
R x
0
2a.y�c/
�2

dy

D r0e
a.x�c/2�ac2

�2 � 2˛

�2

Z x

0

e� a.y�c/2�a.x�c/2

�2 dy

and

p.x/ D e� R x
0
2a.z�c/
�2 dz

R b
0 e� R y

0
2a.z�c/
�2

dzdy

D
r
2a

�2

�
�
.x � c/

q
2a
�2

�

˚
�
.b � c/

q
2a
�2

�
� ˚

�
.�c/

q
2a
�2

� ;
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where � and˚ are, respectively, the density and cumulative density function (CDF)
of a standard normal random variable. From these, one may readily compute


2 D �2
Z b

0

�
r0e

a.x�c/2�ac2

�2 � 2˛

�2

Z x

0

e� a.y�c/2�a.x�c/2

�2 dy

�2
p.x/dx

numerically when the problem data are explicit.

The diffusions in our examples arise as approximations to queues in heavy traffic,
in which L.t/ then approximates the cumulative lost service capacity of the server
over Œ0; t�, while U.t/ describes the cumulative number of customers lost due to
blocking (because of arrival to a full buffer); see Zhang and Glynn [16] for details.

Turning now to the setting in which only a single reflecting barrier is present (say,
at the origin), S then takes the form S D Œ0; 1/, and the differential equation for u
takes the form

�.x/u0.x/C �2.x/

2
u00.x/ D f .x/ � ˛;

u0.0/ D r0:

Then u0.x/ is again given by (19), and

˛ D
r0 C R1

0
2f .y/
�2.y/

e

�R y
0
2�.z/
�2.z/

dz
�

dy

2
R1
0

1
�2.y/

e

�R y
0
2�.z/
�2.z/

dz
�

dy
; (23)

provided that the problem data are such that the integrals in (23) converge and are
finite. In particular, X fails to have a stationary distribution if

Z 1

0

1

�2.y/
e

�R y
0
2�.z/
�2.z/

dz
�

dy D 1:

5 Large Deviations: One-dimensional Reflecting Diffusions

In this setting, we discuss the large deviations theory of Sect. 3, specialized to the
setting of one-dimensional diffusions with reflecting barriers at 0 and b. Theorem 2
asserts that the key ODE in this setting requires finding .�/ 2 R and h� 2 C2Œ0; b�
for which

�.x/h0
� .x/C �2.x/

2
h00
� .x/C .� f .x/ �  .�//h� .x/ D 0; 0 � x � b (24)

h0
� .0/C �r0h� .0/ D 0;

�h0
� .b/C �rbh� .b/ D 0:
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The above differential equation (24) can be put in the form

� d

dx
.a.x/h0

� .x//C b.x/h� .x/ D �c.x/h� .x/ (25)

for 0 � x � b, where � D � .�/ and

a.x/ D exp

�Z x

0

2�.y/

�2.y/
dy

�
;

b.x/ D �2� f .x/

�2.x/
exp

�Z x

0

2�.y/

�2.y/
dy

�
;

c.x/ D 2

�2.x/
exp

�Z x

0

2�.y/

�2.y/
dy

�
:

Suppose that f , �, and �2 are continuous on Œ0; b�, with �2.x/ > 0 for x 2 Œ0; b�.
Because a.�/ and c.�/ are then positive on Œ0; b�, (25) takes the form of a so-called
Sturm-Liouville problem. Consequently, there exist real eigenvalues �1 < �2 <

� � � with �n ! 1 satisfying (25), with corresponding eigenfunction solutions
v1; v2; : : :. Furthermore, the eigenfunction vi has the property that it has exactly
i � 1 roots in Œ0; b�; see, for example, Al-Gwaiz [1] for details on Sturm-Liouville
theory. As a consequence, the eigenfunction v1 is the only eigenfunction that can be
taken to be positive over Œ0; b�. Thus, it follows that we should set  .�/ D ��1 and
h� D v1.

We now illustrate these ideas in the setting of reflecting Brownian motion in one
dimension, again focusing on the boundary process by setting f D 0.

Example 3 (Two-sided Reflecting Brownian Motion). Here �.x/ D � and �2.x/ D
�2 > 0. The case in which r0 D 0 and rb D 1 was studied in detail in Zhang and
Glynn [16]. In particular, consider the parameter spaces given by

R1 D f.�; �; b/ W � > 0g
R2 D f.�; �; b/ W � < 0; �.�C ��2/ � 0g
R3 D f.�; �; b/ W � < 0; �.�C ��2/ > 0; b�.�C ��2/ > ���4g
R4 D f.�; �; b/ W � < 0; �.�C ��2/ > 0; b�.�C ��2/ < ���4g
B1 D f.�; �; b/ W � D 0g
B2 D f.�; �; b/ W � < 0; �.�C ��2/ > 0; b�.�C ��2/ D ���4g:

The authors showed that, for .�; �; b/ 2 Ri (i D 1; 3), the solutions  D  .�/

and h� .�/ to

.L h� /.x/ D  .�/h� .x/

h0
� .0/ D 0
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h0
� .b/ D �h� .b/

h� .0/ D 1

for 0 � x � b are given by  .�/ D ˇ.�/2��2
2�2

and

h� .x/ D 1

2ˇ.�/
e� �

�2
x
�
.ˇ.�/ � �/e� ˇ.�/

�2
x C .ˇ.�/C �/e

ˇ.�/

�2
x
�
;

where ˇ.�/ is the unique root in Fi of the equation

1

ˇ
log

�
.ˇ � �/.ˇ C �C ��2/

.ˇ C �/.ˇ � �� ��2/

�
D 2b

�2
;

with F1 D .j�j_j�C��2j; 1/ and F3 D .0; j�j^j�C��2j/. For .�; �; b/ 2 Ri

(i D 2; 4), the solutions are given by  .�/ D � �.�/2C�2
2�2

and

h� .x/ D e� �

�2
x
�

cos

�
�.�/x

�2

�
C �

�.�/
sin

�
�.�/x

�2

��
;

where �.�/ is the unique root in
�
0; ��

2

b

�
of the equation

b�

�2
D arccos

 
�2 C �.�C ��2/p

.�2 C �.�C ��2//2 C �2�2�4

!
:

For .�; �; b/ 2 B1,  .�/ D 0 and h� .x/ � 1. Finally, for .�; �; b/ 2 B2, the

solutions are given by  .�/ D � �2

2�2
and

h� .x/ D e� �

�2
x
� �
�2

x C 1
�
:

The case of arbitrary r0 and rb is conceptually similar, but requires even more
complicated regions into which to separate the parameter space. For instance, it
will be necessary to consider the signs of �.r0 C rb/, .�� �r0�2/.�C �rb�

2/, and
b.�� �r0�2/.�C �rb�

2/C �.r0 C rb/�
4, amongst other quantities. It is therefore

clear that an explicit description of the solution to (24) will, in general, be very
complex.
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Kellerer’s Theorem Revisited

Francis Hirsch, Bernard Roynette, and Marc Yor

1 Introduction

In the following, we shall call a peacock, a family .�t; t � 0/ of probability
measures on R such that:

(i) 8t � 0;

Z
jxj �t.dx/ < 1I

(ii) for every convex function  W R �! R, the map:

t � 0 �!
Z
 .x/ �t.dx/ 2 .�1;C1�

is increasing.

An R-valued process .Xt; t � 0/ will also be called a peacock, if the family of its
one-dimensional marginal laws is a peacock.
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The term “peacock” comes from PCOC (pronounced peacock), which is the
acronym for the french expression: Processus Croissant pour l’Ordre Convexe
(which means: Increasing Process in the Convex Order). We refer to the recent
monograph [5] for an introduction to this topic, a description of possible applica-
tions, many examples and relevant references.

We say that two R-valued processes are associated, if they have the same one-
dimensional marginals. A process which is associated with a martingale is called a
1-martingale.

Likewise, a family .�t; t � 0/ of probability measures on R and an R-valued
process .Yt; t � 0/ will be said to be associated if, for every t � 0, the law of
Yt is �t, i.e. if .�t; t � 0/ is the family of the one-dimensional marginal laws of
.Yt; t � 0/.

It is an easy consequence of Jensen’s inequality that an R-valued process
.Xt; t � 0/ which is a 1-martingale, is a peacock. A remarkable result due to H.
Kellerer [6] states that, conversely, any R-valued process .Xt; t � 0/ which is a
peacock, is a 1-martingale. More precisely, Kellerer’s result states that any peacock
admits an associated martingale which has the Markov property. Note that, in
general, it is a difficult challenge to exhibit explicitly a martingale associated to
a given peacock. The most part of the monograph [5] is devoted to this question.

In the recent paper [4], a new proof of Kellerer’s theorem (but without the
Markov property) was presented. On the other hand, G. Lowther [8] showed that
if .�t; t � 0/ is a peacock such that the map: t �! �t is weakly continuous
(i.e. for any R-valued, bounded and continuous function f on R, the map: t �!R

f .x/ �t.dx/ is continuous), then .�t; t � 0/ is associated with a unique
strongly Markov martingale which moreover is almost-continuous (see Sect. 4 for
definitions). Actually, this paper [8] partially relies on [7] and [9], but it seems that
only [9] was published in a journal.

In this paper, our aim is two-fold:

1. to give a proof of Kellerer’s theorem (including the Markov property), following
essentially [4] and [9];

2. to present, without proof, results of [7, 8] and [9], which complete and precise
Kellerer’s theorem on some points.

For the sake of clarity and brevity, we refer here essentially to these papers. Many
other references around Kellerer’s theorem may be found in [5].

The remainder of this paper is organised as follows:

• Section 2 is devoted to preliminary results about call functions (Sect. 2.1),
Lipschitz-Markov property (Sect. 2.2), finite-dimensional convergence (Sect. 2.3)
and Fokker-Planck equation (Sect. 2.4);

• in Sect. 3, we prove Kellerer’s theorem by a two steps approximation. We first
consider the regular case (Sect. 3.1), then the right-continuous case (Sect. 3.2)
and, finally, the general case (Sect. 3.3);

• in Sect. 4, we gather some related results from [7, 8] and [9], concerning notably
strong Markov property, almost-continuity and uniqueness.
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2 Preliminary Results

In this section, we fix further notation and terminology, and we gather some
preliminary results which are essential in the sequel.

2.1 Call Functions

In the following, we denote by M the set of probability measures on R, equipped
with the topology of weak convergence (with respect to the space of R-valued,
bounded, continuous functions on R).

We denote by Mf the subset of M consisting of measures � 2 M such thatR jxj �.dx/ < 1. For � 2 Mf , we denote by EŒ�� the expectation of �, namely:

EŒ�� D
Z

x �.dx/:

We define, for � 2 Mf , the call function C� by:

8x 2 R; C�.x/ D
Z
.y � x/C �.dy/:

The following easy (and classical) proposition holds (see e.g. [4, Proposition 2.1]).

Proposition 1. If � 2 Mf , then C� satisfies the following properties:

(a) C� is a convex, nonnegative function on R.
(b) limx!C1 C�.x/ D 0.
(c) There exists a 2 R such that limx!�1.C�.x/C x/ D a.

Conversely, if a function C satisfies the above three properties, then there exists a
unique � 2 Mf such that C D C�. This measure � is the second derivative, in the
sense of distributions, of the function C, and a D EŒ��.

To state the next proposition (which also is classical and whose proof can be found
e.g. in [4]), we now recall that a subset H of M is said to be uniformly integrable if

lim
c!C1 sup

�2H

Z

fjxj�cg
jxj �.dx/ D 0:

We remark that, if H is uniformly integrable, then

H 	 Mf and supf
Z

jxj �.dx/I � 2 H g < 1:
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Proposition 2. Let I be a set and let E be a filter on I. Consider a uniformly
integrable family .�i; i 2 I/ in M , and � 2 M . The following properties are
equivalent:

(1) lim
E
�i D � with respect to the topology on M .

(2) � 2 Mf and

8x 2 R; lim
E

C�i .x/ D C�.x/:

We now fix a family .�t; t � 0/ in Mf and we define a function C.t; x/ on
RC � R by:

C.t; x/ D C�t .x/:

The following characterization of peacocks is easy to prove and is stated in
[5, Exercise 1.7].

Proposition 3. The family .�t; t � 0/ is a peacock if and only if:

1. the expectation EŒ�t� does not depend on t,
2. for every x 2 R, the function t � 0 �! C.t; x/ is increasing.

We also have (see [5, Exercise 1.1]):

Proposition 4. Assume that .�t; t � 0/ is a peacock, and let T > 0. Then, the set
f�tI 0 � t � Tg is uniformly integrable.

2.2 Lipschitz-Markov Property

Following [9] (see also [6, Definition 3]), we now introduce a property, namely the
Lipschitz-Markov property, which is stronger than the mere Markov property. (Note
that in [9], the Lipschitz-Markov property is simply called Lipschitz property.)

If .Xt; t � 0/ is an R-valued process, we denote by F X the filtration generated
by X, that is:

8t � 0; F X
t D �.XsI s � t/:

On the other hand, for any Lipschitz continuous f W R �! R, we denote by L.f / its
Lipschitz constant.

Definition 1 ([9], Definition 4.1). Let X be an R-valued stochastic process. Then
X is said to satisfy the Lipschitz-Markov property if, for all 0 � s < t and every
bounded Lipschitz continuous g W R �! R with L.g/ � 1, there exists a Lipschitz
continuous f W R �! R with L.f / � 1 and

f .Xs/ D EŒg.Xt/jF X
s �:
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The following proposition presents an important example of process satisfying the
Lipschitz-Markov property (see also Proposition 9 below, based on [9, Lemma 4.3]).
In the sequel, we adopt the following notation: U D .0;C1/�R and U D RC �R.

Proposition 5. Let � W .t; x/ 2 U �! �.t; x/ 2 R be a continuous function on U
such that the derivative � 0

x exists and is continuous on U. Let X0 be an integrable
random variable and let .Bt; t � 0/ denote a standard Brownian motion independent
of X0. Then, the stochastic differential equation

Xt D X0 C
Z t

0

�.s;Xs/ dBs (1)

admits a unique strong solution which satisfies the Lipschitz-Markov property.

Proof. It is classical that Eq. (1) admits a unique (non-exploding) strong solution.
Let s � 0. For any x 2 R, we denote by .Xs;x

t ; t � s/ the strong solution (for
t � s) of

Xs;x
t D x C

Z t

s
�.u;Xs;x

u / dBu:

We also denote by .Us;x
t ; t � s/ the process defined by:

Us;x
t D @

@x
Xs;x

t :

We obtain easily:

Us;x
t D exp

�Z t

s
� 0

x.u;X
s;x
u / dBu � 1

2

Z t

s
� 02

x .u;X
s;x
u / du

�
:

In particular, .Us;x
t ; t � s/ is a positive local martingale and hence:

Us;x
t � 0 and EŒUs;x

t � � 1:

Let now g be a bounded Lipschitz continuous function of C1-class with jg0j � 1 and
0 � s < t. We define the function f W R �! R by:

f .x/ D E
�
g


Xs;x

t

�
:

Then, f is a bounded C1-function and

jf 0.x/j D ˇ̌
E
�
g0 
Xs;x

t

�
Us;x

t

ˇ̌ � 1:

It is now clear that, if .Xt; t � 0/ is solution to (1), then

EŒg.Xt/jF X
s � D E

�
g


Xs;x

t

�ˇ̌
xDXs

D f .Xs/:

The Lipschitz-Markov property follows easily from what precedes. ut
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2.3 Finite-dimensional Convergence

Definition 2. Let I be a set and let E be a filter on I. We consider R-valued
stochastic processes .X.i//i2I and X possibly defined on different probability spaces.
Then we shall say that .X.i//i2I converges (with respect to E ) to X in the sense
of finite-dimensional distributions if, for any finite subset ft1; t2; � � � ; tng of RC,
the distributions of .X.i/t1 ;X

.i/
t2 ; � � � ;X.i/tn / converge weakly to the distribution of

.Xt1 ;Xt2 ; � � � ;Xtn/, which means that, for any bounded continuous f W Rn �! R,

lim
E

EŒf .X.i/t1 ;X
.i/
t2 ; � � � ;X.i/tn /� D EŒf .Xt1 ;Xt2 ; � � � ;Xtn/�:

We also shall write:

f:d: lim
E

X.i/ D X

and we shall say, in short, that X.i/ f.d. converges (with respect to E ) to X.

The finite-dimensional convergence has important stability properties, in particular
with respect to the Lipschitz-Markov property and to the martingale property. This is
stated in the next propositions where we consider, like in Definition 2, a set I, a filter
E on I and R-valued stochastic processes .X.i//i2I and X. The following proposition
extends [6, Satz 10].

Proposition 6 ([9], Lemma 4.5). Suppose that, for every i 2 I, X.i/ satisfies the
Lipschitz-Markov property, and that X.i/ f.d. converges to X. Then, X satisfies the
Lipschitz-Markov property.

Proof. Let 0 � s < t and a bounded Lipschitz continuous g W R �! R with
L.g/ � 1. For any i 2 I, there exists a Lipschitz continuous f .i/ W R �! R with
L.f .i// � 1 and

f .i/.X.i/s / D EŒg.X.i/t /jF X.i/
s �:

Moreover, we may suppose that:

8i 2 I; sup
x2R

jf .i/.x/j � sup
x2R

jg.x/j:

Consider an ultrafilter U on I which refines E . By Ascoli’s theorem, there exists a
Lipschitz continuous f W R �! R with L.f / � 1 and

lim
U

f .i/ D f uniformly on compact sets.

For every n 2 N, 0 � s1 < s2 < � � � < sn � s, for any bounded continuous
h W Rn �! R and for any continuous � W R �! R with compact support, one has,
for every i 2 I,
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EŒg.X.i/t / �.X
.i/
s / h.X.i/s1

;X.i/s2
; � � � ;X.i/sn

/�

D EŒf .i/.X.i/s / �.X
.i/
s / h.X.i/s1 ;X

.i/
s2 ; � � � ;X.i/sn

/�:

Since

lim
U

f .i/� D f � uniformly

and

f:d: lim
U

X.i/ D X;

we obtain:

EŒg.Xt/ �.Xs/ h.Xs1 ;Xs2 ; � � � ;Xsn/� D EŒf .Xs/ �.Xs/ h.Xs1 ;Xs2 ; � � � ;Xsn/�:

This holding for any � with compact support, we also have:

EŒg.Xt/ h.Xs1;Xs2 ; � � � ;Xsn/� D EŒf .Xs/ h.Xs1 ;Xs2 ; � � � ;Xsn/�;

which yields the desired result. ut
Proposition 7. Suppose that, for every i 2 I, X.i/ is a martingale, and that X.i/ f.d.
converges to X. Suppose moreover that, for every t � 0,

n
X.i/t I i 2 I

o
is uniformly integrable.

Then, X is a martingale.

Proof. By Proposition 2, the process X is integrable. We now prove that it is a
martingale. We set:

8p > 0; 8x 2 R; 'p.x/ D minŒmax.x;�p/; p�:

Then, 'p is a bounded continuous function, and

j'p.x/� xj � jxj 1fjxj>pg:

For every n 2 N, 0 � s1 < s2 < � � � < sn � s � t, for any bounded continuous
h W Rn �! R, we have for every i 2 I,

EŒh.X.i/s1 ; � � � ;X.i/sn
/X.i/t � D EŒh.X.i/s1 ; � � � ;X.i/sn

/X.i/s �:

We set: k h k1 D supfjh.x/jI x 2 R
ng. Then,
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ˇ̌
EŒh.Xs1 ; � � � ;Xsn/ 'p.Xt/� � EŒh.Xs1 ; � � � ;Xsn/Xt�

ˇ̌

� k h k1 E
�jXtj 1fjXtj>pg


; for every p > 0,

ˇ̌
ˇEŒh.X.i/s1 ; � � � ;X.i/sn

/ 'p.X
.i/
t /� � EŒh.X.i/s1 ; � � � ;X.i/sn

/X.i/t �
ˇ̌
ˇ

� k h k1 E

h
jX.i/t j 1fjX.i/t j>pg

i
; for every i 2 I and every p > 0,

and likewise, replacing t by s. Moreover,

lim
E

EŒh.X.i/s1
; � � � ;X.i/sn

/ 'p.X
.i/
t /� D EŒh.Xs1 ; � � � ;Xsn/ 'p.Xt/�;

and likewise, replacing t by s. Finally, we obtain, for p > 0,

jEŒh.Xs1 ; � � � ;Xsn/Xt� � EŒh.Xs1 ; � � � ;Xsn/Xs�j

� 2 k h k1
�

sup
i2I

E

h
jX.i/t j 1fjX.i/t j>pg

i
C sup

i2I
E

h
jX.i/s j 1fjX.i/s j>pg

i�
;

and the desired result follows, letting p go to 1. ut

2.4 Fokker-Planck Equation

We now state M. Pierre’s uniqueness theorem for a Fokker-Planck equation, which
plays an important role in our proof of Kellerer’s theorem in the regular case. This
theorem is stated and proved in Subsection 6.1 of [5].

Theorem 1 ([5], Theorem 6.1). Let a W .t; x/ 2 U �! a.t; x/ 2 RC be a
continuous function such that a.t; x/ > 0 for .t; x/ 2 U, and let � 2 Mf . Then
there exists at most one family of probability measures .p.t; dx/; t � 0/ such that

.FP1/ t � 0 �! p.t; dx/ is weakly continuous,

.FP2/ p.0; dx/ D �.dx/ and

@p

@t
� @2

@x2
.a p/ D 0 in D 0.U/

(i.e. in the sense of Schwartz distributions in the open set U).

3 Kellerer’s Theorem

In this section, we shall give a proof of Kellerer’s theorem. Following [4], we shall
proceed by a two steps approximation, starting with the regular case.
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3.1 The Regular Case

Theorem 2. Let .Xt; t � 0/ be an R-valued integrable process such that EŒXt�

is independent of t, and let C W U �! RC the corresponding call function (see
Sect. 2.1):

C.t; x/ D EŒ.Xt � x/C�:

We assume:

(i) C is a C1-function on U.
We set:

8.t; x/ 2 U; p.t; x/ D @2C

@x2
.t; x/:

Thus, the law of Xt is p.t; x/dx.

(ii) p > 0 on U and
@C

@t
> 0 on U.

We set:

8.t; x/ 2 U; �.t; x/ D
 
2

@C
@t .t; x/

p.t; x/

!1=2
:

Then, the stochastic differential equation

Yt D Y0 C
Z t

0

�.s;Ys/ dBs

(where Y0 is a random variable with law p.0; x/dx, independent of the Brownian
motion .Bs; s � 0/) admits a unique strong solution, which is a martingale
associated to X and satisfying the Lipschitz-Markov property.

Proof. (1) We first prove that Y is associated to X. Set:

a D 1

2
�2 D

@C
@t

p
:

We have;

@2

@x2
.a p/ D @2

@x2
@

@t
C D @

@t
p

on U. In particular, the family .p.t; x/dx; t � 0/ satisfies (FP1) and (FP2) in
Theorem 1. On the other hand, for any C2-function ' W R �! R with compact
support, we have by Itô’s formula:

EŒ'.Yt/� D EŒ'.Y0/�C
Z t

0

EŒ' 00.Ys/ a.s;Ys/� ds
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and therefore, denoting, for every t � 0, by q.t; dx/ the law of Yt,

d

dt

Z
'.x/ q.t; dx/ D

Z
' 00.x/ a.t; x/ q.t; dx/:

Thus, the family .q.t; dx/; t � 0/ also satisfies properties (FP1) and (FP2).
Hence, by Theorem 1,

8t � 0; q.t; dx/ D p.t; x/dx

and Y is associated to X.
(2) Obviously, Y is a local martingale. We now prove that it is a true martingale. Let

� be a C2-function on R such that �.x/ D 1 for jxj � 1, �.x/ D 0 for jxj � 2,
and 0 � �.x/ � 1 for all x 2 R. We set, for k > 0, �k.x/ D x�.k�1 x/. Fix now
0 � s1 � � � � � sn � s � t and a bounded continuous h W Rn �! R. We set:

�k D EŒh.Ys1 ;Ys2 ; � � � ;Ysn/ �k.Yt/� � EŒh.Ys1 ;Ys2 ; � � � ;Ysn/ �k.Ys/�

and m D supx2Rn jh.x/j. By dominated convergence,

lim
k!1 �k D EŒh.Ys1 ;Ys2 ; � � � ;Ysn/ Yt� � EŒh.Ys1 ;Ys2 ; � � � ;Ysn/ Ys�:

On the other hand, since Y is associated to X, Itô’s formula yields:

j�kj � m

2

Z t

s
E
�j�00

k .Yu/j �2.u;Yu/


du D m
Z Z t

s
j�00

k .x/j
@C

@u
.u; x/ du dx:

Besides,
Z

j�00
k .x/j dx D

Z
jx�00.x/C 2�0.x/j dx

and �00
k .x/ D 0 for jxj 62 Œk; 2k�. Therefore, there exists a constant Qm such that:

j�kj � Qm supfC.t; y/ � C.s; y/I k � jyj � 2kg:

Thus, since by hypothesisEŒXs� D EŒXt�, Proposition 1 entails: limk!1 �k D 0,
which yields the desired result.

(3) Finally, by Proposition 5, Y satisfies the Lipschitz-Markov property.
ut

Remark 1. By now, the formula giving � in terms of the derivatives of C, in the
statement of Theorem 2, is common in Mathematical Finance, where it is referred
to Dupire [3] or Derman-Kani [2].
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3.2 The Right-continuous Case

We now present our proof of Kellerer’s theorem for right-continuous peacocks.

Theorem 3. Let .�t; t � 0/ be a peacock such that the map:

t � 0 �! �t 2 M

is right-continuous. Then there exists a càdlàg martingale associated to .�t; t � 0/

and satisfying the Lipschitz-Markov property.

Proof. We set, as in Sect. 2.1, C.t; x/ D C�t .x/. We shall regularize, in space and
time, p.t; dx/ WD �t.dx/ considered as a distribution on U. Thus, let ˛ be a density
of probability on R, of C1-class, with compact support contained in Œ0; 1�. We set,
for " 2 .0; 1/ and .t; x/ 2 RC � R,

p".t; x/ D 1 � "
"

Z
˛.u/

�Z
˛
�y � x

"

�
�tC"u.dy/

�
du C " g.t; x/

with

g.t; x/ D 1p
2 � .1C t/

exp

�
� x2

2 .1C t/

�
:

Lemma 1. The function p" is of C1-class on RC �R and p".t; x/ > 0 for any .t; x/.
Moreover,

Z
p".t; x/ dx D 1 and

Z
jxj p".t; x/ dx < 1:

The proof is straightforward.
We now set:

�"t .dx/ D p".t; x/ dx:

By Lemma 1, �"t 2 Mf and we set:

C".t; x/ D C�"t .x/:

Lemma 2. For any t � 0, the set f�"t I 0 < " < 1g is uniformly integrable.

Proof. Let a D R
y˛.y/ dy. A simple computation yields:

Z

fjxj�cg
jxj �"t .dx/ �

Z
˛.u/

�Z

fjyj�c�1g
.jyj C a/ �tC"u.dy/

�
du

C
Z

fjxj�cg
jxj g.t; x/ dx

and the result follows from the uniform integrability of f�vI 0 � v � t C 1g
(Proposition 4). ut
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Lemma 3. One has:

C".t; x/ D .1 � "/

Z Z
˛.u/ ˛.y/C.t C "u; x C "y/ dy du

C"
Z C1

x
.y � x/ g.t; y/ dy:

The function C" is of C1-class on RC � R. Moreover, for any .t; x/ 2 RC � R,

@C"
@t
.t; x/ > 0 and

@2C"
@x2

.t; x/ D p".t; x/:

Proof. The above expression of C" follows directly from the definitions. We deduce
therefrom that C" is of C1-class on RC � R. Now, by property 2 in Proposition 3,

@C"
@t
.t; x/ � "

@

@t

�Z C1

x
.y � x/ g.t; y/ dy

�
D "

2
g.t; x/ > 0:

Finally, the equality:

@2C"
@x2

.t; x/ D p".t; x/

holds, since, by Proposition 1, it holds in the sense of distributions, and both sides
are continuous. ut
The following lemma is an easy consequence of the right-continuity of .�t; t � 0/.

Lemma 4. For t � 0,

lim
"!0

�"t D �t in M :

By Theorem 2, there exists a martingale .M"
t ; t � 0/ satisfying the Lipschitz-Markov

property, which is associated to .�"t ; t � 0/. For every n 2 N and n D .t1; � � � ; tn/ 2
R

nC, we denote by �.";n/n the law of .M"
t1 ; � � � ;M"

tn/, a probability on R
n.

Lemma 5. For every n 2 N and n 2 R
nC, the set of probability measures:

f�.";n/n I 0 < " < 1g, is tight.

Proof. Let n 2 N and n D .t1; � � � ; tn/ 2 R
nC. For x D .x1; � � � ; xn/ 2 R

n, we set
jxj WD sup1�j�n jxjj. Then, for c > 0,

�.";n/n
.jxj � c/ D P

 
sup
1�j�n

jM"
tj j � c

!
� 1

c
E

"
sup
1�j�n

jM"
tj j
#

� 1

c

nX

jD1
E

h
jM"

tj j
i

D 1

c

nX

jD1

Z
jxj �"tj.dx/:
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Now, by Lemma 2, for 1 � j � n,

sup
0<"<1

Z
jxj �"tj.dx/ < 1:

Thus,

lim
c!C1 sup

0<"<1

�.";n/n
.jxj � c/ D 0;

which yields the tightness of f�.";n/n I 0 < " < 1g. ut
Let U be an ultrafilter on .0; 1/ such that limU " D 0. As a consequence of the
previous lemma, the family of probabilities on R

n: .�.";n/n ; " > 0/, weakly converges
(with respect to U ) to a probability which we denote by �.n/n . We remark that, by
Lemma 4, for any t � 0, �.1/.t/ D �t. By Kolmogorov’s extension theorem, there
exists a process .Mt; t � 0/ such that, for every n 2 N and every n D .t1; � � � ; tn/ 2
R

nC, the law of .Mt1 ; � � � ;Mtn/ is �.n/n . Since for any t � 0, �.1/.t/ D �t, the process
M D .Mt; t � 0/ is associated to .�t; t � 0/. Moreover, by Proposition 6, M
satisfies the Lipschitz-Markov property, and by Lemma 2 and Proposition 7, M is
a martingale. By the classical theory of martingales (see, for example, [1]), almost
surely, for every t � 0,

QMt D lim
s!t;s2Q;s>t

Ms

is well defined, and . QMt; t � 0/ is a right-continuous martingale which, by the right-
continuity of .�t; t � 0/, is associated to .�t; t � 0/. Besides, it is easy to see that
QM still satisfies the Lipschitz-Markov property. Modifying QM on a negligible set, we

may assume that QM is a càdlàg process and, moreover,

8t 2 QC; QMt D Mt a.s.

ut
3.3 The General Case

We now obtain, by approximation, a proof of Kellerer’s theorem in the general case.

Theorem 4. Let .�t; t � 0/ be a peacock. Then there exists a martingale associated
to .�t; t � 0/ and satisfying the Lipschitz-Markov property.

Proof. We consider a peacock .�t; t � 0/ and we set C.t; x/ D C�t .x/.
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Lemma 6. There exists a countable set D 	 RC such that the map:

t �! �t 2 M

is continuous at any s 62 D.

Proof. By property 2 in Proposition 3, there exists a countable set D 	 RC such
that, for every x 2 Q, the map:

t �! C.t; x/

is continuous at any s 62 D. Since

8x; y; t; jC.t; y/ � C.t; x/j � jy � xj;

this continuity property holds for every x 2 R. It suffices then to apply Proposition 2,
taking into account Proposition 4. ut
We may write D D fdnI n 2 Ng. For p 2 N, we denote by .k.p/n ; n � 0/ the
increasing rearrangement of the set:

fk 2�pI k 2 Ng [ fdjI 0 � j � pg:
We define .�.p/t ; t � 0/ by:

�
.p/
t D k.p/nC1 � t

k.p/nC1 � k.p/n

�
k
.p/
n

C t � k.p/n

k.p/nC1 � k.p/n

�
k
.p/
nC1

if t 2 Œk.p/n ; k.p/nC1�.

Lemma 7. The following properties hold:

(i) .�.p/t ; t � 0/ is a peacock and the map: t �! �
.p/
t 2 M is continuous.

(ii) For any t � 0, the set f�.p/t I p 2 Ng is uniformly integrable.
(iii) For t � 0, limp!1 �

.p/
t D �t in M .

Proof. Properties (i) and (iii) are clear by construction. Property (ii) follows directly
from Proposition 4. ut
By Theorem 3, there exists, for each p, a martingale .M.p/

t ; t � 0/which is associated
to .�.p/t ; t � 0/ and satisfies the Lipschitz-Markov property. For any n 2 N and
n D .t1; � � � ; tn/ 2 R

nC, we denote by �
.p;n/
n the law of .M.p/

t1 ; � � � ;M.p/
tn /, a

probability measure on R
n. The proof of the following lemma is quite similar to

that of Lemma 5, hence we omit this proof.

Lemma 8. For every n 2 N and n 2 R
nC, the set of probability measures

f�.p;n/n I p � 0g, is tight.
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Let now U be an ultrafilter on N, which refines Fréchet’s filter.1 As a consequence
of the previous lemma, for every n 2 N and every n 2 R

nC, lim
U
�.p;n/n

exists in M

and we denote this limit by �.1;n/
n . By property (iii) in Lemma 7, �.1;1/

.t/ D �t. By
Kolmogorov’s extension theorem, there exists a process M D .Mt; t � 0/ such that,
for every n 2 N and every n D .t1; � � � ; tn/ 2 R

nC, the law of .Mt1 ; � � � ;Mtn/ is

�
.1;n/
n . In particular, this process .Mt; t � 0/ is associated to .�t; t � 0/. Moreover,

by Proposition 6, M satisfies the Lipschitz-Markov property, and by property (ii) in
Lemma 7 and Proposition 7, M is a martingale. ut

4 Related Results

The following definition was first introduced by Lowther in [7], and also plays a
central role in [8, 9].

Definition 3. Let X D .Xt; t � 0/ be an R-valued stochastic process. Then:

1. X is strong Markov if for every bounded, measurable g W R �! R and every
t � 0, there exists a measurable f W RC � R �! R such that

f .;X / D EŒg.XCt/jF �

for every stopping time  .
2. X is almost-continuous if it is càdlàg, continuous in probability, and given any

two independent, identically distributed càdlàg processes Y;Z with the same
distribution as X and for every 0 � s < t we have

P.Ys < Zs ; Yt > Zt and Yu 6D Zu for every u 2 .s; t// D 0:

3. X is an almost-continuous diffusion (abbreviated to ACD) if it is strong Markov
and almost-continuous.

The main result of [8] is the following theorem:

Theorem 5 ([8], Theorem 1.3). Let .�t; t � 0/ be a peacock such that the map:

t � 0 �! �t 2 M

is continuous. Then there exists an ACD martingale which is associated to
.�t; t � 0/, and it is unique in law.

On the other hand, the Lipschitz-Markov property entails the strong Markov
property:

1At this place, it seems that the use of filters rather than sequences is necessary, since we
have to consider a convergence in a uncountable product of spaces of probabilities, namely:Q

n2N
.M .Rn//

R
n
C .
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Proposition 8 ([9], Lemma 4.2). Let X be a càdlàg, R-valued process which
satisfies the Lipschitz-Markov property. Then it is strong Markov.

As a consequence, the martingale appearing in the statement of Theorem 3 is
strong Markov. Note that a kind of converse of Proposition 8 holds (see also
[7, Theorem 1.5]):

Proposition 9 ([9], Lemma 4.3). If X is an ACD local martingale, then X satisfies
the Lipschitz-Markov property.

The following result concerns the stability with respect to the f.d. convergence.

Theorem 6 ([9], Theorem 1.2). If .M.i//i2I is a family of ACD martingales which
f.d. converges on a dense subset of RC to a process X which is càdlàg and
continuous in probability, then X is an ACD.

It follows from what precedes that if .�t; t � 0/ is a peacock such that the map:

t � 0 �! �t 2 M

is continuous, the martingale QM “constructed” in the proof of Theorem 3 is the
unique ACD martingale associated to .�t; t � 0/ (and, in particular, it is independent
of the ultrafilter U and of the regularization process). About the continuity of QM,
we may use the following remarkable result, the proof of which relies on [7].

Theorem 7 ([9], Lemma 1.4). Let X be an almost-continuous process. If the
support of the law of Xt is connected for every t in RC outside of a countable set,
then X is continuous.

Finally, we obtain from what precedes:

Theorem 8. Suppose that .�t; t � 0/ is a peacock such that the map:

t � 0 �! �t 2 M

is continuous, and such that the support of �t is connected for every t in RC outside
of a countable set. Then there exists one and only one continuous, strongly Markov
martingale which is associated to .�t; t � 0/.
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Part VII
Statistics: Theory and Methods



Empirical Likelihood and Ranking Methods

Mayer Alvo

1 Introduction

In the parametric setting, when the joint distribution of the observations is known
up to one or more parameters, likelihood methods in statistics have been effectively
used to provide tests of hypotheses and confidence intervals. On the other hand,
estimating equation methods have been used in estimation problems when the
complete probability distribution is not specified. Boos [4] discusses the use of
score tests in this more general context. Aitchison and Silvey [1] considered
maximum likelihood estimation and hypothesis testing subject to constraints on the
parameters. In cases when the likelihood function is misspecified, serious errors
in inference can result. Empirical likelihood is a nonparametric technique that is
entirely data driven. Owen [11] provides a thorough and excellent treatment of
the subject and discusses its relation to the bootstrap. Qin and Lawless [12] have
extended empirical likelihood methods to deal with constraints on parameters.
DiCiccio, Hall and Romano [5] have shown that unlike the bootstrap, empirical
likelihood is Bartlett-correctable, thus yielding second order approximations.

In a series of articles, Alvo and Cabilio generalized ranking methods to deal with
tests of trend and the analysis of two-way layouts. The test statistics developed were
motivated by notions of distance between permutations. Liu et al. [9] have described
a rank-based empirical likelihood approach for inference on population medians.
The goal of the present article is to apply empirical likelihood methods to various
problems in two-way layouts involving the use of ranks and to compare with the
previous results of Alvo and Cabilio. In Sect. 2 we introduce the usual problem of
testing for concordance and place it in the context of empirical likelihood. In Sect. 3,
we discuss generalizations and applications to the multi-sample situation.
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2 Empirical Likelihood Methods

Suppose that Yij for 0 � j � r; 1 � i � n; represent the jth response of k D r C 1

treatments in the ith replication. Let Yij have a continuous cumulative distribution
function Fij: We would like to test the hypothesis

H0 W Fi0 D : : : D Fir; i D 1; : : : ; n (1)

against the alternative

H1 W Fij .x/ D Fi


x � �j

�
; 0 � j � r; i D 1; : : : ; n : (2)

Let Rij denote the rank of Yij among the k responses fYi0;Yi1; : : : ;Yirg : Since

Rij D 1C
rX

tD0
IŒYij>Yit�

it follows that

ERij D 1C
rX

tD0
P


Yij > Yit

�

which clearly depends on � D .�1; : : : ; �k/
0 : We shall further assume that the

k�dimensional distributions fFi .�; : : : ; �/ ; i D 1; : : : ; ng are independent and iden-
tical to some cumulative distribution function F .�; : : : ; �/ : As well, we suppose
that F .�; : : : ; �/ is differentiable and symmetric in its arguments. In that case, it
is possible to drop the first subscript and consider the random vector of ranks
R D fR0;R1; : : : ;Rrg. Under the null hypothesis (1), all rankings are equally likely
in the space P D f$ig of all possible kŠ permutations, where$ is a column vector
permutation of the integers .1; 2; : : : ; k/. It follows that for any components R;R0

P .R D i/ D 1

k
;P


R D i;R0 D j

� D 1

k .k � 1/ ; i ¤ j

and consequently

ER D .k C 1/

2
;VarR D k2 � 1

12
;Cov



R;R0� D �k C 1

12
:

The covariance matrix

Cov .R/ D

8
<̂

:̂

k2�1
12

� kC1
12

on the diagonal

off the diagonal
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is a k � k singular matrix of rank .k � 1/ : Let 1k be a k�dimensional vector of ones
and let T be the k � kŠ matrix given by

T D
�
$1 � k C 1

2
1k; : : : ;$kŠ � k C 1

2
1k

�
:

Noting that

kŠX

iD1
$i D .k � 1/Š

�
k .k C 1/

2

�
1k

and

R D
kŠX

iD1
$iIŒRD$i�

it follows that

ER D
kŠX

iD1
$iP .R D$i/

D
kŠX

iD1
$i�i

D T� C k C 1

2
1k (3)

where � D .�1; : : : ; �kŠ/
0.

In view of the fact that the covariance matrix of R is singular, we shall consider
instead the reduced ranking S D fR1; : : : ;Rrg : The covariance matrix of S is
nonsingular of full rank r with

Cov .S/ D

8
<̂

:̂

k2�1
12

� kC1
12

on the diagonal

off the diagonal
:

The inverse takes the form of

.Cov .S//�1 D 12

k.k C 1/

8
<

:

2

1

on the diagonal

off the diagonal

D 12

k.k C 1/
.Jr C Ir/

where Jr is an r � r matrix of ones and Ir is the identity matrix of order r.
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Set � D ES: Let us consider an empirical likelihood approach for testing
hypotheses about the mean � [11]. Suppose that we observe a random sample
of n rankings S1; : : : ;Sn and suppose that �



Yij; 0 � j � r;�

�
is a vector valued

function: Let �0 be a fixed point of � for which the variance-covariance matrix of
�


Yij; 0 � j � r;�0

�
is finite and has rank q > 0: Let wi be the probability mass

placed at
˚
Yij; 0 � j � r

�
: If �0 satisfies E



�


Yij; 0 � j � r;�0

�� D 0; then

lE .�0/ D �2 logR .�0/ ! �2q (4)

where the profile empirical likelihood ratio function is given by

R .�/ D max

(
˘ n

iD1nwij
nX

iD1
wi�



Yij; 0 � j � r;�

�D 0;wi � 0;

nX

iD1
wi D 1

)
:

(5)
We now choose

�


Yij; 0 � j � r;�

� D .Si � �/ ; q D r;�0 D k C 1

2
1r :

The results of the maximization adapted to this choice show that an empirical log
likelihood-ratio statistic lE .�/ for the mean can be obtained with

Owi D 1

n

1

f1C t0 .Si � �0/g
; i D 1; : : : ; n (6)

and t is a .r � 1/ � 1 vector of Lagrange multipliers satisfying

nX

iD1

.Si � �0/

1C t0 .Si � �0/
D 0:

Owen (Theorem 3.2 p.219) has shown that ktk D Op

�
n� 1

2

�
; and

lE .�0/ D n

 NS � �0

�0
.Cov .S//�1


 NS � �0

�C op .1/ (7)

where NS Dn�1 .S1 C : : :C Sn/ and that hence lE .�0/ !d �2k�1: The empirical
likelihood ratio test would then reject the null hypothesis whenever

lE .�0/ D �2
X

log .n Owi/ > �
2
k�1 .˛/

where �2k�1 .˛/ is the upper 100.1 � ˛/% point of a chi-square distribution with
.k � 1/ degrees of freedom and the f Owig are given in (6).
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As in Owen, a 100.1� ˛/% confidence region may be written as

Cr;n D
(

nX

iD1
OwiSij˘ n

iD1n Owi � r

)

with r D exp
�
��2k�1.˛/

2

�
:

We may now relate (7) to the vector of relative frequencies O�: Setting NR0 D
n�1P

i R0i; we have


 NS � �0

�0
.Cov .S//�1


 NS � �0

�

D 12

k.k C 1/


 NS � �0

�0
.Jr C Ir/


 NS � �0

�

D 12

k.k C 1/


 NS � �0

�0 

1r10

r C Ir
� 
 NS � �0

�

D 12

k.k C 1/

n
 NS � �0

�0 

1r10

r

� 
 NS � �0

�C 
 NS � �0

�0 
 NS � �0

�o

D 12

k.k C 1/

(�
NR0� k C 1

2

�2
C 
 NS � �0

�0 
 NS � �0

�
)

D 12

k.k C 1/

n
 NR � �0

�0 
 NR � �0

�o

D 12

k.k C 1/
.T O�/0 .T O�/ (8)

since T�0 D kC1
2

T1r D 0. We recognize that (8) is the usual Friedman statistic (see
Alvo, Cabilio and Feigin [3]) and that in view of (3)

.T O�/0 .T O�/ D
kX

iD0

�
NRi � .t C 1/

2

�2

where NRi is the average of the ranks assigned to object i: Hence, the empirical log
likelihood-ratio statistic is asymptotically equivalent in distribution to the Friedman
statistic. As such, the Friedman statistic shares, at least asymptotically, many of
the properties of the empirical likelihood ratio statistic. Specifically, we can obtain
narrower confidence intervals for the mean [11].

The expression for the power function may be derived from Sen [13]. Specifi-
cally, it was shown that the power function for the Friedman statistic is given by the
non central chi square with noncentrality parameter
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� D nk

k C 1

�Z 1

�1
f .x; x/ dx

�2 rX

jD0
�2j

where f .�; �/ is the joint marginal density function derived from F .�; �; : : : ; �/ of any
pair of elements.

3 General Block Designs

The methods of empirical likelihood may be generalized to deal with general block
designs. Suppose that t objects are ranked kh at a time 2 � kh � t by b judges
(blocks) independently, h D 1; : : : ; b; in such a way that each object is presented to
ri judges and each pair of objects .i; j/ is presented together to �ij of these judges,
i; j D 1; : : : ; t. For a balanced incomplete block design (BIBD), kh D k; ri D r;
�ij D � and we must have that

bk D rt

� .t � 1/ D r .k � 1/ :

In the complete ranking situation kh D t; r D b D �: We would like to test the
hypothesis of no treatment effect; that is each judge selects the ranking at random
from the space of khŠ permutations of the integers .1; : : : ; kh/: In order to consider
the asymptotics in this situation we shall allow n replications of such basic designs.
Alvo and Cabilio [2] introduced the notion of compatibility in order to deal with
precisely such a situation. We recall

Definition 1. The complete ranking � of t objects is said to be compatible with an
incomplete ranking �� of a subset of k of these objects, 2 � k � t; if the relative
ranking of every pair of objects ranked in �� coincides with their relative ranking
in �:

As an example, the incomplete ranking �� D .2;�; 1/ is compatible with each
of the rankings in the class

C


��� D f.2; 3; 1/ ; .3; 2; 1/ ; .3; 1; 2/g :

We may arrange the complete rankings in a fixed but arbitrary order and then
specify by means of a matrix all the compatible classes corresponding to the missing
pattern. Let �1 D .1; 2; 3/ ; �2 D .1; 3; 2/ ; �3 D .2; 1; 3/ ; �4 D .2; 3; 1/ ; �5 D
.3; 2; 1/ ; �6 D .3; 2; 1/. Then the compatibility matrix corresponding to rankings
whereby only objects one and three are ranked
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C D

�1
�2

�3
�4
�5

�6

0
BBBBBBB@

1 0

1 0

1 0

0 1

0 1

0 1

1
CCCCCCCA

:

Here the columns of the matrix correspond to the incomplete rankings .1;�; 2/,
.2;�; 1/ respectively. Alvo and Cabilio [2] have shown that for a specific pattern of
missing observations for each of the b blocks, the matrix of scores is given by

T� D 

T�
1 jT�

2 j : : : jT�
b

�

D T

�
k1Š

tŠ
C1jk2Š

tŠ
C2j : : : jkbŠ

tŠ
Cb

�

where Ci is the compatibility matrix for block i: This decomposition suggests that
we may define an empirical likelihood test for each block separately. In view of
the independence of the observations in each block, the profile empirical likelihood
ratio function for the general block design will be the sum of the individual profile
empirical likelihood ratio function for each block. Consequently,

lE .�0/ D n
bX

hD1


 NS�
h � �h0

�0 

Cov



S�

h

���1 
 NS�
h � �h0

�C op .1/

D n


T� O��0 � � 
T� O��C op .1/ ! �2rank.� /

where NS�
h is the vector whose components are the averages of the ranks in block h,

O� D . O�1j O�2j : : : j O�b/ ;�0 D .�10j�20j : : : j�b0/

and

� D
bX

hD1

1

khŠ

�
khŠ

tŠ
Ch

��
khŠ

tŠ
Ch

�0
:

In the special case of the BIBD, it can be shown that

lE .�0/ ! �2t�1 :

Specific results for general designs may be obtained from Alvo and Cabilio [2]
who obtained the eigenvalues of � for general cyclic designs and group divisible
designs.
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4 Two Sample Problems

Consider now the two sample problem. Suppose that Ylij for 0 � j � r; 1 � i �
nl; l D 1; 2 represent the jth response of k D r C 1 treatments in the ith replication,
lth population. Let Ylij have a continuous cumulative distribution function Flij: We
assume that Flij .x/ D Flj .x � �l/ for all 1 � i � nl: We would like to test the null
hypothesis

H0 W Flij .x/ D Fj .x/

against the alternative

H1 W Flij .x/ D Fj .x � �l/ :

Let Rlij denote the rank of Ylij among the k responses fYli0; : : : ;Ylikg and let Sli D
.Rli1; : : : ;Rlik/ be the ith vector of rankings in the lth population. We shall suppose
that we observe a random sample of nl rankings fSlig ; l D 1; 2: Set � l D ESli;� D
�2 � �1 and using the Neyman-Scott [10] parametrization, set

�1 D � � n2
n1

�;�2 D � � n1
n2

�:

Under the null hypothesis, � D 0: Suppose that�l


Ylij; 0 � j � r; 1 � i � nl;�; �

�

is a vector valued function: Let �0 be a fixed point of � for which the variance-
covariance matrix of �l



Ylij; 0 � j � r; 1 � i � nl;�; �

�
is finite and has rank q >

0: Let wli be the probability mass placed at

�l


Ylij; 0 � j � r; 1 � i � nl;�; �

�
:

If �0 satisfies

E


�l


Ylij; 0 � j � r; 1 � i � nl;�; �0

�� D 0;

then we shall show that

lE .�; �0/ D �2 logR .�; �0/ ! �2q

where the profile empirical likelihood ratio function is given by

R .�; �/

D max

(
˘2

lD1˘
nl
iD1nlwlij

2X

lD1

nlX

iD1
wli�l



Ylij; 0 � j � r; 1 � i � nl;�; �

�D 0;

wij � 0;

nlX

iD1
wij D 1

)
:
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The maximization is solved by using Lagrange multipliers. The Lagrangian is

L D
X

l

X

i

log wli �
2X

lD1
�l

 
nlX

iD1
wli � 1

!

�
X

l

nltl
X

i

wli�l


Ylij; 0 � j � r; 1 � i � nl;�; �

�

where f�l; tlg are the Lagrange multipliers. Following Liu et al. [9], and setting

�l


Ylij; 0 � j � r; 1 � i � nl;�; �

� D .Sli � � l/ ; q D r;

we see that

Owli D 1

nl

1˚
1C t0

l .Sli � � l/
� ; i D 1; : : : ; nl; l D 1; 2

and tl is a .r � 1/ � 1 vector of Lagrange multipliers satisfying

nlX

iD1

.Sli � � l/

1C t0
l .Sli � � l/

D 0;l D 1; 2:

Owen (Theorem 3.2 p.219) has shown that ktlk D Op

�
n

� 1
2

l

�
; for each l D 1; 2:

Moreover, it can be seen that under the null hypothesis

lE .�/ D
2X

lD1
nl

 NSl � �

�0
.Cov .S//�1


 NSl � �
�C op .1/

where NSlDn�1
l

Pnl
iD1 Sli: Estimating � by

O� D n1 NS1 C n2 NS2
n1 C n2

we have that

lE . O�/ D n1n2
n1 C n2


 NS1�NS2
�0
.Cov .S//�1


 NS1�NS2
�C op .1/

from which it follows that lE . O�/ !d �
2
k�1 as n ! 1; with nl=n ! �l; l D 1; 2:

It can be seen that the empirical likelihood ratio test is asymptotically equivalent
to the Feigin and Alvo [6] two-sample test. The Cov .S/ can be estimated as
described in Feigin and Alvo [6].
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5 Other Test Statistics

Test statistics other than the mean ranking can be considered using the empirical
likelihood approach. Specifically we may consider the Kendall score function
sgn



Yiq2 � Yiq1

�
which represents the level of agreement between the ranking of

judge i and the complete natural ordering f1; 2; : : : ; tg with respect to the paired
comparison of the objects q1; q2: The parameter of interest in that case is

 D
Z Z

sgn .y11 � y21/ sgn .y12 � y22/ dF .y1/ dF .y2/

where y1 D .y11; y12/ ; y2 D .y21; y22/ have common distribution F. For independent
variables Y1;Y2; the parameter  represents the covariance of the sign of the dif-
ference between the first coordinates and the sign of the difference between the
second coordinates. This shows that the empirical likelihood approach is much more
generally applicable to new situations.

6 Simulations

It is well known that the chi square distribution is not a good approximation to
the null distribution of the Friedman statistic for small and even moderate sample
sizes [7]. Unfortunately, a Bartlett correction for this test statistic is not possible
since the condition

lim sup
ktk!1

��EeitX
�� < 1

is not satisfied for lattice random variables. Jensen [8] obtained an O. 1
n
1
2

/ approx-

imation. In view of the asymptotic equivalence of the Friedman statistic to the
empirical likelihood ratio test, we may consider a calibration mentioned by Owen
(p.33–35) which involves using the bootstrap. Specifically, for b D 1; : : : ;B and
i D 1; : : : ; n let S�b

i be independent random vectors sampled from among the
rankings S1; : : : ;Sn: This resampling can be implemented by drawing nB random
integers J .i; b/ independently from the uniform distribution on .1; : : : ; n/ and
setting S�b

i D SJ.i;b/: Now let

C�b D �2 logR�b

 NS�

where

R�b

 NS� D max

(
˘ n

iD1nwij
nX

iD1
wi


S�b

i � NS�D 0;wi � 0;

nX

iD1
wi D 1

)
:
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Define the order statistics C.1/ � C.2/ � : : : � C.B/:We may now compare the 95%
critical value C.0:95B/ with that of the appropriate Chi square. We do not pursue this
further in this paper.

7 Conclusion

In this paper, we applied the methods of empirical likelihood to various non-
parametric problems involving ranking data. Specifically, it was shown that the
Friedman statistic has an empirical likelihood interpretation. This should enable us
to construct narrower confidence intervals for the treatment means. As well, it was
shown that empirical likelihood methods can be applied to the two sample problem
as well as to various block design situations.
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Asymptotic and Finite-Sample Properties
in Statistical Estimation

Jana Jurečková

1 Introduction

Consider first the problem of estimating the shift parameter � based on observations
X1; : : : ;Xn; distributed according to distribution function F.x ��/: Parallel problem
consists of estimating the regression parameter in model Yi D x>

i ˇ C ei; i D
1; : : : ; n. Many estimators of � are asymptotically normally distributed, which is
proven with the aid of the central limit theorem. The word “central” is suitable,
because it approximates well the central part, but less accurately the tails of the
true distribution of the estimator. The leading idea of robust estimators was their
assumed resistance to heavy-tailed distributions and to the gross errors. However,
while they are often asymptotically normal, we can show that they themselves can
be heavy-tailed for any finite n.

Another interesting fact is that though many estimators are asymptotically
admissible with respect to quadratic or generally to convex risk functions, some of
them are not finite-sample admissible for any distribution at all, and cannot be even
Bayesian. This is true mainly for trimmed estimators, as the median, trimmed mean
or the trimmed least squares estimator. Generally this is true for many estimators
with bounded influence functions; cf. [6, 7].

If we do not know F exactly, we usually take recourse to robust estimators,
less sensitive to the outlying observations and to the gross errors. Well-known
are the classes of M-, L- and R-estimators, each of which containing elements,
asymptotically normal and efficient for specific distributions. In the family of
symmetric contaminated distributions, F D .1 � "/F C "H; H 2 H with
unimodal central distribution F, any of these classes contains an element with the
mini-maximally optimal asymptotic variance over F . Under a fixed F; we can
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obtain the M-, L- and R-estimators with identical influence functions by a suitable
transformation (dependent on F) of the respective score (weight) function. However,
the influence function characterizes the statistical functional rather than its finite-
sample estimator, and the M-, L- and R-estimators can behave differently for finite n.

The asymptotic approach often stretches the truth; when the number of observa-
tions is finite, the distribution of a robust estimator is far from normal, and it inherits
the tails from the parent distribution F: From this point of view, the estimator is non-
robust. Our purpose in the present paper is to illustrate some distinctive differences
between the asymptotic and finite-sample properties of robust estimators. We
shall devote attention to the tail-behavior of M-estimators and of their one-step
versions, and generally to the tail-behavior of equivariant estimators. Concerning
the one-step version T.1/n of estimator Tn; starting with an initial estimator T.0/n ;

it is interesting though not well known that while asymptotic properties of T.1/n

depend on those of non-iterated Tn; its finite-sample properties rather depend on
the initial T.0/n : The finite-sample properties of an estimator depend on its finite
sample distribution; we shall illustrate the exact finite-sample densities of some
equivariant estimators. However, to calculate the density numerically requires a
multiple numerical integration, for which a very good approximation is needed. We
recommend the saddle-point approximation, which is very precise even for a very
small n.

2 Tail-Behavior of Equivariant Estimators

2.1 Estimation of Shift Parameter, i.i.d. Observations

Let X1; : : : ;Xn be a random sample from an unknown distribution function
F.x � �/; where F is absolutely continuous with positive density f : For the sake
of identifiability of �; assume that f is symmetric around 0, or another condition
guaranteeing the identifiability. Suppose that F is heavy-tailed in the sense that

lim
x!1

� ln.1� F.x//

m ln x
D 1; for some m > 0: (1)

Then, for x > 0;

1 � F.x/ D x�mL.x/ (2)

where L.x/ is slowly varying at infinity, i.e. limx!1 L.ax/
L.x/ D 1 8a > 0:

For that, we should verify that Lm.x/ D xm.1�F.x// is slowly varying at infinity.
Indeed, for x > 0 and any a > 0 fixed, under (1)
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ln

�
Lm.ax/

Lm.x/

�
D m ln a C ln.1 � F.ax//� ln.1 � F.x//

D m ln a C
�

ln.1� F.ax//

m ln.ax/

�
� m ln.ax/�

�
ln.1 � F.x//

m ln x

�
� m ln x ! 0

as x ! 1; and it confirms (2). In that case F belongs to domain of attraction of the
Fréchet distribution. Conversely, (2) implies (1).

Let Tn D Tn.X1; : : : ;Xn/ be a translation equivariant estimator of �; further
satisfying the following natural condition:

min
1�i�n

Xi > 0 ) Tn.X/ > 0; max
1�i�n

Xi < 0 ) Tn.X/ < 0: (3)

Tail-behavior of Tn can be characterized by means of a measure proposed in [3]:

B.a;Tn/ D � ln P� .jTn � � j � a/

� ln.1 � F.a//
D � ln P0.jTnj � a/

� ln.1 � F.a//
(4)

and its values for a � 0: If Tn satisfies (3), then under any fixed n

1 � lim inf
a!1 B.a;Tn/ � lim sup

a!1
B.a;Tn/ � n

(see [3] for the proof). Particularly, if lima!1 B.a;Tn/ D �n > 0 and F is heavy-
tailed with tail index m; then

P0.Tn � a/ D a�m�n L1.a/; L1 slowly varying at infinity;

hence Tn is also heavy-tailed. Specifically, it applies also to median QXn and to the
M-estimator Mn with bounded  -function, where �n D n

2
: It means that QXn and Mn

are heavy-tailed with the tail index mn
2
: It is finite for every n; though increasing with

n; which classifies the distribution of these estimates as heavy-tailed for any finite
n. The distribution of estimates is light-tailed (normally, exponentially tailed) only
under n D 1: The sample mean NXn has �n � 1I thus NXn is heavy-tailed with the tail
index m for any n < 1:

2.2 Estimation of Shift Parameter, Non-identically
Distributed Observations

Let us now consider the case where the Xi; i D 1; : : : ; n are independent, but
non-identically distributed, Xi having continuous distribution function Fi.x � �/;

symmetric around �; and heavy-tailed in the sense that

1 � Fi.x/ D x�mi Li.x/; 0 < mi < 1; Li slowly varying at infinity, i D 1; : : : ; n:
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Denote

m� D minfmi; 1 � i � ng m� D maxfmi; 1 � i � ng:

If we are not aware of the difference between F1; : : : ;Fn; we automatically use an
equivariant estimate Tn satisfying (3) as before. Then even its tail behavior cannot
be exponentially-tailed. In fact, as proven in [8],

a�m�

L.a/ � P� .Tn � � > a/ � a�m�L.a/ for a > a0;

where L.�/ is slowly varying at infinity. Particularly, if X1; : : : ;Xn are heteroscedastic
in the sense that Fi.x/ � F.x=�i/; i D 1; : : : ; n; then m1; : : : ;mn coincide. Hence,
the heteroscedasticity does not affect the tail index of Tn; which is always equal
to m:

2.3 Estimation of Regression Parameter

Consider the linear model Yn D Xnˇ C en with a fixed (nonrandom) design matrix
Xn of order n�p and of rank p; with the rows x>

i ; i D 1; : : : ; n: The vector of errors
en consists of n independent components, identically distributed with a symmetric
distribution function F such that 0 < F.z/ < 1; z 2 R

1: Let Tn be an estimator of
ˇ; regression equivariant in the sense

Tn.Y C Xb/ D Tn.Y/C b; 8b 2 R
p:

He et al. [2] extended the tail measure (4) to Tn in the linear model in the following
way:

B.a;Tn/ D � ln P


maxi jx>

i .Tn � ˇ/j > a
�

� ln .1 � F.a//
; a � 0: (5)

The same authors showed that if there exists at least one non-positive and one non-
negative residual ri D Yi � x>

i Tn; then lim supa!1 B.a;Tn/ � n: The properties
of this measure were further studied by Mizera and MRuller [12] and Portnoy and
Jurečková [13], and this measure was extended to multivariate models by Zuo ([15,
16] and [17]). Jurečková, Koenker and Portnoy [11] studied the tail behavior of the
least-squares estimator with random (possibly heavy-tailed) matrix X:

It is traditionally claimed that robust estimators are insensitive to outliers in Y
and to heavy-tailed distributions of model errors. However, we can show that an
equivariant estimator Tn in the linear model is still heavy-tailed for any finite n
provided the distribution function F is heavy-tailed, even if X is non-random. More
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precisely, if Tn is a regression equivariant estimator of ˇ such that there exists at
least one non-negative and one non-positive residual ri D Yi � x>

i Tn; i D 1; : : : ; n;
then

Pˇ .kTn � ˇk > a/ � a�m.nC1/L.a/

where L.�/ is slowly varying at infinity. Hence, the distribution of kTn �ˇk is heavy-
tailed under every finite n (see [8] for the proof).

2.4 Tail-Behavior of M-Estimator of Regression Parameter

The class of M-estimators defined as

Tn D arg min
b2Rp

n nX

iD1
�.Yi � x>

i b/
o

covers the Huber estimator and some redescending M-estimators. Assume that F is
symmetric with nondegenerate tails (heavy or light) and such that

lim
a!1

� ln.1 � F.a C c//

� ln.1 � F.a//
D 1 for 8c > 0:

Following [12], we suppose that � satisfies the conditions (discussed in [12] in
detail):

(i) � is absolutely continuous, nondecreasing on Œ0;1/; �.z/ � 0;

�.z/ D �.�z/; z 2 R
1:

(ii) �.z/ is unbounded and its derivative  .z/ is bounded for z 2 R
1:

(iii) � is subadditive in the sense that there exists L > 0 such that
�.z1 C z2/ � �.z1/C �.z2/C L for z1; z2 � 0:

Define

m� D m�.n;X; �/

D min
n
card M W

X

i2M
�.x>

i b/ �
X

i…M
�.x>

i b/ for some b ¤ 0
o

where M runs over subsets of N D f1; 2; : : : ; ng: Then it is proven in [5] that

lim inf
a!1 B.a;Tn/ � m�:

It means that m� is the lower bound for the tail behavior of M-estimator generated
by � and it coincides with the lower bound derived in [12] for the finite-sample
breakdown point of the M-estimator Tn.



384 J. Jurečková

3 One-Step Version of an Estimator, Its Tail-Behavior
and Breakdown Point

A broad class of estimators Tn of ˇ admit a representation

Tn.Y/ D ˇ C 1

�
.X>

n Xn/
�1

nX

iD1
xi .Yi � x>

i ˇ/C Rn;

kRnk D op.kX>
n Xnk�1=2/ (6)

with a suitable function  and a functional � D �. ;F/:
The one-step version of Tn is defined as the one-step Newton-Raphson iteration

of the system of equations
Pn

iD1 xi .Yi �x>
i b/ D 0; even when the estimator is not

a root of this system (as in the case of L1-estimator or of other M-estimators with
discontinuous  ).

Let us start with a consistent initial estimator T.0/n of ˇ; satisfying
n1=2.T.0/n � ˇ/ D Op.1/: The one-step version of Tn is defined as

T.1/n D
8
<

:
T.0/n C 1

n O�n
.Q�

n /
�1Pn

iD1 xi .Yi � x>
i T.0/n / : : : if O�n ¤ 0

T.0/n : : : otherwise

where Q�
n D n�1X>

n Xn: The two-step or the k-step versions of Tn are defined
analogously for k D 2; 3; : : :. Here we assume that � ¤ 0 and that O�n is a consistent
estimator of � such that 1 � .�= O�n/ D Op.n�1=2/: For possible regression invariant
estimates of � we refer the reader to [9].

While the asymptotic properties of T.1/n depend on those of the non-iterated
estimator Tn; its finite-sample breakdown point depends on that of initial T.0/n (see
[13]). There is a conjecture that even more finite sample properties of T.1/n depend
solely on the initial estimator. We shall illustrate this phenomenon at least in the
special case of location model:

3.1 One-Step Version in the Location Model

Let Tn be an equivariant estimator of a location parameter and T.0/n be an equivariant
initial estimator. Consider a modified one-step version of Tn W

T.1/n D
(

T.0/n C O��1
n Wn : : : if j O��1

n Wnj � c; 0 < c < 1
T.0/n : : : otherwise
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where Wn D n�1Pn
iD1  .Yi � T.0/n / D Op.n�1=2/: Then T.1/n � Tn D op.n�1=2/ and

T.1/n is also equivariant. Surprisingly, the tail behavior of T.1/n and of T.k/n depends
more on that of T.0/n than on the tail-behavior of non-iterative Tn: The following
theorem is proven in [5]:

Theorem 1. Let Y1; : : : ;Yn be a sample from a population with distribution
function F.y � �/; F symmetric and increasing on the set fx W 0 < F.x/ < 1g.
Let Tn be an equivariant estimator of � admitting the representation

Tn.Y/ D � C 1

n�

nX

iD1
 .Yi � �/C Rn; Rn D op.n

�1=2/

with a bounded skew-symmetric non-decreasing  : Then, for k D 1; 2; : : :

lim inf
a!1 B.T.0/n ; a/ � lim inf

a!1 B.T.k/n ; a/

� lim sup
a!1

B.T.k/n ; a/ � lim sup
a!1

B.T.0/n ; a/:

Example 1. (i) Let T.0/n D QXn be the sample median, n odd. Let Tn be an
equivariant estimator and T.k/n its k-step version starting with QXn: Then, under
the conditions of Theorem 1,

lim
a!1 B.T.k/n ; a/ D n C 1

2
for k D 1; 2; : : : :

(ii) Let T.0/n D NXn be the sample mean. Let Tn be an equivariant estimator and T.k/n

its k-step version starting with NXn: Then, under the conditions of Theorem 1,

lim
a!1 B.T.k/n ; a/ D

(
n if F is of type I (exponentially tailed)

1 if F is of type II (heavy tailed)

for k D 1; 2; : : : ; where the types I or II of F mean that its tails satisfy

lim
a!1

� ln.1 � F.a//

bar
D 1; b > 0; r � 1

lim
a!1

� ln.1 � F.a//

m ln a
D 1; m > 0;

respectively (see [3] for more details).
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4 Finite-Sample Density of Equivariant Estimators

The finite-sample properties of estimator Tn, including the moments, depend on its
entire scope, not only on its central part. The finite sample density can be sometimes
derived, though it does not have a simple form. For instance, let X1; : : : ;Xn be a
sample from the distribution with distribution function F.x � �/ where F has a
continuously differentiable density f and finite Fisher information. Denote by g� .t/
the density of a translation equivariant estimator Tn of �: Then (see [10])

g� .t/ D
Z

T.x1;:::;xn/�t
: : :

Z nX

iD1

f 0.xi � �/
f .xi � �/

nY

kD1
f .xk � �/dx1 : : : dxn

D E0

(
nX

iD1

f 0.Xi/

f .Xi/
I
h
T.X1; : : : ;Xn/ � t � �

i)
:

If Tn is a solution of the equation
Pn

iD1  .Xi � t/ D 0 with monotone ; then g� .t/
can be rewritten as

g� .t/ D E0

8
<

:

nX

iD1

f 0.Xi/

f .Xi/
I
h nX

jD1
 .Xj � .t � �// � 0

i
9
=

; :

To calculate it numerically means an n-fold integration, and we recommend to use
a saddle point approximation as it is more precise.

This density is numerically compared in [10] with its saddle-point approxima-
tion, developed in [1], for the Huber and maximum likelihood estimators, and
for various parent distributions, including the Cauchy. The numerical comparisons
demonstrate that the saddle-point approximations are very precise even for small
sample sizes, and thus can be recommended in applications. A similar approach
applies to the density of a regression quantile, derived in [4], and its saddle-point
approximation, computed in [14].
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8. Jurečková, J., Picek, J.: Finite-sample behavior of robust estimators. In: Chen, S., Mastorakis,
N., Rivas-Echeverria, F., Mladenov, V. (eds.) Recent Researches in Instrumentation, Measure-
ment, Circuits and Systems pp. 15–20. ISBN: 978-960-474-282-0. ISSN: 1792-8575
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[36] On the empirical process when parameters are estimated. Transactions of the
Seventh Prague conference on Probability and Statistics, 1974. Academia,
Prague 1977, 87–97 (with J. Komlós, P. Major, P. Révész, G. Tusnády).

[37] Recent developments in the theory of strong invariance approximations. La
Gazette des Sciences Mathématiques du Québec 1 (1977), 3–20 and 41–45
(Solicited).

1978
[38] How big are the increments of a multi-parameter Wiener process? Z.

Wahrscheinlichkeitstheorie verw. Gebiete 42 (1978), 1–12 (with P. Révész).
[39] Strassen type limit points for moving averages of a Wiener process. The

Canadian Journal of Statistics 6 (1978), 57–75 (with A.H.C. Chan and
P. Révész).

[40] Strong approximations of the quantile process. The Annals of Statistics 6
(1978), 882–894 (with P. Révész).

1979
[41] On the standardized quantile process. Optimizing Methods in Statistics (Ed.

J.S. Rustagi), 125–140. Academic Press 1979 (with P. Révész).
[42] Strong approximations of the Hoeffding, Blum, Keifer, Rosenblatt multivari-

ate empirical process. Journal of Multivariate Analysis 9 (1979), 84–100.
[43] How big are the increments of a Wiener process? The Annals of Probability

7 (1979), 731–737 (with P. Révész).
[44] How small are the increments of a Wiener process? Stochastic Processes and

their Applications 8 (1979), 119–129 (with P. Révész).
[45] Approximations of the empirical process when parameters are estimated.

The Annals of Probability, 7 (1979), 790–810 (with M.D. Burke, S. Csörgő,
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Papers to Appear

[227] Weak convergence of self-normalized partial sums processes. In [V3], this
volume (with Zh. Hu).

[228] On Bahadur-Kiefer type proesses for sums and renewals in dependent cases.
In Mathematical Statistics and Limit Theorems: Conference in Honor of
Paul Deheuvels (Hallin, M., Mason, D., Pfeifer, D., Steinebach, J.G., Eds.),
Springer, New York, (with E. Csáki).

Papers Under Review for Publication

[229] Strong approximations for long memory sequences based partial sums,
counting and their Vervaat processes. [arXiv:1302.3740v] [math. PR] (with
E. Csáki and R. Kulik).

[230] Randomized pivots for means of short and long memory linear
processes. http://arxiv-web3.library.cornell.edu/pdf/1309.4158.v2.pdf. (with
M. M. Nasari and M. Ould Haye).

[231] Some limit theorems for heights of random walks on a spider. http://arxiv.
org/abs/1501.00466 (with E. Csáki, A. Földes, P. Révész).

http://arxiv-web3.library.cornell.edu/pdf/1309.4158.v2.pdf
http://arxiv.org/abs/1501.00466
http://arxiv.org/abs/1501.00466

	Preface
	References

	Contents
	Part I Limit Theorems for Self-normalized Processes
	Weak Convergence of Self-normalized Partial Sums Processes
	1 Introduction
	2 Main Results
	3 Proofs
	References

	Precise Asymptotics in Strong Limit Theorems for Self-normalized Sums of Multidimensionally Indexed Random Variables
	1 Introduction
	2 Main Results
	3 Preliminaries
	4 Proofs of Main Results
	4.1 The Proof of Theorem 5
	4.2 The Proof of Theorem 7
	4.3 The Proof of Theorem 8

	References

	The Self-normalized Asymptotic Results for Linear Processes
	1 Introduction
	2 The Central Limit Theorem
	3 Self-normalization
	References


	Part II Planar Processes
	Some Results and Problems for Anisotropic Random Walks on the Plane
	1 Introduction
	1.1 General Construction
	1.2 Recurrence, Transience

	2 Strong Approximations
	2.1 The Case α=0
	2.2 The Case 0<α<1
	2.3 The Case α=1
	2.4 The Case α>1
	2.5 Unsymmetric Case

	3 Local Time
	3.1 Periodic Anisotropic Walk
	3.2 Comb

	4 Range
	References

	On the Area of the Largest Square Covered by a Comb-Random-Walk
	1 Introduction
	2 Proof of Theorem 1
	3 The Largest Square Covered by a HPHC Random Walk
	References

	A Compensator Characterization of Planar Point Processes
	1 Background and Motivation
	2 A Quick Review of the Compensator on R+
	3 Compensators on R+2
	4 The Geometry of Point Processes on R+2
	5 Stopping Sets and Their Distributions
	6 The Compensator of a Single Line Point Process
	7 The Compensator of a General Point Process
	8 Conclusion
	References


	Part III Central Limit Theorems and Laws of Large Numbers
	Central Limit Theorem Related to MDR-Method
	1 Introduction
	2 Auxiliary Results
	3 Main Results and Proofs
	References

	An Extension of Theorems of Hechner and Heinkel
	1 Introduction and Main Result
	2 New Versions of Some Classical Stochastic Inequalities
	3 Proof of Theorem 3
	References

	Quenched Invariance Principles via Martingale Approximation
	1 Introduction and General Considerations
	2 Limit Theorems Started at a Point via Martingale Approximation
	2.1 Functional Central Limit Theorem Started at a Point Under Projective Criteria
	2.2 Functional Central Limit Theorem Started at a Point for Normal and Reversible Markov Chains

	3 Applications
	3.1 Mixing Processes
	3.2 Shift Processes
	3.3 Random Walks on Orbits of Probability Preserving Transformation
	3.4 CLT Started from a Point for a Metropolis Hastings Algorithm

	References

	An Extended Martingale Limit Theorem with Application to Specification Test for Nonlinear Co-integrating Regression Model
	1 Introduction
	2 An Extended Martingale Limit Theorem
	3 Specification Test for a Nonlinear Cointegrating Regression Model
	4 Proofs of Main Results
	References


	Part IV Change-Point Problems
	Change Point Detection with Stable AR(1) Errors
	1 Introduction and Results
	2 Estimation of the Long Run Variance
	3 Ratio Statistics
	References

	Change-Point Detection Under Dependence Based on Two-Sample U-Statistics
	1 Introduction
	2 Definitions and Main Results
	3 Application to Change Point Problems
	4 Simulation Results
	5 Data Example
	6 Auxiliary Results
	7 Proof of Main Results
	Appendix: Some Auxiliary Results from the Literature
	References

	Binary Time Series Models in Change Point Detection Tests
	1 Introduction
	2 Conditions and Results
	2.1 Null Hypothesis of No Change
	2.2  Proof of Condition (E3)
	2.3 Proof of Condition (E4)
	2.4 Proof of Condition (E5)
	2.5 Alternative Hypothesis of One Change

	Appendix
	References


	Part V Short and Long Range Dependent Time Series
	Diagnostic Tests for Innovations of ARMA Models Using Empirical Processes of Residuals
	1 Introduction
	2 Empirical Processes of Residuals
	2.1 Asymptotic Behavior of the Multivariate Sequential Empirical Process
	2.2 Empirical Process of Standardized Residuals
	2.3 Empirical Processes for Testing Randomness

	3 Empirical Processes of Squared Residuals
	3.1 Empirical Processes of Pairs of Lagged Squared Residuals
	3.2 Empirical Process of Standardized Squared Residuals
	3.3 Empirical Copula for Squared Residuals

	4 Diagnostic Tests for ARMA Models
	4.1 Change-point Problems for Innovations
	4.1.1 Simulation Results

	4.2 Goodness-of-Fit Tests for Innovations
	4.2.1 Testing H0: F=F0(·/σ) for Some σ>0
	4.2.2 Simulation Results

	4.3 Tests of Serial Independence

	5 Example of Application
	6 Proofs
	6.1 Auxiliary Results
	6.1.1 Proof of Lemma 1
	6.1.2 Proof of Lemma 2
	6.1.3 Proof of Lemma 3
	6.1.4 Proof of Lemma 4
	6.1.5 Proof of Lemma 5

	6.2 Proof of Theorem 1
	6.3 Proof of Corollary 3

	References

	Short Range and Long Range Dependence
	1 Introduction
	2 Gaussian Processes
	3 Processes Subordinated to Gaussian Processes
	4 Finite Fourier Transform
	5 Open Questions
	References


	Part VI Applied Probability and Stochastic Processes
	Kernel Method for Stationary Tails: From Discrete to Continuous
	1 Introduction
	2 SRBM
	3 Kernel Equation, Branch Points, and Analytic Continuation
	4 Interlace Between ϕ1  and ϕ2 and Singularity Analysis
	4.1 Analytic Continuation
	4.2 Singularity Analysis
	4.3 Asymptotics Behavior of ϕ2(x) and ϕ1(y)

	5 Tauberian-Like Theorem
	6 Exact Tail Asymptotics
	7 A Final Note and Concluding Remarks
	References

	Central Limit Theorems and Large Deviations for Additive Functionals of Reflecting Diffusion Processes
	1 Introduction
	2 Laws of Large Numbers and Central Limit Theorems
	3 Large Deviations for the Additive Functional TEXT
	4 CLT's for One-dimensional Reflecting Diffusions
	5 Large Deviations: One-dimensional Reflecting Diffusions
	References

	Kellerer's Theorem Revisited
	1 Introduction
	2 Preliminary Results
	2.1 Call Functions
	2.2 Lipschitz-Markov Property
	2.3 Finite-dimensional Convergence
	2.4 Fokker-Planck Equation

	3 Kellerer's Theorem
	3.1 The Regular Case
	3.2 The Right-continuous Case
	3.3 The General Case

	4 Related Results
	References


	Part VII Statistics: Theory and Methods
	Empirical Likelihood and Ranking Methods
	1 Introduction
	2 Empirical Likelihood Methods
	3 General Block Designs
	4 Two Sample Problems
	5 Other Test Statistics
	6 Simulations
	7 Conclusion
	References

	Asymptotic and Finite-Sample Properties in Statistical Estimation
	1 Introduction
	2 Tail-Behavior of Equivariant Estimators
	2.1 Estimation of Shift Parameter, i.i.d. Observations
	2.2 Estimation of Shift Parameter, Non-identically Distributed Observations
	2.3 Estimation of Regression Parameter
	2.4 Tail-Behavior of M-Estimator of Regression Parameter

	3 One-Step Version of an Estimator, Its Tail-Behavior and Breakdown Point
	3.1 One-Step Version in the Location Model

	4 Finite-Sample Density of Equivariant Estimators
	References


	Publications of Miklós Csörgő
	Research Books, Monographs
	Books Edited
	Volumes in Honour of
	Papers
	A Substantial Length Review
	Papers to Appear
	Papers Under Review for Publication


