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Preface

The field of post-transcriptional regulation of gene expression (PTR) has been revolution-
ized in the last few years by the advent of high-throughput techniques empowered by next-
generation sequencing, such as ribosome footprinting and protein-RNA interaction
determination methods such as CLIP and its variants. This volume is focused on presenting
the most recent advances in techniques for studying this important level of gene expression
regulation: from bioinformatics approaches, expression profiling, and protein-RNA inter-
actions to noncoding RNAs, RNA modifications, and other aspects, it aims at guiding
molecular biologists to harness the power of this new generation of techniques, while also
introducing to the data analysis needs these bring along. This book of the Methods in
Molecular Biology series is organized in six parts: first of all, Part I presents bioinformatics
approaches for studying post-transcriptional regulation (Chapters 1 and 2); readers are
then introduced to the various expression profiling approaches in Part II (Chapters 3-7).
Parts III and IV present protein-RNA interaction and noncoding RNA study techniques
(Chapters 8—14). Eventually, Parts V and VI present emerging methods for profiling RNA
modifications and other techniques such as alternative translation initiation or polyadenyl-
ation sites determination (Chapters 15-22). Recognizing the increasing contribution of
bioinformatics in enabling the use of these techniques, several chapters are sprinkled with
hints for data analysis, alongside the much needed tips for bench work: the final aim of this
volume is thus to offer a versatile resource to the researchers studying post-transcriptional
regulation, both introducing the most recent techniques and providing a comprehensive
guide to their implementation.

Part I: Bioinformatics

Given the ever increasing amounts of data generated by high-throughput techniques, and
the possibility to more easily drive and select the experimental work to be performed
through analyses and predictions, ultimately enabling the reduction of the hypothesis space
to be explored, bioinformatics is more and more regarded as an invaluable tool for any
laboratory studying post-transcriptional regulation of gene expression. Recognizing this
essential contribution, the first part thus includes two chapters aimed at illustrating the pos-
sibilities offered by current bioinformatics approaches for PTR. Chapter 1 introduces tools
and databases dealing with aspects ranging from processing PTR omics datasets to current
knowledge about regulatory factors and their interactions with the mRNA, interaction
prediction and motif search: such an introduction should allow researchers to start tracing
pipelines suited to their analysis needs. Chapter 2, by Marchese and colleagues, instead
focuses on a crucial problem for PTR, that of accurately predicting binding sites for RNA-
binding proteins (RBPs): the authors thus present their suite of algorithms dealing with this
problem, called catRAPID. Eventually, a further bioinformatics chapter (Chapter 12),
related in particular to data analysis for CLIP approaches, found its natural place alongside
the chapters describing these techniques, and is thus included in Part III.
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Part Il: Expression Studies

Understanding changes in the output (such as protein synthesis levels, alternative splicing
isoforms balance, mRNA degradation) produced by post-transcriptional regulatory mecha-
nisms due to the impact of a stimuli, a treatment or, more in general, to the difference
between two conditions is one of the main avenues of research in PTR: indeed, by means
of such studies one can formulate hypotheses on the acting trans-factors and related regula-
tory networks. This part thus aims at presenting tools and techniques allowing to study this
aspect, both on a genome-wide and on a smaller scale. First of all, Chapter 3, by Machr and
colleagues, presents a recently introduced technique to perform transcriptional regulation
through the Crispr/Cas9 system, empowering the study of PTR changes induced by the
absence of a trans-factor of interest. Chapter 4, by Zuccotti and Modelska, introduces us to
the polysomal profiling technique, allowing to identify polysomes-bound mRNAs and
study trans-factors mediating this association, while in Chapter 5 Spealman and colleagues
describe how ribosome positioning on translating transcripts can be studied by means of
ribosome profiling, thus allowing translation mechanics in different systems and under vari-
ous conditions to be systematically analyzed. In Chapter 6, Martinez-Nunez and Sanford
present a high-throughput variation of the polysomal profiling technique, tuned for the
study of splicing isoform-specific recruitment to the polyribosomes. Eventually, this part is
concluded by Chapter 7, in which Chaudhury and Neilson describe a novel reporter system
for the analysis of 3'UTR-mediated post-transcriptional gene regulation, which can be used
both in vitro and in vivo.

Part Ill: RBP Interactomics

RNA-binding proteins are one of the biggest players in controlling the post-transcriptional
fate of RNA. However, the lack of a reasonably complete catalog of RBP targets is hamper-
ing our ability to reconstruct the PTR networks concurring to shape the cell phenotype.
Fortunately, this issue has recently received a great deal of attention, and techniques have
been developed to tackle the identification of RBPs binding preferences, mode of action
(e.g., controlling mRNA stability rather than its splicing), and processes and functions
affected by the regulatory activity they exert. This part therefore presents the most recent
techniques approaching this task. Chapter 8, by Castello and colleagues, presents the inter-
actome capture method, allowing to identify the repertoire of active RBPs in cultured cells
through protein-RNA complexes purification coupled to quantitative mass spectrometry.
Chapter 9, by Wessels and colleagues, describes the RIP-seq technique, allowing to immu-
noprecipitate ribonucleoprotein complexes (RNPs) and identify targets for the RBP of
interest in a simple way. Chapter 10, by Danan and colleagues, presents PAR-CLIP, cou-
pling UV-crosslinking and photoactivatable ribonucleosides to immunoprecipitation to
obtain precisely defined binding sites for the RBP of interest on its RNA targets; on the
same line, Chapter 11 by Sutandy and colleagues describes the iCLIP method, able to gen-
erate information about RBP-RNA interactions at single nucleotide resolution. Eventually,
as these techniques require specific data analysis toolkits, Chapter 12 by Marvin Jens intro-
duces the reader to a pipeline for PAR-CLIP data analysis, providing a practical usage
example and the open-source software implementing it.
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Part IV: Noncoding RNAs Interactomics

As identifying RBP targets is of paramount importance for obtaining a complete under-
standing of PTR networks and mechanisms, so is the determination of noncoding RNAs
interactions with mRNAs and other types of RNAs. MicroRNAs (miRNAs), in particular,
have emerged as powerful players in many PTR processes, involved both in normal physiol-
ogy and diseases such as cancer, cardiovascular diseases, and neurodevelopmental syn-
dromes; furthermore, regulatory circuits in which these noncoding RNAs compete with
RBP for target regulation have also been described, adding to the complexity of PTR net-
works. This part thus introduces two techniques tackling miRNA target identification from
two different points of view: Chapter 13, by Tan and Lieberman, describes a method for
the identification of RNAs bound to a specific miRNA by means of a pulldown and RNA-
seq approach, thus providing a comprehensive overview of'its function. Adopting a genome-
wide perspective, Chapter 14 by Helwak and Tollervey instead presents the CLASH
technique, focused on the identification of miRNA-RNA interactions by cross-linking and
Argonaute-RNA complexes immunoprecipitation, also recovering the interaction site posi-
tion through chimeric RNAs formation.

Part V: RNA Modifications

A recently emerging aspect of PTR deals with the many types of post-transcriptional modi-
fications to which an RNA can be subjected. These modifications, ranging from the A-to-I
editing to m5C and m6A RNA methylation, have been lately observed to be much more
pervasive than previously thought; while many of these affect noncoding RNA species such
as tRNAs, mRNAs are now observed to be considerably modified as well. Furthermore,
functions and processes affected by these modifications, and their impact on RNA stability,
secondary structure, and translation are just beginning to be elucidated. The three chapters
composing this part thus aim at presenting techniques to profile the most studied of these
modifications: Chapter 15, by Savva and colleagues, thus describes a genome-wide, high
signal-to-noise, method tackling the challenging problem of detecting Adenosine (A)-to-
Inosine (I) RNA editing sites with high sensitivity and specificity, exploiting single-mole-
cule sequencing. Chapter 16, by Sibbritt and colleagues, presents a technique for the
positional profiling of the 5-methylcytosine RNA modification, based on RNA bisulfite
conversion and locus-specific, semi-quantitative PCR-based detection of non-converted
sites; eventually, Chapter 17 by Liu and Pan concludes this part by describing SCARLET,
a technique for the identification and quantitation of N°-methyladenosine RNA modifica-
tion sites in mRNAs and long noncoding RNAs at single nucleotide resolution.

Part VI: Other Aspects of PTR

In addition to the PTR facets to which the previous parts have been dedicated, many more
processes for which experimental techniques are available take place in the cell and have
been at least partially characterized: among these are alternative polyadenylation and trans-
lation initiation, splicing, mRNA degradation, and many others; of course, not all of them
can be addressed here. This part thus concludes the book by presenting a selection of the
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most recent techniques dealing with some of these aspects in PTR. Chapter 18, by Wilkening
and colleagues, describes 3'T-fill, a method aimed at the genome-wide identification of
alternative polyadenylation sites, thus allowing to profile the impact these have on the post-
transcriptional fate of the mRNAs; Chapter 19, by Gao and colleagues, deals instead with
the genome-wide identification of alternative translation initiation sites by means of two
related approaches, based on ribosome profiling and called GTI-seq and QTI-seq. Chapter
20, by Geisberg and Moqtaderi, presents a technique to profile the half-lives of 3’ mRNA
isoforms on a genome-wide level, thus enabling the detailed study of mRNA stability deter-
minants. The last two chapters focus on employing imaging tools to investigate processes
related to mRNA metabolism: Chapter 21, by Park and Song, describes a method, based
on the MS2-GFP system, for imaging mRNA dynamics, thus allowing to study transport
and localization of these molecules in live neurons and brain tissues; eventually, Chapter 22
by Martin and colleagues presents an approach, based on fluorescent tags, to visualize sin-
gle nascent pre-mRNA molecules and to perform real-time measurement of intron synthe-
sis and excision dynamics.

Finally, I would like to thank all the authors for their invaluable contribution to shaping
this book as a passionate and hopefully useful guide to current procedures of this still rising
field. Ultimately, it is the fascination for the things we still don’t know that leads us to share
our knowledge, building on top of it in a scientific feedback loop nourishing our passion.

Mattarello, Trento, Italy Evik Dassi
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Chapter 1

Introduction to Bioinformatics Resources for
Post-transcriptional Regulation of Gene Expression

Alessandro Quattrone and Erik Dassi

Abstract

Untranslated regions (UTRs) and, to a lesser extent, coding sequences of mRNAs are involved in defining
the fate of the mature transcripts through the modulation of three primary control processes, mRNA
localization, degradation and translation; the action of trans-factors such as RNA-binding proteins (RBDs)
and noncoding RNAs (ncRNAs) combined with the presence of defined sequence and structural cis-
elements ultimately determines translation levels. Identifying functional regions in UTRs and uncovering
post-transcriptional regulators acting upon these regions is thus of paramount importance to understand
the spectrum of regulatory possibilities for any given mRNA. This tasks can now be approached computa-
tionally, to reduce the space of testable hypotheses and to drive experimental validation.

This chapter focuses on presenting databases and tools allowing to study the various aspects of post-
transcriptional regulation, including motif search (sequence and secondary structure), prediction of regu-
latory networks (e.g., RBP and ncRNA binding sites), profiling of the mRNAs translational state, and
other aspects of this level of gene expression regulation. Two analysis pipelines are also presented as practi-
cal examples of how the described tools could be integrated and effectively employed.

Key words Bioinformatics, UTR, Database, Prediction, Data analysis, Pipeline, Omics, Polysomal
profiling, RBP, ncRNA, Binding site, Secondary structure, Motif

1 Introduction

Post-transcriptional regulation of gene expression (PTR) has been
object, in recent years, of an ever increasing interest leading to the
development, also thanks to the advent of high-throughput tech-
niques such as microarrays and next-generation sequencing, of a
whole new set of experimental assays aiming at profiling and unrav-
eling these mechanisms on a genome-wide scale [1-3]. The advent
of next-generation sequencing has indeed provided the possibility
to address tasks that were previously out of reach, such as deter-
mining an RBP binding specificity: however, in order to fully
exploit the huge amounts of data produced by such experiments,
one needs a well-built toolkit of analysis tools and databases, which

Erik Dassi (ed.), Post-Transcriptional Gene Regulation, Methods in Molecular Biology, vol. 1358,
DOI 10.1007/978-1-4939-3067-8_1, © Springer Science+Business Media New York 2016
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should ultimately allow to trace the regulatory networks underly-
ing the system and conditions under study, thus deriving meaning-
ful functional insights.

A common example of task one could perform is to profile and
quantify PTR under different stimuli or treatments, by genome-
wide profiling of translating transcripts: this is usually addressed
with ribosome or polysome profiling techniques [2, 4]. The result-
ing datasets need, first of all, specific tools to properly identify dif-
ferences in translated and untranslated transcripts sets; another
class of tools, regulatory elements and binding sites databases/
predictors, are then needed to study the UTRs of the thus identi-
fied interesting gene sets, trying to understand which specific
trans-factors among RBPs and ncRNAs may be playing a role in
producing the observed differences, and thus in uncovering related
regulatory mechanisms.

More in general, one may need to study PTR events, as medi-
ated by UTRs (or, more rarely, coding sequences) on a single gene
or on a set of interesting ones, even if they have not been priori-
tized after genome-wide analyses. Sequence and structure features
of such UTRs must thus be investigated by exploiting existing
knowledge (by means of databases) and prediction algorithms
capabilities.

Another example of a frequent task, from an opposite perspec-
tive, consists in determining binding specificities for an RBP: this is
usually approached by the CLIP family of techniques [5-7], by
CRAC/CLASH [8] or by methods such as RNAcompete [9],
Bind-n-Seq [10], and SEQRS [11]. Data analysis for such assays is
far from trivial, and requires dedicated tools and statistical
approaches (as Chapter 12 of this book presents in detail). Results
(i.e., identified RNA targets and binding sites) will then be ame-
nable to further analyses, such as sequence and secondary structure
motif search, using yet another class of tools in order to eventually
entirely describe the RBP specificity.

These two tasks we just briefly described are of course only
two representative examples of the many possible data analysis
workflows one may need to implement while studying PTR; how-
ever, they give a clear indication that, in order to be effective in
these data analysis tasks, one should invest time in learning about
available tools, what they are best suited for and how to combine
them.

This chapter first introduces the reader to analysis tools, data-
bases, prediction algorithms, and other software which are cur-
rently available to address such tasks, with a particular emphasis on
practical considerations and integration of multiple resources: by
means of two example pipelines, we then aim at providing guid-
ance in setting up and performing a complete analysis of typical
PTR datasets.


http://dx.doi.org/10.1007/978-1-4939-3067-8_12
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2 Tools for Omics Datasets Analysis

2.1 Expression
Profiling

The first class of tools we describe deals with omics datasets: these
resources, listed in Table 1, can be divided in three broad groups
according to the kind of data they deal with. Expression profiling
datasets are derived by polysome and ribosome profiling followed
by RNA-seq and allow us to quantify the mRNAs translational effi-
ciency; small RNA profiling datasets are obtained by RNA-seq per-
formed on the short RNAs and permit to identity classes such as
miRNAs and piRNAs; eventually, sinding datasets aim at identify-
ing targets and target binding sites for an RBP and can be pro-
duced by techniques such as RIP, CLIP, and their variants. We now
proceed to describe and compare all tools related to these experi-
mental approaches.

Polysomal profiling consists in the isolation of polysome-bound,
and thus actively translating, transcripts by means of a sucrose gra-
dient separation; this assay is usually complemented with a total
mRNA profiling of the same sample, in order to compute transla-
tional efficiency (TE) and identify regulatory events affecting this
value. anota [12] is an algorithm, available as an R package, stem-
ming from the consideration that polysomal mRNA levels are
dependent on the total (cytoplasmic) mRNA amounts in the sam-
ples. The method thus performs an analysis of partial variance in
combination with a random variance model, to avoid considering
false buffering events, produced by the commonly used log-ratio
approach, as true differential translation phenomena. tRanslatome
[13] is also an R package, but adopting a wider perspective: it
allows the user to identity differentially expressed genes with sev-
eral methods (limma, z-test, TE, RankProd, anota, DEseq, and
edgeR), and to perform Gene Ontology and regulatory enrich-
ment analyses; every step is then illustrated through a variety of
plot types (scatterplot, MA, SD and identity plot, histogram, heat-
map, similarity and radar plot).

Ribosome profiling, a much more recent technique, is instead
based on a nuclease protection assay and provides a snapshot of
ribosomal ‘footprints’ on the mRNAs, allowing a quantification of
their translational levels; to analyze this kind of data, Babel [14]
was proposed as a statistical framework to assess the significance of
translational control differences between conditions. Available as
an R package, it infers an expected ribosome occupancy level
(based on mRNA expression) by means of an errors-in-variables
regression model; significance of the deviation of the actual ribo-
some occupancy from this estimate is then assessed by a parametric
bootstrap procedure, thus obtaining genes p-values.
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2.2 Small RNA
Profiling

2.3 Binding Sites
Identification

Identification and quantification of short RNAs such as, for
instance, miRNAs and piwi-interacting RNAs (piRNAs), is per-
formed by means of an RNA-seq assay in which the RNAs selected
for sequencing are approximately 20-30 nucleotides long. CPSS
[15] is a freely available webserver combining existing tools to
analyze NGS smallRNA data, including quantification, differential
expression, target predictions, functional analysis and novel
miRNA identification: the output is presented as a convenient
graphic summary in the browser, with detailed results as down-
loadable files; on the same line, also iMir [16] is a pipeline inte-
grating many preexisting open source tools and providing an easy
to use graphical user interface to analyze NGS data for the identi-
fication of small ncRNAs (existing and novel), for the analysis of
their differential expression and for prediction of their targets. It
is however a stand-alone tool and can be installed on Unix systems
only. The last of such resources, the UEA sRNA workbench
[17], provides instead a set of originally developed tools, able to
address various recurrent tasks (novel ncRNA identification, dif-
ferential expression analysis, target prediction, etc.) in small
ncRNA data analysis. Furthermore, it offers several visualization
options, such as secondary structure plots and annotation and
alignments display tools.

Identifying the targets of an RBP, and the related binding sites is
currently performed by RIP-seq (RNA-immunoprecipitation cou-
pled with NGS), HITS-CLIP, PAR-CLIP, and iCLIP (collectively
referred to as CLIDs, i.e., cross-linking and immunoprecipitation)
or by CRAC/CLASH. While RIP is used to identify RNA targets,
the CLIPs can also provide precise binding sites localization on
these, eventually allowing the definition of the studied RBP binding
specificity (see Subheading 4). As these techniques have appeared
only in the last few years, analysis methods are still evolving and
increasing in terms of variety of approaches. The first two tools we
describe, PIRANHA [18] and ASPeak [19], share the principle of
exploiting a coupled expression dataset to help in true binding sites
identification. The former, applicable to RIP-seq and all CLIPs,
expands this concept to allow any covariate other than expression
data, such as genome mappability information or relevant sites
(e.g., splice sites) position; it then applies a zero-truncated negative
binomial (NB) regression to extract binding sites from the dataset
and statistically score them. The latter instead requires a coupled
expression dataset, used to compute an expression-sensitive back-
ground for binding data; it then runs a NB test over each nucleo-
tide to produce a precise site definition; furthermore, it can exploits
the presence of multiple processors to speed up the computation. A
last tool able to deal with RIP-seq data is RIPSeeker [20], which
can also handle PAR-CLIP: its approach is based on stratifying the
genome in bins of equal size and applying a two-state Hidden
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Markov Model (HMM) with NB emission and a Viterbi algorithm
yielding the peak calls, eventually tested for statistical significance.
PIPE-clip [21] is a Galaxy-based [22] pipeline (and the only web-
based tool for binding data analysis) to analyze CLIP experiments:
it exploits a zero-truncated NB likelihoods model to identify
enriched clusters, then selecting interesting ones by exploiting the
assay properties (e.g., mutations for PAR-CLIP), provides prepro-
cessing tools, many customizable parameters and functional anno-
tation of candidate binding sites. The hyb [23] pipeline is specially
intended for the analysis of CRAC/CLASH data, including tools
for preprocessing and mapping reads, and oftfering features for sen-
sitive CLASH chimeric reads detection and folding; furthermore,
this pipeline can also be used for the analysis of CLIP datasets. The
last two tools we describe, PARalyzer [24] and wavClusteR [25],
are specifically designed to deal with PAR-CLIP datasets. The for-
mer generates two smoothened kernel density estimates, one for
T > C transitions and one for non-transitions. Nucleotides with a
minimum read depth and a conversion likelihood higher than non-
conversion one are considered interaction sites, which are then
extended to define the full binding site according to the RBP cross-
linking properties; a motif search can also be performed to define
the RBP binding motif. The latter tool is instead based on a mixture
model, defined on the observed T>C substitutions and the read
coverage of the related nucleotides; a continuous wavelet transform
is then applied to the model, thus exploiting the coverage function
geometry to detect significant discontinuities in coverage, ideally
representing true binding sites boundaries.

3 PTR Databases

3.1 RBP
Binding Sites

We now proceed in our exploration of PTR resources by describ-
ing the many databases storing and presenting the current knowl-
edge about this class of processes. These tools, listed in Table 2,
can be broadly classified according to the kind of data they hold,
namely binding sites for RBP or miR NA, location of cis-elements
or ncR NAsidentity and features in general; a few of these resources
can be termed integrative, in the sense that they present multiple
types of information in the same setting, thus allowing for the
combination of several PTR facets.

These resources collect and present either binding sites for RBPs
on mRNAs, derived both by low- and high-throughput
experimental approaches, possibly in multiple organisms, or focus
on RBP binding specificities, presenting binding motifs and related
information. CLIPZ [26] is a database and analysis environment
for CLIP datasets. Aside from visualizing the included datasets
(amounting to ~100 CLIPs plus replicates) at the genome level,
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3.2 miRNA Binding
Sites and ncRNAs

users can upload and analyze their own data down to the identifica-
tion of enriched binding motifs and binding sites on the mRNAs;
furthermore, miRNA-specific tools are provided to handle
Argonaute CLIPs used to identity targets for these ncRNAs.
CISBP-RNA [27] focuses instead on RBP motifs, collecting many
experiments either from the literature or performed by the labora-
tory of the database maintainers. As multiple techniques and
organisms are included, one can obtain a precise picture of the
binding specificities for the RBP of interest; furthermore, tools are
provided to predict instances of an RBP binding motif in RNA
sequences or to compare custom motifs with the ones stored in the
database.

The other resources presenting RBP binding sites, namely
AURA2 [28], doRiNa [29], starBase2 [30], and UTRdb/
UTRsite [31], also provide other types of data (e.g., miRNA bind-
ing sites) and are thus described in the integrative resources section
(Subheading 3.4).

These databases aim at presenting data about noncoding RNAs
such as their identity, role, and molecular targets. The majority of
these is focused in particular on collecting miRNA-mRNA interac-
tions, both derived experimentally and computationally through
the plethora of available predictors; the functions of individual
miRNAs are also often presented, derived by analyzing processes
and pathways in which their targets are involved.

miRecords [32] and miRTarBase [33] provide a curated col-
lection of several thousand experimentally verified and /or computa-
tionally predicted miRNA-mRNA interactions (only in miRecords,
compiled by 11 different algorithms); miRTarBase also provides
miRNA and targets expression profiles, data about miRNA associa-
tion to diseases and the possibility to trace miRNA-targets networks.
On the same line but heavily focused on NGS data, miRGator [34]
also provide a catalog of NGS-derived miRNAs for various tissues
and organs, a dedicated browser concurrently displaying miRNA
sequencing data and secondary structure and miRNA-target expres-
sion correlations, all combined with the goal of identifying true reg-
ulatory, functional, and pathology-related associations. miRT'Cat
[35] provides miRNA binding sites derived by AGO HITS-CLIP
along with prediction of binding sites in 3" UTR regions (based on
sequence conservation): its peculiarity lies in including a novel type
of noncanonical target sites type, the non-nucleation bulge, which
was first discovered in AGO HITS-CLIP data. The specificity of
miRConnX [36] is instead that it allows users to upload their
expression data: these are then matched with precomputed TF-gene
and miRNA-gene genome-wide networks (derived by predictions
and supplemented with known interactions), to ultimately derive a
condition-specific miRNA-mRNA regulatory network, useful for
hypothesis generation and further analyses.
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Among resources dedicated to ncRNAs features or to a specific
class of these, IncRNAdb [37] and NONCODE [38] are dedi-
cated to long noncoding RNAs (IncRNAs) including annotations
such as sequence and structure information, expression profiles,
conservation and function for multiple organisms. Both databases
also include links to external resources, such as NRED [39], allow-
ing to retrieve further information about the functions and the
expression of these RNAs.

RAID [40] focuses on providing a literature-curated catalog
of RNA-associated interactions, including both RNA-RNA and
RNA-protein interactions. This data potentially help understand-
ing the role, based on their binding properties, of various ncRNA
molecules still not fully characterized. The interactions are classi-
fied by molecule type of the participants (e.g., IncRNA-associated,
or snoRNA-associated), and annotations such as binding site, tis-
sue type, experimental technique, and others are included.

Eventually, Rfam [41] presents a very wide set of RNA families
describing the various RNA gene types (including miRNAs,
IncRNAs, snoRNAs, and many others) and mRNA cis-elements.
Families are defined through covariate models by sequence align-
ments and primarily having a conserved structure. Entries are exten-
sively described in a Wikipedia-like format with description, figures
and references; furthermore, a tool is provided to allow the user to
scan RNA sequences, thus identifying matches with Rfam families.

The other resources presenting miRNA binding sites or
ncRNAs data, namely AURA2 [28], doRiNa [29], starBase2
[30],and UTRdb/UTRsite [31], also provide other types of data
(e.g., RBP sites or cis-elements) and thus are described in the inte-
grative resources section (Subheading 3.4).

These resources usually focus on one or multiple types of cis-
elements and aim at presenting related features such as their
instances on mRNAs, factors binding to and mediating the role of
the element; several databases also include predictive tools to help
in identifying previously undetected instances of these elements.
APADB [42] provides 3’end sequencing-derived information
about alternative polyadenylation sites in 3" UTRs, including both
coding and noncoding genes. The data is displayed through a
genome browser, organized by tissue/organ and available for
human and other two organisms; furthermore, potential losses of
miRNA binding sites are also highlighted to help in understanding
regulatory changes due to alternative polyadenylation events.
ARED [43] and AREsite [44] are two databases focusing on
AU-rich Elements (ARE), a well-characterized cis-element com-
monly found in 3" UTRs of mRNAs and involved in their stability
(through the action of several RBPs termed ARE-binding proteins,
or ARE-BPs). Both resources provide a computationally mapped
catalog of AREs, obtained by matching one or more sequence
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3.4 Integrative

patterns (one for ARED and eight for AREsite). Both databases
offer some degree of annotation with AREsite, the most complete,
including a graphical representation of found AREs, structural
information, phylogenetic conservation and supporting evidence
extracted from the literature. IRESite [45] aims instead at produc-
ing a curated catalog of all experimentally known internal ribo-
some entry sites (IRES), both cellular and viral: these elements
mediate translation initiation without the need of a 5’cap struc-
ture, thus allowing protein synthesis in stress conditions and of
viral mRNAs. The database provides detailed information about
each IRES (sequences, translation efficiency, conditions, etc.),
extracted from the literature, along with tools to search custom
sequences against known IRESs to detect potentially novel
instances of this element.

As the next two resources underscore, mRNA cis-elements are
also considerably involved in the metabolism of several chemical
elements. SelenoDB [46] is indeed a resource devoted to the
description of selenogenes and selenocysteine insertion sequence
(SECIS) elements. This element, found in the 3’ UTRs, recruits
proteins involved in selenium metabolism to the mRNA through
its characteristic stem-loop structure. Instances of this element
were computationally predicted and then manually curated: these
are graphically displayed and correlated with several annotations.
SIREs [47] is instead a web server for the prediction of iron-
responsive elements (IREs), specific cis-elements found in the
mRNA of proteins involved in iron metabolism; this element is
well characterized in both its sequence and secondary structure.
This resource allows users to input their own sequence and, based
on patterns derived from this characterization, will predict IRE
positions, features, and specificity for one of the iron responsive
proteins (IRP1 or IRP2) binding to these elements.

Transterm [48] is a database of regions affecting translation,
including both experimentally validated regulatory elements and
the ability to scan a user-inputted sequence to identify instances of
the many cis-elements classes for which a searchable pattern could
be defined (extracted from the literature). A detailed description of
the various elements classes is provided, as are several basic annota-
tions on the genomes which can be analyzed on the website (e.g.,
initiation codon context).

The other resources presenting data about cis-elements,
namely AURA2 and UTRdb/UTRsite [31], also provide other
types of data (e.g., RBP binding sites) and thus are described in the
integrative resources section (Subheading 3.4).

We define a PTR database as integrative if it collects data about
multiple aspects of regulation such as for instance RBP- and
miRNA-mediated regulation: the principle behind these resources
is to more precisely and completely define an mRNA potential for
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PTR, through the parallel observation of many factors possibly
mediating this potential: such an approach would eventually allow
users to make the most of publicly available data. However, collect-
ing such amounts and variety of data is a daunting task, often
requiring manual literature searching; indeed, just a few resources
following this approach are currently available.

AURA?2 [28] is a meta-database focused on the UTRs and
providing data regarding the multiple aspects of PTR these regions
mediate. It includes experimentally derived RBP and miRNA
binding sites, cis-elements, RNA methylation and SNP data, com-
plemented with multiple annotations such as phylogenetic conser-
vation, secondary structures and functional descriptions. A custom
UTR browser, along with several additional views and batch tools,
allows the users to display all the various datasets at the same time,
thus helping in obtaining a complete understanding of the regula-
tion to which a UTR is subjected. Also UTRdb/UTRsite [31]
focus on 5’ and 3’ UTRs, providing annotations for these regions
in many different organisms. It includes instances of cis-elements
(including polyadenylation signals), phylogenetic conservation,
SNPs, and experimentally determined miRNA targets; RBP bind-
ing sites are however absent from this resource. Furthermore, the
UTRsite section works on custom sequences predicting the occur-
rence of many cis-element types.

doRiNa [29] is a database dedicated to RNA interactions,
including both RBP and miRNA binding sites as derived by CLIP
approaches; miRNA targets are also provided in a computationally
predicted form (by means of several algorithms); searches can be
performed by selecting a trans-factor and an mRNA region of inter-
est: detailed results can then be displayed with the help of a genome
browser. Furthermore, the combinatorial search tool allows the
identification of mRNAs regulated by multiple factors of interest.
Also starBase2 [30] is a database exploiting exclusively CLIP data;
however it aims at identifying interactions between miRNAs and
several other types of RNA, namely mRNA, IncRNA, ceRNA, cir-
cRNA, and other noncoding RNAs; it also includes protein—RNA
interactions derived from the same sources. Interactions are dis-
played by category and annotated with expression data; further-
more, miRNA and ceRNA functions can be predicted through
dedicated tools leveraging on functional ontologies terms.

4 Prediction Tools

When PTR data about genes of interest are not available, or were
produced in too much different systems and conditions to be
integrated, prediction tools can come to help in formulating a bio-
logical hypothesis. While some problems are relatively easy to
address, and thus a lot of tools are available (e.g., miRNA target
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4.1 RBP Targets

4.2 miRNA Targets

identification), others are particularly complicated (e.g., RBP bind-
ing sites) and just a few dedicated tools have emerged up to now.
We now describe the various methods allowing to predict the pres-
ence of regulatory elements and their role in PTR: these tools are
listed in Table 3 and can be broadly grouped by the type of predic-
tion they provide, namely identifying RBP targets, miR NA targets
or the effects of SNPs on RNA secondary structures.

Predicting the targets of an RBP and the location of its binding
sites on RNA molecules is known to be a challenging task. Both
identifying which residues of a protein may bind RNA and which
sequence or structure specificities these residues may confer are
complex problems for which no precisely defined rules exist.
Indeed, only a few tools have tried addressing this problem so far.

catRapid [49] is a webserver offering an algorithm perform-
ing de novo prediction of protein—RNA interactions based on
physico-chemical properties of polypeptides and nucleotide chains.
The interaction propensity of these molecules is thus calculated
solely based on their sequence: in particular, secondary structure,
hydrogen bonding and van der Waals propensities are computed
and combined together to yield an interaction profile; eventually
an interaction propensity score and an evaluation of the interaction
statistical significance derived by a discriminative power calculation
are returned. RBPmap [50] is instead a tool based on a weighted-
rank approach, accepting any RNA sequence as input and exploit-
ing currently available RBP binding motifs, extracted from the
literature. It is optimized for human, mouse and fruit fly, although
other organisms are supported too. The algorithm matches the
motifs matrices to the user input sequence; it then takes into
account the propensity of binding sites for clustering and the over-
all conservation of the region in order to guide the identification of
true binding sites. The last resource belonging to this category,
ScanForMotifs [51], is a webserver enabling the prediction of
RBP binding sites, miRNA targets and cis-elements by means of a
set of 3" UTR alignments, known RBP binding motifs, miRNA
seeds, and Transterm [48] elements. Users can provide a gene
symbol or a sequence alignment and tune a few statistical parame-
ters: the tool will then run three parallel jobs to deal with each
prediction type; results will eventually graphically show each iden-
tified site on the input alignment.

Contrary to predicting an RBP binding sites, identifying targets for
a miRNA may seem to be a quite straightforward task: once the
miRNA seed sequence is known, the problem consists in finding
matching complementary sequences in the mRNAs. However, this
intuitive procedure has been proven to produce an high number of
false positives and also to miss noncanonical miRNA binding sites.
Nevertheless, the accessible nature of this task has led to the
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development of many tools, exploiting different principles to
attempt at discriminating true sites from the bulk.

TargetScan [52] is an algorithm predicting miRNA targets by
exploiting phylogenetic conservation information over 46 verte-
brate species: under the assumption that conservation often implies
function, conserved sites (7-mer and 8-mer) that match the seed
region of miRNAs are extracted and used to associate a miRNA to
its target mRNAs. Predictions are then ranked by a targeting ethi-
cacy score, determined by keeping into account various features of
the site context. Going beyond seed match identification alone,
miRmap [53] is a webserver based on a Python library employing
thermodynamic, evolutionary and sequence-based features. These
features are then combined by means of a linear model to eventu-
ally yield the ‘miRmap score’, representing the predicted miRNA
repression strength. The library can be integrated in other applica-
tions through a REST service (i.e., allowing to access its data pro-
grammatically by composing specific URLs), or the precomputed
predictions be downloaded in full from the website. DIANA-
microT [54] is a webserver detecting miRNA sites both in 3’
UTRs and in coding sequences: the algorithm is trained on a posi-
tive and negative miRNA-recognition element set defined by an
Argonaute PAR-CLIP assay. Potential 3" UTR and coding sequence
sites are considered separately, and specific features (including con-
servation, flanking AU content, and others) are computed for
every candidate; these are then combined and eventually scored by
generalized linear models. Furthermore, this resource offers a use-
ful plugin for the Taverna [55] workflow platform, allowing the
inclusion of miRNA target prediction into an analysis pipeline.
Also TargetProfiler [56] exploits a small set of experimentally
derived miRINA targets to train a model, a Hidden Markov Model
(HMM) in this case, then used to probabilistically learn miRNA—
target associations. Predicted targets are then filtered according to
the HMM score, the miRNA-mRNA hybrid free energy and the
eight-species phylogenetic conservation of the site region. The
webserver provides precomputed predictions for all human genes
and miRNAs.

Rather than focusing on a single miRNA, ComiR [57] aims at
computing the potential of mRNAs to be regulated by a set of
miRNAs, directly provided by the user or derived by input expres-
sion levels. By employing four different methods, complementing
each other and integrating expression levels, the tool first com-
putes miRNA-mRNA interaction probabilities for each miRNA,
then integrating these probabilities by an SVM model; the output
is a list of genes, ranked by the probability of being targets of the
miRNA set. Eventuallyy, MAGIA2 [58] is a tool integrating
miRNA target prediction with miRNA and gene expression to
attempt at reconstructing transcription factors and miRNA-
mediated regulatory networks from the input data. A selectable
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correlation measure is computed (TF-gene and miRNA-gene)
and integrated with multiple regulatory predictions, exploiting
many tools for miRNA target predictions and two databases of
miRNA-TF and TF-gene associations. So derived regulatory
circuits are then dynamically displayed through tables and graphi-
cal network views.

A few other tools devoted to miRNA targets prediction,
namely miRanda [59], PicTar [60], and PITA [61], are not
described in detail here as they were no longer updated in the last
3 years: these are nevertheless listed in Table 3 along with all other

tools.
4.3 SNPs Impact The effects of genetic variation are most often studied on protein-
on RNA Secondary coding sequences only (e.g., exome sequencing), thus focusing on
Structure changes in protein domains and related features. However, variants

in the noncoding portions of an mRNA may heavily affect the reg-
ulation of these transcripts, thus altering the abundance of an oth-
erwise functional protein. To study the impact of such variants a
couple of tools are now available, investigating structural conse-
quences connected to the presence of SNPs.

The first tool, RNAsnp [62], is a web server based on comput-
ing the structural differences between wild-type and mutated
sequence by means of an RNA folding method and a dynamic pro-
gramming algorithm over windows of fixed length. The tool
includes three algorithms; one is tuned for short sequences
(<1000nt), one for long ones and a last method consisting in the
combination of the other two approaches; all three algorithms
report as output the window of maximum base pair distance and
the related p-value. The other available tool, SNPfold [63], first
computes a partition function (i.e., a matrix representing the prob-
ability of base pairing for all possible pairs in the sequence) over the
wild-type and the mutated sequence; then, it determines how
much the two structure differs (by means of a correlation coeffi-
cient) and also where this difference is the greatest. By means of
this partition function, the ensemble of all possible structural con-
formations for both wild-type and mutated sequences are consid-
ered, thus reporting results with more confidence and a more
reliable p-value.

5 Tools for RNA Sequence and Structure Motif Search

We conclude our tool presentation by describing a set of resources,
listed in Table 4, which are aimed at sequence and/or structural
RNA motifs identification: this type of task is particularly frequent
and is needed to, for instance, determine binding preferences for
an RBP or identify what regulatory element may be responsible for
a shared translational control pattern observed in a group of genes
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(e.g., as identified by polysome profiling). While the majority of
tools outputs motifs focused on one of the two aspects (either
sequence or structure), most algorithms take a step further by
adopting an integrative approach which considers both aspects to
define the motifs.

CMfinder [64 ] is a tool based on an expectation-maximization
(EM) algorithm, including RNA secondary structure information
by using covariance models (CM). While the EM algorithm drives
the search, motifs distribution in sequences is described by a mix-
ture model, and motifs themselves are modeled by a CM; given the
complexity of the so-defined search space, the algorithm uses heu-
ristics to select interesting candidates. In particular only motifs
with stable secondary structures are considered and then aligned to
define the motif consensus. Results are eventually refined by a sec-
ond EM algorithm to yield the final predicted motifs. Exploiting
EM algorithms as well, MEMERIS [65] is a tool based on the
popular MEME motif search software [66], which identifies
sequence motifs by guiding the search towards single-stranded
regions; this criterion is justified by the preference of several RBPs
for binding to such regions. The guidance is made possible by
replacing the MEME uniform motif start probability distribution
by a single-strandedness distribution computed on the input RNA
sequence; furthermore, in order to allow maximal flexibility, the
weight of the single-strandedness assumption can be tuned to the
user taste. RNApromo [67] is an algorithm instead based on sto-
chastic context-free grammars (SCFGs), devoted to the identifica-
tion of short secondary structure motifs in RNA sequences: to
reduce the search space, the algorithm requires a suggested struc-
ture as input, along with the set of sequences supposingly sharing
such motif. The algorithm first identifies a set of structures that
appear in as many sequences as possible; these are then refined and
statistically evaluated by means of a probabilistic inference algo-
rithm. Also based on context-free grammars, TEISER [68] is a
framework aimed at discovering structural motifs that can be cor-
related with genome-wide measurements such as, to cite one,
mRNA stability data: the tool use mutual information to under-
stand the impact of presence/absence of many possible structural
elements on the provided measurements. It is thus possible, for
instance, to deduce the dependency of mRNA stability on the pres-
ence of a specific hairpin in the mRNA 5’ or 3’ UTRs. Candidate
motifs are then refined by selecting the ones with the greatest
impact on such measurements, which are eventually statistically
assessed to yield truly relevant motifs.

The last tools we describe are devoted to a specific motit iden-
tification problem, rather than being generally applicable to any set
of RNA sequences. RBPmotif [69] is a webserver focused on dis-
covering the sequence and structural binding preferences of RBPs.
If no such preference is known, the tool will run an algorithm
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(RNAcontext [70], requiring a set of bound and unbound
sequences as input) to investigate on this aspects; on the other end,
if a sequence motif is already available for the RBP, an additional
analysis will be run to identify potential structural contributions to
the RBP sequence binding preference. Statistically evaluated motifs
are eventually returned and can be compared either by considering
motif instances in bound and unbound sequences or by looking at
similar binding motifs of other RBPs. Eventually, RNAmotifs
[71] stands out of the pack because of its particular application:
indeed, this tool is aimed at identifying motifs involved in splicing
regulation of a set of differentially regulated alternative exons. In
particular, motifs are defined as either degenerate or nondegener-
ate tetramers found around enhanced or repressed exons: these
tetramers are tested for enrichment in sequences surrounding these
exons, and statistically evaluated by a Fisher test and a bootstrap
procedure. Furthermore, splicing maps derived by the enriched
tetramers score profiles can also be visualized.

6 Pipelines for PTR: Two Case Studies

6.1 Case Study 1:
Impact of a Treatment
on Translation

The many available tools and databases we described, which can be
used to analyze various types of PTR data, all are individually use-
ful and serve a purpose on their own relating to a specific analysis
task. Nevertheless, to get the most out of the data deluge coming
out from such genome-wide approaches and reach the highest res-
olution and accuracy level that the resulting datasets enable, these
tools must be combined and integrated into full-blown analysis
workflows. Toward this goal, we thus now conclude the chapter by
presenting two tentative pipelines, combining several of these
resources to address the analytic needs of two different usage cases.
Through these examples, illustrated in Fig. 1, this section aims at
providing initial practical guidance to researchers approaching for
the first time PTR data analysis.

Our first case study deals with a particularly common experiment
in PTR, consisting in profiling the effects of treatment/stimulus
on translational control in a suitable cellular model system: the
ultimate goal is understanding which regulatory factors/elements
influence translatability of the transcripts following the treatment.
This task is often addressed by means of coupled total and poly-
somal RNA extraction followed by an RNA-seq assay on the
poly(A+) fraction, eventually allowing quantification of transla-
tional efficiency for each individual transcript. In such an experi-
mental setting, the analysis can be subdivided in five phases,
illustrated by Fig. la. First of all, one needs to identify genes (called
DEGs for differentially expressed genes) which are significantly
changing their translation levels following the treatment: this task
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a Treatment impact on translation b Identification of RBP X targets
Total and Polysomal RNA-seq PAR-CLIP assay

Identify treatment DEGs
(tRanslatome)

Find known PTR

elements in DEGs UTRs 1 Identify RBP X binding sites

(AURA) l (PARalyzer)
Identify sequence Define RBP X
2 binding preferences
(CMfinder) (RBPmotif)
Find structures influencing l Re-identify genome-wide
translatability 3 RBP X targets
(TEISER) (RBPmap)

Identify trans-factors
associated to the motifs
(CISBP-RNA | ScanForMotifs)
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Fig. 1 Representative data analysis pipelines to address two PTR case studies.
The figure displays two potential data analysis pipeline for two common types of
experiment in post-transcriptional regulation of gene expression. (a) Describes a
potential pipeline for the analysis of a study to determine the impact of a treat-
ment/stimuli on translation. This can be performed by total and polysomal profil-
ing coupled with RNA-seq. Differentially translated genes (DEGs) can first of all
be identified by tRanslatome; known PTR elements influencing translation (RBP
binding sites, cis-elements, etc.) can then be identified by AURA2 in DEGs UTRs.
Next, two motif search analyses can be performed to identify potential determi-
nants of the observed translational changes, at the sequence level (CMfinder)
and structure-wise (TEISER). Eventually, these motifs may be characterized by
attempting at identifying trans-factors binding to them by means of CISBP-RNA
and/or ScanForMotifs. (b) describes a workflow aimed at the identification of
targets and binding preferences for a generic RBP, named X. Starting from a PAR-
CLIP assay in the system of interest, binding sites for the RBP are first identified
by means of PARalyzer; subsequently, its sequence and structure binding speci-
ficities are determined through the RBPmotif tool. Eventually, the targets list is
reassessed by predicting binding sites (using the motif computed in the previous
step) with RBPmap, in order to further confirm PAR-CLIP results and identify
additional targets which may be non-expressed in the studied system (and thus
potentially missed by the assay)

can be performed by tRanslatome [13], by providing a table with
per-gene read counts (steps required to obtain these counts from
raw reads are related to the RNA-seq technique and are thus not
described here; readers can refer to this review [72]) as input and
choosing one of the available methods for DEGs calling. The out-
put will consist of a list of genes with significant changes, repre-
senting the treatment-induced biology. The next step aims at
obtaining a first overview of which trans-factor binding sites and
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6.2 Case Study 2:
Identification

of an RBP Targets
and Binding
Preferences

cis-elements are already known to be present in the mRNAs UTRs
of DEGs: this task can be performed by inputting the gene list to
the batch tools (here the Regulatory Element Envichment one) of
AURA?2 [28]; these results could also be complemented by pre-
dicting the presence of such elements through a tool such as
ScanForMotifs [51]. At the end of this step, one should already
be able to understand whether one or a few trans-factors/cis-
elements are massively shared by DEGs, and thus, if this is the case,
decide to focus on these as interesting candidates to explain the
treatment impact. If this is not the case, the next step consists in
looking for shared sequence motifs in DEG UTRs: this analysis can
be efficiently performed by providing DEGs 5 and 3’ UTRs
sequences (in two distinct executions) to CMfinder [64 ]; a further
step in the same direction, which can be addressed by means of
TEISER [68], consists in detecting structural elements which can
explain DEG changes in translational efficiency (to do so, one can
provide a list of genes and their related translational fold-changes
to the tool; sequences are not needed, at least for the most com-
mon organisms, as this tool comes with such data for a number of
prepackaged genomes). The results of these two steps will eventu-
ally yield sequence and structure motifs shared by a consistent
number of DEG UTRs and which represent the distinctive post-
transcriptional candidates acted upon to obtain the treatment
effects. Thus, as a last step, these motifs should be analyzed to
understand which trans-factors are targeting them to mediate these
effects: to do so, one can try to find matches with known binding
motifs or cis-elements patterns by means of CISBP-RNA [27] and
ScanForMotifs [51]; obviously, these analyses should be coupled
to a thorough literature search, especially for structure motifs, to
maximize the chances of identifying the factors at play.

Our second case study focuses instead on an increasingly common
kind of PTR experiment, namely identifying targets and binding
preferences for an RBP. This kind of experiment has recently been
made possible by the advent of the CLIP family of techniques. In
particular, our case study focuses on the PAR-CLIP technique,
exploiting T>C conversion induced by retrotranscription of the
incorporated photoactivatable 4SU nucleosides to precisely pin-
point the binding sites. The analysis workflow for such an experi-
ment, illustrated in Fig. 1b, can be subdivided in three phases. The
first phase consists in processing aligned reads to detect “peaks”
(i.e., mRNA regions hosting a significantly greater number of reads
with respect to the genome-wide background) and intersect these
with T>C conversion sites. This processing, done by means of
PARalyzer [24], produces a list of binding sites for our RBP of
interest, along with the estimation of their statistical significance.
From the list the set of targets for this RBP can be implicitly
inferred, along with processes and pathways in which these are



Bioinformatics Resources for PTR 25

involved. We can thus obtain an overall view of the potential role
that this RBP has in the studied system. While this information is
extremely useful, we still lack, at this point, a definition of how this
RBP chooses the regions it targets on the mRNAs. To address this
issue, the next step, performed by means of the RBPmotif [69]
tool, exploits the set of bound sequences (and a corresponding set
of unbound ones, also derived from the PAR-CLIP assay) to learn
the binding preference of the RBP and derive both a sequence
logo and a structural preference indicator. That done, we are still
left with a last potential issue: our assay was performed in a single
model system, expressing a specific set of genes, considerably
smaller than the total number of protein-coding loci in the genome:
we are thus missing a fraction of all potential targets, due to them
not being expressed in that system. To alleviate this issue, we could
exploit the binding preferences we have derived to predict, over
the whole transcriptome, potential binding sites for our RBP: this
task can be performed by means of RBPmap [50], providing the
sequence motif (either its consensus sequence or its probability
matrix) as input to the tool. This analysis will also allow us to com-
pute the goodness of fit between experimentally derived binding
sites and the predicted motif matches, thus eventually enabling the

evaluation of the motif quality and possibly its refinement.
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Chapter 2

A Computational Approach for the Discovery
of Protein—-RNA Networks

Domenica Marchese, Carmen Maria Livi, and Gian Gaetano Tartaglia

Abstract

Protein—RNA interactions play important roles in a wide variety of cellular processes, ranging from
transcriptional and posttranscriptional regulation of genes to host defense against pathogens. In this chap-
ter we present the computational approach catRAPID to predict protein—RNA interactions and discuss
how it could be used to find trends in ribonucleoprotein networks. We envisage that the combination of
computational and experimental approaches will be crucial to unravel the role of coding and noncoding
RNAs in protein networks.

Key words Protein—RNA interactions, Interaction prediction, Ribonucleoprotein networks,
Messenger RNA, Noncoding RNA, catRAPID

1 Introduction

The human genome harbors >1500 genes encoding proteins con-
taining at least one RNA-binding domain (RBD) [1]. The number
of proteins with identified RNA-binding ability (RBP), either pos-
sessing canonical or noncanonical RBDs [2, 3], is increasing. The
fact that some proteins bind to transcripts through domains or
regions that are not specifically evolved to this precise purpose [3,
4] is particularly intriguing. Indeed, recent manuscripts suggest a
scenario where unexpected players can exert crucial functions in
processes that were previously thought of as exclusively regulated
by selected RBD-containing proteins [5].

Computational models represent an important source of infor-
mation that can be exploited to identify hidden trends and under-
stand the basics of molecular recognition. As a matter of fact,
bioinformatics tools can perform exhaustive analyses and extract
distinctive features, hence facilitating the design of new experi-
ments. For example, it has been shown in several studies that the
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composition of primary protein structure, and the physicochemical
properties associated with it, can be used to describe the amino
acid regions that are more likely to be involved in binding to RNA
molecules [6, 7]. Due to the limitations of current experimental
approaches, it remains difficult to simultaneously investigate the
plethora of RBPs bound to a single transcript and RNA regions
that are likely to be involved in the binding. This has resulted in
experimentalists having to rely on protein analysis to investigate
specific signatures.

We developed an algorithm, catRAPID, to investigate pro-
tein—RNA associations involved in regulatory mechanisms [8]. We
trained catRAPID on a large set of protein—RNA pairs available in
the Protein Data Bank [9] to discriminate interacting and non-
interacting molecules using the information contained in primary
structures. catRAPID relies on the ViennaRNA package [10],
which has an accuracy of ~76 % [11], to generate predictions of
secondary structure ensembles. These structures are then analyzed
to extract information on the pairing profile of each nucleotide. By
means of this procedure, the probability of catRAPID predicting a
protein—RNA interaction has a 72 % correlation with secondary
structure information. However, a higher correlation factor is con-
sistently expected with the enhancement of secondary structure
prediction accuracies. As the predictive power of global RNA
structure becomes less accurate as the length of the RNA increases
[12], we developed the catRAPID fragments module that exploits
the RNALfold algorithm [11] to determine interactions for the
most stable local structure.

2 catRAPID Modules

The catRAPID approach (http://s.tartaglialab.com/page/catr-
apid_group) [8, 13] has been developed to predict protein associa-
tions with coding and noncoding RNAs [14, 15] (Table 1). In our
method, the contributions of secondary structure, hydrogen bond-
ing, and van der Waals are combined together into the interaction

profile:

O =a,Hy +ay We +agS,

where the variable x indicates RNA (x=r ) or protein (x=p ). The
hydrogen bonding profile, denoted by H, is the hydrogen bond-
ing ability of each amino acid (or nucleotide) in a protein (or RNA)
sequence:

H=H H,,....H .
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Algorithms of the cafRAPID suite. Computational models, their applications and examples

Type of analysis Algorithm Result Examples
The protein—RNA pair catRAPID graphic  The score will provide the CSR system [13]
of interest are <750 aa and serength propensity to interact as well EMRP [16]
and 1200 nt in length modules as an estimate of the strength
of interaction
Protein (or RNA) is larger  catRAPID fragments The bindinyg sites of both SNCA [28]
than 750 aa (1200 nt) (protein and RNA  molecules are visualized UNR (this work)
option)

RNA is >10,000 nt and
protein <750 aa

Protein (transcript) partners
of an RNA (protein) of
interest

Interacting protein
(transcript) partners

catRAPID fragments The binding sites of the protein  hnRNP-L [18]

(long RNA
option)

catRAPID omics

catRAPID omics
express

on the RNA sequence are Xist [14]
identified

Propensity, strengths, binding HuR [19]
motifs are ranked in a table ~ LIN28B [19]

Propensity, strengths, binding ~ TIAL [18]
motifs and expression patterns MSI [18]

co-expressed in
human tissues

are characterized

2.1 catRAPID
Graphic

Similarly, S represents the secondary structure occupancy profile
and W the van der Waals’ profile. The interaction propensity r is
defined as the inner product between the protein propensity profile
¥, and the RNA propensity profile Y, weighted by the interac-
tion matrix I.

T = @plq;r

The algorithms to compute protein—RNA interactions are available
at our group webpage http://service.tartaglialab.com/page/
catrapid_group

Our original algorithm predicts the interaction propensity of a
protein—RNA pair reporting the discriminative power DP, which
is a measure of interaction strength with respect to the training
sets [8]. The DP ranges from 0 % (the case of interest is predicted
to be negative) to 100 % (the case of interest is a positive). DP
values above 50 % indicate that the interaction is likely to take
place, whereas DPs above 75 % represent high-confidence predic-
tions. Due to computational requirements (intense CPU usage),
the catRAPID graphic algorithm accepts protein sequences with a
length between 50 and 750 aa and RNA sequences between 50
and 1200 nt [15].
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2.2 catRAPID
Fragments

2.3 catRAPID
Strength

2.4 catRAPID Omics

When input sequences exceed the length compatible with our
computational requirements (i.e.: protein length>750aa or RNA
length > 1200 nt), the catRAPID graphic cannot be used to calcu-
late the interaction propensity [14, 15]. To overcome this limita-
tion, we developed a procedure called fragmentation, which cuts
polypeptide and nucleotide sequences into fragments followed by
the prediction of the interaction propensities. Two types of frag-
mentation are possible:

o  Protein  and RNA uniform  fragmentation  (tran-
scripts < 10,000 nt) [15]: The fragmentation approach is based
on the division of protein and RNA sequences into 104 over-
lapping segments. This analysis is particularly useful to identify
regions involved in the binding.

e Long RNAweighted fragmentation (for transcripts > 10,000 nt)
[14]: The use of RNA fragments is introduced to identify RNA
regions involved in protein binding. The RNALfold algorithm
from Vienna package is employed to select RNA fragments in
the range between 100 and 200 nt with predicted stable sec-
ondary structure.

We previously observed that the strength correlates with chemical
affinities [14], which suggests that the interaction propensity can
be used to estimate the strength of association [16]. catRAPID
strength algorithm calculates the strength of a protein—RNA pair
with respect to a reference set [13]. Random associations between
polypeptide and nucleotide sequences are used to build the refer-
ence set. Since little interaction propensities are expected from ran-
dom associations, the reference set is considered a negative control.
Reference sequences have the same length as the pair of interest to
guarantee that the interaction strength is independent of protein
and RNA length. The interaction strength ranges from 0 % (non-
interacting) to 100 % (interacting). Interaction strengths above
50 % indicate propensity to bind.

The method is based on catRAPID [8] algorithm and performs
high-throughput predictions of protein—RNA interactions. catR-
APID omics enables: (1) the calculation of protein—RNA interac-
tions on a large scale (up to 105 associations) in a reasonable time;
(2) the submission of protein and RNA sequences without any

length restriction; and (3) to focus on specific protein regions able
to bind nucleic acid molecules [17] (Table 2).

¢ The time required by the original cazRAPID algorithm for pre-
dicting a single RNA—protein interaction strictly depends on
the features of the input molecules, which are computed on the
fly for each submission (using parallel calculation, <10 min are
required for proteomic interactions of one RNA molecule).
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Composition of reference libraries used in calRAPID omics

Proteome

Full proteins Domains Transcriptome
Model organisms RNA DNA RNA DNA Coding Noncoding
Caenorbabditis elegans 79 304 255 339 16613 8385
Danio revio 82 323 311 391 21752 4589
Drosophila melanogaster 71 283 318 447 6307 1109
Homo sapiens 472 2152 1907 7432 105586 18553
Mus musculus 379 1518 1573 3073 42951 7243
Raztus novvegicus 168 592 689 902 13593 4823
Saccharomyces cerevisine 261 389 508 431 3711 396
Xenopus tropicalis 70 184 279 253 2260 1278
Total 1582 5745 5840 13,268 98548 46376

Full-length (protein between 50 and 750 amino acids in length) and domains (derived from proteins >50 amino acids
in length) are used as input of the method. Both sets are divided in additional groups, based on the ability of proteins
to bind to RNA or DNA. Transcriptome searches use coding and noncoding RNAs, depending on the annotation in
ENSEMBL version 68. The length of the transcripts in the datasets ranges from 50 to 1200 nucleotides, but longer
RNAs can be added to the libraries

2.5 catRAPID
Extensions

* To speed up the calculation of a far greater number of interac-
tions, we introduce in catRAPID omics a system of organism-
specific feature libraries.

catRAPID is interfaced with other methods to improve its predic-
tive power [18]. Very recent implementations include the analysis
of co-expression networks [19], the cleverSuite approach to predict
the RNA-binding ability of proteins [20] and the SeAMotE
algorithm to identify regulatory elements coding/noncoding
transcripts [21]:

e To train the cleverSuite (http://s.tartaglialab.com /page/
clever_suite), we focused on RNA-interacting proteins detected
with UV ¢CL and PAR-CL protocols on proliferating HeLa
cells followed by sequencing and compared them with the rest
of cell lysate [3]. Analysis of physicochemical properties
revealed a strong and consistent RNA binding property of the
dataset (RNA-binding scales [ 3, 22, 23] discriminate 32-35 %
of the entire database). The cleverSuite selects the scales
for nucleic acid binding [22, 23], membrane [24], burial [25]
and aggregation [26] propensities, achieving a sensitivity
of 0.72 and false positive rate of 0.24 on the entire dataset.
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We applied the cleverSuite to proteins that are classified as
putative RNA-binding because they lack the canonical RNA-
binding domains [ 3]. We observed correct classification associ-
ated with a sensitivity of 0.83 and false positive rate of 0.15,
which indicates very high agreement with experimental data.

Detection of regulatory motifs is a challenging task. For this
reason, we developed the SeAMotE algorithm (http://s.tarta-
glialab.com/new_submission/seamote) [21], which provides
an easy-to-use interface and allows the exhaustive analysis of
large-scale datasets. Our approach offers unique features such
as the discrimination based on the actual occurrences (i.e., pat-
tern counts are not estimated) in the datasets, the choice of
multiple reference backgrounds (shuffle, random, or custom)
and the output of the most significant motifs in the whole span
of tested motif widths, thus providing a wide range of solu-
tions. In conclusion, our web-server is a powerful tool for the
identification of enriched sequence patterns that characterize
recognition process between proteins and nucleic acids. To
evaluate SeAMotE performances on large-scale datasets, we
collected recent CLIP experiments and assessed ability to iden-
tify significantly enriched motifs (Fisher’s exact test). In each
case analyzed, we compared RNAs bound to a specific protein
(foreground set) with the same amount of non-interacting
transcripts (background set). The DREME [27] algorithm was
used as a reference to evaluate the performance of our system.
Our method achieves both higher discrimination, which is the
ability to separate the foreground from the background set,
and significance, denoted by lower P-values associated with
sequence motifs. In addition, SeAMoTe also shows very high
sensitivity (~90 %) and accuracy (80 %).

3 cafRAPID Applications

3.1 Self-Regulatory
Mechanisms
Gontrolling Protein
Production

We used the catRAPID method to unravel self-regulatory pathways
(autogenous interactions) controlling gene expression [15]. We dis-
covered that aggregation-prone and structurally disordered proteins
have a strong propensity to interact with their own mRNA [28]. Our
results [15, 29] are in agreement with previous experimental work:

It has been shown that the amyloidogenic TAR DNA binding
protein 43 TDP-43 and Fragile X mental retardation protein
EMRP interact with the 3" UTR of their own mRNA to con-
trol protein production [15, 30, 31]. As overexpression leads
to high protein concentration and enhanced amyloidogenicity
[32, 33], it is possible that autogenous interactions prevent
from generation of potentially toxic aggregates.
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The biosynthesis of tumor suppressor p53 is controlled by a
translational autoregulatory feedback mechanism in which the
p53 protein binds to its own mRNA in the 5’ terminal region,
resulting in translational repression [34]. Indeed, it has
been reported that naturally occurring mutations of p53 are
associated with an increase of the aggregation potential [35].
In these regards, self-regulation of p53 can be seen as a way to
control its aggregation potential.

HSP70, the major stress-induced heat shock protein, regulates
its own expression by interacting with its mRNA. Prolonged
presence of HSP70 is detrimental for the cell, as it promotes
aggregation. From ex vivo experiments, it has been shown that
an increase in the degradation of HSP70 mRNA accompanies
aggregation of HSP70 [36]. The interaction of HSP70 with its
own mRNA (3" UTR) suggests a self-limiting mechanism to
reduce chaperone production and to avoid potential toxic
effects in absence of stress [36].

Moreover, the content of ribosomal proteins in eukaryotic
cells is controlled by changes in the degradation rate of newly
synthesized proteins. Such a high degree of coordination is
achieved through the use of common regulatory elements in
the genes and mRNAs of ribosomal proteins. In the majority
of cases, regulation follows a feedback pattern, involving inter-
actions of a ribosomal protein with its own pre-mRNA. This
regulatory mechanism provides the required level of each indi-
vidual ribosomal protein in the cell independently of other
ribosomal proteins, which is crucial for extra-ribosomal func-
tions. In the case of ribosomal proteins rpS26 and rpS13, high
affinity for pre-mRNA fragments containing first introns has
been found [37].

Dosage compensation of sex chromosomes equalizes expression of
X-linked genes in organisms where males and females have a differ-
ent number of X chromosomes. In mammals, Xist-mediated X
chromosome inactivation (XCI) implies a complex network of
macromolecular associations orchestrated by epigenetic modifiers
as well as splicing and transcription factors.

We used catRAPID to investigate the interactions of the long
noncoding Xist with Polycomb group proteins as well as YY1,
SAF-A, ASF, and SATBI proteins. In striking agreement with
experimental evidence, we predicted protein binding sites and
their affinities for Xist regions. We used our analysis to integrate
the existing model of XCI into a new framework in which the
transcriptional repressor YY1 tethers Xist to the X chromosome
and nuclear matrix proteins SAF-A and SATBI1 guide its trans-
location [14].
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In Drosophila melanogaster, translational inhibition of male-specific
misl-2 messenger RNA by female-specific protein SXL is crucial for
X-chromosome dosage compensation. Experimental studies iden-
tified an RNA-binding protein, UNR, as a fundamental co-repres-
sor recruited by SXL to the 3’ UTR of ms/-2 mRNA for translation
inhibition in females.

e RNA affinity chromatography and UV crosslinking assays show
that UNR transcript and its 5" UTR (nucleotides 1-261) efti-
ciently bind to UNR protein, whereas 3" UTR (nucleotides
261-447) does not [38]. Our calculations, carried out with
catRAPID fragments (“Protein and RNA uniform fragmenta-
tion” option), reproduce experimental results in great detail,
identifying the cold shock domains (CSD; Fig. 1a) [39] involved
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Fig. 1 UNR autogenous interactions. UNR transcript and its 5 UTR (nucleotides
1-261) bind to UNR protein [38]. (a) Our calculations, carried out with caiRAPID
fragments (“ Protein and RNA uniform fragmentation” option), recapitulate exper-
imental results in great detail, identifying cold shock domains (CSD) [39] involved
in autogenous interaction; (b) In agreement with experimental evidence [38],
UNR protein is predicted to bind to purine repeats, such as the guanine-rich
region of UNR 5’ UTR
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in autogenous interaction. In agreement with previous reports
[38], UNR protein is predicted to bind to purine repeats,
such as the guanine-rich region of its 5° UTR (nucleotides
26-77; Fig. 1b).

Recent studies indicate that nonsense-mediated decay (NMD) is
an important element in alternative splicing regulation [40] and is
associated with self-regulatory mechanisms:

Polypyrimidine tract binding protein (PTB) regulates its own
expression through a negative-feedback loop involving alterna-
tive splicing, which requires binding to mRNA and subsequent
NMD triggered by exon skipping [41]. PTB autogenous inter-
action is particularly relevant because over-expression of the
protein results in cell toxicity [42, 43].

Similarly, heterogeneous nuclear ribonucleoprotein L hnRNP-
L is able to induce NMD by associating with its mRNA [44].
Our predictions, carried out with cazRAPID fragments (“Long
RNA” fragmentation option) indicate that hnRNP-L interacts
with its own transcript in three different intronic regions
located between exons 1-2, 6-7 and 9-10, which is in com-
plete agreement with experimental evidence [44]. More spe-
cifically, we predict that hnRNP-L protein binds with high
affinity to the 3" CA cluster 6A of the hnRNP-L gene (intron
6) and not to sequence 6A (negative control), which is perfectly

in agreement with the results of in vitro splicing assays per-
formed by Rossbach et al. [44].

These and other results indicate that autogenous interactions

occur in UTR/intronic regions and play a role in controlling pro-
tein production [28].
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Transcriptional Regulation with CRISPR/Gas9 Effectors

in Mammalian Cells

Hannah Pham, Nicola A. Kearns, and René Maehr

Abstract

CRISPR /Cas9-based regulation of gene expression provides the scientific community with a new high-
throughput tool to dissect the role of genes in molecular processes and cellular functions. Single-guide
RNAs allow for recruitment of a nuclease-dead Cas9 protein and transcriptional Cas9-effector fusion
proteins to specific genomic loci, thereby modulating gene expression. We describe the application of a
CRISPR-Cas9 effector system from Streptococcus pyogenes for transcriptional regulation in mammalian cells
resulting in activation or repression of transcription. We present methods for appropriate target site selec-
tion, sgRNA design, and delivery of dCas9 and dCas9-effector system components into cells through

lentiviral transgenesis to modulate transcription.

Key words CRISPR/Cas9, Cas9-effectors, Transcriptional regulation, Gene activation, Gene

repression

1 Introduction

Dissection of individual gene function through targeted downregula-
tion or overexpression greatly benefits from versatile systems that
allow for easy manipulation of target genes. Loss-of-function and
gain-of-function high-throughput screens for factors involved in cel-
lular function are also highly desirable. CRISPR (clustered regularly
interspaced short palindromic repeats)-associated (Cas) systems offer
the opportunity to manipulate endogenous genes at the level of tran-
scriptional regulation, allowing for insight into the role of individual
genes and gene regulatory networks in their endogenous context.
The CRISPR/Cas system present in bacteria and archaea
serves as an adaptive immune system detecting and silencing for-
eign DNA [1, 2]. CRISPR systems incorporate invading DNA
sequences into the genome at CRISPR loci that are later tran-
scribed and used to guide nucleases to cleave invading DNA. Type
II CRISPR systems require a single CRISPR-associated (Cas)
gene, Cas9, a trans-activating CRISPR RNA (tracrRNA) and a

Erik Dassi (ed.), Post-Transcriptional Gene Regulation, Methods in Molecular Biology, vol. 1358,
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CRISPR RNA (crRNA) to carry out this directed, sequence-
specific DNA degradation [3, 4].

Type II CRISPR systems have recently been adapted for
genome editing in mammalian cells, where a human codon-
optimized version of the Cas9 protein introduced along with a
crRNA and tracrRNA is capable of inducing site-specific double-
strand breaks [5]. It is common to use a chimeric version of the
crRNA and tracrRNA to form a single guide RNA (sgRNA), fur-
ther simplifying the system to just two components consisting of
the Cas9 protein and sgRNA to achieve site-specific recruitment
and target cleavage [5, 6].

Target sites for CRISPR-mediated DNA cleavage are depen-
dent on the presence of a specific protospacer adjacent motif
(PAM) sequence 3’ to the targeted genomic DNA sequence [3, 7].
PAM sequences differ between CRISPR systems, for example, for
the species Streptococcus pyogenes (Sp) the PAM sequence is “NGG”
[7] whereas for Neisseria meningitides (Nm), the PAM sequence is
“NNNNGATT” [8]. Since the Cas9 endonuclease cleaves target
DNA only if the PAM sequence is present, the possible target sites
are therefore defined by the CRISPR system used. However cer-
tain variations in the PAM sequences can be tolerated, including
“NAG?” for the Sp system and “NNNNGCTT” for the Nm system
[9, 10], increasing the frequency of possible genomic target sites.

Several methods have been published describing the use of
CRISPR-Cas9 systems for genome editing (e.g., [11]). However,
since Cas9 can be guided to target specific genomic sequences, and
effector proteins can be fused to Cas9, this programmable system
is ideal for many applications beyond gene targeting through DNA
cleavage. The protocol presented here focuses on CRISPR-based
methods to manipulate gene regulation in mammalian cells using a
Sp CRISPR-Cas9 system coupled to the Krueppel repressor associ-
ated box (KRAB) domain and the quadruple tandem repeat of the
herpes simplex virus VP16 (VP64) transactivation domain [12-
15]. In extension, the methods described can be easily transferred
to CRISPR-Cas9 systems from other species as well as to Sp Cas9
coupled to different effectors.

In order to utilize the CRISPR system to affect gene regulation,
it is first necessary to inactivate the DNA cleavage activity of the Cas9
protein. Cas9 contains two nuclease domains, a RuvC-like domain
and a HNH domain, the activities of which are responsible for per-
forming the double strand break once the Cas complex is recruited to
DNA [3]. Inactivation of Cas9 nuclease activity is therefore com-
monly achieved through mutation of key catalytic residues in both of
the Cas9 nuclease domains (Sp system: amino acid changes D10A and
H840A) creating a nuclease dead version of the Cas9 protein (dCas9)
[3,16]. dCas9 can then be used with an sgRNA to enable recruitment
to specific genomic loci without inducing DNA cleavage.
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sgRNA-directed dCas9 recruitment to DNA has been shown
to interfere with gene transcription (CRISPRi) through steric hin-
drance by preventing transcriptional elongation, polymerase bind-
ing or transcription factor binding thereby influencing gene
expression levels [16]. Recently, additional tools have been devel-
oped for the manipulation of gene regulation through fusion of
dCas9 to eftector domains as have previously been developed for
TALE and zinc finger systems [17]. Coupling the dCas9 to eftec-
tors allows for site-specific delivery of any effector domain of inter-
est, and many different effector domains have been successfully
fused to dCas9 systems to modulate gene expression in mamma-
lian cells. Positioned by the sgRNA-dCas9 complex, the effector
domain can dictate the cellular response resulting in gene repres-
sion (CRISPRi) (e.g., KRAB, SID domains) or gene activation
(CRISPRa) (e.g., VP16, VP64, p65AD domains) when targeted
to regions upstream of transcriptional start sites [ 16, 18-25].

dCas9 effector-mediated gene regulation can be applied to a
broad range of studies including influencing cellular states in stem
cells through differentiation [24] to dissecting of the contribution of
individual genomic elements or transcription factor binding sites to
the regulation of a single gene. Critically, due to the speed and ease
of sgRNA design, high-throughput approaches have been developed
for gain- or loss-of-function screens in mammalian cells [26, 271].

Here, we describe a stepwise protocol for applying a CRISPR-
Cas9 system from Streptococcus pyogemes for gene regulation in
mammalian cells through a KRAB repressor domain or VP64 acti-
vation domain. The protocol includes preparation of a dCas9-
effectorsystem,designand cloning of sgRNAs (Subheadings 3.1-3.3)
inaddition to lentiviral production and transgenesis (Subheadings 3.4
and 3.5). These steps can be applied to other autologous CRISPR-
Cas9 systems and can be utilized in a variety of cell types.

2 Materials

2.1 Plasmids

1. dCas9 and dCas9-eftector plasmids
pHAGE TRE-dCas9 (Addgene #50915)
pHAGE TRE-dCas9-VP64 (Addgene #50916)
pHAGE TRE-dCas9-KRAB (Addgene #50917)
pHAGE EFlalpha-dCas9-VP64 (Addgene #50918)
pHAGE EFlalpha-dCas9-KRAB (Addgene #50919)
2. sgRNA plasmids
pLenti Sp BsmBI sgRNA Puro (Addgene #62207)
pLenti Sp BsmBI sgRNA Hygro (Addgene #62205)

3. Lentiviral plasmids
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2.2 Molecular
Biology Reagents

2.3 Cell Culture
Reagents
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pHDM-G (DNASU #235)
pHDM-Hgpm?2 (DNASU #236)
pHDM-tatlb (DNASU #237)
pRC/CMV-revlb (DNASU #246)

. DNA oligomers (25 nmol standard desalting conditions).

. Molecular biology grade water.

ATP.

. T4 polynucleotide kinase 10 U /pl.

. BsmBI 10 U /pl.

. Tris—acetate—EDTA (TAE) buffer.

. Agarose.

. QIAquick Gel Extraction Kit (Qiagen).
. T4 DNA ligase 400 U /pl.

. Stbl3 chemically competent E. cols.

. Ampicillin sodium salt.

. Luria broth (LB).

. Luria agar.

. QIAprep Spin Miniprep Kit (Qiagen).
. EcoRI 20 U /pl.

. QIAGEN Plasmid Maxi Kit (Qiagen).

. Cell line: human embryonic kidney (HEK) 293T/17 (ATCC

# CRL-11268).

. Dulbecco’s Modified Eagle’s Medium (DMEM) high glucose

(4.5 g/L).
Fetal bovine serum (FBS).

. GlutaMAX.

. Nonessential amino acids (NEAA).
. Sodium pyruvate.

. 0.25 % trypsin.

. 10 cm dish.

. 6-well plate.

10.
. OptiMEM medium.
12.
13.
14.
15.
16.

TransIT-293 transfection reagent (Mirus).

10 ml syringes.

Millex-HV Syringe Filter Unit, 0.45 pm, PVDEF, 33 mm.
Lenti-X concentrator.

Puromycin 10 mg/ml.

G418 50 mg/ml.
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Hygromycin B 50 mg/ml.

Doxycycline.

Phosphate buffered saline (PBS).

Formalin.

Trypan Blue.

PBST (1x PBS+0.2 % Triton 100).

Donkey serum.

Rat anti-hemagglutinin (HA) antibody (3F10) (Roche).
Secondary antibody.

Hoechst 33342 10 mg/ml.

Target specific QPCR primers and /or antibody.

3 Methods

3.1 Preparation

of dCas9 and dCas9-
Effector and sgRNA
Plasmids

3.2 sgRNA Design

3.2.1 Designing DNA
Oligomers for Sp sgRNA
Cloning Manually

. Obtain bacterial stocks of Sp dCas9 or dCas9-effector (KRAB

and VP64) lentiviral plasmids available through Addgene.
These plasmids are ready for use and are available as either
constitutive or inducible versions (se¢ Note 1).

. Streak bacteria onto 100 pg/mL ampicillin LB-agar plates and

grow overnight at 37 °C.

. Pick a single colony and grow for 6-8 h at 37 °C with shaking

at 250 rpm in 5 mL of LB media (containing 100 pg/mL
ampicillin).

. Transfer the 5 mL of culture to 250 mL of fresh LB media

(containing 100 pg/mL ampicillin) and grow overnight with
shaking at 250 rpm at 37 °C.

. Prepare the plasmid DNA using the Qiagen Maxiprep kit

according to the manufacturer’s protocol for subsequent prep-
aration in Subheading 3.3.

. (Optional) Confirm plasmid integrity by diagnostic digest.

(a) Digest 1 pg of plasmid DNA with 1 pL of each of the
restriction enzymes indicated in Table 1 for 1 h at 37 °C.

(b) Run the digest on a 1 % agarose gel to resolve the indi-
cated band sizes

Guidelines for selecting genomic targets are discussed in Note 2.
Since the efficiency of different sgRNAs in downstream applications
may vary, we recommend designing multiple sgRNAs per target.

1.

Search for the PAM sequence (NGQG) within the region of
interest to identify possible target sites with the following
genomic context GNjoINGG. Since the sgRNA is expressed
from a human U6 promoter, a G is required at the start of the
sequence for expression.
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Table 1

List of plasmids and respective restriction enzymes

Plasmid

Enzymes to digest with Expected band sizes

pHAGE TRE-dCas9 (Addgene #50915)  AfIIII
pHAGE TRE-dCas9-VP64 (Addgene AfIITT

#50916)

pHAGE TRE-dCas9-KRAB (Addgene AfITIT

5919, 4385, 3953, 176
5919, 4553, 3953, 176

5919, 3953, 2760, 1824,

#50917) 176,17
pHAGE EFlalpha-dCas9-VP64 AfITIT 6142, 3583, 3081
(Addgene #50918)
pHAGE EFlalpha-dCas9-KRAB AfITTT 4355, 3583, 3081, 1824, 17
(Addgene #50919)
pLenti Sp BsmBI sgRNA Puro EcoRI, Xhol 7044, 1440
(Addgene #62207)
pLenti Sp BsmBI sgRNA Hygro Xhol 7743, 1550
(Addgene #62205)

3.2.2 Designing DNA
Oligomers for Sp sgRNA
Cloning Online

. BLAST the genomic context (GNyNGG) to confirm that

there are no identical sequences in your genome.

. Target site sequences with palindromes or poly-T -G or -A

runs [26] should be avoided.

. Order the following oligomers for sgRNA cloning into either

sgRNA backbone vector. Be sure to omit the PAM sequence
(NGG) and to include the overhang sequences to facilitate
cloning into the BsmBI sites in the Addgene #62205 or
#62207 sgRNA backbones (see Fig. 1).

(a) Forward oligo: ACACC (GNyy) G
(b) Reverse oligo: AAAAC (N9 complement C) G

. Many sgRNA design tools are now publically available to facili-

tate sgRNA design [9, 28-31]. DNA regions of interest can be
fed into these tools to identify genomic targets predicted to have
minimal off-target effects and to generate the target site
sequences for a variety of mammalian species. It is important to
ensure that the sgRNAs are designed for the Sp Cas9 system as
sgRNAs designed for orthogonal CRISPR systems will have dif-
ferent PAM sequences and therefore would not be compatible.

. In order to clone target site sequences into the Addgene

#62205 or #62207 sgRNA backbones it is necessary to order
oligomers containing the target site sequence (GNjy) and to
include the following overhang sequences:

(a) Forward oligo: ACACC (GNyy) G
(b) Reverse oligo: AAAAC (N9 complement C) G
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Expression Vector
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a human U6 Promoter BsmBl BsmBl
1 } }
= =
-~ > S
- —
-~ ~
- ~
S~
5 -~ ~
-~ ke o
- ~
S 4 4 )

ACGAAACACCGAGACGATTAATGCGTCTCGTTTTAGAGC
TGCTTTGTGGCTCTGCTAATTACGAGACGCAAAATCTCG
A A
b

Forward oligo ACACCGNNNNNNNNNNNNNNNNNNNG
FEEEErrrrer el
Reverse oligo GCNNNNNNNNNNNNNNNNNNNCAAAA

C human U6 Promoter

ACGAAACACCGNNNNNNNNNNNNNNNNNNNGTTTTAGAGC
TGCTTTGTGGCNNNNNNNNNNNNNNNNNNNCAAAATCTCG

Fig. 1 Schematics for inserting annealed DNA oligomers into SQRNA expression
backbones (Addgene #62207 and #62205). (a) Nucleotide sequence of back-
bone cloning region with BsmBl sites indicated in bold red. Digestion of the back-
bone with BsmBlI results in DNA cuts at the positions indicated by arrows. (b)
Annealed DNA oligomers containing the sgRNA target sequence. The overhangs
for ligation are indicated in bold green italics. (¢) Nucleotide sequence of ligation
product containing oligomers inserted into SgRNA expression backbone

1. Resuspend forward and reverse DNA oligomers for sgRNA clon-
ing with molecular grade water at 100 pM. Prepare the following
reaction to phosphorylate the oligomers and anneal them into
dsDNA fragments for ligation into an sgRNA backbone.

100 pM Forward Oligo 2 uL
100 pM Reverse Oligo 2 pL
10x T4 polynuclease kinase bufter 2 pL
10 mM ATP 1pL
T4 poly nuclease kinase 1 pL
Molecular grade water 12 pL
Total volume 20 pl

2. Incubate the reaction at 37 °C for 30 min.
3. Add 1 pL of 5 M NaCl and 29 pL Tris-EDTA (TE) Buffer
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10.

11.

12.

13.

14.

15.

Heat the reaction in a heat block for 5 min at 95 °C,
remove the block from the heat source and allow to cool slowly

to room temperature. Alternatively, put in thermocycler, heat
for 5 min at 95 °C and ramp to 25 °C at 0.1 °C/s

. Dilute 1 pl of annealed sgRNA oligomers into 99 pl of TE buf-

fer to prepare sample for ligation

. Digest 2 pg of sgRNA backbone with 1 pL. BsmBI overnight

at 55 °C (see Note 3).

. Run on a 1 % TAE agarose gel to resolve the 8500 bp fragment

and detect potential uncut coiled plasmid

. Gel purify the 8500 bp fragment using Qiagen Gel Extraction

Kit

. Elute in 30 pL elution buffer (EB) supplied with the Qiagen

Gel Extraction Kit

. Set up the following ligation overnight at 16 °C. Set up a liga-

tion with no insert (annealed sgRNA oligomers) as a negative
control.

Digested sgRNA backbone (from step 8) 100 ng
Annealed diluted sgRNA oligomers (from step 4) 4 pL
10x T4 DNA ligase buffer 2 L
Molecular grade water to 19 pL
T4 DNA ligase 1pL

Transform 2 pL of ligation into Stbl3 competent cells accord-
ing to manufacturer’s protocol. The use of Stbl3 cells is criti-
cal, see Note 4.

Plate the transformed cells onto 100 pg/mL ampicillin LB-
agar plates and grow overnight at 37 °C.

Check for colonies the following day. The negative control
plate should have at least 10x fewer colonies than the plates
where you have ligated in the annealed DNA oligomers. If the
colony numbers are similar, this could indicate incomplete
digestion of the sgRNA backbone.

Pick 4-6 colonies per ligation and grow overnight with shak-
ing at 37 °C in 5 mL of LB culture (containing 100 pg/mL
ampicillin).

Prepare the plasmid DNA using the Qiagen Miniprep kit
according to the manufacturer’s protocol

Perform a diagnostic restriction digestion to screen for the
insertion of the annealed oligomers. Use the parental vector
from step 5, Subheading 3.1 as a negative control.



3.4 Lentivirus
Production

3.4.1 Lentivirus
Production

16.

17.
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(a) Digest 1 pg plasmid DNA with 1 pl EcoRI-HF in NEB
Buffer 2 at 37 °C for 1-2 h.

(b) Add 1 pl BsmBI to the reaction and incubate at 55 °C for
1-2 h.

(¢) Run the digest on a 1 % agarose gel until 5500 and
3000 bp fragments are resolved in the negative control. If
an insert is present, the BsmBI sites will have been removed
and there will be a single 8500 bp fragment due to linear-
ization with EcoRI.

(Optional) To verify cloning and to confirm the target site
sequence, Sanger sequence the insert with a U6 forward
sequencing primer (GACTATCATATGCTTACCGT)

(Optional) Maxiprep verified clones for subsequent viral pro-
duction using the Qiagen Maxiprep kit according to the manu-
facturer’s protocol

Both dCas9 /dCas9-eftector and sgRNA plasmids are third gener-
ation lentiviral vectors and can be packaged into lentiviral particles
enabling delivery of both components of the dCas9 system into
any cell type of interest.

1.

5.

HEK293T /17 cells are maintained in DMEM supplemented
with 10 % FBS, 1 % GlutaMAX, 1 % NEAA, and 1 % sodium
pyruvate. Cells are passaged every 3—4 days at around 70 %
confluence. Do not allow the cells to become confluent.

. The day before transfection, passage the cells with 0.25 % tryp-

sin, and plate at 1.3 x 10° cells/cm? or six million cells for each
10 c¢m dish. For alternatives see Note 5.

. 2 h before transfection, feed the cells with fresh media
. For the transfection, pipette DNA (dCas9-effector or sgRNA

plasmids with packaging plasmids) in the following ratio
20:2:1:1:1 (Expression plasmid: pHDM-G: pHDM-Hgpm?2:
pHDM-tatlb: pRC/CMV-revlDb)

Plasmid Desired (ng)
dCas9 or sgRNA 12,000
pHDM-G (DNASU #235) 1200
pHDM-Hgpm?2 (DNASU #236) 600
pHDM-tatlb (DNASU #237) 600
pRC/CMV-revlb (DNASU #246) 600

Total DNA 15,000

Transfect the cells with TransI'T-293 transfection reagent in
Opti-MEM according to manufacturer’s protocol.
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3.4.2 Viral Titer: 1

Calculating Multiplicity
of Infection (MO)

(a) Dilute the DNAin 1 mL of OptiMEM in a 1.5 mL centri-
fuge tube

(b) Add 45 pL of TransIT-293 transfection reagent to the
center of the tube

(c) Mix gently using a 1 mL pipette
(d) Letincubate at room temperature, undisturbed, for 20 min

(e) Plate drop-wise onto cells and gently shake the plate to
distribute the transfection mixture

. The following day change the media on the transfected cells

. 48 h after transfection, harvest the virus by passing the media

through a 0.45 pM filter. Store the collected virus at -80 °C.

. (Optional) Feed the cells with an additional 10 mL of fresh

media and harvest the virus 24 h later repeating step 7.

. (Optional) To obtain higher viral titers, virus can be concen-

trated immediately after harvest using Lenti-X concentrator
according to the manufacturer’s protocol. Alternatively, virus
can be concentrated by centrifuging at 100,000 x g for 90 min
at 4 °C.

. Maintain HEK293T /17 cells as in Subheading 3.4.1
2. The day before infection plate 5x10* HEK293T /17 cells/

well onto a 6-well plate.

. The day of infection, thaw lentivirus stock on ice, and change

the media on the cells. Add 10 or 1 pL of virus to each well; be
sure to leave one well uninfected as a negative control

4. 24 h after infection, change the media on infected cells

Titer (viral units / ml)

. 48 h after infection, passage the cells at various densities (e.g., 1:10

and 1:100) onto a 10-cm dish and add selection reagent (depend-
ing on the lentiviral vector used this may vary, se¢ Note 6)

. Allow cells to grow until there are no cells left on the negative

control plate and cells are large enough to visualize (usually
5-7 days), changing the media supplemented with selection
reagent every 2—3 days

. Carefully wash cells with PBS and fix with formalin solution for

30 min at room temperature. Wash with PBS, then stain with
2 mL of trypan blue for 10 min, and wash 2x with PBS. Count
the number of colonies and calculate the viral titer:

(# colonies after selection )

(Dilution factor from step 5 e.g.1/100)( volume virus added from step 3 /1000)

8. Expected titers for sgRNAs are 1076 to 10”7 viral particles/

ml, and for dCas9-effectors are ~10"4 viral particles/ml



3.5 Virus Delivery/
Functional Assay

3.5.1 Generation
of Stable dCas9, dCas9-
Effector Cell Lines

3.5.2 Transduction
of sgRNA Lentivirus
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To determine the downstream effects of sgRNA-guided Cas9-
effectors we commonly monitor cellular RNA and protein levels of
target gene. Experiments should be designed to include negative
controls, these could include sgRNAs designed to target a gene
desert region or a sequence not present in the genome of interest.
In the case of effector-based repression, it may be beneficial to
include a dCas9 without a fused effector to distinguish between
effector-mediated and steric hindrance effects.

1.
2.

Passage desired cell type.

Incubate the cells with the concentrated dCas9 or dCas9-
effector viruses.

. 24 h after infection, change the media following lentiviral han-

dling safety procedures.

. 48 h after infection, change the media following lentiviral han-

dling safety procedures and start selection to generate stable
cell lines (see Notes 6-8). The required amount of time for
selection will vary with cell line and selection cassette.

. Following completion of selection, lines may be subcloned or a

pool of stably transduced cells can used for future experiments.

. (Optional) Expression of dCas9 or dCas9-eftector can be con-

firmed through immunofluoresence detection of the HA-

epitope tag. If doxycycline-inducible dCas9-effectors are used,

cells must be maintained in 2 pg/ml doxycycline.

(a) Wash cells with PBS, then fix in formalin solution for
30 min at room temperature.

(b) Wash 1x with PBS, then 1x with PBST.

(c) Incubate with blocking buffer (5 % donkey serum in
PBST) for 30 min at room temperature

(d) Dilute HA antibody in blocking buffer and stain for 3 h at
room temperature. The HA antibody dilution should be
optimized by lot.

(e) Wash 3x PBST and incubate with appropriate secondary
antibody for 2 h at room temperature.

(f) Wash 3x PBST and incubate with 4 pg/ml Hoechst for
5 min at room temperature.

(g) Wash 1x with PBS and visualize on microscope.

. Passage stably transduced dCas9 and dCas9-effector cell lines.
. Incubate the cells with sgRNA lentiviruses. We usually infect

cells with an MOI of ~1.

. 24 h after infection, change the media following lentiviral han-

dling safety procedures.



54 Hannah Pham et al.

4. 48 h after infection, change the media following lentiviral han-

dling safety procedures and start puromycin (for plasmid
#62207) or hygromycin (for plasmid #62205) selection if
desired.

Following sgRNA transduction, successful CRISPRi or
CRISPRa will result in relative loss or gain of target gene tran-
scripts. Effects on gene expression can be assessed by quantita-
tive PCR methods comparing test sgRNAs to negative control
sgRNAs. The time required for the dCas9 or dCas9-effector to
take effect may vary and a timecourse of the functional readout
should be established for each new cell type.

3.5.3 Assessment 1.
of sgRNA Function
4 Notes
1
2

. dCas9, dCas9-KRAB and dCas9-VP64 plasmids are available

through Addgene as doxycycline-inducible versions with a
neomycin selection cassette (#50915 and #50916) and con-
stitutively active versions with a puromycin selection cas-
sette (#50917, #50918, #50919). Additional dCas9-effector
systems can also be acquired from Addgene or principle
investigators. If using the inducible version dCas9, doxycy-
cline must be added to the media at 2 pg/ml after infection
with dCas9 lentivirus to induce dCas9 expression. All vec-
tors contain the dCas9 or dCas9-effector followed by a
HA-epitope tag which can be used to detect expression of
the dCas9. sgRNA plasmids for cloning are available with
either a puromycin (#62207) or a hygromycin (#62205)
selection cassette. Any of the dCas9 plasmids can be
used with either of the sgRNA plasmids, however using a
dCas9 lentiviral vector containing a selection cassette differ-
ent from the sgRNA lentiviral vector will allow for selection
of both components in a single cell.

. Choosing an appropriate genomic target depends on the effec-

tor being used. When using dCas9 alone (without effector) to
interfere with gene expression, genomic targets should either
overlap or be downstream of the transcriptional start site.
Successful CRISPRi effector mediated repression has been
achieved by targeting dCas9KRAB within a -200 to +300 bp
window of the transcriptional site [26, 32 ]. Targeting dCas9K-
RAB downstream of transcriptional start sites may result in a
stronger repressive effect due to the combination of both
KRAB-mediated repression and dCas9 mediated steric hin-
drance [26]. For CRISPRa, recent studies indicate that target
sites within a —400 to +1 bp window of the transcriptional start
site is optimal for dCas9-VP64 gene mediated activation [26,
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32]. Designing multiple sgRNAs against a target and thereby
recruiting multiple dCas9 or dCas9-effectors to the same
region can increase the overall levels of activation [19-21, 24].

3. Esp3I (10U /pl), is an isoschizomer of BsmBI and can also be
used to prepare the sgRNA backbone in place of BsmBI in
Subheading 3.3, step 5. Digest (0.5 pL/pg of plasmid) over-
night at 37 °C.

4. Due to the highly repetitive sequences found in lentiviral vec-
tors (the repeat sequences in the LTR), Stbl3 cells are pre-
terred for cloning. These cells reduce the rate of recombination
caused by these repetitive sequences and conserve the integrity
of the plasmid over time. The DNA yield is also found to be
higher in these cells.

5. The CRISPR-effector system can be used for screening pur-
poses and the lentiviral production can be scaled down into a
96-well format using 100 ng of total DNA per well for trans-
fection (scaled from 15 pg of total DNA in step 2, subhead-
ing 3.4.1). In our experience, precoating plates with 5 pg,/ml
fibronectin prior to plating the HEK293T cells for viral pro-
duction will allow for comparable virus titers between large
and small well sizes. For high throughput virus production
we do not filter the virus but rather freeze directly after
harvesting.

6. The required dose and timing of selection reagents will vary
with cell line. Typical timing and dose of common selection
agents for mammalian cells are indicated but dose and concen-
tration need to be optimized by cell type:

Concentration of selection reagent Time required to complete
selection

0.5-2 pg/ml Puromycin 2 days

25-50 pg/ml Hygromycin 4 days

50-300 pg/ml G418 (Neomycin) 6 days

If each component cannot be selected for (e.g., when trans-
ducing multiple sgRNAs or using a puromycin resistant dCas9
plasmid with a puromycin resistant sgRNA plasmid) then the
MOI in Subheading 3.5.2, step 2 can be increased to attain
cells expressing all components.

7. Some cell lines are difficult to transduce and may benefit from
a pre-incubation step with lentiviral particles before plating
(Subheading 3.5). For mouse and human ESCs, we perform a
3-h incubation with virus in low attachment plates containing
a minimal amount of media, prior to plating for continued cul-
ture. Alternatively, for some cell lines transduction efficiency
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may be improved by the addition of polybrene during
transduction.

. Due to the large size of some dCas9-effector constructs, it may

be technically challenging to generate high titers of dCas9-
effector lentivirus. If avoidance of lentiviral delivery of dCas9-
effectors is desirable, cotransfection of dCas9-effectors together
with sgRNAs is sufficient to modulate gene expression [19].
Alternatively, stable dCas9-effector lines can be generated
through random or target integration of a linearized plasmid.
Continuous selection can be used to ensure maintained expres-
sion of the dCas9-effectors. The sgRNAs can then be delivered

to these cell lines via lentiviral infection or by transfection.
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Chapter 4

Studying the Translatome with Polysome Profiling

Paola Zuccotti and Angelika Modelska

Abstract

Polysome fractionation by sucrose density gradient centrifugation followed by analysis of RNA and protein
is a technique that allows to understand the changes in translation of individual mRNAs as well as genome-
wide effects on the translatome. Here, we describe the polysome profiling technique and RNA as well as

protein isolation procedures from sucrose fractions.

Key words Polysome, Profiling, Transcriptome, Translational control, Translatome, Sucrose gradient,

RNA isolation, Protein isolation

1 Introduction

Polysome fractionation by sucrose density gradient centrifugation
followed by analysis of RNA and protein allows to understand the
translatome of normal, stress, and diseased states of various cell
models as well as to study the changes of proteins that are present
in or associated with polysomes. Since the development of this tech-
nique more than 40 years ago [1], polysome profiling has been
extensively used to investigate protein translation and its dysregula-
tion [2—4]. Transcripts have very complex lives and their fate is
determined by a huge number of factors. Some of them might not
be immediately destined for translation and might be for instance
stored in P-bodies [5]. Therefore, measuring global mRNA levels is
a rather poor approximation of the translational state of the cell [6],
and more complex techniques such as polysome profiling are neces-
sary to address fundamental questions about protein translation.
After stalling ribosomes on transcripts with cycloheximide, the
cells are lysed and the lysate is applied onto a sucrose gradient.
Free, monosome- and polysome-associated transcripts are then
separated by ultracentrifugation and fractions are collected, from
which RNA or protein can then be extracted for further analysis
(Fig. 1a). Traditionally, the distribution pattern of specific mRNAs
has been determined by northern blotting, but with recent
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Fig. 1 (a) Separation of cell lysate by velocity sedimentation in a sucrose gradient on the basis of their differing
“effective” sizes, or, roughly, on the basis of molecular weights. After centrifugation, fractions are collected
under continuous reading of optical density at 254 nm. Free RNAs and other low-molecular-weight compo-
nents of the cytoplasm are found at the top and polysomes are found at the bottom of the gradient.
(b) Downstream processing of RNA and proteins obtained from polysome profiling. The most common
techniques used are indicated. RT-gPCR—reverse transcription-quantitative PCR

technological advancements nowadays mostly reverse transcription
(RT)-qPCR, microarray, and RNA sequencing technologies are
used (Figs. 1b and 2a). Equally, proteins interacting with poly-
somes or ribosomal proteins themselves can be studied using
immunoblotting or high-throughput technologies such as mass
spectrometry (Figs. 1b and 2b).

From the mRNA distribution pattern obtained, it is then pos-
sible to determine the efficiency with which the transcripts are
recruited to the translational machinery (by assaying the percent-
age of transcripts being associated with ribosomes, i.c., the ribo-
somal occupancy). Another useful parameter is the ribosomal
density, which assesses the number of ribosomes with which the
mRNA is associated [7]. Both of these parameters allow to derive
the translational efficiency for different transcripts. Therefore, it is
possible to study directly the effects on translation of individual
transcripts upon the perturbation of the system, for example
growth factor treatment, serum starvation, various differentiation
stages, and over- or under-expression of selected genes [4, 8-11].
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Fig. 2 (a) Relative distribution of a transcript along single fractions of the polysome profile with/without a treat-
ment influencing its translation. (b) Immunoblotting showing the distribution of a protein associated with
polysomes (HuR), a ribosomal protein (RPL26), and a protein not associated with polysomes (actin)

2 Materials

2.1 Preparation
of Cell Lysate

Prepare all solutions using diethyl pyrocarbonate (DEPC) ultra-
pure water and analytical grade reagents. Diligently follow all waste
disposal regulations when disposing waste materials.

DEPC water, 1 % DEPC: Add 1 mL DEPC to 1000 mL ultra-
pure water, stirring overnight, autoclave (se¢ Note 1).

1. Tissue culture dishes (100 mm), regular media, and cell cul-
ture equipment.

2. 10 mg/mL cycloheximide in DEPC water: Add 100 mg in
10 mL DEPC water, vortex well to dissolve. Aliquot and store
at -20 °C.

3. Lysis buffer: 10 mM NaCl, 10 mM MgCl,, 10 mM Tris—HCI
pH 7.5, 1 % Triton X-100, 1 % sodium deoxycholate, 0.2 U/
pL RNase inhibitor, 1 mM DTT, 0.1 mg/mL cycloheximide
(see Note 2).

Stock Solutions for Lysis Buffer:

10x Sodium deoxycholate: Add 1 g of sodium deoxycholate in
10 mLL DEPC water (10 % w/v final). Store at room
temperature.

10x Triton X-100: Add 1 mL of 100 % Triton X-100 into
10 mL. DEPC water (10 % v/v final). Store at room
temperature.

10x salt solution: 100 mM NaCl, 100 mM MgCl,, 100 mM
Tris—-HCI pH 7.5 in DEPC water. Aliquot and store at
-20 °C.

1 M DTT: Add 1 g into 6.5 mL of DEPC water under the
fume hood, and vortex well. Aliquot and store at -20 °C.
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2.2 Sucrose Gradient
Preparation
and Fractionation

2.3 RNA Isolation
from Sucrose
Fractions

4.

O 0 N O Ul

1.

O 0 NN O D

14.
15.
16.

PBS-cycloheximide solution: Supplement 1x PBS with 10 pg/
mL cycloheximide final using 10 mg/mL stock.

. 1.5 mL microcentrifuge tubes.

. Cell scrapers.

. Microcentrifuge.

. Filter barrier pipette tips.

. Optional: DNase I, EDTA, puromycin.
10.

Liquid nitrogen.

1x gradient buffer: 30 mM Tris-HCI pH 7.5, 100 mM NaCl,
10 mM MgCl,. Store at 4 °C (se¢ Note 3).

. 10x gradient buffer: 0.3 M TrissHCI pH 7.5, 1 M NaCl,

0.1 M MgCl,. To prepare 1 L of 10x gradient buffer: 58.4 g
NaCl, 20.34 g MgCl,, 300 mL of 1 M Tris—-HCI pH 7.5.
Adjust the volume to 1 L with DEPC water. Store at 4 °C.

. 50 % sucrose: 250 g sucrose in 500 mL of 1x gradient buffer,

filter with 0.22 pm filter. Store at 4 °C.

. 15 % sucrose: 75 g sucrose in 500 mL of 1x gradient buffer,

filter with 0.22 pm. Store at 4 °C.

. 3% v/v hydrogen peroxide.

. Rubber stoppers or parafilm.

. Gradient former or a box lid /rack.

. Polyallomer ultracentrifuge tubes (dimensions: 14 x 89 mm).
. Ultracentrifuge.

10.
11.
12.
13.

Swinging bucket rotor.
Gradient analyzer (recommended: Teledyne Isco).
Tris Peristaltic Pump (recommended: Teledyne Isco).

UV spectrophotometer (UA-6 UV/VIS detector) (recom-
mended: Teledyne Isco).

PeakTrack 110 program (recommended: Isco, Inc.).
Forceps.

1.5 mL microcentrifuge tubes.

. 20 mg/mL proteinase K.
. 10 % w/v SDS in DEPC water.

5 M NaCl in DEPC water.

. Phenol:chloroform 5:1 acid equilibrated pH 4.7.
. Isopropanol.

. Water bath.

. Forces and tissue paper.

. RNase-free water.
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. 100 % Trichloroacetic acid (TCA).

from .Sucrose 2. Acetone: store at -20 °C.

Fractions . Ix SDS-PAGE loading buffer: 60 mM TrissHCI pH 8§,
100 mM DTT, 2 % w/v SDS, 10 % v/v glycerol, 0.1 % bromo-
phenol blue, ultrapure water. Aliquot and store at -20 °C.

4. Thermoblock.
. Optional: Sonicator.

3 Methods

3.1 Preparation
of Cell Lysates

3.2 Sucrose Gradient

Preparation
and Centrifugation

. Grow adherent cells in 100 mm dishes to ~80 % confluence

(see Note 4).

. Treat cells in culture with 100 pg/mL cycloheximide. Incubate

at 37 °C for 3—4 min. Additional controls can be included by
performing EDTA or puromycin treatment (see Note 5).

If possible, work in the cold room or on the bed of ice, using ice-cold

solutions and keeping the cell dishes on a bed of ice all the time.
Work quickly but without rushing.

. Remove the medium using a vacuum pump. Let the plates

drain on an angled bed of ice and aspirate the remaining
medium. Wash each plate with 5 mL of ice-cold PBS-
cycloheximide solution (see Note 6), removing carefully and
completely the PBS-cycloheximide solution after each wash by
aspiration (let the plates drain on an angled bed of'ice) in order
to avoid the dilution of the lysis buffer in the next step.

. Add 300 pL of ice-cold lysis buffer directly to the dish, scrape,

and transfer to a pre-chilled 1.5 mL tube (se¢ Note 7).

. Immediately place the samples on ice for 2 min, with occa-

sional vortexing.

. Centrifuge for 5 min at 16,000 x g at 4 °C to pellet the nuclei

and cellular debris. Optional DNase I treatment can follow (see
Note 8).

. Freeze the lysates in liquid nitrogen and store at -80 °C or

load directly on sucrose gradient by carefully layering it on the
gradient surface (see Note 9).

If possible, work in the cold voom or on the bed of ice, keeping all solu-
tions cold in ovder to preserve RNA. Keep rotor buckets cold through-
out the procedure.

1. Use ultracentrifuge tubes extensively washed as follows (by fill-

ing the tubes completely): three washes with ultrapure water,
three washes with DEPC water, 5-min incubation with 3 % v /v
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3.3 Sucrose Gradient
Fractionation

3.4 RNA Isolation
from the Fractions

—

H,O, in DEPC water, and three washes with DEPC water.
Then dry the tubes in the oven. For long-term storage remem-
ber to seal up the tubes (see Note 10).

. Put the tubes on ice and add 5.5 mL of cold 50 % sucrose

solution to each tube. Carefully overlay 15 % sucrose solution
till the tube is completely filled, avoiding to disturb the inter-
face. Close the tube with a rubber stopper or parafilm; no air
bubbles must be trapped in the sucrose (se¢ Note 11).

. Gently plate the tubes in the sucrose gradient former at

4 °C. Program the device in the following manner: 10 min to
lay down, 120 min in horizontal position, and 10 min to move
back to vertical position. The gradients are now ready to be
used (see Note 12).

. If you use frozen samples, thaw lysates on ice 2 h before use

(see Note 13).

. Carefully remove 800 pL from the top of the sucrose gradient

and gently (i.e., drop by drop, staying close to the surface)
overlay the sucrose with 700 pL of cell lysate (see Note 14).

. Using forceps if necessary, carefully lower the tubes into the

buckets of the rotor and close them.

. Ultracentrifuge the gradients at 274,000x 4 for 1 h 40 min

at 4 °C.

. After the centrifugation, leave the tubes in their buckets for

10 min at 4 °C to allow the gradients to stabilize.

. Wash the tubing of the fractionator extensively with DEPC

water, 3 % hydrogen peroxide, DEPC water again, and 50 %
sucrose before starting to process the samples, making sure not
to trap any air bubbles. Set the baseline with sucrose between
20 and 60.

. Place a series of labeled 1.5 mL tubes in the fraction collector

at the end of the flow cell.

. Carefully remove the centrifuge tubes containing the sucrose

gradients from the centrifuge rotor and mount them one by
one on the collector device (in the meantime, keep the remain-
ing tubes at 4 °C). Monitoring the absorbance at 254 nm,
collect 1 mL fractions in the microcentrifuge tubes (Figs. la
and 3a).

. Keep the sucrose fractions at 4 °C when for immediate use;

otherwise store them at -80 °C.

RNA can be isolated from individual fractions ov the subpolysomal
and polysomal fractions can be pooled (see Fig. 3a). Scale the volumes
below accordingly.
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Fig. 3 (a) Representative polysome profile prepared from adherent cells in culture. 40S- and 60S-free small
and large ribosomal subunits, 80S-monosomes. Pooling of fractions for downstream analysis is indicated.
(b) Representative polysome profile after EDTA treatment: only 40S and 60S subunits can be seen.
(c) Representative polysome profile after puromycin treatment: subunit and 80S peaks are increased and
polysome peaks are decreased

1. To 1 mL fraction add 5 pL of proteinase K (to a final concen-
tration of 100 pg/mL) and 100 pL SDS (to a final concentra-
tion of 1 %).

2. Digest the proteins by incubating the samples at 37 °C for
1-2 h in a water bath.

3. Add 250 pL of phenol:chloroform 5:1 acid equilibrated pH 4.7
to each 1 mL fraction and mix thoroughly by vortexing.
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3.5 Protein Isolation

from the Fractions

4. Add 100 pL of 5 M NaCl and vortex (se¢ Note 15).

AN

. Centrifuge at 16,000 x g for 5 min at 4 °C.
. Transfer the upper, aqueous phase to a fresh tube and add

1 mL of isopropanol (or 2 mL of ethanol). Mix and place at
-80 °C for 1-2 h or overnight (recommended).

. Centrifuge at 16,000 x g for 30—40 min.

. Remove the supernatant and leave the pellet to air-dry (no

more than 5 min). Resuspend the pellet in RNase-free water
and proceed with purification using normal RNA precipitation
or a commercial kit (see Note 16).

Work on ice under the fume hood.

1.

To each 1 mL fraction add 100 pl of 100 % TCA and 1 mL of
ice-cold acetone (see Note 17).

. Put the sample at -80 °C overnight to induce protein

precipitation.

. Thaw the samples on ice and centrifuge at 16,000xy4 for

5-10 min at 4 °C.

. Remove the supernatant carefully leaving the white pellet

intact (see Note 18).

. Wash pellet with 1 mL of’ice-cold acetone (see Note 19).
. Centrifuge at 16,000xg for 5 min at 4 °C. Remove the

supernatant and repeat the acetone wash three times in total
(see Note 20).

. Dry the pellet by placing the tube under the fume hood for

approximately 10 min to evaporate the acetone.

. Resuspend the pelletin 50 pL of 1x SDS-PAGE loading buffer,

vortex well, and incubate for 5-10 min at 100 °C (see Notes
21 and 22).

4 Notes

. DEPC is toxic and irritant. Add DEPC to ultrapure water in

1 L bottle under the fume hood, close the cap tightly, and stir
overnight using a magnetic stirrer. The following morning
autoclave the bottles (remember to slightly loosen the caps) to
deactivate DEPC.

. Prepare 1x lysis buffer just before use because this solution is

unstable.

. Prepare 1x gradient buffer each time from 10x stock.
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Once cells reach confluency, they decrease protein synthesis
which results in lower polysome yield. Usually two 100 mm
dishes are collected for each sample, but this is cell line depen-
dent (for example, 1-2 x 109 cells for HeLa or 3-5x10° cells
for HEK293). If you use a different cell line or special condi-
tions (e.g., silencing, drug treatment) you might need to opti-
mize the cell density of your culture /condition.

. Cycloheximide inhibits protein synthesis and prevents ribo-

some disassembly; therefore, it is important to include it dur-
ing all fractionation steps to preserve the polysome structures.

To test whether transcripts are truly associated with poly-
somes it is possible to perform control experiments using
EDTA or puromycin treatment. The intactness of ribosomes
depends on Mg?*. EDTA chelates Mg?* and as a result dissoci-
ates the large and small ribosomal subunits and releases tran-
scripts associated with ribosomes. In consequence only the first
two peaks are seen, i.e., 40S and 60S (Fig. 3b). Puromycin
inhibits protein translation and as a result polysomal peaks
diminish and 80S increases (Fig. 3c). The sensitivity of the
sedimentation of the transcripts to treatment with EDTA and
puromycin suggests that they are associated with polysomes.

Puromycin treatment: Add 100 pg/mL final puromycin
directly to cells in a plate, and incubate for 15 min at 37 °C
prior to lysate preparation.

EDTA treatment: Add 50 mM EDTA final to cell lysate just
before applying on gradient before ultracentrifugation.
Incubate for 10 min on ice.

. Add PBS on the side of the plate to avoid cell detachment.
. If using two 100 mm dishes for one sample, add 150 pL to

each of them and then pool.

. Add DNase I to a final 0.005 U /pL and leave the lysates on ice

for 30 min in order to allow the DNase I to degrade any DNA
contamination.

. The supernatant can be stored at —-80 °C for a maximum of

6 months, but it is recommended to use the lysate within 1
month.

It is recommended to prepare the tubes the day before use.

The 50 % sucrose can be added using a pipette controller. The
15 % sucrose solution should be added drop by drop staying
close to the interphase in order to preserve a sharp interface.
Using 1000 pL pipette allows for a greater control. During the
cap insertion or parafilm wrapping make sure that there are no
air bubbles trapped inside the tube, since free-floating bubbles
have a deleterious effect on gradient formation.
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12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

The gradients can be created manually. Transfer the tubes into
a lid of sample storage box or a rack, and slowly (over 1 min)
incline them by 90° so that the tubes are in a horizontal posi-
tion. Keep them in this position for 2 h, and then again slowly
move them back into the vertical position.

It is recommended to thaw lysates during the sucrose gradient
formation to optimize the use of time.

Tubes can be reused; however, if they are reused too many
times or are not completely filled, they will collapse during
centrifugation. Therefore, the tubes need to be carefully con-
trolled before and after each use. If the volume of cell lysate is
less than 700 pL, adjust the volumes accordingly always leav-
ing a space of 100 pL. If necessary, 1x gradient bufter can be
added to cell lysate to obtain the required volume. Balance the
tubes by applying the same volume of cell lysate.

Sodium acetate may be used as an alternative to NaCl when
low-salt concentrations are needed in the final RNA sample.

After removing isopropanol, you can remove the remaining
phenol traces from the tube with tissue paper and forceps. Any
strong phenol contamination occurs because phenol slides
from the tube walls down to the pellet; therefore, it is impor-
tant to keep the tube upside down at all times. If you are skilful
to remove the phenol with paper you can skip the cleanup step
and resuspend RNA in RNase-free water directly.

TCA is extremely corrosive! Wear gloves and eye protection
and work under the fume hood.

The pellet is not always visible, so it is important to remove the
supernatant placing the tip on the opposite side of the tube
where the pellet is expected to reside after centrifugation. The
pellet will become visible in the next step.

Resuspend the pellet up and down many times, in order to
remove any remaining traces of sucrose.

In these washes the pellets are white and compact.

Traces of TCA will turn the solution yellow. The use of 1x
sample buffer at high pH should prevent this problem. If pH
is not adjusted, the proteins might not run according to their
molecular weight.

If the pellet is not dissolved after boiling, it might be necessary
to sonicate it and then incubate at 100 °C for another 10 min.

Immunoblotting is performed with the same volume of
each sample in order to obtain the protein profile correspon-
dent to the RNA profile; usually 25 pL is enough to visualize
most proteins (Fig. 2b).
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Chapter 5

Exploring Ribhosome Positioning on Translating
Transcripts with Rihosome Profiling

Pieter Spealman, Hao Wang, Gemma May, Carl Kingsford,
and C. Joel McManus

Abstract

Recent technological advances (e.g., microarrays and massively parallel sequencing) have facilitated
genome-wide measurement of many aspects of gene regulation. Ribosome profiling is a high-throughput
sequencing method used to measure gene expression at the level of translation. This is accomplished by
quantifying both the number of translating ribosomes and their locations on mRNA transcripts [1]. The
inventors of this approach have published several methods papers detailing its implementation and address-
ing the basics of ribosome profiling data analysis [2—4]. Here we describe our lab’s procedure, which
differs in some respects from those published previously. In addition, we describe a data analysis pipeline,
Ribomap, for ribosome profiling data. Ribomap allocates sequence reads to alternative mRNA isoforms,
normalizes sequencing bias along transcripts using RNA-seq data, and outputs count vectors of per-codon
ribosome occupancy for each transcript.

Key words Ribosome Profiling, Translation, Yeast, High-throughput sequencing, Bioinformatics,
Ribomap, Ribo-seq

1 Introduction

Ribosome profiling simultaneously measures the relative number
of ribosomes on a transcript (ribosome occupancy) and their loca-
tions along the transcript. Numerous studies have used ribosome
occupancy to identify changes in translation based on environmen-
tal stresses [1, 5—7], developmental cues [8, 9], and divergence
between species [10, 11]. Identifying the location of translating
ribosomes has been instrumental in understanding mechanisms of
translational regulation [12, 13], and has revealed that many RNA
regions previously thought to be noncoding are actually engaged
by ribosomes [1, 13, 14].

Ribosome profiling requires four steps to generate a sequenc-
ing library of ribosome protected fragments (RPFs): addition of a
drug that inhibits translation, transcript digestion and purification,

Erik Dassi (ed.), Post-Transcriptional Gene Regulation, Methods in Molecular Biology, vol. 1358,
DOI 10.1007/978-1-4939-3067-8_5, © Springer Science+Business Media New York 2016
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preparation of sequencing libraries from resulting RPFs, followed
by sequencing and data analysis (Fig. 1). In order to estimate the
relative efficiency of translation among mRNA transcripts, RNA-
seq libraries must be prepared simultaneously from the same cell
extracts. Many parameters can be varied, depending on the nature
of the experiment. These options are briefly reviewed here before
the “standard” method is described in detail.

Typically, chemical inhibitors of translation are used during
ribosome profiling to preserve ribosome locations. Perhaps the
most frequently used translation inhibitor, cycloheximide, binds
along with tRNA to the E-site of the ribosome and prevents tRNA
release. This causes the ribosome to stall on the transcript [15].
The ribosome is forced into a conformation that typically covers
27-30 nt of transcript, the standard footprint size of ribosome pro-
tected mRNA fragments [16].

Despite its prevalence of use, cycloheximide does have some
limitations. Because cycloheximide inhibits elongation and not ini-
tiation, ribosomes can continue to initiate as long as the translation
initiation site remains accessible [17]. At sufficient concentrations
of cycloheximide, translation initiation sites are rapidly made inac-
cessible by cycloheximide-paused ribosomes and bias is minimized.
Conversely, at lower concentrations ribosomes may translocate
substantial distances down mRNA, allowing additional ribosomes
access to the initiation site [17]. Such delayed inhibition by cyclo-
heximide may produce concentration-dependent artifacts by bias-
ing ribosome locations towards the 5" end of open reading frames
(ORFs) [15, 17]. While the standard concentration (used in this
method) appears to avoid most of these artifacts, experiments sen-
sitive to ribosome occupancy bias should consider using higher
concentrations.

Unlike cycloheximide, harringtonine and lactimidomycin act
specifically on pre-initiation ribosomes. Thus, treatment with
either chemical allows post-initiation ribosomes to continue trans-
lating while capturing ribosomes at the location of initiation.
Harringtonine and lactimidomycin have been used in ribosome
profiling experiments to measure translation elongation rates and
identify alternative translation initiation sites [18, 19].

The only alternative to chemical inhibition involves rapidly
freezing cells with liquid nitrogen to halt translation [1]. Several
studies that used cryogen-based inhibition reported significant dif-
ferences in ribosome profiles compared to those using chemical
treatments [ 18, 20]. These artifacts from chemical treatments may
explain previously reported features such as translation elongation
ramping [21] and excess signal at translation initiation sites [1].
However, the cryogenic approach may also result in inaccurate
measurements of ribosome locations due to ribosome run-oft dur-
ing lysate preparation [1]. Furthermore, effective cryogenic
preparations are difficult due to temperature fluctuations while
performing ribosome profiling.
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In its simplest form, ribosome profiling data can be analyzed to
determine the fractional occupancy of ribosomes on each ORF
(ribosome load). If RNA-seq data have been collected from matched
samples, as described in this protocol, the fractional abundance of
mRNA can also be calculated. Both ribosome loads and mRNA
abundance are typically reported in a table as either read counts per
gene, or as numbers normalized for the length of each ORF and the
total number of reads in the sample (7eads per kilobase of gene
model, per million mapped reads, or RPKM). The relative transla-
tion efficiency can be calculated as the quotient of the ribosome
load and the mRNA abundance. It is important to note that these
are compositional data, and thus should not be interpreted as the
number of ribosomes on a gene or the number of mMRNA molecules
per cell. A few bioinformatic tools have been released that facilitate
such gene level analyses, including ANOTA [22], and Babel [23].

In theory, ribosome profiling data provides nucleotide resolu-
tion measurements of ribosome position that could be used to cal-
culate the per-codon occupancy of ribosomes on mRNA transcripts
(ribosome profile vectors). However, there are several challenges
to generating ribosome profile vectors in practice, including decon-
volving multi-mapped reads, selecting the correct codon location
that the P-site maps to, and correcting biases introduced during
library preparation and sequencing. For example, one recently
published approach designed to correct for sequencing bias [24]
reports very different conclusions compared to prior studies that
ignored it altogether. The final section of this protocol describes
Ribomap [25], an automated pipeline we developed that simplifies
ribosome profiling data analysis. Ribomap takes raw sequence
reads from ribosome profiling and RNA-seq as input, and calcu-
lates ribosome loads, mRNA abundance, and translation efficiency
for each transcript. Ribomap also accounts for multi-mapping
sequence reads for both single and multiple isoform genes using
RNA-seq estimates of isoform abundance.

2 Materials

2.1 Library
Preparation
Components

Micropipettors and filter tips.

Microcentrifuge.

0.2 mL thin-walled tubes (certified nuclease free).

1.5 mL tubes (nuclease free).

50 mL conical tube.

15 mL conical tubes.

10 mL serological pipettes.

Stericup-GP, 0.22 pm, polyethersulfone, 500 mL (Millipore).

W XN e

0.5 mm diameter acid-washed glass beads.



10.
11.
12.
13.
14.
15.

16.

17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.

37.
38.
39.
40.

4].
42.
43.
44.
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Nuclease-free water.

0.1 M Na,CO:;.

0.1 M NaHCO;3.

3 M Sodium acetate (NaOAc) pH 5.5.
1 M Sodium hydroxide (NaOH).

1 M and 3 M Sodium chloride (NaCl) solutions prepared with
nuclease-free water.

20x SSC (Saline Sodium Citrate) (3 M NaCl, 0.3 M Sodium
citrate, pH to 7.0 with 14 N HCI).

Tween 20.

1 M Tris—-HCl pH 7 4.

10 mM dNTP mix.

1 M and 100 mM DTT (Dithiothreitol).

1 M Manganese chloride (MnCl,).

0.5 M EDTA pH 8.0.

Isopropanol.

Ethanol.

Sucrose.

DMSO (Dimethyl sulfoxide).

Acid phenol-chloroform pH 4.5 (Ambion).
Trizol.

Chloroform-isoamyl alcohol 24:1.

Antifoam A, molecular biology grade (Sigma).
20 % SDS (Sodium lauryl sulfate).

Yeast tRNA (10 mg/mL).

50 % PEG 8000.

GlycoBlue™ Coprecipitant (Life Technologies).
DNA Clean & Concentrator™—5 (Zymo Research).

Dynabeads® mRNA DIRECT™ DPurification kit (Life
Technologies).

T4 Polynucleotide Kinase (New England Biolabs).
T4 RNA Ligase 2, truncated (New England Biolabs).
Universal miRNA Cloning Linker (New England Biolabs).

Phusion® High-Fidelity DNA Polymerase (New England
Biolabs).

RNAsel (100 U/ul) (Life Technologies).

SUPERase-In™ RNase Inhibitor (Life Technologies).
RNaseZAP® wipes (Life Technologies).

Dynabeads® MyOne™ Streptavidin C1 beads (Life Technologies).
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45.
46.
47.
48.
49.
50.
51.
52.
53.

54.
55.
56.
57.
58.

59.

Table 1
Custom oligos (see Note 15)

SuperScript® IT Reverse Transcriptase (Life Technologies).
CircLigase™ ss DNA Ligase (Epicentre).

Ultracentrifuge with TLA-100.3 rotor or equivalent.
Ultracentrifuge tubes (Beckman Coulter polyallomer #326823).
Thermocycler.

Thermomixer (or heat block).

Tube rotator.

DynaMag™—2 Magnet (Life Technologies).

Tapestation, D1000 Tapes and reagents or Bioanalyzer
(Agilent) (optional).

NanoDrop.

Vortexer.

Vacuum pump (optional, we use Welch Model 2522B-01).
Custom Oligos (see Table 1).

Polysome Lysis Buffer: 20 mM Tris—HCI pH 8, 140 mM KClI,
1.5 mM MgCl,, 1 % Triton X-100, 100 pg,/mL cycloheximide
(see Table 2).

Sucrose cushion solution: 1 M sucrose, 20 mM Tris—HCI
pH 7.4,250 mM NaCl, 15 mM MgCl,, 1 mM DTT, 0.1 U/
pl SUPERase-in (see Table 3).

RNA marker oligo 26 nt
RNA marker oligo 34 nt

Reverse transcription (RT) prim

5’AUGUACACGGAGACCCGCAACGCGA3'[Phos]

5’AUGUACACGGAGUCGAGCUCAACCCGCAACGCGA3’
[Phos]

er  5'(Phos)AGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGT
AGATCTCGGTGGTCGC(SpC18)CACTCA(SpC18)
TTCAGACGTGTGCTCTTCCGATCTATTGATGGTGCCT
ACAG-3'

Subtractive hybridization primer 1 5’(BioTEG)AAGAGGTGCACAATCGACCGATCCTGA3’
Subtractive hybridization primer 2 5'(Biosg) TAGTTTCTTTACTTATTCAATGAAGCGG3’
Subtractive hybridization primer 3 5’(Biosg)AATATAGATGGATACGAATAAGGCGTC3’

)
)
Subtractive hybridization primer 4 5’(Biosg) TGGCTTAGTGAGGCCTCAGGATCTGCT3’
Subtractive hybridization primer 5 5'(Biosg) TCGAAGAGTCGAGTTGTTTGGGAATGC3’
Subtractive hybridization primer 6 5’(Biosg) CTATGCCGACTAGGGATCGGGTGGTG3’

Universal Forward PCR primer

Barcoded Reverse PCR primer
(see Note 15)

5’-AATGATACGGCGACCACCGAGATCTACAC-3’

5'-CAAGCAGAAGACGGCATACGAGAT-(6 nt Illumina
barcode)-TGTACTGGAGTTCAGACGTGTGCTCTTCCG-3’
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Table 2
Polysome lysis buffer (make fresh)

Final concentration

Stock Amount (in 10 mL)
Ultrapure (or DEPC) H,O 8 mL -

1 M Tris—-HCI pH 8.0 200 pl 20 mM

1 M KCl 1.4 mLL 140 mM
1 M MgCl, 15 pl 1.5 mM
Triton X-100 100 pl 1%

Cycloheximide (fresh stock) 100 pl (50 mg/mL) 100 pg/mL

Table 3
Sucrose cushion solution (add SUPERase-in immediately before use)

Reagent Amount per sample Final concentration
Sucrose 115¢g 1M
Nuclease-free water 2.36 mL (fill to 3.33 mL) N/A
1 M Tris—-HCI pH 7 .4 66 pl 20 mM
1 M NaCl 830 pl 250 mM
1 M MgCl, 50 ul 15 mM
1 M DTT 3.3l 1 mM
SUPERase-in™ (20 U/pl) 16.6 pl 0.1 U/ul
60. 2x Alkaline fragmentation bufter: 2 mM EDTA, 0.1 M 0.1 M

6l.

62.

63.

64.

Na,CO3, 0.1 M, 0.1 M NaHCO3;, pH to 9.2 (see Table 4).

YEPD medium: 1 % yeast extract, 2 % peptone, 2 % dextrose
(see Table 5).

PAGE RNA extraction buffer: 300 mM NaOAc, pH 5.5,
1 mM EDTA (see Table 6).

PAGE DNA extraction buffer: 300 mM NaCl, 10 mM Tris—
HCl pH 8,1 mM EDTA (see Table 7).

Subtractive hybridization buffer: 2 M NaCl, 1 mM EDTA
pH 8, 10 mM Tris pH 7.4, 0.02 % Tween 20 (see Table 8).

. Polyacrylamide gel electrophoresis equipment—cooled verti-

cal unit with 18 x16 cm glass plates, 15 well combs (1.5 mm
thick), and 1.5 mm thick spacers.

Light box/Dark reader camera.
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Table 4
2x Alkaline fragmentation buffer (pH to 9.2 with NaOH and HCI;
store at —20 °C)

Reagent Amount Final concentration
0.5 M EDTA pH 8.0 80 pl 2 mM
0.1 M Na,CO; 2.4 mL 0.1 M
0.1 M NaHCO3; 17.52 mL 0.1 M
Table 5
YEPD (1)
Reagent Amount Final concentration
(A) YEP solution
Peptone 20g 2%
Yeast extract 10g 1%
Deionized water Fill to 900 mL NA

(B) 20 % Dextrose
Dextrose 20g 20 %
Deionized water Fill to 100 mL NA

Autoclave YEP and 20 % Dextrose separately and combine before use to make 1 L YEPD

Table 6
PAGE RNA extraction buffer

Reagent Amount Final concentration
Nuclease-free water 22.33 mL NA
3 M NaOAc (pH 5.5) 2.5 mL 300 mM
0.5 M EDTA 50 pl 1 mM
Table 7

PAGE DNA extraction buffer

Reagent Amount Final concentration
Nuclease-free water 6.88 mL NA

1 M NaCl 3 mL 300 mM

1 M Tris pH 8 100 pl 10 mM

0.5 M EDTA 20 pl 1 mM
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Table 8
Subtractive hybridization buffer

Reagent Volume Final concentration
3 M NaCl 3.33 mL 2M

0.5 M EDTA pH 8 10 pl 1 mM

1 M Tris pH 7.4 50 pl 10 mM
Nuclease-free water 1.6 mL -

Tween 20 1 pl 0.02 %

3. Dark reader.

4. Plastic wrap.

. Corning® Costar® Spin-X® centrifuge tube filters, cellulose

acetate membrane, 0.22 pm pore.

EMD Millipore Steriflip™ sterile disposable vacuum filter unit
0.22 pm PVDE.

50 mL syringe.
18G x 1% needles.

9. Razor blades.

10.
11.
12.
13.
14.
15.
16.

17.
18.

Vacuum source.

10x TBE.

Urea.

40 % Acrylamide—Bis solution 19:1.
TEMED (Tetramethylethylenediamine).
Ammonium persulfate ((NH4))2S,03).

2x formamide loading buffer (95 % deionized formamide,
0.5 mM EDTA pH 8, 0.005 g bromophenol blue per 10 mL).

10 bp DNA ladder (Lite Technologies).

SYBR® Gold Nucleic Acid Gel Stain, 10,000x (Life
Technologies).

3 Methods
3.1 Yeast Culture The following describes a procedure to rapidly process yeast sam-
Preparation ples within minutes of the addition of cycloheximide.

3.1.1 Prepare Yeast
Culture

2.

1.

Start a 100 mL overnight culture the night before you wish to
harvest the cells.

First thing in the morning, restart yeast cultures at ODgg
~0.2 in 650 mL of YEPD in 2.8 L Fernbach Culture flasks
from Corning (se¢ Note 1).
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3.1.2  Prepare Polysome 1.
Lysis Buffer

Make a fresh stock of cycloheximide (150 mg cycloheximide
in 3 mL. EtOH for a final concentration of 50 mg/mL).
Cycloheximide is highly toxic. Stocks should be prepared in a
fume hood.

2. Make 10 mL polysome lysis buffer (PLB, Table 2):

3.1.3 Prepare Flash 1.
Freeze Setup

3.1.4  Cell Harvesting The
and Collection by Vacuum mL.

. Filter-sterilize PLB using a 50 mL conical Steriflip with a

0.22 pm filter and a vacuum.

. For each culture, fill a 50 mL conical tube with 2.2 mL of

PLB. Place these in an ice water slurry for use at step 6 in
Subheading 3.1.3.

. For each culture, place one 10 mL serological pipette to

the side.

Get roughly 1 L of liquid nitrogen, N,(/) for each culture in a
container rated for N,(/).

Select styrofoam shipping containers large enough to hold one
50 mL conical tube per sample (see Note 2).

. Using a 16 gauge needle, carefully punch 4 holes in the lids of

50 mL conical tubes (one per culture). Label the conical tubes
and lids with the sample names using a permanent marker.
Place the lids to the side.

Place the 50 mL conical tubes in a 3 x 3 rack in the styrofoam
container selected in step 2.

. Fill each conical tube three quarters full with N,(/). Pour addi-

tional N,(/) into the container to a depth of 34 cm.

final cycloheximide concentration should be at least 100 pg/
Be sure to follow standard chemical safety procedures when

Filtration handling cycloheximide in both liquid and powder forms.

1.

2.

Assemble the 500 mL Stericup-GP vacuum filters per manu-
facturer’s specifications (see Note 3).

Add 1.3 mL of 50 mg/mL cycloheximide /ethanol stock to
one culture (100 pg/mL final concentration). Replace culture
flask in shaker for an additional 2 min (see Note 4).

. Ensure that the 10 mL serological pipettes, the ice slurry, and

50 mL conical tubes containing PLB are within reach. Ensure
that the container being used for flash freezing is nearby and
still has ~10 mL of N,(/) left in each tube.

. After 2 min has elapsed since step 2, add 50 pl of Sigma

Antifoam A (this step is optional, but greatly helps with filter
sterilization if yeast culture is foamy) and proceed immediately
to step 5.

. Harvest cells by pouring the contents into the Stericup filtra-

tion system. Ensure that the cells remain suspended by gently
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swirling the growth flask until it has been entirely emptied.
CAUTION—the media filtrate contains cycloheximide.

6. Once the media has been filtered, carefully scrape the cell paste
off the filter using a flat edged spatula. Spoon all of the cell
paste into a conical tube of ice cold PLB from step 4,
Subheading 3.1.1.

7. Use a 10 mL serological pipette to thoroughly resuspend the
cells in PLB. We use an electronic pipettor to assist with
resuspension.

8. Once the cells are homogenously mixed with PLB, flash-freeze
the cells by slowly dripping the cell /PLB suspension into the
labeled 50 mL conical tube containing N,(/). Add N,(/) as
needed to ensure frozen cell droplets remain submerged dur-
ing this process.

9. Close each tube with the correctly labeled cap.

10. Before moving to process the next sample, ensure that 3—4 cm
of N,(/) remains in the bottom of the styrofoam container.

11. Repeat steps 1-9 for any additional cultures.

12. When each sample has been processed the tube rack may be
remove from the container and placed in a -80 °C freezer to
allow for the N,(/) to evaporate.

NOTE: Stopping point. Frozen cells can be stored at -80 °C
for months or used immediately for lysis.

Yeast require significant mechanical disruption to lyse their cell wall.
This is further complicated in ribosome profiling, as lysis must occur
at low temperatures. The most conservative solution uses special-
ized equipment (e.g., a Retsch cryo-mill) that pulverizes cells under
cryogenic conditions [1]. However, this may be unnecessary when
sufficient levels of translation inhibitors are used. We describe an
alternative method that lyses cells by alternating cycles of vortexing
with glass beads and immersion in ice water, such that the tempera-
ture is maintained within 3 © C of freezing at all times. Our lab has
found minimal differences in ribosome profiles we generated with
either method. However, we believe that cryogenic lysis is necessary
for experiments done in the absence of translation inhibitors.

1. Fill a Ny(/) dewar with ~0.5 L of N,(/), in preparation for step 15.
2. Thaw the flash-frozen cells from Subheading 3.1.3 step 12 in

an ice water slurry.

3. For each sample, label and fill a 15 mL conical tube with 2 mL
of 0.5 mm diameter acid-washed glass beads.

4. Resuspend the thawed cell /PLB suspension with a 10 mL
pipette and transfer to the labeled 15 mL conical tube. Ensure
the caps are on tight.
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3.3 Preparing
Ribosome Protected
Fragments (RPFs)

3.3.1 Nuclease Digestion
and Ultracentrifugation

5. Return tubes to the ice water slurry for 5 min.

6. Vortex each sample at max for 5 s, fully immerse in ice slurry
tor 30 s.

7. Repeat step 6, 11 times for each sample (for a total of 12
rounds of vortexing).

8. Separate the lysate from the glass beads by centrifuging for
5 min at 3000x 4 at 4 °C.

9. Transfer supernatants to clean, labeled, 1.5 mL microcentri-
fuge tubes.

10. Clarity lysate by centrifuging for 10 min at 20,000 x4 at 4 °C.

11. Recover the supernatant, taking care to avoid the pellet and
lipid layer at the surface. Repeat step 9 if the recovered sample
is visibly contaminated with pellet or lipid material.

12. Make a 1:200 dilution in a microcentrifuge tube (5 pl extract
with 995 ul sterile deionized H,O) for each sample.

13. Using the NanoDrop measure the A, of each diluted sample
and calculate the OD,4p/mL.

14. Using PLB (with fresh cycloheximide if there has been greater
than 1 week since its creation) dilute the sample to 200
ODy6p/mL.

15. Separate this into 250 pl aliquots (50 OD,4) per tube.

16. Flash-freeze these using the N,(/) from step 1 and store
at =80 °C.

RNase I is added to cell lysate to digest mRINA regions not bound
by ribosomes. This results in a heterogeneous mixture of partially
digested mRNA, tRNA, ribonucleoprotein complexes, and single
ribosomes with their protected fragment (also referred to as mono-
somes). RNase I is effective for yeast, however micrococcal nucle-
ase has been used to digest lysates from other species [12, 13].
After nuclease digestion, monosomes must be separated from other
RNA species. This is accomplished by ultracentrifugation through
either a sucrose gradient [1] or a sucrose cushion [18]. Sucrose
cushions effectively purify monosomes, are easy to construct, and
are thus suggested for most experiments. However, sucrose gradi-
ent fractionation may allow more precise selection of monosomes.

1. Thaw one aliquot of lysate (50 ODs) per sample and bring the
volume to 350 pl with polysome lysis buffer (see
Subheading 3.1.1 step 2).

2. Add 8 pl RNasel (100 U /pl) to each sample.

3. Incubate the lysate for 50 min at room temperature on a tube
rotator.

4. During the RNAsel digestion, prepare 3.3 mL of sucrose
cushion solution per sample (Table 3).



3.3.2 RNA Extraction

10.

11.
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. Filter sterilize sucrose cushion solution using a 50 mL EMD

Millipore Steriflip™ sterile disposable vacuum filter unit
(0.22 pm PVDF) and place the solution on ice.

. Clean the ultracentrifuge tubes with RNAseZap® wipes and

rinse twice with nuclease-free water.

After 50 min, stop the RNAsel digests by adding 10 pl
SUPERase-in™ to each tube and place them on ice.

. Aliquot 3 mL of sucrose cushion solution to each ultracentri-

fuge tube.
Slowly pipette each extract onto the top of a sucrose cushion.

Balance the centrifuge tubes to within 0.05 g of each other
before loading them into the rotor (see Note 5).

Load the sucrose cushions in a TLA-100.3 rotor (or equivalent)
and spin 4 h at 70,000 x g (see Note 6).

. Carefully remove the centrifuge rotor and immediately pipette

off sucrose supernatants, leaving the pellets behind. The pel-
lets look like clear lenses in bottom rear of tube.

Resuspend each pellet in 712 pl 10 mM Tris, pH 7.4 and
transfer to a 2 mL microcentrifuge tube.

Add 38 pl of 20 % SDS

4. Add 1 volume acid phenol-chloroform (pH 4.5).

10.

11.

12.
13.
14.
15.

16.

. Incubate the samples at 65°C thermomixer for 5 min with

maximum shaking (se¢ Note 7).
Place the tubes on ice for 5 min.

Spin at full speed on tabletop centrifuge for 5 min.

. Separate aqueous phase (top phase) into new microcentrifuge

tube. Take care to not pipette up any of the white interphase
layer.

Repeat steps 4-8 once (for a total of two rounds).

Add 1 volume of chloroform-isoamyl alcohol 24:1 and vortex
the sample for 1 min at room temperature.

Spin the samples in a microcentrifuge at top speed for 5 min at
room temperature.

Remove aqueous phase (top) into new microcentrifuge tube.
Add one-tenth volume of 3 M NaOAc (pH 5.5) to each tube.
Add 1 volume of isopropanol.

Precipitate the RNA at either —80 °C for 30 min, or -20°C for
1 h. Alternatively, the protocol can be stopped here and the
tubes can be left at -20 °C overnight.

To pellet the RNA, centrifuge the precipitated RNA in at the
maximum speed at 4 °C in a microcentrifuge for 30 min.
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17. Carefully pipette oft the supernatant, leaving the RNA pellet
behind.

18. Wash each RNA pellet with 500 pl 70 % ethanol until it is
freely floating. Take care to ensure the pellet does not stick to
the pipette tip.

19. Centrifuge samples at maximum speed in a 4 °C microcentri-
fuge for 5 min.

20. Pipette oft the ethanol supernatant. We typically remove
450 pl with a P1000, quickly spin down the samples, and
remove the remainder with a P200. Open the caps to allow
the pellets to dry for 1-2 min.

21. Pipette up and down to thoroughly resuspend each RNA
pellet in 20 pl of nuclease-free water.

22. Measure the concentration of the RNA with a NanoDrop.
These RPF samples can be stored at =20 °C.

3.4 Preparing mRNA To estimate the relative translation efficiency of transcripts (ribo-

Fragments somes per transcript), mRNA abundance must be measured in par-
allel using RNA-seq. Because ribosomal RNA (rRNA) comprises
more than 95 % of total cellular RNA, measures are taken to enrich
mRNA and deplete rRNA (see Note 8).

3.4.1 Total RNA 1. Bring 10 OD 260 units of cell lysate (Subheading 3.2 step 16)
Extraction to 712 pl by adding 10 mM Tris, pH 7.4 and transfer to a
2 mL microcentrifuge tube.
2. Extract the RNA (Subheading 3.3.2 steps 3 through 21).

3. Measure the RNA concentration with a NanoDrop. These
samples should be used directly for mRNA enrichment, as
freeze—thaw cycles may lead to mRNA fragmentation.

3.4.2 mRNA Enrichment 1. Vortex the Dynabeads® Oligo(dT) beads and pipette 250 pl
with the Dynabeads® into one 1.5 mL microcentrifuge tube per sample.
mRNA DIRECT™ 2

. Place tubes on a DynaMag™—2 Magnet for 1 min. Pipette off
Purification Kit

the supernatant.

3. Remove the tubes with the beads from the magnet and resus-
pend the beads in 125 pl lysis/binding buffer (provided with
the kit) and place on the magnet for 1 min.

4. Pipette off liquid and resuspend beads in 125 pl lysis/binding
bufter.

5. Place bead tubes on magnet.

6. Dilute 100 pg of total RNA to a final volume of 125 pl using
nuclease-free water.

7. Heat the RNA to 65°C for 2 min.



3.4.3 mARNA
Fragmentation

10.

11.

12.

13.

14.
15.

16.
17.

18.

19.
20.
21.
22.
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Place the tubes on ice and add 1 pl SUPERase-in™.
Add the RNA to the beads in lysis/binding bufter.

Incubate the mixture at room temperature for 5 min in a tube
rotator.

Place the tubes on the magnet for 1 min and remove the
unbound liquid.

Resuspend the beads in 200 pl wash buffer B (provided with the
kit), vortex gently to mix, and place back on the magnet. Remove
the wash buffer and repeat this step (total of two washes).

Resuspend the beads in 125 pl 10 mM Tris elution buffer
(provided with the kit).

Heat RNA at 80 °C for 2 min to elute mRNA from beads.

Immediately place the sample on the magnet. Incubate for
30 s and pipette off the RNA sample into a fresh 1.5 mL tube
containing 125 pl of lysis /binding buffer.

Place tubes on ice while performing step 17.

Wash the previously used beads twice with 200 pl wash bufter
B (see step 12).

Add the RNA to the beads (be sure to keep the same sample
on the same previously used beads).

Repeat steps 10 through 12.
Resuspend the beads in 20 pl 10 mM Tris elution buffer.
Heat RNA by to 80°C for 2 min to elute mRNA from beads.

Immediately place the sample on the magnet. Incubate for 30 s
and pipette off the RNA sample into a 0.2 mL thin-walled tube.

. In a2 0.2 mL thin-walled tube, mix 20 pl mRNA with 20 pl of

2x alkaline fragmentation bufter (Table 4).

. Incubate the samples for 40 min at 95°C in a thermocycler

with a heated lid, and place the reaction on ice for 5 min.

Spin tubes down and transfer to labeled 1.5 mL tubes.

4. Add 60 pl 3 M NaOAc pH 5.5, 2 pl GlycoBlue™, and 500 pl

nuclease-free water.

Add 600 pl isopropanol to each tube.

6. Precipitate the RNA as described in Subheading 3.3.2, steps

15-20.

Pipette up and down to thoroughly resuspend each RNA pel-
let in 20 pl of nuclease-free water.

. Using a NanoDrop, measure the concentration and quality

of the RNA. These fragmented mRNA samples can be stored
at -20°C.



86 Pieter Spealman et al.

3.5 RNA Fragment At this point in the procedure, nuclease treated RPF samples are
Size Selection Using almost entirely comprised of rRNA, as the mRNA protected by
Polyacrylamide Gel each ribosome is ~0.5 % the length of the ribosome. Polyacrylamide
Electrophoresis Gel Electrophoresis (PAGE) is used to separate the ribosome pro-

tected mRNA fragments from most of the rRNA. The procedure
below effectively purifies mRNA fragments ~27-32 nucleotides in
length, the typical ribosome footprinting size in cycloheximide
treated cells (see Note 9).

1. In a 50 mL conical tube, prepare 40 mL of 15 % polyacryl-
amide 8 M Urea gel (see Note 10).

2. Once the urea has dissolved, filter the gel using a 50 mL
0.22 pm Steriflip™. If the solution is warm, place it in a beaker
with room temperature water to cool.

3. Set up the vertical gel apparatus, glass plates, and 1.5 mM
spacers so that it is ready to be poured.

4. Add 200 pl of 10 % ammonium persulfate and 20 pl of TEMED
to the 40 mL of filtered 15 % polyacrylamide and urea. Mix
well by gentle inversion and immediately pour the gel.

5. Insert the gel comb and allow the gel to polymerize at least
30 min at room temperature (se¢ Note 11).

6. Add 10 pl 2x formamide load dye to each sample.

7. Prepare the 10 bp DNA ladder by adding 1 pl ladder to 9 pl
nuclease-free water and 10 pl 2x formamide load dye.

8. Prepare RNA marker oligos (26 and 34 nt) by resuspending to
a 10 pM stock in nuclease-free water. Then, add 10 pmol of
each oligo (1 pl of each 10 pM stock) to 3 pl nuclease-free
water. Add 5 pl 2x formamide load dye.

9. Heat all the samples, ladders, and RNA marker oligos, at
80 °C for 3 min and place on ice.

10. Once the gel has polymerized, place the gel into the gel box
and pour 1x TBE into the top and bottom reservoirs so that
the electrodes are submerged.

11. Fill a syringe with a needle attached with 1x TBE and blow the
urea out from each well.

12. Pre-run the gel at 300 V for at least 20 min. For different sized
gels, adjust the voltage to maintain an equivalent V/cm.

13. After pre-running the gel, fill a 10 mL syringe with a needle
attached with 1x TBE and rinse each gel well to remove urea
that leaches out during the pre-run.

14. Immediately load the denatured RNA onto the gel. Load the
RNA marker oligos next to the RPF samples every few lanes
(approximately four). For the mRNA samples load the 10 bp
ladder every four lanes to ensure accurate sizing.



3.6 Repair RNA
3 Ends

15.

16.

17.

18.

19.

20.
21.

22.

23.

24.

25.
26.
27.
28.
29.

30.
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Run the gel at 300 V until the bromophenol blue is near the
bottom. The bromophenol blue runs at about 10 nt. This
takes approximately 2 h.

Prepare a spin extractor for each sample by puncturing a hole
at the bottom of a 0.5 mL tube. Place the 0.5 mL tube inside
ofa 2 mL tube.

Remove the gel from the apparatus and place it in a container
lined with plastic wrap. Add 100 mL of 1x TBE and 10 pl of
SYBR® Gold nucleic acid stain and mix briefly. Incubate for
5 min at room temperature.

Visualize the gel on a dark reader (preferable) or a UV
illuminator.

For the RPF samples, excise the region between the two RNA
marker oligos (from 26 to 33 nt) using razor blades. For the
mRNA samples, excise the region between 30 and 50 nt. Use
a new razor blade to cut out each sample. The marker oligos
can be excised and used as a positive control for later library
preparation steps.

Place cut out gel bands in the top tube of spin extractors.

Spin the spin extractors for 2 min in a centrifuge at top speed
to fragment gel into the 2 mL tube.

Add 400 pl of PAGE RNA extraction buffer (Table 6) to the
2 mL tube containing the fragmented gel. Add 2 pl of
SUPERase-In™ to each tube.

Incubate at room temperature on a tube rotator or mixer
overnight.

For each sample, add the gel slurry and liquid to a Costar®
Spin-X® centrifuge tube filter.

In a microcentrifuge, spin tubes for 2 min at top speed.
Discard the filter containing the gel slurry.

Add 1 pl GlycoBlue™ to each tube.

Add 1 volume of isopropanol.

Precipitate the RNA as described in Subheading 3.3.2, steps
15-20.

Pipette up and down to thoroughly resuspend each RNA
pellet in 11.5 pl nuclease-free water.

Both nuclease digestion (RPF) and base hydrolysis (mRNA) can
leave cyclic 2'-3" phosphates on the 3" end of RNA fragments. This
step repairs these cyclic ends to generate clean 3’ OH for later
library preparation steps.

1.

In a 0.2 mL thin-walled tube, heat the RNA sample at 80°C
for 2 min and place on ice.
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2.

3.7 Ligate 1.
the 3 Linker 2

Add the following to each RNA sample (total volume 15 pl):

Reagent Per reaction
10x T4 PNK bufter 1.5 pul
SUPERase-In® (20 U /pl) 1l

T4 PNK 1l

. Incubate at 37°C for 1 h, then heat inactivate by incubating

the samples at 70 °C for 10 min.

To each sample, add 39 pl of nuclease-free water, 10 pl of 3 M
NaOAc (pH 5.5), 1 pl of GlycoBlue™, and 150 pl of
isopropanol.

. Precipitate the RNA as described in Subheading 3.3.2, steps

15-20.

. Pipette up and down to thoroughly resuspend each RNA

pellet in 9 pl of nuclease-free water.

Transfer each sample to a 0.2 mL thin-walled tube.

. Add 1 pl (250 ng/pl) NEB miRNA cloning linker to each

sample.

. In a thermocycler, heat the RNA to 80 °C for 2 min. Place the

samples on ice.

Add 10 pl of reaction mix (below) to each sample:

Reagent Per reaction
50 % PEG 8000 5ul

DMSO 2 ul

10x RNA ligase buffer 2 ul
SUPERase-In® (20 U /pl) 1.0 pl

Add 1 pl T4 RNA ligase 2, truncated, to each sample.

Incubate for 2.5 h at 22 °C. Alternatively, incubate overnight
at 16°C.

. Add 338 pl of nuclease-free water, 40 pl of 3 M NaOAc

(pH 5.5), 1.5 pl of GlycoBlue™, and 500 pl of isopropanol to
each sample.

. Precipitate the RNA as described in Subheading 3.3.2, steps

15-20.

Pipette up and down to thoroughly resuspend each RNA pel-
let in 10 pl of nuclease-free water.
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Refer to Subheading 3.5 Size selection using Polyacrylamide
Gel Electrophoresis and ethanol precipitation for this proce-
dure, with the following modifications.

. Prepare a 12 % Polyacrylamide 8 M Urea gel (steps 1-5 of

Subheading 3.5).
Add 10 pl of 2x formamide loading dye to each sample.

. Prepare 10 bp ladder by adding 1 pl ladder to 9 pl nuclease-

free water and 10 pl 2x formamide load dye.

. Run samples on the gel as described in steps 9-18 of

Subheading 3.5.

. For the RPF samples, excise the region between 43 and 51 nt.

If the dephosphorylation and ligation reactions were success-
ful, then the marker oligos should now be at 43 and 51 nt.

. For the mRNA samples, excise the region between 50 and

70 nt.

. Prepare gel elutions as described in steps 20-23 of

Subheading 3.5.

. Follow steps 24-29 of Subheading 3.5 to precipitate RNA

from gel eluates.

. Resuspend each RNA pellet in 10 pl of nuclease-free water.

Add 2 pl of 2.5 pM RT primer to 10 pl of each RNA sample.

. On a thermocycler, heat the RNA and primer mix by incubat-

ing for 2 min at 80°C followed by 5 min at 65°C. Place the
RNA and primer mix on ice.

. Add 7 pl reaction mix (below):

Reagent Per Reaction
5x First strand buffer 4l
10 mM dNTPs 1 pl
100 mM DTT 1pl
SUPERase-In® (20 U /pl) 1 pl

4. Add 1 pl Superscript® III to each reaction.

ul

On a thermocycler, incubate at 48 °C for 30 min.

6. Destroy RNA template by adding 2.0 pl of 1 M NaOH and

incubating for 20 min at 98 °C on a thermocycler. Place on ice.

Add 156.5 pl nuclease-free water, 20 pl of 3 M NaOAc pH 5.5,
and 1.5 pl of glycoblue to each sample.

. Add 300 pl isopropanol to each sample and precipitate cDNA

by incubating -80°C for 30 min. Alternatively, precipitate at
-20°C for 1 h or overnight.
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9.
10.
11.

12.

3.10 PAGE 1.

Purification of cDNA

Products 2
3.
4
5
6
7.
8.

3.11 Circularization 1.
2.
3.
4
5

3.12 Subtractive 1.

Hybridization (For RPF

Samples only)

To pellet the cDNA, centrifuge for 30 min at4 °C at 20,000 x 4.
Remove and discard supernatant (see Note 12).

Wash the pellet by adding 600 pl of 70 % ethanol. Centrifuge
the samples for 15 min at 4 °C at 20,000 x 4.

Remove all of the 70 % ethanol and resuspend each cDNA pel-
let in 10 pl nuclease-free water. The sample can be stored at
-20°C. Alternatively, proceed directly to the next step.

Refer to Subheading 3.5, for this procedure, with the follow-
ing modifications:

. Prepare a 10 % Polyacrylamide 8 M Urea gel (see steps 1-5 in

Subheading 3.5).
Add 10 pl of 2x formamide loading dye to each sample.

. Prepare 10 bp ladder by adding 1 pl ladder to 9 pl nuclease-

free water and 10 pl 2x formamide load dye.

. For RPF samples, the extended products should be around

130 bp, while unextended primer should run at around
100 nt. mRNA samples products should be ~140-160 nt
long. Excise the product bands using a new clean razor blade
for each sample.

. Prepare gel elutions as described in steps 20-23 of

Subheading 3.5, using the DNA elution buffer (Table 7).

Follow steps 24-29 of Subheading 3.5 to precipitate cDNA
from gel eluates.

Resuspend each cDNA pellet in 15 pl of nuclease-free water.

Transfer 7.5 pl of each sample into a 0.2 mL thin-walled tube.
The remaining 7.5 pl of sample can be stored at =20 °C.

Add 2 pl Reaction mix (below) to each sample and mix well.

Reagent Per reaction
10x CircLigase Buffer 1wl

1 mM ATP 0.5 ul

50 mM MnCl, 0.5 pul

Add 0.5 pl CircLigase to each sample.

. In a thermocycler, incubate for 1.5 h at 60°C.
. Heat inactivate by incubating the sample at 80 °C for 10 min.

The sample can be stored at =20 °C. Alternatively, proceed to
the next step.

Resuspend the subtractive hybridization oligos in 1x TE to
make 100 pM stocks. Then, prepare a 10 pM pool of oligos by
adding 4 pl of each oligo to 24 pl of nuclease-free water.
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In a 0.2 mL thin-walled tube, combine 5 pl of circularized
cDNA with the following reagents (below).

Reagent Per reaction
10 uM Oligo pool 2 ul

20x SSC 2 pl
Nuclease-free water 21 pl

. In a thermocycler, heat the sample for 90 s at 95°C and cool

to 37 °C by cooling 3 °C per minute.

4. Prepare Subtractive hybridization buffer (see Table 8)

10.

11.

12.

13.

14.

15.
16.

17.
18.

. To prepare 1x bind /wash bufter, dilute the subtractive hybrid-

ization buffer 1:2 with nuclease-free water.

Meanwhile, for each sample, pipette 40 pl of MyOne
Streptavidin C1 beads into a 1.5 mL tube.

Place the tube on a DynaMag™—2 Magnet and incubate for
1 min. Remove and discard the supernatant.

. Add one volume of Bind/Wash buffer to the beads. Remove

the tube from the magnet and vortex briefly. Put the tube back
on the magnet and incubate for 1 min. Remove and discard
the supernatant.

Repeat step 8 twice.

Resuspend the beads in 80 pl Subtractive hybridization
bufter.

Add 8 pl of 10 mg/mL yeast tRNA to each tube of washed
beads, then add 72 pl of nuclease-free water to each tube. This
step blocks the beads to reduce nonspecific binding of nucleic
acids.

Place the tubes of beads on a tube rotator, and incubate for
20 min at room temperature.

Place the tubes on the DynaMag™—2 Magnet and incubate
for 1 min. Remove and discard the supernatant.

Add 100 pl of 1x Bind /Wash buffer to each tube. Remove the
tube from the magnet and vortex briefly. Put the tube back on
the magnet and incubate for 1 min. Remove and discard the
supernatant.

Repeat step 14 twice.

Resuspend the beads in 80 pl of Subtractive hybridization
bufter.

Add 50 pl of nuclease-free water to each sample of cDNA.

Add 80 pl of the sample to the 80 pl of MyOne Streptavidin
C1 beads.
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19. Place the tubes containing the beads and samples on a tube
rotator. Incubate at room temperature for 15 min.

20. Place the 1.5 mL tubes containing the beads on the
DynaMag™—2 Magnet and incubate at room temperature for
1 min.

21. Pipette off approximately 160 pl of the supernatant into a new
1.5 mL tube.

22. For each sample, add 460 pl of nuclease-free water, 64 pl of
3 M NaCl, and 1.5 pl of GlycoBlue.™

23. Add 700 plisopropanol to each tube and incubate at -80 °C for
30 min. Alternatively, incubate at —-20°C for 1 h or overnight.

24. To pellet the cDNA, centrifuge for 30 min at4°Cat 20,000 x g.

25. Remove and discard supernatant (se¢ Note 12).

26. Wash the pellet by adding 600 pl of 70 % ethanol. Centrifuge
the samples for 15 min at 4 °C at 20,000 x 4.

27. Resuspend pellets in 10 pl nuclease-free water. The sample can
be stored at —-20°C. Alternatively, proceed to the next step.

3.13 PCR 1. In a 0.2 mL thin-walled tube, combine 1 pl of circularized
Amplification cDNA with the following reagents:

Reagent Per reaction

5x Phusion HF buffer 8 ul

Nuclease-free water 25.8 4l

10 mM dNTP mix 0.8 pul

10 pM Universal Forward PCR Primer 2 ul
Phusion® DNA polymerase 0.4 pl

2. Add 2 pl of barcoded reverse PCR primer to each sample.

3. In a thermocycler, use following PCR protocol 98 °C: (30 s)
[98°C (10 s), 64°C (10 s), 72°C (30 s)]x 12 to amplify the
DNA (see Note 13).

3.14 PCR Product 1. Clean up the PCR product using a Zymo DNA Clean and
Purification Concentrator—5™ column, according to the manufacturers
and Analysis instructions. Elute in 10 pl TE.

2. Determine the size and concentration of the PCR product by
running 1 pl on a D1000 ScreenTape on a Tapesation (or
Bioanalyzer equivalent). The PCR product is around 160 bp,
and can also be visualized on a native 8 % polyacrylamide gel if
a tapestation or bioanalyzer is unavailable (see Note 14).
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PCR products must be subjected to Illumina high-throughput
sequencing. At least 10-20 M reads should be collected for RNA-
seq samples from microbial organisms, and 20-30 M for metazo-
ans. Because they are often highly contaminated with rRNA, twice
as many reads are typically required from RPF libraries. Raw RNA-
seq and RPF sequence reads must be processed computationally to
derive measures of mRNA translation efficiencies, ribosome loads,
pileups and stalling. Often these measures are computed via ad hoc
analyses. However, a unified framework of computing them can
begin with computation of a ribosome profile: the sequence of
counts ¢tz for each codon 7 of transcript ¢ where c#z gives the num-
ber of measured footprints with the ribosome P-site at location s.

The major challenges for deriving this profile are dealing with
short sequence reads that map to multiple loci, sequencing bias
correction, and the choice of the P-site within the footprint, in
addition to read processing for quality control. None of these steps
have been standardized. Here, we describe Ribomap [25], an
automatic pipeline that addresses the challenges listed above and
outputs isoform-level ribosome profiles, ribosome loads, and trans-
lation efficiencies. Ribomap takes raw ribo-seq and RNA-seq reads
as input, trims linker sequences, filters out rRNA contaminate
reads and reads with the wrong size, aligns the reads to the tran-
scriptome, estimates the transcript abundances from the RNA-seq
reads, and produces the ¢z counts for each transcript and codon
position where the positions of multi-mapped ribo-seq reads are
guided by transcript abundance. It allocates the P-site for each
ribo-seq read with read-length-specific offset and corrects for
sequencing bias by normalizing a transcript’s ribosome profile with
its mRNA profile (as done in refs. 24 and 26). In addition, Ribomap
provides sub-codon resolution, nucleotide-level ribosome foot-
print coverage profiles including the UTR regions. Furthermore,
Ribomap also computes ribosome loads, translation efficiency, and
the relative abundance for each transcript. Lastly, Ribomap reports
transcripts in order of the rank difference between the relative tran-
script abundance and ribosome load to help identify isoforms with
different translation efficiency.

The command to run Ribomap in Linux or Mac OS X is:

run_ribomap.sh --rnaseq_fq rnaseq.fy gz --riboseq_{tq riboseq.fq.92
--contaminant_fa contaminant.fa --transcript_fa transcript.fu
--cds_range cds_range.txt --offset offset.txt

Ribomap leverages existing read-processing tools for several of
its steps, and includes optimized parameters for each tool. Users
who wish to vary these parameters should refer to the README.txt
file included with Ribomap. Below, we outline each step of Ribomap.

Ribomap input includes FASTQ files of raw RNA-seq (com-
mand line argument --rnaseq_fq) and ribo-seq (command line
argument --riboseq_fq) reads. These are preprocessed to remove
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the 3’ linker sequence, trim poor quality bases, and remove reads
smaller than a plausible footprint size. Only ribo-seq reads with
size between 27 and 33 are kept.

Reads that can be mapped to rRNA, tRNA, snoRNA are fre-
quent contaminants in ribosome profiling libraries. By first map-
ping to sequences of these molecules (command line argument
--contaminant_fa), users can retain unmapped reads for down-
stream analysis. Ribomap then aligns the remaining reads to the
transcriptome (command line argument --transcript_fa) to find all
potential mapping locations. Ribomap does the read preprocessing
and the read mapping via the STAR aligner [27].

The final step of Ribomap resolves multi-mapping of ribo-seq
reads. This step takes in a CDS range file that gives the coding
region for each transcript (command line argument --cds_range).
CDS range files for several model organisms are available with
Ribomap. This step also uses the ribo-seq and RNA-seq alignment
bam files (produced automatically above), and the transcript abun-
dance estimation file (produced automatically with the Sailfish [28]
system for isoform abundance estimation). Alternatively, abundance
estimations from eXpress [29] or Cufflinks [30] can be used if pre-
ferred and available. The Psite for a read is adjusted based on the
read start from the ribo-seq alignment bam with a read-length-spe-
cific offset (command line argument --offset) provided by an offset
text file specifying the included read length and its P-site offset.
Using the multi-map resolved ribo-seq read loci, Ribomap outputs
isoform-specific codon-resolution ribosome profiles, a nucleotide-
level profile, and isoform-specific ribosome loads, relative mRNA
abundance levels and translation efficiencies.

4 Notes

1. In our experience, translation is much more sensitive than
mRNA abundance to variations in culture media and timing of
sample preparation. Thus, replicates are essential for ribosome
profiling experiments. We find YEPD medium must be pre-
pared through separate autoclaving of YEP and Dextrose solu-
tions to avoid uncontrolled differences in caramelization.
Identical batches of media must be used in replicate experiments.
Each 650 mL culture gives sufficient material for preparation of
up to three ribosome footprint libraries.

2. We often use styrofoam shipping containers from life science
suppliers.

3. This step uses vacuum filters to rapidly purify yeast from cul-
ture. While many laboratories have vacuum on the bench,
these vacuums are sometimes weak. We use a dedicated vac-
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12.
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uum pump to maintain a constant vacuum necessary for rapid
filtration.

Because the timing between cycloheximide treatment and
sample preparation is critical, do not add cycloheximide to
multiple cultures simultaneously.

. We weigh the centrifuge tubes with an analytical balance and

carefully add sucrose cushion solution if needed.

. Up to six sucrose cushions can be run simultaneously using

the TLA-100.3 rotor.

If a thermomixer is unavailable, heat the samples to 65°C in a
heat block for 5 min, vortexing briefly once a minute.

These mRNA enrichment procedures invariably bias the pop-
ulation of transcripts being analyzed [31]. Notably, poly-
adenylated (polyA+) selection, in addition to failing to capture
non-polyA+ transcripts, poorly captures transcripts with short
or heterogeneous tails and may generate bias in favor of low-
turnover transcripts with homogeneous tail lengths [32, 33].
Though generally considered superior to polyA selection,
rRNA depletion methods do introduce some bias [34] and
may complicate comparisons of RNA-seq and RPF libraries by
skewing the ratio of protein coding to noncoding reads [33].
Therefore, the choice of mRNA enrichment method depends
on the nature of the study and its sensitivity to bias in the tran-
script pool.

In the absence of cycloheximide, a substantial number of ribo-
somes protect 22 nucleotide long mRNA fragments [20]. As
such, researchers working without cycloheximide should con-
sider purifying 20-32 nucleotide fragments instead.

We often place the closed conical tube in a beaker containing
warm water to hasten urea dissolution.

Polymerized gels should be free of air bubbles and should
appear smooth (without wrinkles or obstructions). Gels can be
stored at room temperature overnight by wrapping any
exposed surfaces in paper towels soaked with 1x TBE, fol-
lowed by saran wrap to prevent drying. Do not cool the gel, as
the urea will precipitate.

At this point care must be taken to not pipette off the pellet or
dislodge the pellet.

For most samples, 1 pl of template is sufficient to generate
enough PCR product after 12 cycles of amplification. However,
for lower concentration samples, increasing the amount of
template to 2—6 pl, and increasing the total reaction volume to
50-60 pl may be required. For high concentration samples,
too much template will result in secondary PCR products and
a reduction in the amount of desired PCR product. This phe-
nomenon is likely a result of the polymerase continuing along
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14.

15.

a circular template, resulting in a “smear” of products larger
than ~160 bp peak of products. If this occurs, reduce the
amount of starting template by diluting the original template.
A dilution rage in the range of 1:2 to 1:8 should result in the
desired PCR product.

Empty library, which results from amplification of residual RT
oligo is an undesirable product that is ~140 base-pairs in
length. The empty library may occur if the cDNA was not
properly resolved during PAGE purification. To avoid high-
throughput sequencing of empty library, it is advisable to
remove this product if it represents more than 10 % of the
library. It is possible size select and purity the PCR products
on an agarose gel. Then, reanalyze the purified product for
size and concentration.

The 6 nucleotide barcode sequences should match standard
Tllumina barcodes, which can be found online or in consulta-
tion with a high-throughput sequence service provider.
Illumina sequencers require “balanced” sequences to decon-
volute barcoded libraries. In general, the pool of barcodes
needs to have at least one A or C and at least one G or T at
each position, e.g., GCCAAT and CTTGTA.
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Chapter 6

Studying Isoform-Specific mRNA Recruitment
to Polyrihosomes with Frac-seq

Rocio T. Martinez-Nunez and Jeremy R. Sanford

Abstract

Gene expression profiling is widely used as a measure of the protein output of cells. However, it is becom-
ing more evident that there are multiple layers of post-transcriptional gene regulation that greatly impact
protein output (Battle et al., Science 347:664-667, 2014; Khan et al., Science 342:1100-1104, 2013;
Vogel et al., Mol Syst Biol 6:400, 2010). Alternative splicing (AS) impacts the expression of protein coding
genes in several ways. Firstly, AS increases exponentially the coding-capacity of genes generating multiple
transcripts from the same genomic sequence. Secondly, alternatively spliced mRNAs are subjected differ-
entially to RNA-degradation via pathways such as nonsense mediated decay (AS-NMD) or microRNAs
(Shyu et al., EMBO J 27:471-481, 2008). And thirdly, cytoplasmic export from the nucleus and transla-
tion are regulated in an isoform-specific manner, adding an extra layer of regulation that impacts the pro-
tein output of the cell (Martin and Ephrussi, Cell 136:719-730, 2009; Sterne-Weiler et al., Genome Res
23:1615-1623, 2013). These data highlight the need of a method that allows analyzing both the nuclear
events (AS) and the cytoplasmic fate (polyribosome-binding) of individual mRNA isoforms.

In order to determine how alternative splicing determines the polyribosome association of mRNA
isoforms we developed Frac-seq. Frac-seq combines subcellular fractionation and high throughput RNA
sequencing (RNA-seq). Frac-seq gives a window onto the translational fate of specific alternatively spliced
isoforms on a genome-wide scale. There is evidence of preferential translation of specific mRNA isoforms
(Coldwell and Morley, Mol Cell Biol 26:8448-8460, 2006; Sanford et al., Genes Dev 18:755-768; Zhong
et al., Mol Cell 35:1-10, 2009; Michlewski et al., Mol Cell 30:179-189, 2008); the advantage of Frac-seq
is that it allows analyzing the binding of alternatively spliced isoforms to polyribosomes and comparing
their relative abundance to the cytosolic fraction. Polyribosomes are resolved by sucrose gradient centrifu-
gation of cytoplasmic extracts, subsequent reading and extraction. The total mRNA fraction is taken prior
ultracentrifugation as a measure of all mRNAs present in the sample. Both populations of RNAs are then
isolated using phenol-chloroform precipitation; polyadenylated RNAs are selected and converted into
libraries and sequenced. Bioinformatics analysis is then performed to measure alternatively spliced iso-
forms; several tools can be used such as MISO, RSEM, or Cufflinks (Katz et al., Nat Methods 7:1009-
1015, 2010; Li and Dewey, BMC Bioinformatics 12:323, 2011; Trapnell et al., Nat Protoc 7:562-578,
2012). Comparison of total mRNAs and polyribosome-bound mRNAs can be used as a measure of the
polyribosome association of specific isoforms based on the presence /absence of specific alternative splicing
events in each fraction. Frac-seq shows that not all isoforms from a gene are equally loaded into polyribo-
somes, that mRNA preferential loading does not always correlate to its expression in the cytoplasm and
that the presence of specific events such as microRNA binding sites or Premature Termination Codons
determine the loading of specific isoforms into polyribosomes.

Erik Dassi (ed.), Post-Transcriptional Gene Regulation, Methods in Molecular Biology, vol. 1358,
DOI 10.1007/978-1-4939-3067-8_6, © Springer Science+Business Media New York 2016
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Key words RNA-seq, Polyribosome, Subcellular fractionation, Posttranscriptional regulation,
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1 Introduction

Polyribosome fractionation is a well-established and powerful tech-
nique that has been employed in multiple organisms such as plants,
yeast, fly, and mammalian cells [1-4]. Not only does it provide
information of the mRNAs actively engaged in translation, but it
also gives information about the global translational status of a cell:
as an example, cells in translational arrest show an increase in the
80S fraction due to translation initiation inhibition. It has been
suggested that polyribosome profiling of mammalian cells presents
more challenges due to their more unstable nature [ 5 ]. Importantly,
mRNA association with polyribosome provides a more accurate
reflection of the protein levels than steady state mRINA analysis [6]
and thus analyzing only mRNA levels does not reflect the transla-
tional status of mRNAs.

Post-transcriptional gene regulation is an essential mechanism
in metazoans. Alternative splicing increases the coding potential of
our genome and alters the translational fate of specific messages
due to isoform-specific changes in mRNA export, degradation,
and translational control. There is a poor correlation between pro-
tein levels and mRNA levels in eukaryotic systems [7, 8] and we
hypothesized that alternative splicing may influence the translati-
onability of mRNA isoforms. To test this hypothesis we developed
Frac-seq, which integrates and compares mRNA isoform levels in
different fractions of the cell: total and polyribosome-bound
mRNAs. Frac-seq allows analyzing alternative splicing effects on
isoform-specific translation on a genome-wide scale.

Here we describe a method that successfully isolates individual
polyribosomal populations from human cells employing sucrose
gradients and ultracentrifugation (outline in Fig. 1). Cells are lysed
and a fraction of the lysate is separated for total mRNA isolation (as
a readout of all isoforms present in the cell). Lysates are loaded
onto sucrose gradients and ultracentrifuged, allowing for separa-
tion of distinct polyribosome populations. RNA from the total
fraction and the polyribosomal fractions is then isolated using phe-
nol—chloroform extraction, converted into libraries and sequenced.
Bioinformatics analysis allows characterization and comparison of
all isoforms present in the cells and those preferentially loaded into
polyribosomes employing pipelines such as MISO, RSEM,; or
Cufflinks [9-11]. This RNA-seq data can be employed to pinpoint
the exact isoforms that have the potential (total mRNA) and those
that contribute (polyribosome-bound mRNA) to the proteome, as
well as downstream analysis of RNA elements that contribute to
preferential loading into polyribosomes.
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Fig. 1 Schematic of Frac-seq

Frac-seq Assays Alternatively Spliced mRNAs Binding to Polyribosomes 101

Total mRNA —
Lysis (potentially translated)

RNA-sequencing
Polyribosome-bound mRNA —s
(actively translated)

Posby s emcs
-—
" F: P Pars I\

W J\M\&

Soabmenta e

2 Materials

Always pass stock solutions through a 0.22 pm filter.

1.

Polyribosome Gradient Buffer (PGB): 20 mM Tris—-HCI
pH 7.5, 100 mM KCI, 10 mM MgCl, (see Note 1). Stock
solutions (highest and lowest % sucrose) are prepared by dis-
solving sucrose in PGB (see Note 2). Sucrose solutions can be
aliquoted and stored at 4 °C for several months and at -20 °C
for longer.

. Lysis buffer (LB): 0.5 % NP-40, 20 mM Tris—-HCI pH 7.5,

100 mM KCI, 10 mM MgCl, and protease inhibitors (see
Note 3).

. Chloroform, co-precipitant such as glycogen (see Note 4),

100 % ethanol, 75 % ethanol to perform RNA extraction using
phenol—chloroform extraction from both total lysate and the
individual polyribosome fractions.

. SDS 10 % Bufter: 10 % SDS, 500 mM EDTA, 1 M Tris—HCI

pH 7.5.

. Open top tubes for ultracentrifugation (Seton Tubes 151-

514B for SW40 rotor and 151-514A for SW41 rotor).

. Ultracentrifuge with swinging buckets (Beckman SW40,

Beckman SW41).

. Cycloheximide.
. Phosphate buffer saline (PBS) without Ca** or Mg?*.

. Gradient Station (Biocomp Instruments, New Brunswick

Canada).
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3 Methods

3.1 Sucrose
Gradients Preparation

3.2 Cell Lysis

It is very important to underline that all buffers and solutions must
be filtered prior to their use. This avoids the presence of small par-
ticles that may disrupt the gradients and /or affect the fractionation
of the sample.

We employ a Gradient Station (Biocomp) in order to prepare
the gradients, measure the absorbance at 260 nm across the gradi-
ent and extract the polyribosome populations. This system pres-
ents several advantages: ease of use, homogenous gradient
tormation, flexibility with different types and sizes of rotors,/buck-
ets, minimal disruption of the sample when determining the Ay,
and precise isolation of polyribosome populations avoiding con-
tamination with sample between fractions [12].

Additionally we recommend that any solutions containing
EDTA are kept away when performing polyribosomal fraction-
ation (see Note 5).

Bring the sucrose stock solutions to room temperature.

Mix the stock solutions following the manufacturer’s instruc-
tions and place them in the Gradient Station, select appropriate pro-
gram according to the % sucrose and run. Formed gradients must be
chilled at 4 °C until their use. Avoid any shaking of the formed gra-
dients as this will greatly impact on polyribosome separation.

When possible, prepare duplicated samples. Depending on the
system, one sample may need to be “sacrificed” for scanning the
Ajeo and mapping of the fractions. Some systems allow for reading
and extraction within the same sample (se¢ Note 6).

It is very important to carry all steps on ice to minimize RNA and
protein degradation and to maintain integrity of the polyribosomes
during isolation.

1. Place LB and tubes where extracts will be lysed (1.5 mL tubes)
on ice.

2. Incubate cells in the presence of 100 pg/mL cycloheximide
during 10 min at 37 °C 5 % CO,.

3. Wash cells three times with ice-cold PBS. Carefully remove all
trace of PBS from the sample.

4. Place cells on ice. Add prechilled LB to washed cells. Cell num-
bers may vary; we have successfully fractioned from 3 million
cells up to 15 million cells. Adjust the amount of buffer
depending on the number of cells, maximizing the protein

concentration of the lysates. Typically, add 500 pL of LB to a
15 ¢cm? dish.

5. Pass lysates three times through a 23G needle avoiding foam-
ing. Incubate lysates on ice for 7-10 min (depending on the
amount of material used as well as the cell type).
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3.3 Gradient Loading
and Ultracentri-
fugation

3.4 Scanning
Polyribosomes
and Fractionation

6. Centrifuge extracts at 7,200 to 11,200x4 in a bench centri-
fuge at 4 °C. The pellet contains most nuclear fraction as well
as membranes. Avoid contamination from the pellet in the
subsequent steps. It is very important that the lysate is clear
from all precipitants, as the presence of any particle will disrupt
the gradient and fractionation.

1. Prechill the SW41 buckets as well as the formed sucrose gradients
where the samples are going to be ultracentrifuged. Place buckets
with sucrose gradient on ice prior to loading (se¢ Note 7).

2. Aliquot 10 % of the lysate for total mRNA isolation (keep in
TRIzol LS or SDS 10 % Buffer in -80 °C until use).

3. Caretully load the lysate on top of the gradient without dis-
rupting the surface of the gradient. The range for long caps in
SW40 or SW41 rotors goes from 200 to 400 pL. We recom-
mend loading as much as possible, leaving 1-2 mm at the top
to avoid spillage.

4. We employed 40,000 rpm (285,000 x g4 at r maximum) dur-
ing 1 h and 20 min for SW41 rotors and 1 h and 40 min for
SW40 rotors. The best results are achieved combining fastest
speed centrifugation and shortest times (see Note 8).
Centrifuge always at 4 °C with maximum acceleration and
maximum break, prechilling the ultracentrifuge to obtain
best results.

We monitor the A,q of fractionated ribosomes using the Gradient
Station, either using the BioRad UV Monitor (EM-1) or the
Bioprobes (Biocomp). When using the EM-1 system, two gradi-
ents per sample must be prepared: one for scanning and mapping
ribosomal peaks and another to extract the individual polyribo-
somal populations. The use of the BioProbes allows scanning and
isolation from the same gradient, if sample material is a limiting
step. They are also more sensitive than the EM-1 system.

After ultracentrifugation, the buckets containing the sucrose
gradients must be placed on ice. Scan the sucrose gradient as soon
as possible, within 10 min after the centrifugation has finished to
avoid diffusion of material between polyribosome populations. An
example of a scan of proliferating cells and non-proliferating cells is
shown in Fig. 2a, b, respectively.

Fractionation can be continuous or noncontinuous.
Continuous fractionation consists in extraction of serial aliquots of
the gradient, from top to bottom (schematic in Fig. 2¢).

Noncontinuous fractionation consists in isolation of individual
polyribosomal peaks with no mixing between them or with non-
polyribosomal populations (schematic in Fig. 2d).

For pros and cons, see Note 9.
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Fig. 2 Polyribosome profiles. (a) Polyribosome profile of non-proliferating cells. Note the increased 80S peak
and smaller polyribosome populations. (b) Polyribosome profile of proliferating cells. Note the smaller 80S and
bigger polyribosome populations. (¢) Schematic of continuous fractionation. Fractions are collected continu-
ously from top to bottom of the gradient, mixing polyribosome populations and material between polyribosome
peaks. (d) Schematic of non-continuous fractionation. Polyribosome populations are individually extracted
avoiding mixing with other fractions

3.5 RNA Isolation,
Reverse Transcription
(RT) and PCR

We have employed both TRIzol LS and acid phenol-chloroform
extraction methods with comparable results. The bands containing
polyribosomal fractions tend to be ~250 pL of material and speci-
fications below are adjusted volumes for that starting material.
There are many protocols available for these methods and we have
outlined here the ones we have successfully used.

We recommend extraction of individual fractions from each
gradient, quantitation of RNA from each fraction (Nanodrop) and
determination of RNA integrity using a Bioanalyzer before per-
forming reverse Transcription of individual fractions. The cDNA
of each individual fraction can be then assayed to map the localiza-
tion of specific isoforms in different polyribosomal popula-
tions [12]. If assaying comparisons between total and
polyribosome-bound mRNAs, mix the different cDNA obtained
from individual fractions and perform PCR on the mixture, for
more robust results.
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3.5.1  Protocol
for TRIzol LS

3.5.2  Protocol for Acid
Phenol-Chloroform

3.6 RNA-Sequencing
and Bioinformatics

For RNA extraction using TRIzol LS, add 750 pL of TRIzol LS,
vortex for 15 s, and leave for 5 min at room temperature. Add
200 pL chloroform, vortex for 20 s, leave for 5 min at room tem-
perature, and spin at 11,200 x4 using a benchtop centrifuge for
15 min at 4 °C to separate phases. Carefully take aqueous phase
containing RNA and place it in a clean tube, adding half its volume
of isopropanol. Add 15-30 pg of glycogen to it, vortex for 20-30 s,
and leave for 10 min at room temperature. Place samples at -80 °C
for a minimum of 1 h (longer times allow precipitating more mate-
rial, use over nightincubation if necessary). Centrifuge at 11,200 x g
using a benchtop centrifuge for 20-30 min at 4 °C to pellet RNA
with co-precipitant. Carefully remove supernatant and wash pellet
with 75 % ice-cold ethanol. Do not disrupt the RNA pellet. Leave
on ice for 10-15 min and centrifuge again at 11,200 x4 using a
benchtop centrifuge for 10 min at 4 °C. Discard ethanol and repeat
the washing step. Remove all excess of ethanol and air-dry the pel-
let. Resuspend in RNAse/DNAse-free water (20 pL. per fraction
and 25 pL for total RNA).

Add 28 pL of SDS 10 % Buffer. Vortex for 15 s. Add 28 pL of
0.3 M NaAc pH 5.2 and 500 pL Vol phenol-chloroform-
TAA. Vortex for 1 min and centrifuge at max speed for 2 min at
room temperature. Remove aqueous phase and add to it 2x Vol
chloroform. Vortex for 15-20 s and centrifuge at max speed for
2 min at room temperature. Remove aqueous phase, add 2.5 Vol.
100 % ethanol and 15-30 pg of glycogen, vortex for 20-30 s, and
leave for 10 min at room temperature. Place at -80 °C for a mini-
mum of 1 h (longer times allow precipitating more material, use
over night incubation if necessary). Pellet RNA at max speed for
10 min. Wash twice with 75 % ice-cold ethanol. Air-dry the RNA
pellet and resuspend in RNAse /DNAse-free water (20 pL per frac-
tion and 25 pL for total RNA).

There are many platforms available for RNA-seq. We do not intend
here to compare these different platforms; however, there are cer-
tain parameters that we advise to take into account when perform-
ing Frac-seq:

— Take advantage of biological replicates within your experimen-
tal design. We define replicates as cytosolic extracts prepared
from different plates of cells or tissues. Replicates are essential
for estimating a false discovery rate.

—  Use paired-end sequencing to allow detection of alternatively
spliced isoforms;

— Longer reads (50-100 bp) tend to give more accurate infor-
mation about exon-junctions and thus the mapping and accu-
racy of isoform detection is better than shorter reads.
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3.6.1 Mapping

3.6.2 Alternative Splicing
Analysis

There are many different tools available for the mapping [13, 14].
Ideally the best decision regarding the mapping is made after per-
forming a simulation of the data and comparing different mapping
tools.

Similarly, there are several options and programs available to per-
form alternative splicing analysis [9-11]. We employed MISO [9],
a Bayesian inference method that computes the probability of a
read originating from a specific isoform. We considered Psi (y
Percentage Spliced In) of eight possible alternative splicing: alter-
native 5’splice sites(A5SS), alternative 3’ splice sites (A3SS),
skipped exons (SE), mutually exclusive exons (MXE), alternative
first exons (AFE), alternative last exons (ALE), retained introns
(RI) and tandem 3'UTRs (alternative polyadenylation). We used
the Bayes Factor (BF) as a measure of biological reproducibility of
the different inclusion of splicing events between cytoplasm and
polyribosomes. We calculated Ay (Wpolysome = Wrora) for each indi-
vidual isoform as a measure of difference presence between polyri-
bosomal binding and total cytoplasmic presence. By plotting the
Spearman’s rank correlation coefficient between biological repli-
cates of Ay and the Bayes Factor (BF, taking BF> 1), we observed
avery good correlation at BF of five [12]. These data show that the
BF may be used as a measure of biological reproducibility. We rec-
ommend that this cutoff BF is recalculated when performing Frac-
seq as different biological systems, RNA-seq pipelines and data
processing may have differences in reproducibility. Results can be
then subdivided into alternative splicing events (0.1 <y <0.9) that
show difference or no difference between cytoplasmic and polyri-
bosome presence (|Ay| <0.1, BE<1). Validation of the events by
RT-PCR in the cytoplasmic fraction and polyribosomal-bound
fractions should be used to calculate FDR (False Discovery Rates).

4 Notes

1. The concentration of MgCl, is key to the stability of the poly-
ribosomal populations. We recommend a pre-run employing
two or three concentrations of MgCl, ranging from 10 to
100 mM in order to optimize the fractionation.

2. We have successfully fractionated human cell extracts employ-
ing two types of sucrose gradients: 10-50 % and 15-45 %. We
recommend a preliminary run with these two types of gradi-
ents to determine the optimal % sucrose that best separates the
polyribosome populations.

3. Depending on the cell type, LB may need the addition of
500 pg/mL cycloheximide and/or RNAse inhibitor. Certain
cell types and/or tissues are rich in RNAse enzymes that can
rapidly degrade the sample RNA, rendering it useless. Always
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add protease inhibitors such as Pefabloc to LB. Add these fresh
every time just prior to cell lysis.

4. We recommend checking the protocol of library preparation as
some co-precipitants used during RNA extraction are incom-
patible with certain methods. Glycogen is widely accepted in
most library preparation protocols and yields suitable amounts
of RNA.

5. Most of trypsin solutions to detach adherent cells contain
EDTA. Preferably use EDTA-free solutions when passing adher-
ent cells that will be used for polyribosome fractionation.

6. The use of BioProbes (Biocomp) allows for scanning and frac-
tionation of the same sample with no mixing between samples.
They consist on two needles that scan the absorbance at
260 nm and/or 280 nm from top to bottom of the gradient.
This minimal mixing is observable when the same sample is
read twice, creating identical profiles, by only rotating the tube
90° between the two scans.

7. We have successfully fractionated lysates employing SW40 Ti
and SW41 Ti swinging buckets (Beckman Coulter). Other
types of swinging rotors/buckets may be suitable.

8. Centrifugation times may be adjusted depending on the read-
out of the gradients. If most fractions accumulate at the bot-
tom of the gradient, employ longer times. On the other hand,
if no separation is observed, employ shorter times.

9. Continuous fractionation allows recovering more material but
it is not as precise as fractions will contain impurities between
the polyribosomal populations.

Noncontinuous fractionation allows recovering individual
polyribosomal populations. The material recovered may be less,
but it is more pure.

Depending on the downstream applications one may use one
or another. For detection of isoform specific binding to polyribo-
somes, noncontinuous fractionation is the method to employ, as it
allows precise mapping of specific isoforms in individual polyribo-
somal populations.
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Chapter 7

Use of the pBUTR Reporter System for Scalable Analysis

of 3' UTR-Mediated Gene Regulation

Arindam Chaudhury and Joel R. Neilson

Abstract

Posttranscriptional control of mRNA subcellular localization, stability, and translation is a central aspect of
gene regulation and expression. Much of this control is mediated via recognition of a given mRNA tran-
script’s 3" untranslated region (UTR) by microRNAs and RNA-binding proteins. Here we describe how a
novel, scalable piggyBac-based vector, pBUTR, can be utilized for analysis of 3" UTR-mediated posttran-
scriptional gene regulation (PTGR) both in vitro and in vivo. This vector is specifically designed to express
a selection marker, a control reporter, and an experimental reporter from three independent transcription
units. Expression of spliced reporter transcripts from medium-copy non-viral promoter elements circum-
vents several potential confounding factors associated with saturation and stability, while stable integration
of these reporter and selection elements in the context of a DNA transposon facilitates experimental

reproducibility.

Key words Posttranscriptional gene regulation, PTGR, 3’-UTR, pBUTR, piggyBac, Reporter,

miRNA sensors, RNA-binding proteins, mRNA stability

1 Introduction

Coordinated regulation of gene expression is fundamentally impor-
tant for all aspects of cellular function. Historically, the most widely
utilized practice in assessing coordinated regulation of gene expres-
sion has been via analysis of mRNA steady-state expression using
either microarray [1] or next-generation sequencing approaches
[2, 3]. Both approaches provide powerful information about
genome wide changes in transcript abundance. However, these
approaches fail to provide any information in regard to whether
mRNA that has been transcribed is indeed being actively utilized
by the translation machinery to produce protein. Emerging evi-
dence strongly suggests that regulation of gene expression at the
translational level contributes as much, if not more, to gene expres-
sion than transcription [4-6]. In fact, a reasonable amount of evi-
dence suggests that coordinated changes in posttranscriptional

Erik Dassi (ed.), Post-Transcriptional Gene Regulation, Methods in Molecular Biology, vol. 1358,
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regulatory networks occur during cellular differentiation and/or
response to stimulus, and that these networks may profoundly alter
cellular phenotype and behavior [7-10].

A significant amount of the control of mRNA subcellular local-
ization, translation, and stability is mediated via cis-regulatory ele-
ments in the 3’ untranslated region (UTR) of target transcripts.
These elements may be recognized by specific microRNAs and
RNA-binding proteins [8, 11, 12]. Dysregulation of posttranscrip-
tional control by microRNAs and RNA-binding proteins underlies
distinct steps of pathogenesis in a wide spectrum of human diseases
[12]. In some systems, 3" UTR identity is itself sufficient to confer
appropriate temporospatial gene expression in vivo [11]. Both
alternative splicing [13] and alternative cleavage and polyadenyl-
ation [14] can alter 3 UTR identity, and thus the visibility of
related gene products to the posttranscriptional regulatory
machinery. However, as compared to other facets of gene regula-
tion, the contributions of these phenomena to gene regulation
remain largely unexplored. Given that mutations within the 3’
UTRs of certain genes can significantly impact human health [15-
17], it is of great interest to determine if and how genomic varia-
tions within the 3" UTR, uncovered via genome-wide association
studies and next-generation sequencing surveys, impact the pathol-
ogy of the disease or phenotype with which they are associated.
It is for this reason that we were motivated to develop a scalable
and robust reporter system explicitly designed to model 3° UTR-
mediated regulation.

To these ends, we engineered a novel, scalable piggyBac
transposon-based reporter system that we have named pBUTR
(pigyyBac-based 3' UnTranslated Region reporter) [18]. We chose
a DNA transposon-based system in consideration of our specific
purpose. The integration of the pBUTR vector into the DNA of
the target cell is essentially a stable transfection, which is generally
superior to transient transfection in regards to experimental repro-
ducibility and reduction of “noise.” That the vector is DNA based
allows for the inclusion of multiple independent transcription
units. Thus, a control reporter may be expressed completely inde-
pendently of the experimental reporter. Also, the use of a DNA-
based vector allows the inclusion of splice junctions in each of the
transcription units encoded within the vector. It is well established
that transcripts that have not undergone splicing do not express as
well as those that have, due in some part to the fact that the lack of
an exon junction complex (EJC) marks unspliced transcripts as
substrates for the nonsense-mediated decay (NMD) pathway [19].
Retro- and lentiviral vector systems do not have these features, and
thus often times include a stability sequence such as the wood-
chuck hepatitis virus post-translationally regulated element
(WPRE) element [20], which would be expected to confound
native post-transcriptional regulation. In addition to these
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limitations, the long terminal repeat (LTR) elements of retro- and
lentiviral vectors may be recognized as foreign and silenced by the
cell over time, a problem that is particularly observed in the con-
text of transgenesis [21-23].

The pBUTR vector system is comprised of three independent
transcription units—a G418 selection cassette, a control turboGFP
reporter gene driven by PGK promoter, and a Gateway® [24]
recombineering cassette under the control of the ubiquitin C
(UBC) promoter (Fig. 1). These promoters were chosen because
they drive expression at low-to-medium levels, and therefore are
less likely to overwhelm any endogenous regulatory mechanisms.
The pBUTR destination vector is generated via four-part Gateway®
recombineering using an a#tl.1 /L2-flanked coding sequence of
interest, an a#tR2/attl4 flanked 3’ UTR element, and an
attR4 / art] 5-flanked minimal polyadenylation sequence [25] fol-
lowed by a unique 24-nucleotide barcode. Upon recombination of
these three elements into the parent vector, a bi-fluorescent
reporter is produced that can be employed in both in vitro and
in vivo model systems.

The pBUTR vector was functionalized with Gateway® technol-
ogy to allow high-dimensionality screening and validation applica-
tions. Given that Gateway® recombineering is scalable—meaning

—ERIZIEI®Y - Reporter entry clone
><
3' UTR/siRNA or miRNA sensor
><

PAS entry clone

[svao [Ieal] son | vsc I (G
L I 1 1

Selection cassette Expression cassette Control cassette

piggyBac-based 3' UnTranslated Region (pBUTR) Reporter

[~ Promoter P PAS A\ Intron . Gateway Site DBarcode B pBInv. Repeat

Fig. 1 Schematic representation of the pBUTR vector. The pBUTR destination vector is functionalized by four-
part Gateway® recombineering using an aftL1/L2-flanked tRFP (can be substituted with any coding sequence
of interest), an attR2/aftL4 flanked 3’ UTR element, and an attR4/aftL5-flanked minimal polyadenylation
sequence followed by a unique 24-nucleotide barcode. The inclusion of unique barcode elements with the
minimal polyadenylation signal was made to allow analyses within pooled cell populations via flow cytometry
and cell sorting. atXN, Gateway® recombination site; tRFP, turboRFP; UTR, untranslated region; mPA, mini-
mum polyadenylation signal; BC, 24 nt barcode; PAS, polyadenylation signal; SV40 (left), SVA0 early promoter
region. Neo, neomycin resistance gene; Bgh, bovine growth hormone polyadenylation signal; UBC, ubiquitin C
promoter element; CmR, chloramphenicol-resistance gene; PGK, murine phosphoglycerate kinase 1 promoter;
tGFP, turboGFP; SI/40, SV40 late polyadenylation signal. Features not to scale
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multiple individual 3" UTR elements can be cloned into the vector
in bulk—an inclusive, aggregate set of 3" UTRs of interest can be
rapidly generated and tested for contextual regulatory activity in
pooled or arrayed format. Here we discuss how the pBUTR
reporter can be used to study 3 UTR-mediated gene regulation
in vitro (in both arrayed and pooled format) and in vivo.

The E-cadherin transcriptional repressors ZEBI and ZEB2 play
established roles in epithelial to mesenchymal transition, both dur-
ing tumor metastasis and during embryogenesis [26]. The mRNA
transcripts of both of these gene products are characterized by
multiple, validated miR-200 family recognition elements in their
respective 3° UTRs [26]. Cells with an epithelial phenotype express
high relative levels of the miR-200b microRNA, which enforces
posttranscriptional repression of the ZEBI and ZEB2 mRNA
transcripts. However, as cells undergo EMT, for example in
response to transforming grown factor-beta (TGF-p), relative lev-
els of miR-200b are reduced, allowing increased expression of
ZEB1 and ZEB2 proteins and transcriptional repression of the
CDH1 (E-cadherin) gene. Previously described [26] wild-type and
mutant (where each miR-200b-binding site has been ablated via
site-directed mutagenesis) ZEB2 3" UTR elements were recom-
bineered into the pBUTR destination vector so as to confer regula-
tion upon #RFP expression in the assembled reporter. We initially
discuss how to study microRNA (miR-200Db in this case)-mediated
repression in a cell-based model of epithelial to mesenchymal tran-
sition (EMT), and then how to assess this regulation in vivo during
embryogenesis. Entirely similar strategies can be employed to use
the pBUTR reporter to study in vitro and in vivo 3" UTR-mediated
gene regulation in the context of siRNA /microRNA sensor activ-
ity, and posttranscriptional gene regulation (PTGR) by RNA-
binding proteins, in both arrayed and pooled screening approaches.

2 Materials

21 BP
Recombination
Reaction

1. atB-flanked PCR products:

(a) Turbo-RFP (tRFP—Evrogen) amplified with:
attB1-tRFP-forward oligonucleotide primer —
5'"—GGGGACAAGTTTGTACAAAAAAGCAGG
CTCGCCACCATGAGCGAGCTG—3’, and
attB2-tREP-reverse oligonucleotide primer —

5" —GGGGACCACTTTGTACAAGAAAGCTGGG
TAGATCCTACACATTGATCCTAGCAGAAGC—3'.

(b) Amplify 3’ UTRs or siRNA/miRNA sensor elements with:
attB2r-forward primer—5—GGGGACCCAGCTTTCTT
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GTACAAAGTGGTNNNN...NNNN—3' and anB4-
reverse primer—5—GGGGACAACTTTGTATAGAAAA
GTTGGGTGNNNN...NNNN—3’, where “N” is the
specific priming sequence (see Notes 1 and 2). Note that
the length of the specific priming sequence should be
18-21 nucleotides as for any other standard PCR
amplification.

(¢) Amplify the minimum polyadenylation/barcode element
with az#tBr4-forward primer—5’-GGGGACAACTTTTCT
ATACAAAGTTGAACTAGTAATAAAGG—3’ and
attB5-reverse  primer—5—GGGGACAACTTTGTATA
CAAAAGTTGCG- 3’ from a synthetic a#Br4_mPA_
barcode_aztL5 oligo: (ACAACTTTTCTATACAAAGTT
GAACTAGTAATAAAGGATCCTTTATTTTCA
TTGGATCCGTGTGTTGGTTTTTT
GTGTNNNNNNNNNNNNNNNN
NNNNNNNNCGCAACTTTTGTATACAAA
GTTGT), where the N sequence represents the 24-nucle-
otide barcode (see Note 3).

. A pDONR223 attP1-attP2 plasmid to generate the tRFP entry

clone, a pDONR223 attP2r-attP4 plasmid to generate the 3’
UTR or siRNA/miRNA sensor entry clone, and a pDONR223
attP4r-artP5 plasmid to generate the minimum polyadenyl-
ation/barcode entry clone.

. BP Clonase II enzyme mix (see Note 4).

4. 2 pg/pl Proteinase K in 50 mM Tris, pH 8.0, 3 mM CaCl,,

NelENe RN BN

11.

12.
13.

14.

50 % Glycerol.

. 1x TE buffer: 10 mM TrissHCI, pH 8.0, 1 mM EDTA,

pH 8.0.

. 37 °C water bath.
. Vortex.
. TOP10 competent E. cols cells.

. LB agar plates containing spectinomycin (50 pg/ml).
10.

Primers for colony PCR screening and sequencing: M13 for-
ward (-20)—5’-GTAAAACGACGGCCAG-3/, M13
reverse—5'-CAGGAAACAGCTATGAC-3'.

One12g DNA Polymerase or any other DNA polymerase with
proof reading activity.
Agarose.

10 pg/ml ethidium bromide in double-distilled water. Use at
a final concentration of 0.5 pg/ml.

1x Tris-acetate EDTA buffer: 40 mM Tris-acetate, 1 mM
EDTA.
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22 LR
Recombination
Reaction

2.3 Cell Gulture,
Transfection,

and Stable Clone
Generation for In Vitro
Experiments

2.4 Flow Cytometry

1.

Sequence verified astll-arl.2, attR2-attl4 and attR4-15
donor plasmids.

. pBUTR destination vector containing 5" a#R1 and 3’ a#R5

sites.

. LR Clonase II Plus enzyme mix (see Note 4).

4. 2 pg/ul Proteinase K in 50 mM Tris, pH 8.0, 3 mM CaCl,,

O 0 NN O

10.

11.

12.
13.

14.

50 % glycerol.

. 1x TE buffer: 10 mM Tris-HCI, pH 8.0, 1 mM EDTA,

pH 8.0.

. 37 °C water bath.

. Vortex.

. One Shot Machl T1 chemically competent E. coli cells.

. LB agar plates containing ampicillin (100 pg/ml) and kanamy-

cin (100 pg/ml).
Primers for PCR screening: UBC forward—5'-ATTGTCC

GCTAAATTCTGGC-3’, PGK reverse—5'- TAAAGCGCAT
GCTCCAGAC -3'".

OneTag DNA Polymerase or any other DNA polymerase with
proof reading activity.
Agarose.

10 pg/ml ethidium bromide in double-distilled water. Use at
a final concentration of 0.5 pg/ml.

1x Tris-acetate EDTA buffer: 40 mM Tris-acetate, 1 mM
EDTA.

. MCF10A cell line: Any appropriate adherent or suspension cell

line can be similarly used.

. Growth media for MCF10A cells: DMEM /F12 medium, 5 %

horse serum, 0.01 mg/ml bovine insulin, 0.5 pg/ml hydro-
cortisone, 100 ng/ml cholera toxin, 20 ng/ml human EGF,
and 100 U/ml penicillin and 0.1 mg/ml streptomycin.

. Mature pBUTR vector.
. Plasmid containing transposase (pCMV-HA-m7pB) [27].

. Lipofectamine-LTX or any other transfection reagent specific

to the cell line being used.

. G418.

. FACSCalibur system (BD Biosciences) or any other appropri-

ate flow cytometry equipment.

. For cell sorting, BD FACS Aria II cell sorter (BD Biosciences)

or any other appropriate cell sorter equipment.



2.5 Genomic DNA
Isolation, Library
Preparation,

and Limited Next-
Generation
Sequencing

2.6 Generation,
Injection of Embryonic
Stem Cells, Embryo
Harvest, and Imaging
for In Vivo
Experiments
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. Lysis buffer: 100 mM NaCl, 20-mM Tris, pH 7.6, 10-mM

EDTA, pH 8.0, 0.5 % sodium dodecyl sulphate and 0.5 mg/
ml proteinase K.

2. 60 % volume-saturated NaCl.

Ao

O 0 N O U

. Ethanol.

. Personal genome machine (PGM) manually barcoded forward

primer: P- NNNNAGTTGAACTAGTAATAAAGGATCC and
PGM barcoded reverse primer: P-NNNNTGACATGTT
GTATGACGGTGTG (see Note 5).

. Ton Plus Fragment Library Kit (Life Technologies).

. Ton PGM Template OT2 200 Kit (Life Technologies).
. Ton PGM 200 Sequencing Kit (Life Technologies).

. Ton 314 chip (Life Technologies).

. PGM sequencing platform (Life Technologies).

. V6.5 embryonic stem cells (ESCs) derived from F1 hybrid

strain (C57BL/6x129/Sv) [28].

. ESC medium: DMEM, 15 % fetal bovine serum, 1000 U/ml

LIF, 1 % p-mercaptoethanol, 1 % non-essential amino acids,
1 %1-glutamine, 0.5 % penicillin /streptomycin.

. 1x phosphate-butfered saline (PBS): 137 mM NaCl, 2.7 mM

KCl, 10 mM Na,HPO,, 2 mM KH,PO,.

4. 100 mm culture dishes with feeder cells.

AN G

. 2 N (3.5 days postcoitus) C57BL /6 blastocysts.
. Pseudopregnant ICR recipient

female mice—2.5 days
postcoitus.

. 4 % Paraformaldehyde.

. 15 % and 30 % sucrose in 1x PBS.
. OCT compound.

10.
11.
12.

SuperFrost Plus slides.
Vectashield.

Confocal laser scanning microscope.

3 Methods

3.1 Construction
of Donor Vectors

. Generate the a#B-flanked PCR products using One 7Tag DNA

polymerase or any other DNA polymerase with proofreading
activity.

. For each BP recombination reaction between a given a#tB

PCR product and donor vector, add the following components
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3.2 Construction
of Expression
Reporters

to 1.5 ml microcentrifuge tubes at room temperature and mix
gently with a pipette:

attB PCR product (150 ng)—1-7 pl (see Notes 6-8).
pDONR vector (150 ng/pl)—1 pl.

1x TE Butffer, pH 8.0—to 8 pl.

. Quickly vortex the BP Clonase I enzyme mix, twice (2 s each

time), and add 2 pl of BP Clonase II enzyme mix to each sam-
ple above. Mix well by vortexing briefly twice (2 s each time)

4. Incubate reactions at 25 °C for 1 h (see Note 9).

10.

11.

. Add 1 pl of the Proteinase K solution to each reaction. Incubate

for 10 min at 37 °C.

. Transform 2 pl of the transformation reaction to TOP10 com-

petent E. coli cells (the remaining can be stored at -20 °C) and
plate one-fifth of the transformants on LB agar spectinomycin
plates.

. Incubate overnight at 37 °C.

. The following day, screen colonies using M13 forward and

reverse primers. For colony PCR (see Note 10), determine the
number of colonies intended to be screened. Set up a 96-well
plate with 100 pl/well of LB media containing spectinomycin
(100 pg/ml) and a similar number of PCR reactions with M13
forward (-20) and reverse primers and Tag polymerase. Using
a pipette tip pick one colony, dip it in the PCR reaction cock-
tail containing OneTagq DNA polymerase, and then into the
correspondingly labeled LB-containing well. Incubate the
inoculated LB-containing plate at 37 °C.

. Set up a thermal cycler with the following conditions:

Initial denaturation at 94 °C for 30 s

25 cycles (see Note 11) at 94 °C for 30 s,47 °C for 30 s, 68 °C
for “n” seconds, where =60 s/kb

Final extension at 68 °C for 5 min

Resolve PCR products on a 1 % agarose gel. Colonies without
any insert are characterized by a background band of ~350
base pairs (bp). If an insert of “n” bp is expected then a band
at “350+n” bp will show up (Fig. 2).

Once a candidate insert has been identified, the corresponding
inoculum can be used to seed miniprep culture, which can sub-
sequently be sequence confirmed using the aforementioned
M13 primers.

Complete expression reporters are generated via four part recom-
bineering using the destination vector and the three donor plas-
mids—the ¢RFP entry clone, the donor plasmid containing the 3’
UTR/siRNA or miRNA sensor of interest, and the pool of donor
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Pool 1 Pool 2

10kb

3kb

2kb
1.5kb

1.2kb
1kb

500 bp

Noinsert 100 bp

L C1 C2 €3 ¢4 C5 €6 C7 €8 €9 C10 C11 €12 L C1

C2 €3 C4 C5 C6 C7 C8 C9 C10 C11 C12

900bp 1.2kb 350 bp 100bp  Noinsert

Fig. 2 Representative agarose gel (1 %) electrophoresis image of colony PCR products to identify positive
clones in pooled BP recombination reaction. Colony PCR was performed with M13 primers (see tex?) to screen
for positive clones from BP recombination reaction done in two separate pools. Clones without any insert result
in a ~350 bp product. Subtracting ~350 bp from the other inserts gives the approximate length of the ampli-
fied 3’ UTR inserts and an indication of their identity. Performing colony PCR helps to pick the right size inserts
for sequence confirmation in comparison to sequencing in bulk to get the right inserts. A similar strategy can
be adapted for screening post LR recombination reaction, but using UBC forward and PGK reverse primers
instead (see tex?). L, ladder; C, BP clone

plasmids containing the minimal polyadenylation signal and
barcode.

1.

Use the following formula to convert femtomoles (fmol) to
nanograms (ng) of DNA:

ng=|(X fmol) x (size of DNA in bp)x660],/10°

. For each LR recombination reaction between an appropriate

attB PCR product and donor vector (see Note 12), add the
following components to 1.5 ml microcentrifuge tubes at
room temperature and mix gently with a pipette:

Entry clone (10 fmol each)—1-7 pl
Destination pBUTR vector (20 fmol)—1 pl
1x TE buffer, pH 8.0—to 8 pl

. Quickly vortex the LR Clonase IT Plus enzyme mix, twice (2 s

each time), and add 2 pl of LR Clonase II enzyme mix to each
sample above. Mix well by vortexing briefly twice (2 s each
time).

4. Incubate reactions at 25 °C for 16 h (see Note 13).

. Add 1 pl of the Proteinase K solution to each reaction. Incubate

for 10 min at 37 °C.
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3.3 Transfection
of Cells

and Generation
of Stable Clones

3.4 Flow Cytometric
Analysis of Reporter
Expression

in Arrayed Format

6.

10.

Transform 2 pl of the transformation reaction to One Shot
Machl TI1R Competent E. coli cells (the remaining can be
stored at -20 °C) and plate the entire transformants on LB
agar ampicillin plus kanamycin plates.

. Incubate overnight at 37 °C.

. The following day, screen colonies using UBC forward and

PGK reverse primers. For colony PCR, determine the number
of colonies intended to be screened. Set up a 96-well plate with
100 pl/well of LB media containing ampicillin plus kanamycin
(100 pg/ml each) and a similar number of PCR reactions with
UBC forward and PGK reverse primers and One7lzg DNA
polymerase. Using a pipette tip pick one colony, dip it in the
PCR reaction cocktail, and then into the correspondingly
labeled LB-containing well. Once done, run PCR (use the
same conditions as Subheading 3.1, step 10, except for anneal-
ing temperature of 49 °C). Incubate the inoculated LB-
containing plate at 37 °C.

. Resolve PCR products on an 1 % agarose gel. The right colo-

nies can be identified based on the expected insert sizes of the
3’ UTR or siRNA/miRNA sensor elements.

Once an insert has been identified, the corresponding inocu-
lum can be used to seed bacterial growth cultures, which would
subsequently be sequence confirmed using the UBC forward
and PGK reverse primers described above (see Note 14).

. Transfect cells with plasmids containing transposase (pCMV-

HA-m7pB) and transposon (respective pBUTR vector) at a
ratio of 1:2 using appropriate transfection reagent (see Note
15). The pBUTR can be used for a wide spectrum of cell types
(see Note 16). For MCF10A cells, sced 4 x 10* cells into each
of the desired number of wells in a 24-well plate. Twenty-four
hours after cell seeding, transfect the cells in each well with
333.3 ng of pBUTR-wild-type-ZEB2 or pBUTR-mutant-ZEB2
along with 166.7 ng of pCMV-HA-m7pB.

. Forty-eight hours after transfection, split cells 1:10 and select

with G418 (1000 pg/ml for MCF10A) for approximately 2
weeks (see Note 17).

. Following G418 selection, split each stably transduced cell line

in replica plates, and then treat one or more replicates with the
experimental stimulus while leaving another replicate plate
untreated as a control. For MCF10A cells, treat with TGFE-p or
vehicle for 72 h (see Note 18, and Fig. 3a).

. Perform multicolor flow cytometry to assess the expression of

the turboGFP (tGFP) (excitation /emission max =482 /502 nm)
and tRFP (excitation/emission max = 553 /574 nm) under the
different experimental conditions.



a Transfect pBUTR (X) into cells

G418 Selection
(2-4 weeks)

Expand selected GFP* cells
Split

Control condition Test Condition

N\ /

FACS-based determination of relative
change in [tRFP / tGFP] ratio

b Transfect pBUTRs (X1, X2, X3,....Xn)
individually into cells

G418 Selection (2-4 weeks)

Expand selected GFP* cells

Pool selected GFP* cells containing

the different pBUTRs
Pooled cells
Split
Control condition Test Condition
FACS-based
sorting
Total tRFP" cells tRFP" cells Total
population  tRFP™ cells tRFP™ cells  population
tRFP* cells tRFP" cells

N

Isolate Genomic DNA representative of
total and enriched in 3'UTR
intrinsic unique barcode elements

lon Torrent adapter-ligated library /
Sequence on lon 314 chip using lon PGM platform

Percent representations of the different 3’ UTRs
in the various pooled population

Fig. 3 Schematic of work-flow for pBUTR vector-mediated high-dimensionality screening and validation appli-
cations in arrayed (a) or pooled format (b). One caveat associated with DNA transposon-based screening
approaches relative to a retro- or lentiviral approach is that stable transfection of cells in bulk with a pool of
vectors is not straightforward. For this reason, initial transfection and selection should be performed in an
arrayed format. The inclusion of unique barcode elements with the minimal polyadenylation signal will allow
analysis of enrichment or depletion within pooled cell populations via flow cytometry and cell sorting and
limited next-generation sequencing
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3.5 Flow Cytometric
Analysis of Reporter
Expression in Pooled
Format

3.

Determine the ratio of tRFP and tGFP expression as assessed
via median fluorescence intensity (MFI) and calculate fold
changes as follows:

Fold change=log, (tRFP/tGFP)c;/(tRFP/tGFP)c, where
C1 and C2 are two different experimental conditions.

. A positive fold change will indicate 3" UTR-mediated post-

transcriptional induction or up-regulation of gene expression.
Conversely, a negative fold change will indicate posttranscrip-
tional repression or downregulation of gene expression (see
Notes 19 and 20).

Treatment of MCF10A cells with TGF- will result in decreased

miR-200b and E-cadherin protein expression. In cells stably trans-
fected with the wild-type ZEB2 reporters, these decreased levels
will coincide with marked increases in tRFP fluorescence. The lev-
els of tRFP fluorescence, as assessed via median fluorescent inten-
sity (MFI) in the TGF-p treated MCF10A cells will be similar to
those observed in untreated MCF10A cells transfected with mutant
ZEB2 reporters (see Note 21).

1.

The pBUTR vectors containing the 3’-UTR elements of
interest are individually transfected in arrayed format and
selected with G418 exactly as described in Subheading 3.3
(see Note 22).

. Following selection for approximately 2—4 weeks, the individ-

ual transfectants expressing the different pBUTRs are pooled
(see Note 23, and Fig. 3b).

. The pooled stable transfectant lines are split to replica plates

and treated according to experimental design.

. Cells from the different experimental conditions are sorted

using multicolor flow cytometry based on tRFP expression (see
Notes 24 and 25, and Fig. 4).

. Isolate genomic DNA from the different pools of sorted tRFP+

positive cells using overnight proteinase K digestion at 55 °C
before salting out with 60 % volume saturated NaCl and pre-
cipitating with ethanol.

. Use distinctly barcoded PGM PCR primer pairs to amplify 3’

UTR-correlated barcode elements from each of the sorted
populations.

. Use these barcoded elements to template an Ion Torrent

adapter-ligated library using Life Technology’s Ion Plus
Fragment Library Kit protocol (#4471252, Revision 3.0).
Perform sample emulsion PCR using the Ion PGM Template
OT2 200 Kit (#4480974, Revision 5.0) following Life
Technology's instructions. Prepare the samples for sequenc-
ing using the Ion PGM 200 Sequencing Kit (#4474004,



3.6 Using pBUTR
for In Vivo
Monitoring of 3
UTR-Mediated PTGR
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Fig. 4 Recommended subdivision of population prior to screening for more sen-
sitivity in pooled approaches. Shown is a schematized example of the range of
basal tRFP expression of a pool of pBUTRs in a given physiological context. The
original pool may be sorted into two or more subpools (vertical dotted lines) on
the basis of baseline tRFP expression (e.g., tRFP®, tRFP™¢, tRFP") prior to the
experiment. Each subpool may then be individually treated and sorted. Please
also refer to Note 25. {RFP, turbo-red fluorescent protein; /o, low; me, medium;
hi, high

Revision C). Load the completed samples on an Ton 314 chip
and sequence on the PGM platform.

8. Process the data from the PGM runs initially using the bam-
2fastq [29] to generate the fastq files and custom Perl scripts to
bin based on barcodes and trim adapter sequences. Determine
the percent representation of the different barcodes in the
indicated populations.

9. Enriched and depleted barcodes will reveal identity of gene
products that are being regulated at the post-transcriptional
level by their 3" UTR elements under different experimental
conditions.

1. On the day of electroporation, trypsinize, count and aliquot
5x10° V6.5 ESCs.

2. Spin the tube containing the aliquoted cells at 190x g4 for
3 min. Aspirate as much media off as possible, wash cell pellet
with 10 ml 1x PBS, and spin again for 3 min at 190 x g. Aspirate
once again.

3. Add 1 pg each of pBUTR vector and pCMV-HA-m7pB trans-
posase to the cell pellet.

4. Add 700 pl 1x PBS to the pellet. Suspend cells and DNA by
pipetting multiple times and transfer to 0.4 cm gap electro-
poration cuvette. Replace cap on cuvette (see Note 26).
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5.

6.

10.

11.

12.

13.

14.

15.

16.

17.

Place cuvette in GenePulser shockpod and electroporate the
cells at 240v and 500uF (see Note 27).

Post-electroporation, let the cuvette sit inside a laminar air
flow hood for 10 min at room temperature.

. Add 1 ml of ESC media to the cuvette and mix. Transfer cells

to a 15 ml conical tube in sterile condition (see Note 28).

. Rinse cuvette with 1 ml of ESC media and add to the cells in

the conical media. Resuspend cells ensuring there are no
clumps.

. Plate 10 % of electroporated cells onto 100 mm culture dishes

with a feeder layer by gently dripping the cells over the feeder
layer.

Tip dishes in “X” pattern (do not swirl cells to the periphery of
the plate).

At least 20 h post-electroporation, start selection with G418
(300 pg/ml) for 8 days, verify resulting ESC colonies for tGFP
and tRFP expression using a microscope, pick the colonies,
expand, and make freezer stocks.

Inject ES cell clones into 2 N (3.5 days postcoitus) C57BL/6
blastocysts and subsequently transfer to the uterine horns of
2.5 days postcoitus pseudopregnant ICR recipient female mice.

Sacrifice pregnant females by carbon dioxide asphyxiation on
appropriate postcoitus day based on what developmental phase
is being studied (see Note 29).

Dissect out embryos and fix in 4 % paraformaldehyde (PFA)
for 1 h, before incubation in 15 % and 30 % sucrose (each for
16 h), and finally embed in OCT compound.

Cut 5 pm sections including desired physiological structure
and mount on SuperFrost Plus slides using Vectashield.

Obtain images documenting domains of tRFP and tGFP
expression using a confocal laser scanning microscope.

TurboGFP expression would be constitutively observed in all
areas where the pBUTR has been internalized. On the other
hand, the tRFP expression will be reliant on a particular 3’
UTR’s ability to confer correct temperospatial expression of
the gene product during murine development.

4 Notes

. For generating the siRNA or miRNA sensors, the a#B2r and

attB4 flanked siRNA/sensors sequence may be commercially
synthesized. For example, for a “2x” CXCR4 siRNA sensor
[30] the azB2r-CXCR4-a1tB4 sequence is—5 -GGGG



pBUTR Reporter System 123

ACCCAGCTTTCTTGTACAAAGTGGT
AAGTTTTCACTCCAGCTAACACCGGAT
CCGGCATAAGTTTTCACTCCAGCTAA
CACCGGCACCCAACTTTTCTATACAAA
GTTGTCCCC—3’ (the underlined portion is the CXCR4
sensor sequence). This commercially synthesized oligonucle-
otide may then be amplified with oligonucleotides correspond-
ing only to the a#zB2r and attB4 sites, rather than chimeric
oligonucleotides as described.

. For generating an a#B-flanked entire 3" UTR, design the for-
ward primer with the 5" end corresponding to the base imme-
diately after the stop codon of the coding sequence and the 5’
end of the reverse primer corresponding to the nucleotide
immediately preceding the poly (A) signal. The use of a syn-
thetic polyadenylation signal for all clones to be analyzed
removes any influence of the native polyadenylation signal
(e.g., efficiency) on gene expression, which may confound
analysis of 3" UTR-mediated effects.

. The composition of our own barcodes, generated via mixed
nucleotide synthesis, was informed by the average nucleotide
composition of the 24 base pairs following the G/U-rich
region of native polyadenylation sequences in the human
genome. The inclusion of unique barcode elements with the
minimal polyadenylation signal was made to allow analyses
within pooled cell populations via flow cytometry, cell sorting,
and limited next-generation sequencing analysis.

. The BP Clonase II and LR Clonase II Plus enzyme mixes
should be kept at —20 °C until immediately before use; how-
ever, the Proteinase K solution can be thawed and kept on ice
until use.

. The number of different ‘NNNN’ combinations to be used
will depend on the experimental conditions. For example, if
only a control and experimental conditions are being com-
pared then two variants of NNNN like ACTG and AGTC will
be used. On the other hand, if a time course experiment is
being done for 0, 24, and 48 h, then three variants of NNNN
like ACTG, TGAC, and AGTC may be used. These primer
pairs should be phosphorylated at the 5" end.

. Anywhere between 15 and 150 ng of the a#B PCR product
can be used for the BP reaction.

. Set up a BP reaction with no a#B PCR product as a negative
control.

. A major advantage of the Gateway® system is the potential for
scalability. Multiple donor vectors containing 3’ UTR elements
to be assessed can be generated simultaneously if the azB2r
and a#B4 flanked PCR products corresponding to these 3’
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10.

11.

12.

13.

14.

15.

16.

UTRs are pooled for the BP reaction. For pooling of large
groups of UTRs it is recommended to generate “subpools”
such that individual inserts may be easily discerned following
colony PCR screening and gel electrophoresis. For example if
there are 3' UTRs of length 150, 175, 200, 250, 500, 750,
1200, 1400 bp—then we would recommend two subpools,
with one containing 3’ UTRs of length 150, 200, 500, and
1200 bp and the other containing the 175, 250, 750, and
1400 bp length 3" UTRs. This facilitates identification of indi-
vidual inserts during visualization after gel electrophoresis.

. Normally a 1-h incubation yields a sufficient number of donor

vectors. However, the length of the recombination reaction
can be extended up to a maximum of 18 h. For PCR products
>5 kb, longer incubations will increase the yield of colonies
and are recommended. Normally, an overnight incubation
typically yields five to ten times more colonies than 1-h
incubation.

If just one donor vector is being constructed then the colonies
can just be grown up for miniprep and subsequently sequenced.
The colony PCR is especially beneficial when pooled BP reac-
tions are being done since this precludes the need to sequence
a large number of colonies to get the desired donor vectors.

Normally 25 cycles of PCR is enough to view products on an
agarose gel. The precise conditions for PCR will be informed
by the choice of polymerase mix and the thermal cycler used.

The expression constructs can be generated through pooled
LR recombination reaction in a manner analogous to that
described in see Note 8. Again, we recommend a subpooling
strategy based on the size of the 3’ UTR elements of interest
(see Note 8) such that the positive clones can be easily identi-
fied through colony PCR.

The reactions can be incubated up to 24 h at room
temperature.

The pBUTR reporters should be prepped with Endotoxin-free
miniprep or maxiprep kits, depending on the number of pro-
jected downstream transfections.

The total amount of DNA transfected depends on the cell
numbers and the specific transfection reagent being used.

Originally isolated from the genome of the cabbage looper
moth Trichoplusia ni [31], the piggyBac transposon has dis-
tinct advantages. It has a large cargo size [31], and is highly
active in many cell types [32, 33]. In addition, it has been
shown to effect long-term expression in mammalian cells
in vivo [34].
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Perform a kill curve with G418 for the particular cell line being
used, then use the lowest concentration of G418 that effec-
tively kills untransfected cells. Normally you get stable colonies
of cells within 2 weeks and very distinct isolated colonies after
4 weeks of selection with G418. Successful selection can be
confirmed by observing the cells under a fluorescence micro-
scope and determining the approximate percentage of tGFP*
cells.

Posttreatment with TGF- for 72 h, MCF10A cells switch
from polarized, tightly packed discoid epithelial cells to highly
motile fibroblastic or mesenchymal phenotype, characteristics
of distinct morphological changes associated with EMT [26],
areduction in E-cadherin protein expression concomitant with
an induction of the mesenchymal cell marker N-cadherin [18].
These parameters can be used to verify that the answer obtained
in the pBUTR experiment corroborates with the expected
landmarks of a phenomenon.

The observed changes in tRFP expression can be further vali-
dated by appropriately using miRNA mimics or antagomirs in
the case of siRNA/miRNA sensors or miRNA-mediated regu-
lation or siRNA /ectopic overexpression in case of RNA bind-
ing proteins.

The relative reporter expression within this system does not
differentiate between mechanisms impacting mRNA stability
or translational repression, which will require additional down-
stream experimentation.

Of note, even though endogenous promoters are used in the
pBUTR vector, it is necessary to include appropriate control
reporters with minimal or otherwise defined 3" UTR elements
to offset effect of promoter activity, if any.

A drawback of DNA transposon-based approaches is that there
is some risk in transfecting pooled reporters into a population
of cells. In contrast to viral vector systems, where low multi-
plicities of infection can be used to ensure a single integrant
per cell, DNA transposons necessitate the use of electropora-
tion or cationic lipid-based delivery methods. Since both of the
latter methods will deliver multiple vectors from a pool into a
given cell, there is a very high risk of confounding results in
any reporter-based screen. We thus strongly suggest that indi-
vidual cell lines be generated in arrayed format and then pooled
for screening approaches.

Ideally, equal numbers of cells from each stably transduced line
are mixed together. However, since a comparison of relative
representation within control and experimental populations
will be assessed, this is not essential in high-dimensionality
screens.
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24.

25.

26.

27.

28.
29.

An advantage of flow cytometry based screening is that addi-
tional fluorophores may be simultaneously used as experimen-
tal controls, e.g., decreased surface expression of E-cadherin
and increased surface expression of N-cadherin in the context
of EMT.

As a general rule, one would collect the 10 % of cells expressing
the highest level of tREP in each condition and compare these
populations. However, this strategy may miss several posttran-
scriptional regulatory events. Each 3” UTR has its own base-
line level of expression, which from our experience may vary
over an order of magnitude from other 3" UTRs in the popula-
tion. For example, consider that the basal tRFP fluorescence
intensity of a pooled population ranges from 10 to 100 (arbi-
trary units). An individual reporter may have a fluorescence
intensity of 10 in the control state and 80 in the experimental
state—an impressive eightfold induction. However, since one
is merely collecting the top 10 % of events in each population
(fluorescence intensities of 90-100) this induction would be
missed. To increase the sensitivity in a screening experiment,
the original pool may be sorted into two or more subpools on
the basis of baseline reporter expression (e.g., tREP, tREP™ed,
tRFP") prior to the experiment. Each subpool may then be
individually treated and sorted.

While loading the cuvette, be careful not to touch the sides,
especially the metallic surface.

Confirm that the Time Constant from the GenePulser was
between 7.0 and 8.0 during electroporation.

The mixing is done best with Pasteur pipettes.

Although we describe a transient transgenesis approach,
depending on the depth and breadth of the planned analysis, a
better strategy may be to let the fetuses come to term and
screen pups for tGFP expression upon birth [35]. TGFP* pups
may then be used as founders for a line of reporter mice that
may be used to extensively characterize 3" UTR-mediated gene
regulation throughout embryogenesis and adulthood.
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Comprehensive Identification of RNA-Binding Proteins
by RNA Interactome Capture

Alfredo Castello, Rastislav Horos, Claudia Strein, Bernd Fischer,
Katrin Eichelbaum, Lars M. Steinmetz, Jeroen Krijgsveld,
and Matthias W. Hentze

Abstract

RNA associates with RNA-binding proteins (RBPs) from synthesis to decay, forming dynamic ribonucleo-
proteins (RNDPs). In spite of the preeminent role of RBPs regulating RNA fate, the scope of cellular RBPs
has remained largely unknown. We have recently developed a novel and comprehensive method to identify
the repertoire of active RBPs of cultured cells, called RNA interactome capture. Using in vivo UV cross-
linking on cultured cells, proteins are covalently bound to RNA if the contact between the two is direct
(“zero distance”). Protein-RNA complexes are purified by poly(A) tail-dependent oligo(dT) capture and
analyzed by quantitative mass spectrometry. Because UV irradiation is applied to living cells and purifica-
tion is performed using highly stringent washes, RNA interactome capture identifies physiologic and direct
protein-RNA interactions. Applied to HeLa cells, this protocol revealed the near-complete repertoire of
RBPs, including hundreds of novel RNA binders. Apart from its RBP discovery capacity, quantitative and
comparative RNA interactome capture can also be used to study the responses of the RBP repertoire to
different physiological cues and processes, including metabolic stress, differentiation, development, or the
response to drugs.

Key words RNA, RNA-binding protein, Proteomics, Proteome, RNA interactome capture,
Posttranscriptional regulation, Gene expression

1 Introduction

In the last decade, in vitro and in silico approaches have been
developed in order to determine the complete repertoire of RNA-
binding proteins (RBPs), referred to here as the RNA interactome.
While in vitro approaches served to identify dozens of novel RBPs
[1, 2], the abundant negative charges of the sugar-phosphate back-
bone of the RNA have the capacity to mediate unspecific binding
of basic proteins in vitro and, therefore, extensive validation is
required. Biocomputational methods can recognize proteins bear-
ing classical RNA-binding domains (RBDs) such as the RNA
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recognition motif (RRM) and K-homology domain (KH) [3].
However, their capacity to identify unorthodox RBDs is very lim-
ited. To address these limitations we and others developed RNA
interactome capture, which combines UV cross-linking and
oligo(dT) capture to pull down proteins bound to polyadenylated
RNA in living cells. Applied to HeLa [4] and HEK293 cells [5],
RNA interactome capture determined the first near-complete RNA
interactomes of a human cell line. More recently, this approach has
also been applied successfully to mouse embryonic stem cells [6]
and Saccharomyces cevevisine [7 ].

In a first step, protein-RNA interactions are “fixed” applying
two different approaches: (a) Irradiation with ultraviolet (UV)
light at 254 nm of cell monolayers induces short-lived radicals at
the nucleotide base that can attack amino acids in close proximity
forming covalent bonds. (b) The photoactivatable-ribonucleoside-
enhanced cross-linking (PAR-CL) protocol employs 4-thiouridine
(4SU) [8], which is taken up by cells and incorporated into nascent
RNAs. Protein-RNA cross-linking is achieved by irradiation at
365 nm. Following UV cross-linking by either approach, lysis
under denaturing conditions, and homogenization, polyadenyl-
ated RNAs and their covalently bound proteins are isolated with
oligo(dT) magnetic beads through highly stringent washes. RBPs
bound to polyadenylated RNA are then released by RNase treat-
ment and identified by proteomics.

RNA interactome capture has notable advantages over previ-
ous RBP identification methods: (1) As UV irradiation is applied
to cell monolayers, protein-RNA interactions discovered have
occurred within the native context and without overexpression.
(2) Because the free radicals are induced at the nucleotide base,
UV irradiation promotes exclusively protein-RINA and not protein-
protein cross-links [9, 10]. (3) The short-lived nature of the free
radicals (nanosecond range) limits covalent bond formation to
amino acids at “zero distance” (~2 A) [9]. (4) Due to the stability
of nucleic acid hybrids (i.e., poly(A) tails binding to oligo(dT)
magnetic beads) in the presence of high-salt and chaotropic deter-
gents, very stringent washing steps can be applied to remove all
non-cross-linked polypeptides. On the other hand, RNA interac-
tome capture will fail to detect RBPs when they are (1) not bound
to polyadenylated RNAs, (2) not expressed in the cell type under
study, (3) not active in RNA binding under the experimental con-
ditions, or (4) not cross-linked efficiently by UV irradiation.

2 Materials

Prepare all solutions using ultrapure water and analytical grade
reagents. Store buffers at 4 °C and samples at =70-80 °C (unless
indicated otherwise). All buffers should be filtered and autoclaved



2.1 Buffers

2.2 Reagents

2.3 Equipment
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before usage. For buffers containing LiDS or DTT, autoclaving
should be performed prior to the addition of these heat-sensitive
components.

1 Lysis buffer: 20 mM Tris—-HCI pH 7.5, 500 mM LiCl, 0.5 %
LiDS (wt/v, stock 10 %), 1 mM EDTA, 5 mM DTT.

2 Buffer 1: 20 mM pH 7.5 Tris—-HCI, 500 mM LiCl, 0.1 % LiDS
(wt/v), 1 mM EDTA, 5 mM DTT.

3 Buffer 2: 20 mM pH 7.5 Tris-HCI, 500 mM LiCl, 1 mM
EDTA, 5 mM DTT.

4 Bufter 3: 20 mM pH 7.5 Tris-HCI, 200 mM LiCl, 1 mM
EDTA, 5 mM DTT.

5 Elution buffer: 20 mM pH 7.5 Tris—-HCI, 1 mM EDTA.
6 Buffer 4: 50 mM NaCl.

7 10x RNase buffer: 50 mM pH 7.5 Tris—-HCI, 1.5 M NaCl,
5 mM DTT.

8 5x Proteinase K buffer: 50 mM pH 7.5 Tris-HCI, 750 mM
NaCl, 1 % SDS, 50 mM EDTA, 2.5 mM DTT, 25 mM CaCl,.

9 Phosphate-buftered saline (PBS).

. Oligo (dT,s) magnetic beads (New England Biolabs, $1419S).
. 4-Thiouridine (4SU, Sigma).

. Lithium dodecyl sulfate (LiDS).

. Lithium chloride (LiCl).

DTT.

. Amicon Ultra® Centrifugal Filters (50 ml, 10 KDa cutoff,
Millipore UFC901024).

7. Ribonuclease T1 from Aspergillus oryzae (RNase T1).

N UL N

oo

. Ribonuclease A from bovine pancreas (RNase A).
. RNeasy kit (Qiagen).

\O

. Humidified 37 °C, 5 % CO, incubator.
. Microbiological cabinet class 2.
. 15 em dishes or 500 mm? square dishes.

. Cross-linking devices: cCL = 254 nm bulbs; PAR-CL= 365 nm
bulbs. Spectrolinker UV Cross-linkers (Spectroline).

. Needle (27G, 3/4-inch; no. 20, 0.4 mm x 19 mm).
. Sterile syringe (5 ml).

B N~

AN

7. 50 ml Magnetic separation rack and 12-tube (2 ml) magnetic
separation rack.

8. Refrigerated bench-top centrifuge.
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3 Methods

Experimental design: Include a non-irradiated (noCL) sample to
control the signal obtained for UV-irradiated samples for back-
ground noise derived from the purification with oligo(dT) mag-
netic beads [11]. In the same vain, include 4SU-treated,
non-irradiated cells (4SU noCL) as a control for PAR-CL. The
overview of the cross-linking and purification protocol is schema-
tized in Fig. la—c.

1. For conventional cross-linking (cCL), seed cells in 5 x 500 cm?
dishes (1500 cm? of total growth area) with normal medium
(e.g., DMEM and 5 % fetal calf serum, FCS) to reach 80-90 %
confluence after overnight incubation (~1.9x107 cells per
dish; see Note 1) (Fig. 1a). For PAR-CL, follow the same seed-
ing protocol, but supplement the medium with 100 pM 4SU
(see Note 2).

2. After overnight incubation, wash cells twice with 30 ml of PBS
(room temperature) until the PBS remains colorless.

3. Remove the PBS and place the culture dishes without their lids
on ice at ~15 cm from the UV source. Irradiate with 150 mJ/
cm? at 254 nm UV light for ¢CL or at 365 nm UV light for
PAR-CL (see Note 3). After irradiation, add 15 ml of ice-cold
PBS per dish and keep the already irradiated dishes at 4 °C
while processing the rest of the dishes.

4. Scrape the cells into the PBS added in step 3 with a rubber
policeman and centrifuge at 400xg for 3 min at 4 °C (see
Note 4). Remove and discard the supernatant.

5. Add 10 ml of ice-cold lysis buffer, resuspend the pellet pipet-
ting up and down, and supplement the lysate with 30 addi-
tional ml of lysis buffer. Mix the lysate by inverting the 50 ml
tube (see Note 5).

6. Pass the lysate through a 5 ml syringe with a narrow needle
(gauge 0.4 mm diameter) to homogenize. Repeat the process
two additional times until the viscosity of the lysate is signifi-
cantly reduced (see Notes 6 and 7). Keep the sample in ice
while processing the other samples and the oligo(dT) beads are
equilibrated (see below).

7. Equilibrate 2 ml of oligo(dT),s magnetic beads per tube by
washing three times with 5x volumes of lysis buffer. Resuspend
the bead pellet in 2 ml of lysis buffer (se¢ Note 5).

8. Add resulting bead suspension (2 ml) to the sample and incu-
bate for 1 h at 4 °C with gentle rotation (see Note 5).

9. Place the tubes on a magnet at 4 °C and wait until the beads
are collected (this can take up to 30 min). Recover the super-
natant and store it in a new tube at 4 °C for the following two
cycles of oligo(dT) capture (see below).
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Fig. 1 RNA interactome capture workflow: Schematic representation of in vivo UV cross-linking (a), oligo (dT)
capture (b), and downstream processing of the eluates (c). After elution, samples are treated with either pro-
teinase K for RNA quality controls or RNases for protein quality controls and mass spectrometry. (d)
Representative silver staining of RNase-treated eluates
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.
22.

Resuspend the bead pellet in 35 ml ice-cold lysis bufter.
Incubate for 5 min at 4 °C with gentle rotation and pellet the
beads with the magnet. Discard the supernatant.

Add 35 ml of'ice-cold buffer 1, resuspend the beads, and incu-
bate for 5 min at 4 °C with gentle rotation. Pellet the beads
with the magnet and discard the supernatant (se¢ Notes 8 and
9). Repeat this step once.

Add 35 ml of ice-cold buffer 2 and resuspend the beads. Mix
by inverting the sample ten times. Pellet the beads with the
magnet and discard the supernatant (se¢c Notes 8 and 9).
Repeat this step once.

Add 35 ml of ice-cold buffer 3, and resuspend the beads. Mix
by inverting the sample ten times. Pellet the beads with the
magnet and discard the supernatant. Repeat this step once.

Resuspend the bead pellet in 500 pl of elution buffer. Transfer
the sample to a sterile 1.5 ml tube and elute the RNA-protein
complexes by incubating at 55 °C for 3 min. Collect the beads
in a magnet and transfer the supernatant to a new tube. Pellet
any residual beads again in the magnet and collect the superna-
tant and transfer it to a new sterile tube (see Note 10). Determine
the resulting RNA content using a Nanodrop device.

Recycle the beads following the manufacturer’s recommenda-
tion. Add recycled beads to the lysate stored at 4 °C (see step 9)
and repeat the isolation (from steps 8 to 14) twice (three iso-
lation cycles in total).

Pool the eluates from the three successive oligo (dT) capture
cycles (final volume 1.5 ml).

Take 20 pl of the pooled eluate from step 16. Add 5 pl of 5x
proteinase K bufter and 1 pg of proteinase K, incubate for 30 min
at 37 °C and 30 min at 50 °C. Next, isolate the RNA with
RNeasy kit (Qiagen) or trizol (Invitrogen). Use purified RNA for
RNA quality control analyses (e.g., RT-qPCR using primers
against mRNAs and rRNAs, bioanalyzer, or RNAseq) [4, 11].

Take the rest of the elution and add 150 pul of 10x RNase buf-
fer, and ~50-100 U of RNase T1 and RNase A. Incubate at
37 °C for 1 h followed by 15 min at 55 °C.

Transfer the eluate into an Amicon Ultra 103 KDa cutoff (see
Note 11). Top up the filter device with bufter 4 and centrifuge
at 4000 x g for 45 min at 4 °C.

Discard the flow through and top up the filter device again
with buffer 4. Centrifuge at 4000 x g for 45 min at 4 °C.

Recover the sample from the filter unit in about 200 pl.

Use 30 pl of the sample for protein quality analyses (e.g., silver
staining in Fig. 1d) [4, 11].
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23. Once quality controls are performed satisfactorily, the rest of
the sample can be analyzed by quantitative mass spectrometry.
RNA interactome capture is compatible with all the state-of-
the-art quantitative proteomic approaches, including label-
free quantification [4], SILAC [5], dimethyl labeling [6], and
isobaric labeling (tandem mass tags, TMT).

4 Applications

RNA interactome capture has been used to determine the RNA-
bound proteome of Hela [4], HEK293 [5], mouse embryonic
stem cells [6], and S. cerevisiae [7]; it can readily be applied to
other cell lines and primary cells, and likely be adapted to organ-
isms. Finally, RNA interactome capture can be used in a quantita-
tive and comparative way to explore the plasticity of mRNA
interactomes in response to different physiological conditions and
biological cues. Moreover, RNA interactome capture has been
used to study the RNA-binding capacity of a given protein in vivo.
In brief, the protein of interest is fused to eGFP and expressed in
cultured cells. Upon UV cross-linking and oligo (dT) capture,
eGFP signal is measured in a plate reader and used as a proxy for
RNA binding. This protocol requires 1/5 of the cells, buffer vol-
ume, and beads indicated above [12].

5 Notes

1. The cell number indicated in the protocol refers to HeLa cells
and this may vary between cell lines due to differences in cell
volume and RNA content per cell. A successtul large scale RNA
interactome capture experiment will yield ~100-300 pg of
RNA upon oligo (dT) pull down. Knowing the amount of
RNA isolated from a defined number of cells, it is possible to
calculate the quantity of cells required to capture ~100-300 pg
of RNA.

2. We observed that 100 pM is the optimal concentration of 4SU
for most of the cell lines tested. Nevertheless, the 4SU dose
may require optimization for certain cell lines.

3. Irradiation with 150 mJ/cm? of 254 nm UV light yields a rela-
tively high UV cross-linking efficiency while keeping the RNA
intact. In our hands, this dose is optimal for most adherent cell
types. However, we have found few remarkable exceptions,
suggesting that UV dosage may require optimization when
working with different cell lines in order to maximize protein
yield after oligo (dT) capture.

4. Some cells are sensitive to scraping. In these cases, we recom-
mend to perform direct on-plate lysis to avoid loss of material.
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Add the lysis buffer directly onto the cell monolayers and
scrape with a rubber policeman. Skip the downstream centrifu-
gation step and proceed with the homogenization.

5. If RNA quality controls reveal a poor enrichment of mRNA
over rRNA, we recommend (a) increasing the volume of lysis
buffer in step 5, (b) reducing the amount of beads, or (c) per-
forming the hybridization at room temperature. These altera-
tions of the original protocol may help to reduce nonspecific
adherence to the oligo (dT) beads.

6. During homogenization maintain a good flow rate of the lysate
through the narrow needle applying constant pressure on the
syringe plunger. If the sample is still very viscous in spite of the
three rounds of homogenization, increase either the number
of homogenization cycles or the lysis volume.

7. At this step, it is possible to freeze the sample at -70-80 °C,
although we recommend to avoid unnecessary freezing and,
if possible, to proceed with the oligo (dT) capture after
homogenization.

8. If RNA interactome capture is performed successfully, a halo
will be visible around the bead pellet while washing with buf-
fers 1,2, and 3 in a UV cross-linking-dependent manner. Early
appearance of the halo correlates with high protein content in
the oligo (dT) pull down.

9. If the purification leads to a significant loss of magnetic beads,
we recommend to add 0.025 % NP-40 (Igepal) to the buffers
1 and 2. Note that addition of detergent in these buffers will
prevent the generation of halo (se¢ Note 8). Avoid the use of
NP-40 in buffer 3 since this detergent will impair downstream
mass spectrometric analyses.

10. Removal of residual beads is key to prevent the blockage of the
filter unit in downstream steps.

11. Protein can be concentrated by alternative methods such as
ethanol or TCA precipitation. Nevertheless, we recommend to
test these protocols for potential effects on downstream mass
spectrometric analyses.
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Chapter 9

Identifying RBP Targets with RIP-seq

Hans-Herman Wessels, Antje Hirsekorn, Uwe Ohler,
and Neelanjan Mukherjee

Abstract

Throughout their lifetime RNA molecules interact with a variety of RNA-binding proteins (RBPs). RBPs
control gene expression by regulating splicing, polyadenylation, editing, transport, stability, and transla-
tion of RNA. There are ~1500 RBPs encoded by the human genome and recent studies have detected
~1100 proteins directly interacting with polyadenylated RNA. Identifying the RNAs bound by RBPs will
continue to provide important insights into the regulation of gene expression.

Key words Ribonucleoprotein, Immunoprecipitation, RNA-binding protein, RNA-seq

1 Introduction

One of the challenges to assess the impact of RBPs on posttran-
scriptional gene regulation is identifying and quantifying the RNA
and protein components of ribonucleoprotein complexes (RNPs)
in a cellular context. The human genome is estimated to contain
1542 RBPs [1]. Recent studies indicated that approximately 800
proteins are bound to polyadenylated RNA within a single human
cell type [2, 3]. Early approaches to identify RBP targets en masse
independent of physiological context involved in vitro selection
against limited RNA libraries [4]. The onset of microarray tech-
nology allowed for assessing RBP binding to RNA in a genome-
wide manner [5, 6]. In these assays, RNP complexes are
immunoprecipitated (RIP) from cell lysates. Associated RNAs are
then isolated from these RNP complexes and interrogated with
either microarray (RIP-chip) or sequencing (RIP-seq) technology.
Unlike UV cross-linking and immunoprecipitation (CLIP-seq)
methods [7], RIP-seq allows for the detection of RNA compo-
nents of RNDPs that are not directly bound to the RBP of interest.
This is particularly relevant when interrogating multicomponent
RNPs such as the exon junction complex [8]. RIP-seq provides

Erik Dassi (ed.), Post-Transcriptional Gene Regulation, Methods in Molecular Biology, vol. 1358,
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whole transcript-level binding information rather than the site-
level resolution of CLIP-seq methods. Comparisons have shown
that RNAs with more CLIP-defined binding sites are more likely
to be enriched in the RIP, suggesting that RIP identifies the more
stably associated RNAs [9].

Here we describe the procedure of RNP immunoprecipitation
followed by high-throughput sequencing (RIP-SEQ). This proto-
col is based on the RIP-chip protocol published by Keene and col-
leagues [5], but with a few modifications, additional steps
describing quality control, and adaptations for RNA-seq. We lead
you through sample preparation, in which the tissue or cell culture
sample is harvested while preserving RNP:RNA interactions, coat-
ing beads with antibody, and RNP immunoprecipitation.
Subsequently, RNA is extracted and utilized for qRT-PCR and
library preparation and sequencing. The RIP-seq protocol is rela-
tively short, simple, and does not require much specialized labora-
tory equipment. Its success relies on proper optimization of
immunoprecipitation conditions. The main goal of these optimiza-
tion experiments is to increase the significance and validity of
obtained results by balancing high immunoprecipitation stringency
and maximization of the signal-to-noise ratio of specifically bound
RNA over background RNA. While post-lysis reassociation has
been reported using a variant of this protocol for individual RNAs
[10], we, and many others, have found no evidence for this using
this protocol with the numerous RBPs and ELAVLI /HuR in par-
ticular [9]. Notes throughout the protocol give ideas for optimiza-
tion of each step. Important controls include western blot and
real-time PCR experiments described in Subheading 3.4. In this
protocol we isolate and quantify RNAs associated to human
ELAVLI protein in HEK293 cells.

2 Materials

2.1 Tissue Cell
Gulture Components

RNA samples must be handled cautiously to protect them from
degradation caused by nucleases and heat. Always wear gloves.
Keep samples at 4 °C as much as possible. Clean the workbench
with nuclease-inhibitor solutions like RNase AWAY or equivalent.
All solutions and butffers used for handling RNA samples should be
prepared with pure and nuclease-free water, and processed with
nuclease-free filter tips in nuclease-free low-retention reaction
tubes.

1. Human embryonic kidney cell line (HEK293) or Flp-In™
T-REx™ 293 Cells for the generation of cells with inducible
expression epitope-tagged proteins. Here we are using stable
FlpIn-HEK293-TO/FLAG/HA-ELAVLI (see Note 1).



2.2 Sample
Collection
Gomponents

2.3 RNP
Immunoprecipitation
Gomponents
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. Cell growth medium: DMEM, 10 % fetal bovine serum (FBS),

and 1 % penicillin/streptomycin for maintaining parental
HEK293 cells.

. Hygromycin: Add 100 pg/ml to the growth medium of FlpIn-

HEK293-TO/FLAG/HA cells in order to maintain the stably
integrated gene of interest.

. Doxycycline: The expression of the epitope-tagged ELAVLI

protein is induced by adding doxycycline to the growth
medium (final concentration 1 pg/ml; 1:1.000 v/v of 1 mg/
ml doxycycline stock solution (see Note 2)).

. Phosphate-buffered saline (PBS) for cell culture (pH 7.4): 10x

PBS contains potassium phosphate monobasic (KH,POy,)
1.440 g/L, sodium chloride (NaCl) 90 g/L, sodium phos-
phate dibasic (Na,HPO,-7H,0) 7.950 g/L.

. Polysome lysis buffer (PLB) (see Note 3): 100 mM Potassium

chloride (KCl), 5 mM magnesium chloride (MgCl,), 10 mM
HEPES (pH 7.0), 0.5 % NP40, 1 mM dithiothreitol (DTT),
100 U/ml RNase Out, 1x complete proteinase inhibitor
cocktail.

To prepare 5 ml PLB add 50 pL of 1 M HEPES (pH 7.0),

250 pL of 2 M KCl, 25 pL of 1 M MgCl,, and 25 pL of Nonidet
P- 40 (NP40) to 4.3775 ml of nuclease-free H,O. Add 50 pL. 1 M
DTT, 12.5 pL RNase Out, and 200 pL of protease inhibitor cock-
tail (dissolved tablets according to the manufacturer’s instructions)
at the time of use.

1.

N O\ Ul W

Protein A/G dynabeads: This choice depends on the species
and IgG type of the antibody to be conjugated (see https://
www.neb.com/tools-and-resources/selection-charts/
affinity-of-protein-ag-for-igg-types-from-different-species).

. Antibodies: Preferably monoclonal antibody recognizing

RNA-binding protein (RBP) of interest, and an isotype-
matched control antibody (here: mouse anti-FLAG M2 (Sigma
F1804-200UG), and mouse anti-IgGl (Thermo Scientific
MA1104006)).

. NT2 buffer (see Note 4): 50 mM Tris—HCI (pH 7.4), 150 mM

NaCl, 1 mM MgCl,, 0.05 % NP40.

To make 50 ml of NT2 buffer, add 2.5 ml of 1 M Tris
(pH 7.4), 1.5 ml of 5 M NaCl, 25 pL. of 2 M MgCl,, and
25 pL of NP40 to 45.95 ml nuclease-free H,O.

. RNAsin.
. Dithiothreitol (DTT).
. Ethylenediamine tetraacetic acid (EDTA).

. Proteinase K.


https://www.neb.com/tools-and-resources/selection-charts/affinity-of-protein-ag-for-igg-types-from-different-species
https://www.neb.com/tools-and-resources/selection-charts/affinity-of-protein-ag-for-igg-types-from-different-species
https://www.neb.com/tools-and-resources/selection-charts/affinity-of-protein-ag-for-igg-types-from-different-species

144 Hans-Herman Wessels et al.

. TRIZOL.
. Chloroform, isopropanol, and glycogen.
10.

Or Direct-Zol RNA MiniPrep kit (ZYMO) (see Note 18).

3 Methods

3.1 Tissue Cell
Gulture and mBNP
Lysate Collection

3.2 Antibody Coating
of Protein A/G Beads

. Maintain FlpIn-HEK293-TO/FLAG/HA-ELAVLI cells in

DMEM cell growth medium containing 100 pg,/ml hygromy-
cin at 37 °C and 5 % CO,. Per sample two 15 cm dishes will be
needed (Note 5).

. Induce the expression of the ELAVLI gene by adding doxycy-

cline to a final concentration of 1 pg/ml overnight.

. Decant the growth medium, place the dish on ice, wash the

adherent cells with ice-cold PBS at least once, add ice-cold
PBS, scrape the cells off the dish using a cell lifter, and transfer
the cells in PBS into a pre-chilled 50 ml conical tube. Spin
down the cells at 200 x g at 4 °C for 5 min. Wash the cell pellet
with cold PBS, spin down again, and aspirate the supernatant
as much as possible, without disturbing the cell pellet.

. Weigh the wet cell pellet and resuspend it thoroughly in an

approximately equal volume PLB buffer (1:1; v/w) by pipet-
ting up and down. Allow the lysate to chill on ice for 5 min
before immediate freezing and storing the pellet at -80 °C
until you proceed the experiment (see Notes 5 and 6).

For the immunoprecipitation of FLAG/HA epitope-tagged
ELAVLI protein, we use magnetic protein G dynabeads and coat
them manually with mouse anti-FLAG M2 antibody according to
the manufacturer’s descriptions.

1.

Vortex the dynabeads for 30 s and transfer the 20-30 pl of
beads per sample into a nuclease-free low-retention 1.5 ml
tube (see Note 7). An experiment of three biological replicates
requires 120-180 pl of bead slurry. Half will be devoted for
the RBP of interest and the other half for the control RIP (see
Subheading 3.3, step 3 and Note 8).

. Wash the beads three times with PLB. Collect the beads using

a magnetic stand and resuspend beads by pipetting up and
down with low-affinity filter tips.

. Dissolve the antibody in twice the original bead volume PLB,

mix by pipetting up and down, and add it to the beads (see
Note 9).

. Incubate the beads at 4 °C on a rotating wheel at 20 rpm over-

night the day before the immunoprecipitation. (Alternatively,
coated beads can be stored at 4 °C by adding 0.02 % sodium
azide for up to a month.)



3.3 Immunoprecipi-
tation Reaction
and RNA Precipitation

—

10.
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. Immediately before usage, wash the antibody-coated beads

five times with ice-cold NT2 buffer to remove unbound anti-
body and potential contaminants like RNases.

. After the final wash, resuspend the designated amount

of antibody-coated beads per sample in 850 pL ice-cold NT2
buffer. Add to each sample/tube 40 U of RNase inhibitors
(1 pL RNAsin), 10 pL of 100 mM DTT, and EDTA to a final
concentration of 20 mM and keep them on ice until the lysate
samples are ready to proceed with the IP.

. Allow the cell lysate (see Subheading 3.1, step 4) to thaw on ice.
. Take a 10 pL aliquot of each sample, add 90 pL of NT2 butftfer,

and store this aliquot on ice for immunoprecipitation western
blot (IP WB) control. This sample serves to control for RBP
loss by spin clearing the lysate in the next step. These aliquots
will be used in Subheading 3.4, step 1.

. Clear the lysate by centrifuging at 4 °C at 20,000 x g for 15 min

to remove larger particles and cell debris.

. Transfer the cleared lysate into a new pre-chilled microfuge

tube and store it on ice. Be careful not to disturb the formed
pellet. At least 220 pl of lysate will be collected.

. Take two 10 pL aliquots of the cleared lysate of each sample

and store them on ice. The first one represents total cellular
RNA as input for the RIP and will be needed for a qRT-PCR
control and subsequent RNA-seq library preparation. The
total RNA input is crucial to quantify the enrichment of spe-
cifically RBP-bound transcripts. The second aliquot is used for
IP WB control to determine the input RBP amount. Add
90 pL of NT2 buffer to both aliquots. This matches the total
RNA and protein concentration to the subsequent immuno-
precipitation steps.

. If necessary, pre-clearing of lysate with beads may be used to

reduce background (see Note 10).

. For each sample add 100 pL of the cleared lysate to the beads

coated with either the antibody recognizing the RBP and the
control antibody from step 6, Subheading 3.3.

. Slowly rotate the IP sample at 4 °C tumbling end over for 4 h

(see Note 11).

. Collect the beads using the magnetic stand and transfer the

supernatant into a new tube (see Note 12). Take a 30 pL aliquot
of the supernatant and store it on ice for later WB IP control.
This aliquot serves as a control for estimating the IP efficiency.

Wash the beads five times with 1 ml of ice cold NT2 buffer by
pipetting up and down with low-affinity filter tips (see Notes
13-15).
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34 RNP
Immunoprecipitation
Controls

3.5 Library
Preparation

11.

12.

13.

14.

15.

When you are at the last washing step, dissolve the beads in
1 ml of the washing buftfer and take 20 pL of the beads slurry
and store it on ice for IP WB control. This sample, together
with the input and supernatant, serves to control for effective
RBP immunoprecipitation and potential loss of RBP during
the washing steps.

Resuspend the beads in 100 pLL of NT2 buffer. Add 30 pg of
proteinase K to release the RNP complexes from the beads.
Incubate at 55 °C for 30 min, flicking the tube occasionally
with the finger from time to time.

Release the RNA from the RNP complexes by adding 1 ml of
TRIZOL reagent directly to the tube.

Isolate RNA following the manufacturer’s descriptions from
either TRIZOL (see Notes 16 and 17) or by using the column-
based Direct-Zol RNA MiniPrep kit (see Note 18).

Resuspend (see Note 16) or elute the RNA in maximally 30 pL.
RNase-free water (see Note 19) for subsequent RNA quantifi-
cation (see Note 20). RNA can be stored at 80 °C for months.

Before proceeding to RNA-seq library preparation it is important
to perform control experiments to assess enrichment of both the
RBP (western blot) and RNA components (qQRT-PCR) of the RNP
being immunoprecipitated. The qRT-PCR experiments require
knowledge of at least one RNA known to be a component of the
RNP complex of interest and at least one RNA known not to be a
component of that RNP complex.

1.

Run the collected lysate aliquots (cleared lysate /input, super-
natant, (optional: IP wash step) and IP/bead slurry) on an
SDS-PAGE followed by western blotting. Assay the membrane
for your protein of interest (see Note 21 and Fig. 1).

. If you have information about candidate transcripts bound to

your RBP of interest, perform qRT-PCR on your RNA sam-
ples (total RNA input, IP, and isotype-matched IP control) (see
Note 22 and Fig. 2a, b).

. All RNA samples can directly be applied to standard long RNA-

seq protocols. Here we utilize the NEXTflex™ Rapid Directional
qRNA-Seq Kit (BIOO), which requires 10-100 ng of RNA as
input. Using this protocol in the RIP samples we typically col-
lect 0.5-1.5 pg of RNA. Thus, even if the initial material for the
lysate is substantially less than described in this protocol it is still
possible to generate high quality libraries (Fig. 3).

. If the RBP is not expected to bind rRNA, it is advisable to

deplete ribosomal RNA (rRNA) from all RNA samples using
Ribo-Zero (epicentre) previous to generating libraries.
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Fig. 1 Optimizing RIP: western blot controls. Western blot of input, supernatant, and IP samples probed with
anti-FLAG, anti-ELAVL1, and anti-vinculin (loading control). Note the absence of FLAG/HA-ELAVL1 in the IgG IP
and the depletion of FLAG/HA-ELAVL1 in the FLAG IP supernatant. Input: 10 pL of input lysate was diluted 10x
in PLB to make it comparable to the Sup (=10 %). Of this 5 % was loaded (0.5 % of total input). Sup: 50 pl of
10x diluted input (=5 %). Of this 10 % was loaded (0.5 % of total input). IP: 10 pl of beads diluted in 1 mL IP
reaction mix was taken (=1 %). Of this 5 ul was loaded (0.5 % of total input)

a Optimizing RIP: gPCR of control RNAs b Optimizing RIP: Enrichment of bound RNA
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Fig. 2 Optimizing RIP: gRT-PCR controls. (a) Cycle threshold (Ct) values in FLAG IP, IgG IP, and input for three
known target RNAs (ACTB, TNF, and CCNA2) and one nontarget RNA (GAPDH). For the known targets, notice
the lower Ct values indicating higher RNA levels, in the FLAG IP compared to the IgG IP as well as the input. For
the nontarget, the RNA is detected at a later cycle number in the input than either IP. Furthermore, for GAPDH
the Ct values are comparable in both IP samples indicating this is a suitable normalization control. (b) All Ct
values were normalized using GAPDH, and then FLAG IP samples were compared to IgG and input. The y-axis
is log scaled, so the fold enrichment of the targets ranges from 4 x to > 100 x

3.6 Computational 1. The bioinformatics analysis of this data is extremely important.

Analysis However, it is not the focus of this protocol. Numerous soft-
ware are available for analyzing RIP-seq data including ASPeak,
RIPsecker, and Piranha [11-13].
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4 Notes

1. RIP experiments can be performed in tissue samples from liv-

ing organisms for assaying the RBP-binding partners in their
physiological context. However, it is recommended to study
your RBP of interest first in a cell line in order to optimize
experiment conditions, particularly if an IP-grade antibody
does not exist and the RBP must be epitope tagged.

. If using an inducible expression system, it is important to con-

trol the expression level of your protein of interest. Keep
expression levels similar to physiological expression.

. PLB allows for very mild cell lyses, which does not aim for

complete organelle lysis. For complete lysis the PLB will need
to be adjusted in its composition by increasing detergent
(NP40 or Triton-X) concentration, or by physical disruption.
Take caution using denaturing reagents like SDS, since native
conditions are required for the RIP. Physical disruption may
become important for tissue samples, or samples with cell
walls. Note that sonication can disrupt endogenous
protein:RNA interactions.

. NT2 buffer allows for mild washing of the immunoprecipi-

tated RNDPs. These washing conditions need to be optimized
carefully in order to wash as stringent as possible to remove
background, but as mild as necessary retain the RNP of inter-
est. These adjustments can involve higher salt concentrations,
higher concentrations of NP40, or the addition of urea, SDS,
or DTT.

. It is advisable to have at least three biological replicates for

each RIP experiment. Each replicate/sample requires a mini-
mum of 250 mg wet cell pellet, which results in 500 pl total
lysate volume for a complete sample. Clearing the lysate leads
to an approximate loss of 50 % of the initial lysate volume.
After clearing, 220 pl lysate should remain (10 pl for total
RNA input, 10 pl for input for IP WB, and 2x 100 pL for the
RNP IP and control IP, respectively). For the HEK293 cells
used here, 250 mg wet cell pellet correspond to approximately
2 x15 cm? dishes 80 % confluent. In most cases this will yield
much more RNA than necessary for library preparation; how-
ever this will strongly depend on the RNP being studied.

. The immediate freezing is necessary for complete lysis and to

avoid post-lysis reassortment of target RNAs and nonspecific
binding. Additional freeze-thaw cycles should be avoided to
prevent protein and RNA degradation. It is advisable to store
your sample lysates in either 500 pl aliquots, or 220-250 pl
aliquots of cleared lysate.
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7.

10.

11.

12.

13.

14.

15.

16.

Itis recommended to choose a small volume of beads per sam-
ple, in order to reduce chances of nonspecific background
binding, but sufficiently high for proper processing of the sam-
ples, normally 20-30 pL.

. In parallel, an isotype-matched control antibody should be

used to assess background RNA binding.

. The amount of antibody used should be carefully determined

beforehand. An appropriate amount would be the least amount
necessary to deplete the majority of the available protein. If the
antibody titer is too high, it may increase nonspecific binding
and background RNA signal. If it is too low, the IP RNA yield
might be insufficient.

RNA molecules can nonspecifically bind to the bead surface
making it difficult to distinguish truly bound transcripts from
background. One way to overcome this issue is to pre-clear the
lysate. Incubate the lysate on the rotating wheel with uncoated
beads, similar to the immunoprecipitation. This will remove
RNA species, which nonspecifically bind to the beads, before the
actual IP is done. However, pre-clearing may reduce signal.

The immunoprecipitation step can be performed at 4 °C over
night or at room temperature conditions (18 °C-25 °C) for a
shorter time period (15-60 min). This has to be optimized for
the specific antibodies and RBPs used.

The supernatant can be stored at -80 °C and be used to IP
other RBPs from the same sample. This can be useful to explore
competition of RBPs for an overlapping pool of target RNAs.

During IP optimizations, it is recommended to collect a 30 pLL
aliquot of the washing steps for the IP WB. Detection of your
RBP in these samples indicates loss of bound RBP due to
excessively stringent washing conditions.

It is critical to stringently wash the immunoprecipitated RNDPs.
These washing conditions need to be optimized carefully in
order to wash as stringent as possible to remove background,
but as mild as necessary retain the RNP of interest. These
adjustments can involve higher concentration of salts or NP40
detergent, and /or the addition of urea, SDS, or DTT.

All steps, including washing the beads, must be carried out on
ice as much as possible. In addition, work quickly and do not
to let the beads dry in between the individual wash steps.
Higher number of samples might require processing your sam-
ples in batches, or one by one.

The standard TRIZOL procedure includes an RNA precipita-
tion step. Since the IP RNA yield is relatively low, the precipi-
tated RNA pellet may be difficult to see. Adding glycogen as a
carrier to the precipitation aids to recover RNA and helps to
make the recovered RNA pellet visible in the tube.



17.

18.

19.

20.

21.

22.

References

1. Gerstberger S, Hafner M, Tuschl T (2014) A

Identifying RBP Targets with RIP-seq 151

TRIZOL is phenol based and requires the use of chloroform.
RNA isolation should be done in a fuming hood.

If using a column-based RNA isolation method, it is important
to know the RNA fragment size cutoft of the columns used.
The kit used here isolates RNA down to 17 nucleotides in
length and is therefore appropriate for microRNA and other
small RNA species.

The resuspension/elution volume can be adjusted to the
expected yield. This will effect RNA concentrations for subse-
quent RNA sample handling.

For accurate RNA quantification of the RIP samples use sensi-
tive methods (e.g., Qubit RNA HS Assay for the Qubit 2.0
Fluorometer, Life). Standard RNA quantification is suitable
for the input RNA.

This western blot control helps determine it the RBP of inter-
est was sufficiently immunoprecipitated from the sample.
Expect to see a depleted signal in your supernatant and enrich-
ment in your IP/bead fraction. Complete RBP depletion in
the supernatant fraction is not required (see Note 8). For the
nonspecific isotype control IP, there should not be a signal in
the IP/bead fraction for your RBP of interest. While you are
optimizing IP conditions, it is reccommended to include an ali-
quot of the IP wash step to assess RBP loss due to too harsh
buffer conditions.

Quantify the RNA samples and reverse transcribe approxi-
mately 1-10 ng of each RNA sample into cDNA using iScript
(Biorad). Assay enrichment of candidate-binding transcript
and several transcripts of potentially non-bound transcripts
using qRT-PCR. It is critical to observe enrichment of the can-
didate-bound transcript in the RNP IP sample over input and
isotype-matched control IP sample.
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Chapter 10

PAR-CLIP: A Method for Transcriptome-Wide Identification
of RNA Binding Protein Interaction Sites

Charles Danan, Sudhir Manickavel, and Markus Hafner

Abstract

During post-#ranscriptional gene regulation (PTGR), RNA dinding proteins (RBPs) interact with all
classes of RNA to control RNA maturation, stability, transport, and translation. Here, we describe
Photoactivatable- Ribonucleoside-Enhanced Crossfinking and Immunoprecipitation (PAR-CLIP), a
transcriptome-scale method for identifying RBP binding sites on target RNAs with nucleotide-level resolu-
tion. This method is readily applicable to any protein directly contacting RNA, including RBPs that are
predicted to bind in a sequence- or structure-dependent manner at discrete RNA 7ecognition elements
(RREs), and those that are thought to bind transiently, such as RNA polymerases or helicases.

Key words RNA-binding protein (RBP), RNA, Photoactivatable ribonucleoside enhanced cross-
linking and immunoprecipitation (PAR-CLIP), Cross-linking and immunoprecipitation (CLIP),
Posttranscriptional gene regulation (PTGR), RNA recognition element (RRE), Noncoding RNA,
mRNA, Binding site

1 Introduction

All classes of RNA are subject to postzranscriptional gene regula-
tion (PTGR), including splicing, 5- and 3’-end-modification,
editing, transport, translation, and degradation [1-3]. These pro-
cesses are critical for the regulation of protein-coding messenger
RNA (mRNA), as well as for the biogenesis and function of #on-
coding RNAs (ncRNAs, e.g., ribosomal RNA, microRNA, small
interfering RNA, etc.), which themselves have a wide range of
gene-regulatory functions [4]. PTGR is coordinated by the actions
of ribonucleoproteins (RNDPs), protein—RNA complexes composed
of one or more RNA /linding proteins (RBPs), and associated cod-
ing or noncoding RNAs.

The fundamental importance of PTGR is reflected in analyses
of abundance, expression patterns, and evolutionary conservation

* These authors contributed equally to this work and appear in alphabetical order.

Erik Dassi (ed.), Post-Transcriptional Gene Regulation, Methods in Molecular Biology, vol. 1358,
DOI 10.1007/978-1-4939-3067-8_10, © Springer Science+Business Media New York 2016
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of RBPs. In human cell lines and tissues, approximately 20 % of the
protein-coding transcriptome is comprised of RBPs, making RBPs
more abundant than most other classes of proteins. The low tissue-
specificity and deep evolutionary conservation of most RBP fami-
lies suggests that many PTGR processes are ancient and equally
essential for all cells [4]. Dysregulation of PTGR is observed in a
wide variety of human pathologies, ranging from musculoskeletal
and autoimmune disorders, to neurodegenerative disease, to essen-
tially all forms of cancer [5-7].

Dissection of PTGR networks requires the careful character-
ization of the molecular interactions of RBPs with their RNA
ligands and other binding partners, but this effort is complicated
by the vast size of PTGR networks. In humans, there are approxi-
mately 1500 proteins containing identified RNA 4inding domains
(RBDs), and over 20,000 protein-coding mRNAs in addition to
the thousands of diverse noncoding RNAs [8]. Each RBP binds at
defined sequence and structural elements termed RNA recogni-
tion elements (RREs). However, RREs are short and partially
degenerate, confounding reliable computational predictions and
sparking the need for experimental methods to comprehensively
identify RREs on a transcriptome-wide scale [9].

Traditionally, RREs were characterized individually in a reduc-
tive process; sequences from known RNA targets were analyzed and
then putative RREs were biochemically validated. Characterization
of RNDPs on a transcriptome-wide scale first became possible using
RNP Immunoprecipitation (RIP) followed by comprehensive iden-
tification and quantification of recovered RNAs by microarray or
next generation sequencing analysis (RIP-Chip or RIP-seq) [10].
However, RIP methods are limited to the analysis of kinetically sta-
ble interactions. Furthermore, the RRE needs to be inferred compu-
tationally from the sequence of the long recovered RNAs, which is
only successful for RREs with high information content [11, 12].

The recently introduced Crossfinking and Immunoprecipitation
(CLIP) approaches use UV light to covalently cross-link RBPs with
their RNA targets at the site of interaction. The covalent bond
between the RBP and target RNAs allows for limited RNase diges-
tions to trim the RNA to the footprint protected by the RBP, as well
as additional stringent purification steps after IP, including denatur-
ing polyacrylamide gel-electrophoresis and blotting onto nitrocel-
lulose membranes. The recovered RNA segments can then be
sequenced using next-generation sequencing technologies to reveal
target transcripts and RREs on a transcriptome-wide scale [13, 14].

Here we provide a step-by-step protocol for Photoactivatable-
Ribonucleoside-Enhanced CLIP (PAR-CLIP) (Fig. 1). In PAR-
CLIP, photoactivatable ribonucleosides—4-thiouridine (4SU), or
more rarely, 6-thioguanine (6SG)—are incorporated into nascent
RNA transcripts. The labeled RNAs are excited in living cells with
UVA or UVB light (>310 nm) and vyield photoadducts with
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PAR-CLIP
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Fig. 1 Outline of the PAR-CLIP methodology. PAR-CLIP begins with incorporation
of photoactivatable thioribonucleosides into nascent transcripts followed by
cross-linking with long-wavelength >310 nm UV. Cross-linked RNA-RBP com-
plexes are isolated by immunoprecipitation and further purified by SDS-
PAGE. After recovery from the purified radioactive band, the RNA is carried
through a small RNA ¢DNA library preparation protocol for sequencing. Reverse
transcription of cross-linked RNA with incorporated photoactivatable thioribo-
nucleosides, followed by PCR amplification, leads to a characteristic mutation
(T-to-C when using 4SU and G-to-A when using 6SG) that is used to identify the
RNA recognition elements

interacting RBPs. Besides an increased cross-linking efficiency com-
pared to 254 nm CLID, a key feature of PAR-CLIP is a characteris-
tic mutation (T-to-C for 4SU and G-to-A for 6SQG) introduced
during reverse transcription at the position of cross-linking. This
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mutation pinpoints the sites of RNA-RBP interaction with nucleo-
tide resolution. And, more importantly, it enables the user to com-
putationally remove the ubiquitous background of co-puritying
fragments of cellular RNAs that otherwise may be misinterpreted as
signal [15]. The resulting detailed interaction maps will further our
understanding of the mechanisms underlying the pathologic dys-
regulation of PTGR components. This information can also be
integrated with emerging data from other large-scale sequencing
efforts to interrogate whether variations in binding sites contribute
to phenotypic variations or complex genetic disease.

The following guide covers all experimental steps of PAR-
CLIP and cDNA library construction and touches on a number of
aspects of the data analysis.

2 Materials

1. 4-Thiouridine (4SU) stock solution (1 M): 260.27 mg 4SU in
1 ml DMSO.

2. 1x NP40 lysis buffer: 50 mM HEPES, pH 7.5, 150 mM KCl,
2 mM EDTA, 1 mM NaF, 0.5 % (v/v) NP40, 0.5 mM DTT,
complete EDTA-free protease inhibitory cocktail (Roche).

3. High-salt wash buffer: 50 mM HEPES-KOH, pH 7.5,
500 mM KCl, 0.05 % (v/v) NP40, 0.5 mM DTT, complete
EDTA-free protease inhibitor cocktail (Roche).

4. Dephosphorylation Buffer: 50 mM Tris-HCl, pH 7.9,
100 mM NaCl, 10 mM MgCl,, 1 mM DTT.

5. Polynucleotide Kinase (PNK) Buffer without DTT: 50 mM
Tris—HCI, pH 7.5, 50 mM NaCl, 10 mM MgCl,.

6. PNK Buffer with DTT: 50 mM Tris-HCI, pH 7.5, 50 mM
NaCl, 10 mM MgCl,, 5 mM DTT.

7. SDS PAGE Loading Buffer: 10 % glycerol (v/v), 50 MM Tris—
HCI, pH 6.8, 2 mM EDTA, 2 % SDS (w/v), 100 mM DTT,
0.1 % bromophenol blue.

8. 1x Transfer Buffer with Methanol: 1x NuPAGE Transfer
Buffer, 20 % MeOH.

9. 2x Proteinase K Buffer: 100 mM Tris—-HCI, pH 7.5 150 mM
NaCl, 12.5 mM EDTA, 2 % (w/v) SDS.
10. Acidic Phenol-Chloroform-IAA: 25 ml acidic phenol, 24 ml
chloroform, 1 ml isoamyl alcohol, pH 4.2.

11. 10x RNA Ligase Buffer without ATP: 0.5 M Tris-HCI,
pH 7.6, 0.1 M MgCl,, 0.1 M 2-mercaptoethanol, 1 mg/ml
acetylated BSA (Sigma, B-8894).

12. 10x RNA Ligase Buffer with ATP: 0.5 M Tris—-HCI, pH 7.6,
0.1 M MgCl,, 0.1 M 2-mercaptoethanol, 1 mg,/ml acetylated
BSA (Sigma, B-8894), 2 mM ATP.
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Formamide Gel Loading Dye: 50 mM EDTA, 0.05 % (w/V)
bromophenol blue, formamide ad 100 %.

10x dNTP Solution: 2 mM dATP, 2 mM dCTP, 2 mM dGTPD,
2 mM dTTPD.

10x PCR Buffer: 100 mM Tris—-HCI, pH 8.0, 500 mM KClI,
1 % Triton-X-100, 20 mM MgCl,, 10 mM 2-mercaptoethanol.

Dynabeads Protein G: Invitrogen, 100.03D /04D.
15 ml Falcon Centrifuge Tubes: Fisher Scientific.
1.5 ml DNA LoBind Tubes: Eppendorf.

RNase T1 (1000 U/pl): Fermentas, EN0541.

Calf Intestinal Alkaline Phosphatase (10,000 U/ml): New
England Biolabs (NEB), M0290.

T4 Polynucleotide Kinase (10,000 U/ml): NEB, M0201.

v-32P-ATP, 10 mCi/ml, 1.6 pM: Perkin Elmer,
NEG002Z001MC.

NuPAGE Novex 4-12 % BT Midi 1.0 gel: Invitrogen.
20x NuPAGE MOPS running buffer: Invitrogen.
Protein Size Marker: Bio-Rad, 161-0374.

20x NuPAGE Transfer Buffer: Invitrogen.

0.45 pm Nitrocellulose Membrane: Invitrogen.
Proteinase K (Powder): Roche, 03 115 879 001.
GlycoBlue, 10 mg/ml: Ambion.

Truncated and mutated RNA Ligase 2, T4 Rnl2 (1-249)
K227Q, 1 mg/ml: NEB, M0351, plasmid for recombinant
expression can also be obtained at addgene.org.

T4 RNA Ligase (10 U/pl): Thermo Scientific.

SuperScript III Reverse Transcriptase: Invitrogen, 18080-044.
Taq DNA Polymerase, 5 U /ul: Various Suppliers.

MinElute Gel Extraction Kit: Qiagen.

Pre-adenylated 3’ Adapter (DNA): AppTCGTATGCCGTC
TTCTGCTTGT.

5" Adapter (RNA): GUUCAGAGUUCUACAGUCCGAC
GAUC.

3’ Primer: CAAGCAGAAGACGGCATACGA.

5" Primer: AATGATACGGCGACCACCGACAGGTTC
AGAGTTCTACAGTCCGA.

RNA Size Marker, 19 nt: 5’ pPCGUACGCGGUUUAAACGA.

RNA Size Marker, 35 nt: 5 pCUCAUCUUGGU
CGUACGUACGCGGAAUAGUUUAAACUGU.
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3 Methods

Before beginning PAR-CLIP, please see Notes 1-7 for essential
preparatory steps.

3.1 Preparation of 1.

UV-Crosslinked RNPs
3.1.1  Expanding Cells

Expand cells in appropriate growth medium in 15-cm plates.
As a starting point, we recommend using a number of cells that
will result in 1.5-3 ml of wet cell pellet. For HEK293 cells,
approximately 100-200x10°¢ cells will result from 10 to 20
15-cm plates. Grow cells to approximately 80 % confluency.

. 16 h before crosslinking, add 4SU to a final concentration of

100 pM (1:1000 v/v of a 1 M 4SU stock solution) directly to
the cell culture medium (see Note 8).

3.1.2  UV-Crosslinking For adherent cells

1.
2.

Aspirate or pour off media from plates (se¢ Note 9).

Trradiate cells uncovered with a dose of 0.15 J /cm? of >310 nm
UV lightin a Spectrolinker XL.-1500 (Spectronics Corporation)
equipped with >310 nm light bulbs or similar device.

. Cover cells in 1 ml PBS and scrape cells off with a rubber

policeman. Transfer the cell suspension to 50 ml centrifugation
tubes and collect by centrifugation at 500 x g at 4 °C for 5 min.
Discard the supernatant.

Stopping point: If you do not want to continue directly with cell
lysis and immunoprecipitation, snap freeze the cell pellet in liquid
nitrogen and store at =80 °C. Cell pellets can be stored for at least
12 months.

For cells grown in suspension

1.

2.

Collect cells by centrifugation at 500x g at 4 °C for 5 min.
Aspirate or pour off media.

Take up cells in 10 ml PBS and transfer onto one 15-cm cell
culture plate.

. Trradiate uncovered with a dose of 0.2 J/cm? of >310 nm UV

light in a Spectrolinker XL-1500 (Spectronics Corporation)
equipped with >310 nm light bulbs or similar device.

. Transfer cells into a 50 ml centrifugation tube and collect by

centrifugation at 500xg for 5 min at 4 °C and discard the
supernatant.

Stopping point: If you do not want to continue directly with cell lysis
and immunoprecipitation, snap freeze the cell pellet in liquid nitrogen
and store at —-80 °C. Cell pellets can be stored for at least 12 months.
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Take up cross-linked cell pellet in 3 volumes of 1x NP40 lysis
buffer and incubate on ice for 10 min in a 15 ml centrifuge
tube.

. Clear cell lysate by centrifugation at 13,000x4 at 4 °C for

15 min. In the meantime, begin to prepare the magnetic beads
(see Section 3.2.1).

. Transfer supernatant to a new 15 ml centrifuge tube. Discard

the pellet.

Add RNase T1 to a final concentration of 1 U/pl and incubate
at 22 °C for 15 min. Cool reaction subsequently for 5 min on
ice before proceeding (see Note 10).

. Keep a 100 pl aliquot of cell lysate and store at -20 °C to con-

trol for RBP expression in Subheading 3.2.4.

SeeNote 11 forguidelines on handling and washing of magnetic beads.

3.1.3 Cell Lysis 1.
and RNase T1 Digest
2
3
4.
5
3.2 Immunoprecipi- 1.
tation and Recovery of
Crosslinked Target
RNA Fragments 2
3.2.1 Preparation 3
of Magnetic Beads
4
5
6
3.2.2  Immunopre- 1.
cipitation (IP), Second
RNase T1 Digestion, and
Dephosphorylation
2
3
4
5
6

Transfer 20 pl of Protein G magnetic beads per ml of cell lysate
to a 1.5 ml microcentrifuge tube (for a typical experiment,
120-200 pl of beads) (see Note 12).

. Wash beads twice in 1 ml of PBS.
. Resuspend beads in twice the volume of PBS relative to the

original bead volume aliquotted.

. Add 0.25 mg of antibody per ml original bead volume and

incubate on a rotating wheel for 40 min at room temperature.

. Wash beads twice in 1 ml of PBS to remove unbound

antibody.

. Resuspend beads in one original bead volume of PBS.

Add 20 pl of freshly prepared antibody-conjugated magnetic
beads per 1 ml of partial RNase T1-treated cell lysate (from
Subheading 3.1.3, step 4) and incubate in 15 ml centrifuge
tubes on a rotating wheel for 1 h at 4 °C.

. Collect magnetic beads on a magnetic particle collector for

15 ml centrifuge tubes.

. Keep a 100 pl aliquot of supernatant and store at -20 °C to

control for RBP depletion in Subheading 3.2.4. Discard the
remaining supernatant.

. Add 1 ml of 1x NP40 lysis buffer to the centrifugation tube

and transfer the suspension to a 1.5 ml microcentrifuge tube
(see Note 13).

. Wash beads twice in 1 ml of 1x NP40 lysis buffer.
. Take up cells in one original bead volume of 1x NP40 lysis

buffer.
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3.2.3 Radiolabeling
of RNA Segments
Crosslinked

to Immunoprecipitated
Proteins

324 SDS
Polyacrylamide Gel
Electrophoresis, Transfer,
and Recovery of RNA
from Nitrocellulose
Membrane

7.

11.

12.
13.

14.

Add RNase T1 to a final concentration of 1 U/pl and incubate
the bead suspension at 22 °C for 15 min. Cool subsequently
on ice for 5 min.

. Wash beads twice in 1 ml of 1x NP40 lysis buffer (sec Note 14).
. Wash beads twice in 400 pl of dephosphorylation buffer.
10.

Resuspend beads in 1 original bead volume of dephosphoryla-
tion buffer.

Add calfintestinal alkaline phosphatase to a final concentration
of 0.5 U/pl and incubate the suspension at 37 °C for 10 min.

Wash beads twice in 1 ml of 1x NP40 lysis buffer.

Wash beads twice in 1 ml of polynucleotide kinase (PNK) buf-
fer without DTT (see Note 15).

Resuspend beads in 1 original bead volume of PNK buffer
with DTT.

. To the bead suspension described above, add T4 polynucleo-

tide kinase to 1 U/pl and y-¥P-ATP to a final concentration of
0.5 pCi/pl (1.6 pM ATP) in one original bead volume.
Incubate at 37 °C for 30 min.

. Add nonradioactive ATP to obtain a final concentration of

100 pM and incubate at 37 °C for another 5 min.

. Wash magnetic beads five times with 800 pl of PNK buffer

without DTT. Store a 100 pL aliquot of radioactive wash waste
for use as radioactive markers in future steps.

. Resuspend the beads in 70 pl of SDS-PAGE loading buffer and

incubate for 5 min in a heat block at 95 °C to denature and
release the immunoprecipitated RNPs. Vortex and centrifuge
briefly.

. Remove the magnetic beads on the magnetic separator and

transfer the supernatant (i.e., radiolabeled RNP immunopre-
cipitate) to a clean 1.5 ml microcentrifuge tube.

Stopping point: The sample can be stored at —20 °C for a prolonged
period of time. However, the half-life of 2P half life is 14.5 days,
and we therefore recommend continuing with the protocol within
2 weeks.

1.

Prepare a 4-12 % Bis-Tris polyacrylamide gel. We recommend
using the first half of the gel for separation of the radiolabeled
RNP IP and the second half for immunoblotting to control for
RBP expression and IP efficiency. In the first half of the gel, load
40 pl of the radiolabeled RNP IP per well. Each RND IP sample
should be loaded adjacent to a ladder and there should be at
least one lane distance between different samples. In the second
half of the gel, load 10 pL of cell lysate (from Subheading 3.1.3,



3.2.5 Proteinase K
Digestion
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step 5), 10 pL supernatant (from Subheading 3.2.2, step 3),
and 2 pl of the radiolabeled IP.

. Run the gel at 200 V for 40 min.

. Using semidry blotting, transfer proteins onto a 0.45 pm

nitrocellulose membrane in 1x transfer buffer at 2 mA /cm?
current for 1 h.

. Using a scalpel or razor blade, split the nitrocellulose

membrane in two, separating the RNP IP samples from the
samples for immunoblotting. Proceed to step 5 with the RNP
IP samples. With the lanes for testing IP and RBP expression,
perform a Western blot to probe for your RBP or RBP-tag.

. Label three corners of the membrane and each band of the

protein length marker with 1 pl of radioactive wash waste from
Subheading 3.2.3, step 3. Wrap the membrane in plastic film
(e.g., Saran wrap) to avoid contamination of the phosphorim-
ager screen.

. Expose the membrane to a blanked phosphorimager screen for

1 h at room temperature and visualize on a phosphorimager. If
the radioactivity of the recovered RNDP is weak, you can expose
the membrane for longer.

Stopping point: The membrane can be stored at —20 °C for a pro-
longed period of time.

7.

Print the image from the phosphorimager onto an overhead
projector transparency film; make sure the image is scaled to
100 % for printing. Align the transparency film printout on top
of the membrane using the labeled corners for orientation.

. Cutting through the transparency and the membrane directly

beneath, excise the bands on the nitrocellulose membrane that
correspond to the expected size of the RBP.

. Cut the nitrocellulose excisions further by slicing them into ~5

smaller pieces. Transfer the pieces into a 1.5 ml low adhesion
tube (e.g., siliconized or DNA LoBind tubes).

. Add 400 pl of 1x Proteinase K buffer to the nitrocellulose

pieces followed by the addition of approximately 2 mg
Proteinase K. Vortex, briefly centrifuge, and incubate at 55 °C
for 1 h 30 min.

. Extract the RNA by addition of 2 volumes of acidic phenol-

chloroform-IAA (25:24:1, pH 4.0) directly to the Proteinase
K digestion. Vortex for 15 s and centrifuge at >14,000 x g at
4 °C for 5 min. Remove the aqueous phase without disturbing
the organic phase or interphase, and transfer the aqueous phase
to a new 1.5 ml low adhesion microcentrifuge tube. If the
organic or interphase is accidentally disturbed, centrifuge the
sample again and reattempt.
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3.3 CcDNA Library
Preparation and Deep
Sequencing

3.3.1

3 Adapter Ligation

3. Add 1 volume of chloroform to the recovered aqueous phase
to remove residual phenol. Vortex for 15 s and centrifuge at
>14,000x4 at 4 °C for 5 min. Remove the aqueous phase
without disturbing the organic phase, and transfer the aqueous
phase to a new 1.5 ml low adhesion microcentrifuge tube.

4. To the isolated aqueous phase, add 1 /10 volume of 3 M NaCl,
1 pl 15 mg/ml GlycoBlue, and 3 volumes of 100 % ethanol.
Mix thoroughly by inverting the tube at least five times and
incubate at —20 °C or -80 °C for 20 min. Proceed to cDNA
library preparation,

Stopping point: If kept at 20 °C, RNA can be safely stored for
several months as an ethanol precipitate.

The following section describes the standard small RNA ¢cDNA
library preparation protocol described for cloning of small regula-
tory RNAs, found in ref. 16. Before generating the small cDNA
libraries following the steps described below, we strongly recom-
mend reading this protocol. The main differences in the procedure
described here are: (a) the use of a non-barcoded 3’ adapter, (b) no
spike-in of radioactive RNA size markers, and (c) no spike-in of
calibrator oligoribonucleotides.

See Note 16 for general guidelines for the cDNA library
preparation.

1. Prepare 5’-32P-labeled RNA size marker cocktail. Use of the
size markers will control for successful ligation and indicate the
length of the bands that need to be cut out of the gel.

e DPrepare a 20-well, 15 % denaturing polyacrylamide gel
(15 e¢cm wide, 17 cm long, 0.5 mm thick; 25 mL gel
solution).

e Pre-run the gel for 30 min at 30 W using 1x TBE buffer.
While the gel is pre-running move on to point 3 of step 1.

e Radiolabel the size markers individually in a 10 pl reaction
containing 1 pM RNA, 10 U T4 polynucleotide kinase,
and 50 pCi y-*?P-ATP at 37 °C for 15 min

*  Quench the reactions from point 1 of step 1 by adding
10 pl of denaturing formamide gel loading solution to
each reaction.

¢ Denature the RNA by incubating the tubes for 1 min at
90 °C.

e Load each sample into one well of the 15 % denaturing
polyacrylamide gel. In order to avoid cross-contamination,
make sure to space the size markers with a minimum 2-well
distance from each other.



Identification of RBP Interaction Sites by PAR-CLIP 163

¢  Run the gel for 50 min at 30 W using 1x TBE butffer, until
the bromophenol blue dye is close to the bottom of the gel.

e Dismantle the gel, leaving it mounted on one glass plate.
Using a scalpel or razor blade, cut crosses of approx. 1 cm
length in three corners of the gel. Into these crosses,
pipette 1 pl of the radioactive waste (stored in Subheading
3.2.3, step 3) to facilitate alignment of the gel to the
phosphorimager paper printout. Wrap the gel in plastic
film (e.g., Saran wrap) to avoid contamination of the phos-
phorimager screen.

e Expose the gel for 5 min to a phosphorimager screen at
-20 °C.

e Align the gel on top of a printout scaled to 100 % accord-
ing to the position of the three spots of radioactive waste.
Cut out the radioactive bands corresponding to the length
marker.

e Dlace the gel slices in 1.5 ml low adhesion microcentrifuge
tubes and cover in 0.3 M NaCl (>300 pl). Elute the liga-
tion product into the NaCl using constant agitation at
4 °C overnight (a rotating wheel works well).

e The following day, take off the supernatant, add 1 pl
15 mg/ml GlycoBlue, mix well, and follow with addition
of 3 volumes of 100 % ethanol. Mix thoroughly by invert-
ing the tube at least five times and incubate at -20 °C or
-80 °C for 20 min.

e Centrifuge the precipitated RNA at >14,000 xgat 4 °C for
30 min.

e Remove the supernatant completely without disturbing
the pellets. Air-dry the pellets for 10 min.

¢ Resuspend the pellets in 10 pl water and combine the solu-
tions to obtain the concentrated size marker cocktail.

e Transfer 1 pl of this cocktail to a new low adhesion tube
and dilute it 1:50 in water to obtain the diluted size marker
cocktail. Mix by pipetting up and down several times.

e 10 pl of this diluted size marker cocktail will be used in
point 3 of step 1. Store the remaining diluted and concen-
trated size marker cocktail at -20 °C for future PAR-
CLIPs. One preparation of concentrated size marker
cocktail can be used for multiple experiments. When dilut-
ing the size marker cocktail in future experiments take into
account the 14.5 day half life of 32P.

. Spin sample from Subheading 3.2.5, step 4 at >14,000x 4 at
4 °C for 20 min. A blue pellet should be visible at the bottom
of the tube.
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. Remove the supernatant completely without disturbing the
pellet. Air-dry the pellet for 10 min.

. Resuspend the pellet in 10 pl water.

. Prepare the following reaction mixture for ligation of the ade-
nylated 3’ adapter, multiplying the volumes by number of liga-
tion reactions to be performed plus 2 extra volumes to include
the diluted radioactive RNA size marker cocktail and to
account for pipetting error:

— 2 pl 10x RNA ligase buffer without ATP
— 6 pl 50 % aqueous DMSO
— 1 pl 100 pM adenylated 3’ adapter oligonucleotide

. Add 9 pl of the reaction mixture to each sample, including the
10 pl of diluted radioactive RNA size marker cocktail.

7. Denature the RNA by incubating the tubes for 1 min at

o)

\O

10.
11.

12.
13.

14.

15.

16.

17.

90 °C. Immediately place the tubes on ice and incubate for 2 min.

. Add 1 pl of Rnl2(1-249)K227Q ligase (1 pg/pl), swirl gently
with your pipette tip, and incubate the tubes overnight on ice
at4 °C

. Prepare a 20-well, 15 % denaturing polyacrylamide gel (15 cm
wide, 17 cm long, 0.5 mm thick; 25 mL gel solution).

Pre-run the gel for 30 min at 30 W using 1x TBE butfer.

Add 20 pL of formamide gel loading solution to each 3’
adapter ligation reaction.

Denature the RNA by incubating the tubes for 1 min at 90 °C.

Load each sample into one well of the 15 % denaturing poly-
acrylamide gel. In order to avoid cross-contamination, make
sure to space different samples appropriately; we recommend a
two well distance.

Split the marker reaction, loading one half on opposite ends of
the gel to frame the PAR-CLIP samples. Once again, avoid
cross-contamination by keeping a two-well distance between
samples and markers.

Run the gel for 45 min at 30 W using 1x TBE bulffer, until the
bromophenol blue dye is close to the bottom of the gel.

Dismantle the gel, leaving it mounted on one glass plate. Using
a scalpel or razor blade, cut crosses of approximately 1 cm
length in three corners of the gel. Into these crosses, pipette
1 pl of the radioactive waste (stored in Subheading 3.2.3,
step 3) to facilitate alignment of the gel to the phosphorim-
ager paper printout. Wrap the gel in plastic film (e.g., Saran
wrap) to avoid contamination of the phosphorimager screen.

Expose the gel for at least 1 h to a phosphorimager screen,
keeping the cassette at —-20 °C to prevent diffusion of RNA.
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18.

19.

20.
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If the radioactivity of the recovered RNA is weak, you can
expose the gel overnight at -20 °C.

Align the gel on top of a printout scaled to 100 % according to
the position of the three spots of radioactive waste. The
3’-ligated 19 and 35 nt markers should be visible on the print-
out, possibly with two additional lower bands representing
unligated 19 and 35 nt marker. Using the ligated markers as
guides, cut out sample RNA of 19-35 nt length, ligated to the
3’ adapter. Cut out the ligated markers as well (see Note 17).

Place the gel slices in separate 1.5 ml low adhesion microcen-
trifuge tubes and cover in 0.3 M NaCl (>300 pl). Elute the
ligation product into the NaCl using constant agitation at 4 °C
overnight (a rotating wheel works well).

The following day, take off the supernatant, add 1 pl 15 mg/
ml GlycoBlue, mix well, and follow with addition of 3 volumes
of' 100 % ethanol. Mix thoroughly by inverting the tube at least
five times and incubate at -20 °C or -80 °C for 20 min.

Stopping point. If kept at -20 °C, RNA can be safely stored for
several months as an ethanol precipitate.

1.

Centrifuge the precipitated RNA at >14,000x4 at 4 °C for
30 min. A blue pellet should be visible at the bottom of the
tubes.

. Remove the supernatant completely without disturbing the

pellet. Air-dry the pellet for 10 min.

. Resuspend the pellet in 9 pl water.

. Prepare the following reaction mixture for ligation of the 5’

adapter, multiplying the volumes by number of ligation reac-
tions to be performed plus 2 extra volumes to include the RNA
size markers and to account for pipetting errors:

— 2 pl 10x RNA ligase buffer with ATP
— 6 pl 50 % aqueous DMSO
— 1 pl 100 uM 5’ adapter oligonucleotide

. Add 9 pl of the reaction mixture to each sample, including the

3’-ligated radioactive RNA size markers.

. Denature the RNA by incubating the tubes for 1 min at

90 °C. Immediately place the tubes on ice and incubate for 2 min.

. Add 2 pl T4 RNA ligase, swirl gently with your pipette tip, and

incubate for 1 h at 37 °C. While the samples are incubating,
prepare the polyacrylamide gel.

. Prepare a 20-well, 12 % denaturing polyacrylamide gel (15 cm

wide, 17 ¢cm long, 0.5 mm thick; 25 mL gel solution).

. Pre-run the gel for 30 min at 30 W using 1x TBE bulffer.
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3.3.3 Reverse
Transcription

10

11.
12.

13.

14.

15.

. Add 20 pL of formamide gel loading solution to each 5’

adapter ligation reaction.
Denature the RNA by incubating the tubes for 1 min at 90 °C.

Load the gel as described in Subheading 3.3.1, steps 10 and
11, and run for 45 min at 30 W using 1x TBE bulffer, until the
bromophenol blue dye is close to the bottom of the gel.

Image the gel as described in Subheading 3.3.1, steps 13 and
14, and excise the new ligation product (se¢ Note 18).

Place the gel slices in 1.5 ml low adhesion microcentrifuge
tubes and cover in 0.3 M NaCl (>300 pl). Elute the ligation
product into the NaCl using constant agitation at 4 °C over-
night (a rotating wheel works well).

The following day, take off the supernatant, add 1 pl 15 mg/
ml GlycoBlue, mix well, and follow with addition of 3 volumes
of' 100 % ethanol. Mix thoroughly by inverting the tube at least
five times and incubate at —20 °C or -80 °C for 20 min.

Stopping point: If kept at =20 °C, RNA can be safely stored for
several months as an ethanol precipitate.

1.

6.

7.

Centrifuge the precipitated RNA at >14,000xg4 at 4 °C for
30 min. A blue pellet should be visible at the bottom of the
tubes.

. Remove the supernatant completely without disturbing the

pellet and allow the pellet to air-dry for 10 min.

. Resuspend the pellet in 4.6 pl water and transfer to a thermo-

cycler tube.

. Prepare the following reaction mixture for reverse transcrip-

tion, multiplying the volumes by number of reverse transcrip-
tion reactions to be performed plus 1 extra volume to account
for pipetting errors:

- 15p0.1MDTT

— 3 pl 5x first-strand synthesis buffer
— 4.2 pl 10x ANTPs

— 1 pl 100 pM 3’ primer

. Before addition of the reaction mixture, denature the RNA by

incubating the tubes for 30 s at 90 °C in a thermocycler, and
then hold at 50 °C.

Add 9.7 pL of the reaction mix to each sample and incubate
for 3 min at 50 °C. Add 0.75 pl of Superscript I1I reverse tran-
scriptase, mix gently by flicking the tube twice and incubate for
2 hat 50 °C.

Add 85 pl water and mix well.

Stopping point: cDNA can be stored indefinitely at -20 °C.



3.3.4 PCR Amplification

1.

10.

11.

12.
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Prepare the following mix multiplied by the number of
samples:

— 40 pl 10x PCR buffer
— 40 pl 10x ANTDs

— 2 pl 100 pM 5’ primer
— 2 pl 100 pM 3’ primer
— 272 pl water

— 89 pl of the reaction mix will be used in a pilot PCR reac-
tion to determine the optimal number of PCR cycles for
amplification, and the remaining mixture will be used for a
large scale PCR.

. To 89 pl of the reaction mix add 10 pl from the cDNA solution

and 1 pl of Taq polymerase.

. Perform a standard 100 pl, 30 cycle PCR with the following

conditions: 45 s at 94 °C, 85 s at 50 °C, 60 s at 72 °C.

. Beginning with the 12th cycle and ending with the 30th cycle,

remove a 10 pl aliquot from each PCR reaction every 3 cycles
(i.e., at cycles 12, 15, 18, etc.).

. Analyze the 10 pl aliquots on a 2.5 % agarose gel alongside a

25 bp ladder. The expected PCR product should appear
between 95 and 110 bp. When ligated and amplified with the
correct primers, the 19 and 35 nt markers appear at 95 and
110 bp respectively. Often, a lower band appears at 72 bp cor-
responding to the direct ligation products of the 3’ and 5’
adapters. Define the optimal cycle number for cDNA amplifi-
cation, which should be within the exponential amplification
phase of the PCR, approximately 5 cycles away from reaching
the saturation level of PCR amplification (see Note 19).

. Using the remaining PCR cocktail, perform three 100 pl PCR

reactions with the optimal cycle number identified above.

. Combine the individual 100 pl reactions and precipitate with 3

volumes of 100 % ethanol.

. Take up the pellet in 60 pl 1x DNA loading dye.

. Run the sample on two wells of a 2.5 % agarose gel alongside a

25 bp ladder.

Visualize the DNA on a UV transilluminator and excise the gel
piece containing cDNA between 85 and 120 bp of length.

Extract the DNA using the Qiagen MinElute Gel Extraction
Kit, following the instructions of the manufacturer. Use 30 pl
elution buffer to recover the DNA.

Submit 10 pl of the purified cDNA to Illumina sequencing. We
recommend using 50 cycle single-end sequencing on a HiSeq
machine.
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3.3.5 Optional:
Determination

of Incorporation Levels

of 4-Thiouridine into Total
RNA

3.4 PAR-CLIP
Analysis

1. Supplement growth medium with 100 pM of 4SU 16 h prior
to harvest, provide regular media to one control plate.

2. The following day, harvest cells using a cell scraper and spin
down at 500 x 4 for 5 min at 4 °C.

3. Remove supernatant and resuspend the pellet in 3 volumes of
Trlzol reagent (Sigma), follow the manufacturer’s
instructions.

4. Further purify total RNA using Qiagen RNAeasy according to
the manufacturer’s instructions (se¢ Note 20).

5. Digest and dephosphorylate total RNA to single nucleosides
by incubating 40 pg of purified total RNA for 16 h at 37 °C
with 0.4 U bacterial alkaline phosphatase (e.g., Worthington
Biochemical) and 0.09 U snake venom phosphodiesterase
(e.g., Worthington Biochemical) in a 30 pl volume.

6. As a reference standard, use a synthetic 4SU labeled RNA (pre-
viously we used CGUACGCGGAAUACUUCGA(4SU)U),
which is subjected to complete enzymatic digestion.

7. Separate the resulting mixtures of ribonucleosides by HPLC
on a Supelco Discovery C18 (bonded phase silica 5 pM parti-
cle, 250x4.6 mm) reverse phase column (Bellefont). HPLC
buffers are 0.1 M triethylammonium acetate (TEAA) in 3 %
acetonitrile (A) and 90 % acetonitrile in 0.1 M TEAA (B).

8. Use an isocratic gradient: 0 % B for 15 min, 0-10 % B for
20 min, 10-100 % B for 30 min.

9. Clean HPLC column with a 5 min 100 % wash between runs.

With current depths of Illumina sequencing reaching >200 million
sequence reads per sample, PAR-CLIP data analysis requires sophis-
ticated approaches to identify binding sites [ 17]. Several biocompu-
tational pipelines for PAR-CLIP data analysis have been made
available, including PARalyzer [18], PIPE-CLIP [19], WavclusteR
[20], doRina [21], CLIPZ [22], Starbase [23], miRTarCLIP [24],
Piranha [25], and dCLIP [26]. After initial analysis, you may calcu-
late the common sequence motifs of the RRE using one of the
several programs initially developed for the analysis of transcription-
factor binding sites on DNA, including MEME [27], MDScan
[28], PhyloGibbs [29], cERMIT [30], and Gimsan [31].
Generally, the analysis of the sequence reads begins by align-
ment to the genome, allowing for at least one error (substitution,
insertion, or deletion) to capture cross-linked reads with cross-
linking-induced mutations. Next, overlapping sequence reads are
grouped, taking into account the frequency of cross-linking-
induced mutations. To allow insights into the RBP’s binding pref-
erences, these groups of overlapping sequence reads can then be
mapped against the transcriptome to annotate and categorize them
as derived from 5’ untranslated region (UTR), coding sequence
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(CDS), 3'UTR, introns, rRNA, long noncoding RNAs, tRNAs,
and so forth.

The frequency of the T-to-C mutations (or G-to-A muta-
tions when using 6SG) allows ranking of groups to predict those
interactions with the highest functional impact. In addition, it
may be useful to provide a limited set of high-confidence interac-
tion sites as input into motif-finding programs to facilitate the
detection of the underlying RRE. Some of the analysis pipelines,
such as PARalyzer, take advantage of the frequency and distribu-
tion of cross-linking-induced mutations to predict the shortest
possible region of interaction between RBP and RNA that har-
bors the RRE.

CLIP-based approaches provide a genome-wide view of the
protein—RNA interaction sites and routinely identify tens of thou-
sands of interaction sites in the transcriptome. However, additional
experimentation—as well as clear ranking of binding sites—is nec-
essary to relate RNA binding to phenotypes arising from knock-
out, overexpression, or mutation of the RBP. For example, the
effect of RNA binding on transcript stability and alternative splic-
ing can be assayed using microarray analysis and RNA sequencing
analysis. Quantitative proteomics (SILAC, iTRAQ) and ribosome
profiling are increasingly available as methods to assess transla-
tional regulation by RBPs [32]. Analysis of RBPs involved in RNA
transport and other processes may require the development of
more specialized assays.

4 Notes

1. For NP40 Lysis Buffer prepare a stock of 5x buffer without
DTT and protease inhibitors. Add DTT and protease inhibitor
to 1x buffer directly before use.

2. Not every antibody will retain its binding ability in 500 mM
KCl—adjust the salt concentration accordingly for the high
salt wash buffer. If in doubt use lysis bufter for washing. Also
add DTT and protease inhibitor directly to high salt wash
buffer before experiment.

3. This protocol describes the procedure for analysis of endoge-
nously expressed, or recombinant constitutively expressed, or
inducibly expressed RBPs. The PAR-CLIP protocol will work
with any cell line expressing detectable levels of RBP as long as
there is an efficient antibody for immunoprecipitation (IP).
However, some antibody quality testing is necessary before
beginning PAR-CLIP. If using an antibody that specifically
recognizes your RBP-of-interest, perform stringent quality
testing of the IP with your antibody &efore attempting PAR-
CLIP. We recommend transiently transfecting the cells with a
vector for expression of the protein of interest with an
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N-terminal or C-terminal epitope fusion, such as FLAG, MYC,
or HA. Follow transfection with IP using an RBP-specific anti-
body and Western blotting for the epitope tag using reliable
commercial antibodies. At this time you should also test for the
maximal monovalent salt concentration compatible with your
IP. Increasing salt concentration will result in fewer co-purify-
ing proteins and RNAs but can also lead to loss of bound
RNP. For reference, the FLAG antibody tolerates up to
500 mM KCI.

. Guidelines for the use of 4-thiouridine (4SU) may need to be

adapted for use in the desired cell lines or model organisms;
the concentration of 4SU and the length of UV-light exposure
in this protocol were optimized for HEK293 cells. For other
cell lines, the user may want to determine the optimal, non-
toxic 4SU concentration and labeling time. In cell lines or
model organisms with weak 4SU uptake, it may be necessary
to enhance or introduce expression of nucleoside transporters,
such as wuracil phophovibosyltransferase (UPRT) [33, 34]. We
have also included an optional section at the end of the PAR-
CLIP procedure for determining the incorporation of 4SU
into total RNA. The energy dose of UV light necessary for
cross-linking may vary due to differing transparency of the
sample compared to mammalian cells grown in monolayers.
For example, cells plated as dense suspensions, yeast, and
worms exhibit higher opacity [35].

. We recommend use of positive and negative controls, particu-

larly when performing the pilot PAR-CLIP experiments. An
appropriate negative control could comprise the use of IgG
isotype control as a substitute for the RBP antibody; this will
allow the user to visualize fragments of abundant cellular
RNAs, as well as RNPs co-purifying through nonspecific inter-
actions with antibodies and magnetic beads (Thermo Scientific
MA1-10407). For a positive control, plasmids encoding
FLAG/HA-tagged RBPs previously characterized by PAR-
CLIP are available on www.addgene.org.

. The on-bead RNase T1 digestion described in Subheading

3.2.2, step 7 should be optimized for 