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Chapter 5
Imaging the Cortical Representation of Active 
Sensing in the Vibrissa System

Fritjof Helmchen and Jerry L. Chen

Abstract  Rodents explore the environment with their facial whiskers using active 
whisking to collect information about object location and identity. The sensory 
information gathered is processed in the vibrissa system, a hierarchical network of 
interacting brain regions, comprising brainstem nuclei, thalamus subdivisions and 
neocortical regions. In the neocortex, neural representations of whisking and touch 
are formed to guide and adapt behavior given the environmental context. The exact 
features of these representations and their spatiotemporal dynamics still remain elu-
sive. In this chapter, we provide an overview of in vivo functional imaging tech-
niques that enable the study of spatiotemporal profiles of cortical activity during 
whisking-based behavior. We discuss imaging applications covering the large scale 
as well as the level of local cellular circuits, with a special focus on studies employ-
ing two-photon calcium imaging. We summarize recent findings on the cortical rep-
resentation of passive and active sensation and of task-relevant whisker dynamics.

Keywords  Barrel cortex  · Active whisking · Neocortical regions · Voltage imaging 
· Two-photon calcium imaging · Object localization · Texture discrimination

Introduction

For multiple reasons the rodent whisker system is a well suited model for studying 
tactile information processing in the mammalian brain. Touching objects or con-
specifics with facial whiskers is a highly behaviorally relevant sensing modality 
for rats and mice [1]. Rodents intentionally move their whiskers in characteristic 
ways to touch and gather tactile information, an example par excellence of active 
sensing [2]. The processing of tactile stimuli is organized in neural pathways at all 
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key levels of mammalian somatosensory computation, including brainstem loops, 
relay pathways through thalamic nuclei, thalamocortical loops, and especially cor-
tical representations that feed into descending pathways for behavior control [3, 
4]. Further, the importance of tactile sensation is reflected in the disproportion-
ally large representation of the whisker pad in the barrel field (BF) of the primary 
somatosensory area (S1), with a well-defined somatotopic layout. This clear anat-
omy has invited numerous studies of cortical signal flow, the underlying synaptic 
interactions, and neural circuit mechanisms related to whisker motion and touch, 
within S1 and beyond. Another advantageous feature of the whisker system is the 
ease with which whiskers can be mechanically stimulated in a controlled manner 
(or, alternatively, trimmed or plucked to deprive the brain from this sensory input). 
Such manipulations have been widely adopted to investigate mechanisms of neural 
plasticity [5–7]. Finally, rats and mice can be well trained in whisker-dependent 
tasks, enabling studies of the neural basis of learning, decision making and other 
high-level brain functions.

In this chapter we focus on the neocortical level of the whisker system. The 
S1 barrel field connects to multiple other cortical areas via cortico-cortical axonal 
projections. For example, a strong connecting pathway exists to the contralateral S1 
via the corpus callosum. In addition, S1 connects ipsilaterally to the smaller, more 
laterally positioned secondary somatosensory area (S2) and to the more anterior, 
medial primary motor cortex region (M1) (Fig. 5.1a). The S1-S2-M1 triangle forms 
the core of cortical sensorimotor integration, tied together by reciprocal connections 
but also connecting to further cortical areas [8–11]. Because of the widespread con-
nectivity pattern among cortical regions, it can be expected that signal processing 
does not occur in isolation in individual areas but rather is likely to be governed by 
the interplay of all these areas. For the topic of this chapter, we note that the key 
cortical areas are located on the dorsal surface of the mouse brain and thus are ac-
cessible for imaging, either by implanting chronic glass windows or by thinning the 
overlaying skull. S1 and M1 thus presumably have come into the focus of imaging 
research not only because of their conceptual importance as primary cortical areas 
but also for this ease of access.

On the local-circuit level, six-layered barrel cortex has been dissected in consid-
erable detail, yet our understanding of this microcircuit is still incomplete. Similar 
to other primary sensory areas of the neocortex, the major neuronal cell types in the 
BF have been characterized in terms of their morphologies and anatomical distri-
butions, their intrinsic biophysical properties, and their synaptic connections with 
neighboring cells or cells in other layers [12–15]. Electrophysiological recordings 
have been particularly informative in this respect, including extensive studies in 
brain slice preparations [5, 16] and more recently intracellular recordings in vivo, 
in anesthetized animals and in head-restrained awake, behaving animals [17–20]. A 
special focus has been the investigation of the functional relevance of specific sub-
types of GABAergic interneurons [21], including prominently the parvalbumin(PV)-
positive interneurons [22], the somatostatin(SOM)-positive interneurons [23, 24] 
and the interneurons positive for the vasoactive intestinal polypeptide (VIP). The 
latter group is a subgroup of the larger, recently identified group of interneurons 
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Fig. 5.1   Various imaging modalities to study barrel cortex function. a Overview of the different 
spatial scales covered by various imaging techniques, including hemisphere-wide field of views 
( yellow), barrel cortex imaging ( blue), cellular imaging within a barrel column ( green) and single-
cell imaging ( red). b Intrinsic optical imaging is performed by illuminating the cortical surface 
( top) with light (typically using 630-nm wavelength) and mapping the relative percentage changes 
in reflectance (ΔR/R; bottom) upon whisker stimulation. Adapted from Petersen, 2007 [16]. c 
Wide-field VSD imaging. The example image was recorded in a urethane-anesthetized mouse 
with the voltage-sensitive dye RH1691 and shows the activity pattern 30 ms after a single-whisker 
stimulation, displaying the spread in S1 and a secondary activation spot in motor cortex (average 
of 10 trials; adapted from Ferezou et al. 2007 [36]). d Functional imaging across the barrel field 
can be performed by using wide-field calcium imaging with a camera. This example shows the 
onset activation map after stimulation of the E1 whisker, measured through a chronic cranial win-
dow with the ratiometric GECI YC3.60 following viral induction of indicator expression. ΔR/R 
indicates the changes in fluorescence ratio (mean of 20 trials). Adapted from Minderer et al. 2012 
[58] with permission from John Wiley and Sons. e Two-photon calcium imaging of L2/3 neuronal 
activity in barrel cortex in an awake mouse performing a texture discrimination task. The image 
was acquired with the ratiometric indicator YCNano-140 and shows strong activation of a subset 
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expressing the ionotropic serotonin receptor 5HT3aR [25]. VIP-positive interneu-
rons have been functionally implicated in cortical disinhibition [26, 27].

While electrophysiological studies provided a wealth of functional data on neu-
ronal activity in barrel cortex, and continue to do so, here we focus on the applica-
tion of imaging techniques to study cortical dynamics in the whisker system. Imag-
ing methods are complementary to electrophysiological methods in many ways and 
often these two activity measures can be combined in beneficial ways. Important 
advantages of imaging methods are that they enable (1) a large-scale view of cor-
tical signal flow; (2) population recordings from identified neurons in relatively 
large networks of up to hundreds of neurons; and (3) functional measurements from 
subcellular structures such as axons, dendrites, and dendritic spines that are hardly 
accessible with electrophysiology. This chapter provides an overview of in vivo 
imaging approaches and highlights results that were obtained over the past decade 
for cortical dynamics in adult animals. We put special emphasis on imaging studies 
in awake, behaving animals, which have become feasible only recently.

Imaging Global and Local Cortical Representations  
of Whisker Dynamics

A variety of optical imaging methods can be applied to measure in vivo cortical 
activity evoked by active whisker movements or mechanical whisker stimulation. 
These methods cover distinct spatial scales, ranging from very local measurements 
at individual synaptic contacts to a global view of activity patterns across an entire 
hemisphere (Fig. 5.1a). They also differ with respect to their capability to resolve 
individual neurons and their temporal resolution for measuring subthreshold and/or 
suprathreshold activity. In the following we summarize the principles of the imag-
ing techniques that are used to study the rodent vibrissa system.

Wide-Field Imaging of Intrinsic Signals
Large-scale imaging with sensitive CCD cameras has a long tradition in barrel cor-
tex research, starting with optical imaging of intrinsic signals [28, 29]. The exposed 
cortical surface is illuminated with light (typically red light at around 630-nm wave-
length) and the reflected light is imaged with a large field-of-view objective and 
a sensitive camera, capturing areas of several square millimeters. The degree of 
reflectance depends on the absorptive and scattering properties of the tissue, which 
change upon neuronal activation in part due to associated blood flow changes. Stim-
ulation of a single whisker results in a localized, albeit blurry reflectance change, 
making it possible to determine where the barrel column is located that receives the 

of neurons upon touching a presented texture with the whiskers. (Adapted From Chen et al. 2013b 
[80] with permission). f Calcium imaging of dendritic activity following single-neuron loading 
with Alexa Fluor 594 and the calcium indicator Oregon Green BAPTA-1. The Alexa-filled neuron 
with its dendrites is shown at the top. Localized ΔF/F changes in a selected dendrite following 
whisker stimulation are shown at the bottom. (Adapted from Varga et al. 2011 [84])
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principal input from the stimulated whisker (Fig. 5.1b). Intrinsic signal changes are 
small (< 1 %) and rather slow and therefore cannot resolve cortical dynamics with 
high temporal resolution. On the other hand, no dye-labeling is required and signal 
changes can be detected through the intact (thinned) skull. Because of its simplicity, 
intrinsic signal optical imaging has developed into a standard method for functional 
mapping of the barrel field in vivo, which is especially useful for targeting a specific 
barrel column [30]. In addition, imaging of intrinsic signal changes has contributed 
to studies of map plasticity, revealing expansion or shrinkage of single-whisker 
maps following sensory deprivation of surround whiskers and exposure to natural 
habitats, respectively [6, 31, 32]. More recently, map changes have been assessed in 
various transgenic mouse models of diseases [33, 34].

Wide-Field Fluorescence Imaging of Voltage Indicators
Whereas intrinsic signal imaging does not require previous dye labeling, staining 
cortical tissue with fluorescent indicators provides further opportunities to measure 
the spread of cortical activity related to whisker use. A direct visualization of elec-
trical activity in neuronal populations is possible with voltage-sensitive dye (VSD) 
imaging, which is a classical experimental approach to measure cortical maps with 
high temporal resolution [35]. Various organic dyes have been developed that label 
cellular membranes and report membrane potential changes. For in vivo imaging, 
the cortical surface is soaked in a VSD-containing solution so that dye molecules 
penetrate the tissue and stain neuronal membranes. The measured fluorescence sig-
nal corresponds to the bulk average of the local membrane potential changes in 
the tissue (for cortical measurements originating mainly from supragranular layers) 
[18]. This method lacks cellular resolution but can reveal fast signal dynamics (up 
to kHz frequency range) with a sufficiently fast VSD and a high-speed camera.

VSD imaging of barrel cortex in the anesthetized rat revealed that following a 
single-whisker stimulation an initially highly localized cortical activity (at the lo-
cation of the principal barrel column) rapidly spreads across the entire barrel field 
within 50 ms, with particularly high speed along the whisker row representation 
[18]. In follow-up studies on mouse neocortex, the field-of-view of VSD imaging 
was expanded to comprise nearly the entire dorsal surface of the neocortex, covering 
even both hemispheres [36, 37]. This global view uncovered that shortly after the 
S1 activation in the hemisphere contralateral to the single-whisker stimulus, another 
focal activation spot appears in the motor cortex, triggering a secondary wave of 
activity in frontal regions (Fig. 5.1c). In addition, S1 regions in the hemisphere ip-
silateral to the stimulus are activated with a delay too. These examples demonstrate 
the brain-wide dimension of cortical processing, even following a simple brief stim-
ulus, mediated via the dense cortico-cortical connections, here particularly from S1 
to M1 [36, 38]. While high temporal resolution and direct read out of membrane 
potential changes are clear advantages of the VSD imaging technique, it is difficult 
to perform repeated measurements over long time periods using synthetic organic 
VSDs, which may also present potential pharmacological side effects [39].

The development and application of voltage-sensitive fluorescent proteins (VS-
FPs) represents a highly promising alternative to organic dyes. Stable and long-
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term expression of these genetically-encoded voltage indicators (GEVIs) can be 
achieved using either viral delivery or in transgenic mice (e.g., VSFP-Butterfly1.2, 
JAX® Mice, Stock Nr. 023528), potentially even targeting specific cellular sub-
types. VSFPs have been applied, for example, to resolve whisker-evoked single-
trial responses in the barrel cortex map [40, 41]. Further transgenic mouse lines 
have now become available [42]. Recently, new sensitive and fast VFSPs have been 
introduced, e.g., ‘Arch’ [43], ‘ArcLight’ [44], ‘MacQ’ [45], or ‘ASAP1’ [46]; in 
vivo applications of these new indicators are currently gaining momentum with 
great prospects of novel opportunities to chronically study fast cortex-wide signal 
flow patterns and oscillatory phenomena during behavior.

Wide-Field Fluorescence Imaging of Calcium Indicators
Besides fluorescent voltage indicators, the most prominent indicators of neuronal 
activity are calcium indicators. In fact, fluorescent calcium indicators still are the 
best characterized and most widely used indicators due to their large dynamic range 
and superior signal-to-noise ratio. In all neurons, the generation of an action poten-
tial is associated with the activation of voltage-gated calcium channels, causing a 
brief influx of calcium ions and thus allowing calcium indicators to serve as ‘action 
potential detectors’. The action-potential evoked change in intracellular calcium 
concentration is reported as a transient fluorescence change, typically lasting for a 
few hundred milliseconds in the cell soma [47, 48]. Calcium indicators furthermore 
can uncover localized calcium influx in dendrites, axons, and in pre- and postsyn-
aptic structures, where calcium ions also exert important physiological functions as 
second messenger.

Since the introduction of the first genetically-encoded calcium indicator (GECI) 
‘cameleon’ [49], the palette of available GECIs has largely expanded. Indicators 
have steadily become more sensitive, meanwhile outperforming the best traditional 
small-molecule indicators such as Oregon Green BAPTA-1. One class of GECIs 
is composed of a single fluorescent protein (FP) attached to a calcium-binding do-
main that triggers a conformational switch and thus translates calcium binding into 
a fluorescence change. A second class of GECIs consists of two FPs linked via a 
calcium-binding domain such that the distance and relative orientation between the 
FPs—and therefore the ‘fluorescence resonance energy transfer’ (FRET) between 
them—are modulated in a calcium concentration-dependent manner. By reading out 
the fluorescence signal emissions in two spectral windows, these indicators enable 
ratiometric measurements, which normalize for various factors including motion 
artifacts and can be calibrated in terms of absolute calcium concentrations. At pres-
ent, the most popular GECIs are the newest single-FP GCaMP indicators [50, 51] 
and the best variants of ratiometric dual-FP GECIs, designed with a linker derived 
from either calmodulin [52, 53] or troponin [54, 55].

Following up on earlier work using the synthetic calcium indicator Oregon 
Green BAPTA-1 [56] GECIs are now employed for wide-field fluorescence imag-
ing of cortical activity. A standard method to induce GECI expression is viral deliv-
ery, especially using adeno-associated virus (AAV) constructs with neuron-specific 
promoters [57]. For example, virally induced expression of ‘yellow cameleon 3.60’ 
(YC-3.60) in mouse barrel cortex was employed to repeatedly map the location 
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and spread of whisker-evoked activity in the barrel cortex over several weeks [58] 
(Fig.  5.1d). Using a transgenic GCaMP3 reporter line [59], large-scale calcium 
signals were mapped across even larger areas of the somatomotor cortex using a 
similar approach [60]. Care had to be taken in this study to separate the green cal-
cium indicator fluorescence changes from confounding autofluorescence and in-
trinsic optical signals. Recently, transgenic mice with widespread GECI expression 
(e.g., GCaMP6f line, JAX® Mice, Stock Nr. 024107) have been introduced that will 
be extremely useful for wide-field in vivo imaging, in particular when additional 
specificity is achieved by restricting expression to only particular cortical layers or 
neuronal subtypes [42].

Cellular Resolution Two-Photon Calcium Imaging
Two-photon excited fluorescence imaging is the key technology that enables high-
resolution imaging at substantial depths in cortical tissue [61]. Two-photon calcium 
imaging is widely used to study neuronal population activity as well as subcellular 
calcium dynamics in dendrites and dendritic spines in mouse neocortex [48, 62, 63] 
(Fig. 5.1e and f). Two major paradigm shifts have occurred during the past decade 
and are still ongoing. First, after an initial phase, in which studies were mainly car-
ried out in anesthetized rats or mice [64–67] the field by now has largely shifted to-
wards imaging in awake, head-restrained animals, following the initial key demon-
strations of the feasibility of such experiments [68, 69]. Crucially, cortical imaging 
in awake animals enables direct observation of neocortical microcircuit dynamics 
while the brain is in action, best when it is performing a meaningful, task-relevant 
computation [70] (see below). The second shift seen over the past years is the pro-
gressive transition from synthetic calcium indicators to GECIs, fostered by con-
tinual improvements of the latter and the advent of sophisticated expression strat-
egies. While bulk-loading with small-molecule indicators continues to be highly 
suitable for revealing population activity patterns [65, 71, 72], the game-changing 
advantage of GECIs is the possibility of long-term monitoring of the same neurons 
and populations over weeks and months [73]. This feature has enabled for instances 
the investigation of how neuronal activity in mouse barrel cortex reorganizes dur-
ing sensory deprivation induced by whisker trimming [32] or during learning of a 
whisker-dependent task [74]. Besides opening the door for such longitudinal studies 
of changes in network dynamics during plasticity and learning, long-term repeated 
imaging also turns out helpful in a practical sense for working with well-habituated 
mice over extended time periods and for making the efforts to train mice in specific 
behavioral tasks worthwhile.

Local network activity is usually assessed by imaging field-of-views containing 
tens to several hundred neurons and acquiring time series of two-photon images 
with frame rates of about 10 Hz for standard and > 50 Hz for resonant scanning 
systems. Free laser scanning techniques for visiting soma after soma can acquire 
population data with even higher temporal resolution [75, 76]. Irrespective of which 
laser scanning technique is applied, population calcium imaging in the end provides 
a multivariate time series data set, containing the time course of action potential-
evoked calcium signals for all measured neurons and thus reflecting network dy-
namics in a high-dimensional state space (with the number of neurons as number 
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of dimensions). In principle, the neural spike patterns underlying the calcium sig-
nals can be estimated from the indicator fluorescence traces using deconvolution 
techniques [77–80], but much of the analysis can also be carried out on the cal-
cium signals directly. With increasing numbers of neurons being monitored, i.e., 
sampling network dynamics in even higher-dimensional state space, the demand 
is now increasing for (semi-)automatized methods for data pre-processing (motion 
correction, temporal alignment, ROI selection, etc.) and for the application of more 
sophisticated population analysis tools [81, 82], e.g., for decoding behavioral vari-
ables in awake mice [79, 83].

Finally, the high spatial resolution of two-photon microscopy enables in vivo 
imaging of subcellular events, in particular of localized activity in dendrites and at 
individual synapses (Fig. 5.1f). Thereby, it has become feasible to reveal the spatio-
temporal pattern of dendritic activation in the living brain [48], which is essential 
in order to understand single-neuron computation, i.e., the input-output transfor-
mation of a particular cell type. A first goal is to map the spatial distribution of 
activated synapses by analyzing sensory-evoked subthreshold calcium signals in 
dendritic spines over substantial portions of the dendritic tree, e.g., following stimu-
lation of different whiskers [84]. Early mapping studies of this sort utilized classical 
synthetic calcium indicators loaded via whole-cell recording pipettes, but the new-
est generation of GECIs clearly is capable of resolving single spine activity [50]. 
Therefore, extended studies of mapping synaptic input patterns, especially during 
behavior, can be expected for the coming years. A second major goal is to deter-
mine in how far and under what conditions the non-linear properties of dendrites 
become essential. Many neuronal dendrites in principle are capable of producing 
localized regenerative potentials (‘dendritic spikes’), especially when synaptic in-
puts are clustered and arrive synchronously. If, how and when this special mode of 
dendritic integration is relevant is still being worked out in current studies. For ex-
ample, while most studies agree that NMDA-type glutamate receptors are crucially 
involved in localized dendritic excitability and calcium signaling, it is still debated 
under what conditions synaptic integration is rather linear or non-linear, as illus-
trated by two recent studies on layer 4 neurons in barrel cortex reaching opposite 
conclusions [85, 86]. Further in vivo imaging studies are required to uncover the 
rules for integration of sensory inputs during specific behavioral conditions in the 
different neuronal cell types.

Spontaneous Activity and Whisker-Evoked Responses 
During Anesthesia

Using these various imaging methods, what have we learned about the neocor-
tical representation of whisker movements and touch at the level of cells, local 
circuits, and cortical hemispheres? Before considering active whisker movements 
and touch-induced mechanical stimulation, let us first ask what type of spontane-
ous activity is found in the neocortical network because it is continually active, 
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whether during sleep, anesthesia, or wakefulness. VSD imaging studies revealed 
spontaneous waves of activity that travel across cortex, encompassing the barrel 
field and other areas beyond [36, 37, 87]. During anesthesia, these waves occur at a 
slow frequency (~ 1 Hz) and correlate well with local field potential (LFP) measure-
ments and with UP and DOWN state membrane potential fluctuations as observed 
in pyramidal neurons with whole-cell patch pipettes [87]. Interestingly, the spatial 
dynamics sometimes closely resembles the whisker-evoked activation patterns, an 
observation that also holds for other sensory modalities and presumably reflects 
the underlying large-scale functional connectivity across cortical areas [37]. On the 
cellular level, a consistent finding of electrophysiological and imaging studies is 
that spontaneous action potential firing rates in layer 2/3 pyramidal neurons are 
low, typically below 0.5 Hz [66, 88], and that baseline rates increase only slightly 
(~ 30 %) in awake animals [68]. Juxtacellular recordings from deeper L5 neurons 
revealed higher baseline firing rates [88], which is hard to compare to optical stud-
ies at present because calcium imaging of infragranular layers has remained more 
challenging (but see [89, 90]).

On all scales, neural responses to whisker stimulation have been measured under 
anesthesia. Wide-field imaging studies confirm the spatial activation patterns men-
tioned above, showing an initial activation spot in S1 followed by a second wave 
of activity emerging from M1 (Fig. 5.2a). Zooming in on the local circuitry in S1 
two salient response characteristics have been identified: sparseness and heteroge-
neity. Layer 2/3 neurons elicit action potentials in response to a whisker stimulus 
only with a low probability of 0.1–0.4 [66, 67]. Consistently, only a fraction of 
neurons exhibit suprathreshold responses for a given trial. Moreover, this sparse 
population activity is quite heterogeneous, it is not normally distributed but displays 
a skewed, long-tailed distribution with only few percent of strongly responding 
cells [32]; many neurons show weaker and less reliable responses and a substantial 
pool mostly remains silent. The functional implications and potential underlying 
mechanisms of such a sparse and heterogeneous distribution of neuronal network 
activity are currently being worked out (for review see for example [73, 91, 92]). On 
the subcellular level, dendritic spine calcium imaging of layer 2 neurons revealed 
distinct synaptic input patterns when neighboring whiskers of anesthetized mice 
were stimulated [84]. However, a substantial number of spines were activated by 
both whiskers, suggesting that these ‘shared inputs’ arrive from neurons that have 
already integrated the two streams of information.

An important question that so far has been primarily examined under anesthesia 
is whether feature selectivity maps, analogous to orientation preference maps in 
visual cortex, exist in the barrel cortex. One possibility is that the cortical responses 
depend on the direction of whisker deflection (rostro-caudal, ventral-dorsal). In-
deed, whisker direction selectivity maps were found inside individual barrel col-
umns using two-photon calcium imaging in rats [93], consistent with earlier electro-
physiological work [94]; such maps, however, appeared only in adult animals (with 
enriched environment) and were not found in young animals [66, 93]. Recently, 
another type of feature selectivity was described: Population responses of layer 2/3 
neurons were examined with two-photon calcium imaging when whiskers were 
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Fig. 5.2   Cortical representations of passive and active whisker touch. a Hemisphere-wide cortical 
activation pattern as revealed with VSD imaging in response to contralateral C2 whisker stimula-
tion (three time points after stimulation shown). A similar pattern of first S1 then M1 activation is 
seen under three different conditions (3 different mice). (Adapted from Ferezou et al. 2007 [36] 
with permission). b Local circuit activation in layer 2/3 in mouse barrel cortex in response to active 
texture touch of a sandpaper. ΔR/R changes of the GECI YC-Nano140 are shown at two time 
points t0 and t1, just before and during touch. The whiskers are pushed backwards upon contact 
and the animal stops rhythmic whisking during the touch period. Neuron 1 shows activity cor-
related with whisking whereas another neuronal subset, including neuron 2, responds during the 
contact period. (Unpublished data from the Chen et al. 2013b study [80]). c Two-photon imaging 
of distal dendrites of L5 pyramidal neurons in barrel cortex of an awake, head-fixed mouse. The 
mouse touched with its whiskers a vertical pole presented at different positions as part of a object 
localization task. Left: Zoomed-in two-photon images from L1 dendrites. Middle: Dendritic cal-
cium transients with color-coded amplitude in many trials (each row one trial), sorted according to 
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made to contact textures of different coarseness using artificial whisking [95]. The 
results suggest that distinct subsets of neurons exhibit preference for different tex-
ture coarseness and that these subsets could be organized in spatial clusters and in a 
columnar fashion. It will be interesting in the future to relate these findings obtained 
under anesthesia to neuronal response patterns evoked by texture touches in awake 
animals.

Cortical Representations of Free Whisking and Touch 
Events in Awake Mice

Several studies have started to apply in vivo imaging methods to investigate corti-
cal activity in the whisker system of awake animals. Most of these studies are now 
taking advantage of head-fixed paradigms as it turns out that both rats and mice 
can be well trained to tolerate head fixation [69, 96]. A first question is what activ-
ity patterns occur during spontaneous ‘active whisking’ in free air. Calcium imag-
ing of neurons in M1 revealed a relative high fraction of active layer 2/3 neurons, 
which were classified as ‘whisking neurons’ based on their increased activity during 
whisking and their ability to decode this behavioral feature [79]; other neurons cor-
related better with different behavioral features such as object touch or licking. In 
contrast, using virally induced YC GECIs, we found that the majority of active layer 
2/3 neurons in S1 was down-modulated in their activity during free-air whisking 
but we could also detect a small fraction of neurons (< 10 %) exhibiting increased 
activity [97]. Presumably excitatory as well as inhibitory neurons are among these 
up-modulated neurons but there is also evidence for some cell-type specificity. For 
example, PV-positive interneurons were always down-modulated, which is con-
sistent with a whole-cell recording study showing reduced firing of fast-spiking 
interneurons during whisking [22]. Thus, in the supragranular layers of S1 barrel 
cortex a heterogeneous picture is observed and the same can be expected for other 
cortical layers and areas. It will be highly informative to employ calcium imaging 
techniques to determine the sign and strength of modulation for all major cell types 
throughout S1, M1, and further areas during the simple behavior of voluntary free-
air whisking.

During whisker touch events, either ‘passive’ for a quiescent mouse or ‘active’ 
as induced by whisking, VSD imaging across brain hemispheres has shown a se-
quential pattern of first S1 and then M1 activation in awake mice similar to the one 
observed during anesthesia (Fig.  5.2a) [36]. The exact pattern of activation did, 

whether a touch occurred or not. Right top: Averaged calcium signals aligned to onset of touch for 
trials with C2 whisker touch (Touch C2), with touch from whiskers other than C2 (Touch non-C2) 
and with no touch (Non-touch). Right bottom: Averaged calcium signals for trials with different 
object locations. Colors correspond to object locations (measured as the distance of the pole from 
the centre of the whisker pad along the anterior–posterior axis). (Adapted from Xu et al. 2012 [98] 
with permission)
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however, depend on the behavioral state such that the spread of activity in S1 and 
particularly the activation of M1 and frontal regions was decreased in trials in which 
the mouse was either whisking or when the stimulus did not induce a whisking reac-
tion [36]. The tight interplay between S1 and M1 has also been observed in cellular 
imaging studies. For example, in layer 2/3 of barrel cortex, distinct sparse subsets 
of neurons are activated upon active touch of a sandpaper, some tightly correlated 
with the touch period but others correlated with whisking behavior (Fig. 5.2b) [80]. 
A two-photon imaging study of activity in distal apical tuft dendrites of L5 pyra-
midal neurons showed a clear correlation of dendritic calcium signals with touch 
events and interestingly an additional dependency on the object location (Fig. 5.2c) 
[98]. These studies of neural touch responses in awake mice thus have uncovered 
functional correlations of the activity in areas, neurons, or dendrites with particu-
lar aspects of a touch event. As for free-whisking, it will be essential in the com-
ing years to expand such types of studies to other cortical regions, layers, and cell 
types in order to obtain a more comprehensive picture of the neural representation 
of whisker touch in the cortical circuitry. The question remains whether neuronal 
correlations simply reflect sensory or motor variables or whether neuronal activi-
ties are causative for driving behavior. Addressing this issue will be important to 
fully understand how the neural circuit controlling and processing whisker touches 
operates. Specific manipulations such as infraorbital nerve transection, localized 
lesions, or controlled silencing of neural elements using optogenetics and pharma-
cogenetics will help to dissect causal relationships in the dynamic neural network 
of the whisker system.

Cortical Dynamics During Tactile Behavioral Tasks

In order to understand sensory processing in the cortex, it is necessary to observe 
activity patterns under experimental conditions, in which tactile information is used 
to drive behavior. In order to study how cortical circuits determine behaviorally-
relevant parameters such as “where” a stimulus is in the environment and “what” it 
represents, tasks have been developed for object localization and object discrimi-
nation [1]. Since mechanical stability is a fundamental requirement for imaging 
calcium dynamics in awake animals with standard two-photon microscopes, these 
tasks have been adopted to head-fixed conditions, which also provide a high degree 
of stimulus control and behavioral read-out. The mouse is presented with sensory 
stimuli belonging to two different categories (e.g. anterior vs. posterior position or 
smooth vs. rough texture). The task of the mouse is to determine the category of a 
given stimulus and respond with predefined actions such as licking a water port or 
pressing a lever to obtain reward. During a “go/no-go” task, the animal must initiate 
an action to obtain a reward following “go” stimuli and withhold the action upon 
“no-go” stimuli [99]. During a two-alternative forced choice (2AFC) task [100, 
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101], the animal makes one out of two actions based on the stimuli, e.g., licking one 
of two water ports positioned to the left or right of the mouth. Each task has its ex-
perimental advantages and disadvantages. In the go/no-go task, only the stimuli in 
“go” trials are potentially rewarding, thus no-go trials can be useful in isolating sen-
sory responses without the potential influence of reward anticipation or response. 
On the other hand, it can be hard to judge whether no-go trials may also result from 
a lack of engagement in the task. In 2AFC tasks both categories of stimuli have 
similar reward predicting values which allows a better readout of reaction time and 
behavioral state where trials, in which animals fail to respond, can signal lack of 
motivation or attention. As the animal is supposed to actively respond in each trial, 
assessment of pure sensory representations may be more difficult, however.

Thus far, object localization during head-fixed tasks has been assessed by pre-
senting a pole along different positions relative to mouse’s head. Population imag-
ing in layer 2/3 of S1during this task has verified that tactile responses to touch are 
sparse in this layer with only 10–20 % of neurons showing touch-related activity 
on average [19, 80]. In layer 2/3 of M1, neurons showed correlations with sensory 
or behavior variables and in well-trained mice neuronal subsets were discrimina-
tive for distinguishing trial types such as hits, false alarms, and correct rejections 
(Fig. 5.3a, b, c) [79]. The sub-cellular resolution of two-photon microscopy pro-
vides the unique opportunity to directly observe axonal and dendritic activity during 
behavior. Activity of long-range inputs can be isolated by imaging spiking-related 
calcium signals of axons in a region innervated by projection neurons from distant 
cortical or subcortical areas (Fig.  5.3d, e, f). Calcium imaging of M1 axons in-
nervating S1 has demonstrated that M1 sends information about whisking motor 
behavior directly to S1 during active tactile sensation [83]. How motor information 
is integrated into S1 has been studied by complementary work, in which calcium 
signals were measured in dendritic apical tufts of L5 neurons in S1 [98]. The results 
suggest that dendrites can non-linearly integrate M1 input carrying information 
about whisker position with ascending sensory input conveying touch information 
in order to compute the object position (see Fig. 5.2c).

Object identification has been studied using a texture discrimination task in which 
mice are trained to report between different panels of sandpaper with different de-
grees of coarseness (Fig. 5.3g). Calcium imaging of retrogradely labeled S2-pro-
jecting and M1-projecting neurons demonstrate that the activity of patterns of these 
subsets of neurons during texture discrimination differed compared to during object 
localization (Fig. 5.3h, i). This finding provides a cellular basis for how S1 can sup-
port different modes of sensory processing as demanded upon by behavior [80].

It is an open question as to whether the responses observed in sensorimotor cor-
tex during behavior are hardwired within the cortical circuitry or are shaped during 
learning. Chronic calcium imaging using genetically-encoded calcium indicators 
provides new opportunities for observing potential changes in cellular responses 
during perceptual or procedural learning. Initial studies monitoring L2/3 activity 
in whisker M1 during learning of an object localization task suggest that individual 
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Fig. 5.3   Behavior-related activity of specific elements in cortical circuitry during whisker-based 
go/no-go tasks. a Object detection task. The head-fixed mouse has to detect the presence of a pole 
presented along the antero-posterior axis. Whisker movements are monitored with a high-speed 
camera, neuronal population activity in whisker M1 with two-photon calcium imaging. b In this 
study M1 was targeted for GCaMP3 calcium imaging by first injecting a virus causing expres-
sion of the red marker tdTomato and then guiding GCaMP3-virus injection by imaging the area 
of the red axonal projections in M1. c Example calcium transients (normalized in amplitude) for 
two example M1 neurons, sorted according to behavioral outcome. Cell A is active during the 
whisker sampling period (grey-shaded time period) and shows little trial-type dependence, cell 
B is active after sensory sampling during licking. (a-c) adapted from Huber et al. 2012 [79] with 
permission. d Object localization task in another study, with several go positions and a single 
no-go pole position in front, similar to (a). e In this case axonal projections to S1 originating from 
M1 were made to express GCaMP3 and the terminal axonal arborizations were imaged in S1. 
 f Calcium transients for two example ROIs representing two axons, sorted according to trial type 
(only correct trials shown). While axon 1 shows activity before and during whisking sampling 
periods, axon 2 is mainly active in trials with strong whisker touches. (d-f) adapted from Petreanu 
et al. 2012 [83] with permission. g Texture discrimination task. The mouse has to judge the coarse-
ness of presented sandpapers and lick for a water reward when the target P100 texture is presented. 
Whisker movements are monitored with a high-speed camera, neuronal population activity in 
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L2/3 neurons seem to be pre-wired to represent particular motor variables such 
as whisking or licking through activation of subsets of neurons [79]. However, 
while population-level representations were stable, the timing and reliability of 
single neuron responses were dynamic and tracked with motor behavior changes 
associated with improved task performance. This suggests that a broad repertoire 
of neuronal responses exist in M1 that is selected for during learning. To what 
extent S1 responses are shaped in a similar manner during learning remains to be 
determined.

Conclusions

Looking forward, the imaging methods and molecular techniques developed thus 
far now presents new opportunities to obtain a comprehensive understanding of 
vibrissa function in the neocortex during behavior that is integrative along mul-
tiple spatial and temporal scales. On the single-neuron level, imaging synap-
tic activation patterns during behaviors, either by functional measurements of 
axonal pathways [83, 102] or by direct observation of postsynaptic signals in 
dendrites with single spine resolution [50], should be highly informative. Such 
experiments could shed light on the principles of dendritic integration under rel-
evant behavioral conditions. Population imaging of specific neuronal cell types 
as defined by molecular profile, laminar location, and anatomical connectivity 
will reveal the functional properties of individual circuit components and their 
interactions that can be used to determine the computations they perform across 
different behavioral contexts. Wide-field or large-scale imaging across cortical 
areas may allow us to better resolve the actual signal flow and understand how 
local circuit information is exchanged and transformed for sensorimotor integra-
tion or feature extraction.
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barrel cortex with two-photon calcium imaging. h Labeling strategy to identify projection neurons 
from S1 to S2 and M1, respectively, using injection of a retrograde infecting AAV6 construct and 
fluorescently-labeled cholera toxin B subunit (CTB), respectively. In this study the GECI yellow 
cameleon-Nano140 was applied. i Example calcium transients for two neurons in one session, 
sorted according to behavioral condition. Each row represents the color-coded ΔR/R change in one 
trial, aligned to the first moment of touch (dashed line). Average calcium transients are shown at 
the bottom. Note that the S2-projecting neuron (S2P) is highly discriminative for correct rejection 
(CR) versus Hit trials, while the M1-projecting neuron (M1P) shows no discriminative power. (g-i) 
adapted from Chen et al. 2013b [80] with permission
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