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Chapter 1
Introduction

Alexander Groh and Patrik Krieger

Abstract Sensation in animals and humans is often an active process that involves 
motion, e.g., moving fingers on a textured surface and eye movements. In this 
dynamic process, motion and sensation are strongly interdependent: internal motor 
information is needed to interpret external sensory signals, and sensory information 
is used to shape appropriate behavior. This book explores the neural mechanisms 
underlying sensorimotor integration that allow the sensory and motor systems to 
communicate and coordinate their activity. Studying the rodent whisker system has 
tremendously advanced our understanding of sensorimotor integration in mammals 
and is the focus of this book. In ten chapters, written by leading scientists, we pres-
ent important findings and exciting current directions in the field.

Keywords Sensorimotor integration · Whisker system · Somatosensory barrel 
cortex · Shrew · Thalamus · Central pattern generator · Whiskered robot · 
Neuromodulator · Connectivity

Analyzing the neural mechanisms underlying sensorimotor integration requires a 
model system that allows well-defined sensory stimulation and simple readouts of 
motor output. The rodent whisker system fulfills these criteria and in addition offers 
transgenic approaches that can be used, in particular in mice to dissect functional 
units underlying touch perception. The facial whiskers are tactile organs used to 
identify and locate objects, similarly to how humans use fingers to explore texture 
and shape of objects. The chapters in this book describe how animals use tactile 
sensory organs—whiskers in rodents and shrews—in behavioral tasks and describe 
how data on whisker kinematics can be used to understand the nature of the sensory 
data that is collected in order to initiate a motor program. Furthermore, data on the 
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role of cortical and sub-cortical brain areas in linking sensory perception and motor 
control are discussed.

One feature of the whisker system which is often highlighted is the striking 
one-to-one correspondence between the peripheral whisker pad and corresponding 
brain areas in the brainstem, thalamus and the somatosensory barrel cortex. The 
fact that there is a strong link between structural and functional properties—you 
can “see” the circuit—is experimentally advantageous. However, it is noteworthy 
that cortical barrel column are not always present in animals with whiskers, e.g., 
shrews. Understanding tactile information processing should thus be done using a 
combination of species, each with its peculiar specialization. One such comparison 
is made in Chap. 2 where tactile exploration is studied in water shrews, star-nosed 
moles and the eastern mole. Accompanied by outstanding photography the authors 
take us on a journey into the world of water shrews, which use their whisker to 
detect prey, and the star-nosed mole, which uses a different type of tactile sensory 
organ. Like rats and mice, water shrews have an exquisitely specialized whisker 
system used to explore their environment, but the central representation of whisker 
input is different in the neocortex. Moles on the other hand don’t have whiskers but 
rely on specialized skin surfaces. Similar to the barrel system, there is a somato-
topic map connecting the sensory skin receptors with brain modules. The chap-
ter also touches on a behaviorally relevant integration of touch and smell (further 
explored in Chap. 7), used by the eastern moles for food localization. Comparing 
tactile information processing in different species provides different examples of 
modular brain maps. Furthermore, incorporating the concept of a “sensory fovea” 
the authors show parallels between somatosensory, visual, and auditory systems. A 
structure-function subdivision of the whisker system includes the mechanorecep-
tors in the hair follicles that transmit sensory information to the brainstem, and from 
the brainstem information is transmitted to the thalamus. Chapter 3 describes the 
physiological properties of the whisker thalamus, in particular the ventral posterior 
medial thalamus (VPM). The chapter discusses in detail how thalamic responses are 
influenced by sensory, cortical, inhibitory (from reticular nucleus of the thalamus) 
and modulatory (brainstem) afferents. Furthermore, the chapter discusses how low- 
and high-frequency sensory inputs are differentially processed depending on the 
operational mode of the thalamic cells, and it is shown how these operating modes 
are affected by neuromodulators (see also Chap. 11), in particular cholinergic and 
noradrenergic modulation. The chapter furthermore raises many interesting ques-
tions regarding similarities and differences in brainstem versus cortical modulation 
of thalamic activity.

The somatosensory barrel cortex is the first cortical station for the whisker input. 
The barrel cortex is a prototypic neocortical area with its vertical columnar organi-
zation and its six layers, each layer thought to make different contributions to in-
formation processing. The barrel columns are defined based on the visible “barrel” 
pattern in layer four. The intricate circuitry of the somatosensory barrel cortex has 
been mapped in great detail using paired/multiple whole cell recordings in the brain 
slice. This wealth of data is reviewed in Chap. 4, with data on anatomical and func-
tional properties of monosynaptic connections. Although the authors structure their 
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review on the concept of an easily defined cortical column, they also give evidence 
that emerging data challenges a too simplified model of how information is trans-
mitted within and between columns. In particular there is a lack of data on inhibitory 
connections and how the translaminar connectivity fits with the columnar module. 
The previous chapters presented the thalamocortical circuitry that is underlying the 
sensory “aspects” of the whisker system. Chapter 5 focuses on mechanisms behind 
cortical processing of touch and its relation to long-range projections to motor cor-
tex. A further emphasis is on imaging techniques that have tremendously advanced 
our knowledge about sensory processing in the cortex. The authors also show how 
the use of genetic tools, including genetically encoded calcium or voltage indica-
tors, can be used to answer key questions in neuroscience. For example, using these 
methods, in particular using in vivo two-photon calcium imaging, the authors show 
how somatosensory and motor areas interact. Furthermore, with a focus on studies 
using two-photon calcium imaging it is shown how the spatial-temporal dynamics 
of cortical representation whisker information processing. Chapter 6 explores the 
transformation of tactile information into behaviour via activation of the whisker 
motor cortex. Evidence is presented showing that the whisker motor cortex can be 
sub-divided, both structurally and functionally, into modules each having different 
functions. In addition the authors discuss how whisker movements occur as a result 
of interactions between cortical command signals with sub-cortical central pattern 
generators (CPG). Whereas the whisker representation in the somatosensory cortex 
shows the characteristic barrel pattern, the equivalent topographic representation 
in the vibrissal motor cortex has not been found. The motor cortex is suggested to 
contain a motor map rather than a map of the whisker pad, such that more or less 
complex motion programs are elicited by activity in different areas of the motor 
cortex. The encoding of whisker deflections is thus rather “diffusely” represented 
in the motor cortex such that different sensory experiences activate a behaviourally 
appropriate whisker movement pattern. Chapter 7 summarizes recent evidence for 
a brainstem central pattern generator (CPG) for rhythmic whisking. Importantly, 
whisking, breathing, sniffing and possibly locomotion are controlled by this CPG, 
suggesting a common “master clock” for rhythmic behaviors. From a functional 
perspective it appears that a coordination of whisking and sniffing, in addition to be-
ing advantageous in regard to activating common facial musculatures, can provide 
a mechanism by which spatial information from the whisker movements can serve 
as a spatial map. This mechanism in addition to binding the sensory events to one 
object, can provide information on where in space the odor is coming from.

In previous chapters “Information processing” is discussed in terms of the 
evoked spike trains analyzed either directly using electrophysiology or indirectly 
using imaging techniques to visualize changes in voltage or calcium as readout of 
cortical spiking activity. In Chap. 8 a more theoretical approach is outlined where 
the computations underlying the encoding of physical parameters by the mechano-
receptors, the further transmission of this information along the sensory system to 
cortex, and ultimately the transformation of the tactile information into behavior. 
An emphasis is on the importance of studying whisker movements and the forces 
exerted on the whisker follicle when the animal uses the whiskers to touch objects 
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and explore textured surfaces. The chapter furthermore explores how sensory pro-
cessing can be understood in terms of concepts such as “adaptive representations”, 
and “population coding”. In Chap. 9 the whisking system is considered as a “closed-
loop” which cannot be strictly divided into exclusive “sensory” or “motor” areas. 
Building on this concept the authors present a model of object localization that 
describes the process as an interaction of phase-locked loops. As a complement to 
the previous chapter, the authors also discuss in more general terms the different 
coding schemes that are likely employed by the whisker system. Modelling tactile 
information processing using a robotics’ approach the authors of Chap. 10 show 
how a biologically inspired robot can mimic relevant aspects of active touch behav-
ior. The authors model several features of tactile information processing, including 
how interactions between cortex and sub-cortical structures are import for decision-
making based on tactile input. The whiskered robot is not only designed to replicate 
touch behavior, but rather also made such that experimental observations of how 
the robot behaves, and the constraints put on behavior by the brain architecture, can 
provide understandings into the biology. Based on such observations the authors 
discuss, e.g., the hypothesis for how cerebellum is involved in tactile information 
processing. The chapter thus tries to answer the question: Does our current knowl-
edge about sensorimotor integration suffice to engineer a robot that is capable of 
tactile based behavior?

Chapter 11 summarizes how the sensorimotor circuitry is modulated by mono-
aminergic neuromodulators: serotonin, dopamine and norepinephrine. The release 
of these neuromodulators during embryonic development and early post-natal de-
velopment are shown to be important for neural circuit development. An abnormal 
neuromodulation early in development is shown to have long-lasting consequences 
that can underlie individual differences in the development of the somatosensory 
circuitry. The projection pathways from brainstem areas to cortex are described 
and data presented how alterations in specific projection pathways affect the corti-
cal circuitry and ultimately behavior. In an outlook chapter the authors discuss 
how these differences in neuromodulation could be linked neurodevelopmental 
disorders.

Acknowledgements The authors’ work has been supported by the Deutsche Forschungsgemein-
schaft (GR 3757/1-1) and SFB 874/A9.
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Chapter 2
Comparative Studies of Somatosensory Systems 
and Active Sensing

Kenneth C Catania and Elizabeth H Catania

Abstract Comparative studies of diverse species provide a wealth of information 
about active touch and corresponding brain specializations in the somatosensory 
system. Here the results of numerous studies of brain and behavior in shrews and 
moles are reviewed and discussed. Water shrews have elaborate whiskers and can 
detect prey based on both texture and movement. In contrast to rodents, shrew whis-
kers are not reflected by barrels in the cortex, but are reflected in the brainstem 
by prominent barrelettes. Although shrews have a simpler cortical anatomy than 
rodents, star-nosed mole’s cortices are more complex, with three histologically vis-
ible and interconnected cortical maps that reflect the nasal rays on the contralateral 
star. One ray of the star is used as the tactile fovea, and is greatly over-represented 
in the neocortex. This finding highlights similarities between specialized somato-
sensory, visual, and auditory systems—each of which may have a sensory fovea 
for high resolution sensory processing. Both water shrews and star-nosed moles 
exhibit the remarkable ability to sniff underwater by exhaling and reinhaling air 
bubbles as they forage. This allows visualization of sniffing during natural behav-
iors and provides a unique window into the behavioral integration of touch and 
smell. Finally, eastern moles have the least specialized set of mechanoreceptors but 
exhibit remarkable olfactory abilities using stereo nasal cues—in conjunction with 
touch—to efficiently locate prey. These results highlight the many insights that may 
be derived from specialized model animals.

Supported by NSF grant 1456472 to KCC

Keywords Tactile · Touch · Olfaction · Smell · Stereo · Mechanosensory · Barrel · 
Barrelette · Whisker · Brain Evolution · Shrew · Mole · Neocortex · Trigeminal · 
Behavior
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Introduction

Investigations of sensory and motor specialists have provided many key insights 
into brain organization, function, and evolution. Perhaps the best-known example 
of this strategy is Hodgkin and Huxley’s landmark studies of the giant axon that 
mediates escape responses in squid, which revealed the ionic basis of action po-
tential conduction [1, 2]. Some other well know examples include studies of barn 
owls for understanding the neural basis of auditory localization based on coinci-
dence detection [3–5], the use of electric fish for determining the neural basis of 
rhythmic signaling, jamming avoidance, and animal communication [6, 7], and the 
study of songbirds for determining the plasticity of networks mediating social learn-
ing [8–10]. In a similar way, the specialized whisker-barrel system of rodents has 
been particularly useful for understanding the neural basis of touch because rodents 
have an elaborate somatosensory system and at the same time they share many 
features in common with other mammals. Most importantly, they have a neocortex 
with somatosensory areas that are homologous to the somatosensory areas found 
in nearly all other mammals including humans [11]. This homology from mouse 
to man allows inferences about basic cortical circuitry to be more confidently ex-
tended to a wide range of other mammal species. But the key technical advantage 
of the rodent system was the discovery of histologically visible units, or barrels, 
in the primary somatosensory system of mice [12] and subsequently rats [13]. The 
later discovery of similar barrel-like subdivisions at the thalamic [14] and brainstem 
[15] level (barreloids and barrelettes, respectively) added another dimension to the 
system, providing the advantages of “visible” whisker maps in the entire pathway 
from mechanoreceptors to primary somatosensory cortex. These findings greatly 
facilitated subsequent investigations of neuronal electrophysiology, connectivity, 
development, and plasticity. More recently these studies have been integrated with 
detailed behavioral and biomechanical studies, providing one of the most compre-
hensive views of brain and behavior for any mammalian species.

At the same time that our understanding of rodents’ somatosensory systems have 
been expanding, advances in the technique of flattening cortex by carefully remov-
ing underlying white matter before compressing the cortical hemispheres have pro-
vided ever more clear views of the histological patterns in layer 4 cortex in diverse 
species. This includes the discovery of whisker related barrels in numerous rodents, 
marsupials, and insectivores. Modules representing alternating electrosensory and 
mechanosensory inputs have been described in the cortex of the duck-billed platy-
pus [16] and stripes corresponding to nasal appendages have been identified in both 
S1 and S2 of the star-nosed mole [17, 18]. In the case of primates, myelin-dark 
modules representing individual fingers have been described in the hand area of 
area 3B [19, 20]. The latter finding suggests that similar mechanisms may segregate 
cortical (and subcortical) inputs from discontinuous sensory surfaces into modules 
during development in diverse species, ranging from rodents to primates.

Clearly there is a rich source of diversity for revealing general principles of brain 
organization and development by examining a range of different mammalian so-
matosensory systems. In this chapter we will provide an overview of the brains 
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and behavior of the water shrew, the star-nosed mole, and the eastern mole. Each 
of these species is differently specialized in a manner that illuminates a particu-
lar facet of sensory biology. Like rats and mice, water shrews have an exquisitely 
specialized whisker system used to explore their environment. Yet, despite sharing 
similar mechanoreceptors (whiskers) the central representation of those receptors is 
strikingly different in the neocortex. Moles on the other hand are also touch special-
ists, but instead of whiskers they rely on specialized skin surfaces to explore their 
environment. As in the barrel system, the nasal appendages of star-nosed moles are 
reflected at cortical and subcortical levels by modules isomorphic with the sensory 
surface. But in this case, they appear as stripes rather than traditional columns and 
their sizes reflect the differential behavioral importance of different sensory ap-
pendages. This species provides an additional example of modular, visible brain 
maps and illustrates parallels between high-resolution somatosensory systems, 
visual systems, and auditory systems. Finally, eastern moles have recently been 
shown to integrate their somatosensory exploration with the use of bilateral com-
parisons of olfactory cues (stereo smell) for food localization. Together these insec-
tivores demonstrate a wide range of peripheral mechanoreceptors, diverse cortical 
representations, and interesting behaviors.

Water Shrews—Variations on a Theme

Figure 2.1 shows a predatory grasshopper mouse ( Onychimys leucogaster) along-
side of a water shrew ( Sorex palustris). These two species nicely illustrate some of 
the commonalities and differences in anatomy and brain organization found among 
mammals. First, we should point out that water shrews are not rodents, they are 
part of the historical order Insectivora that includes moles, shrews, hedgehogs, and 
solenodons. Thus, despite appearances, shrews are only very distantly related to 
rodents. Like all other shrew species, the water shrew is a predator. The grasshopper 
mouse, on the other hand, is a rodent, albeit it has the distinction of being one of the 
few predatory rodent species. Both species use their elaborate whiskers in active 
touch as they identify prey and guide attacks on fast moving and sometimes danger-
ous invertebrates (grasshopper mice feed on scorpions). Yet despite this similarity 
in form and function, the cortical representation of the whiskers is very different 
between these two small mammals.

The flattened juvenile neocortex of the grasshopper mouse (Fig. 2.1c), labeled 
in this case with the serotonin transporter antibody, appears much like that of other 
rodent species similarly prepared. It has a patently visible primary somatosensory 
cortex (S1) containing subdivisions that can be very easily recognized as represent-
ing the same body parts that are visible in cortex of laboratory rats and mice. This 
includes a barrel pattern that clearly reflects the prominent facial whiskers. In con-
trast, the juvenile water shrew neocortex (in this case processed for the metabolic 
enzyme cytochrome oxidase (CO)) contains a prominent whisker representation 
(see [21] for physiological recording data), but no obvious barrels representing the 
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large facial whiskers (Fig. 2.1d). Why this striking difference in brain organization 
between physically similar animals with otherwise similar peripheral anatomical 
features? The answer is not clear, but additional aspects of water shrew behavior 
may provide some clues.

Water Shrew Senses

Water shrews are adept predators that forage primarily at night along the sides of 
streams and ponds in North America. It seems remarkable that these animals, the 
world’s smallest mammalian divers, can make a living and avoid predators using 

Fig. 2.1  Comparison of a rodent and an insectivore. Although the grasshopper mouse (a) and 
the water shrew (b) are both predatory and locate prey using whiskers, they have very different 
sensory cortices. (c) The flattened cortex of the grasshopper mouse shows very prominent cortical 
barrels ( dark circles labeled with the serotonin transporter antibody) and large primary visual and 
auditory areas. (d) The flattened cortex of the water shrew shows a large somatosensory cortex 
with two large whisker representations, but there are no visible barrels. Note also the very small 
areas of sensory cortex devoted to vision and olfaction in (V1 and Aud, respectively). Data in (b) 
from [61]. Data in (d) from [26]. Photo in (a) by Jan Decher. (Abbreviations: Aud auditory, V1 
primary visual cortex, Oral oral). (Published with kind permission of © Kenneth Catania and Jan 
Dreher 2014)
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this foraging strategy, and it is natural to wonder about the relative contribution of 
their different senses to this activity. Figure 2.1 (c and d) provides an important 
and obvious clue to the sensory priorities of this species. In contrast to the grass-
hopper mouse, water shrews have tiny eyes. This anatomical feature is in turn re-
flected in their neocortex. Water shrews have a very small primary visual area (V1) 
compressed to the far caudal and dorsal aspect of the hemisphere. Somatosensory 
cortex appears to have “taken over” much of the cortical territory. Though this last 
interpretation is almost certainly backwards. Because shrews resemble ancestral 
mammals in many respects [22], it is more likely that visual cortex in rodents has 
“taken over” territory that was once somatosensory during the course of evolution. 
In any case, visual cortex is very small in water shrews, and the same is true for au-
ditory cortex at the more caudal and lateral extreme of the hemisphere (see [21] for 
shrew electrophysiology). The latter observation is of interest because it has been 
suggested that some shrews may echolocate [23, 24]. This would be surprising in 
the case of water shrews, as auditory cortex is very small. Indeed, experiments show 
water shrews do not use echolocation [25]. In concordance with these observations, 
counts of cranial nerve number in water shrews reveal a tiny optic nerve (6000 fi-
bers) and an equally small auditory nerve (7000 fibers). In contrast, the trigeminal 
nerve carrying information from the whiskers contains 27,500 fibers—similar in 
size to that of laboratory mice [26].

To investigate water shrew behavior and the possible contribution of vision in 
foraging, shrews were offered live fish in a small chamber under either full spectrum 
lighting or infrared lighting (Fig. 2.2a). Shrews were very efficient and equally fast 
at capturing fish under both conditions, demonstrating that vision was not required 
for this behavior. Many fish were captured in less than one second from the time the 
shrew entered the water [25]. Slow motion analysis of water shrews capturing fish 
suggested that water motion generated by fish escape responses might be an impor-
tant cue used to identify the location of prey. To further investigate this possibility, 

Fig. 2.2  Water shrews detect motion and can capture prey in water without the use of vision. 
a Schematic illustration of the chamber used to examine the foraging efficiency of water shrews 
capturing live fish under either full spectrum lighting or infrared lighting. Shrews were filmed with 
a high-speed camera. Shrews were equally efficient under both lighting conditions. b Schematic 
illustration of the chamber used to test responses to brief water pulses simulating escaping fish. 
Shrews attacked the water motion with a short latency. c Frame captured from high-speed video 
showing a shrew attacking the water motion in the absence of prey. (Published with kind permis-
sion of © Kenneth Catania 2014
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water shrews were presented with very brief, periodic pulses of water in the absence 
of prey and filmed with high speed video. This paradigm was designed to simulate 
the brief water disturbance caused by an escaping fish. The results clearly showed 
that water shrew attacks were triggered by brief water movements (Fig. 2.2b, c). In 
addition to illustrating that water shrews may use prey escape responses for local-
ization, the experiments further highlight their reliance on somatosensation, rather 
than vision, as the water movements were not visible [25]. Finally, water shrews 
were incredibly fast, attacking the stimulus with a latency of only 20 milliseconds 
(from stimulus to initiation of attack).

The experiments described above highlight the strategy shrews use to locate ac-
tive prey, but shrews also feed on many immobile invertebrates. To investigate their 
responses to shapes and textures, rather than just movement, water shrews were 
presented with simulated, highly detailed caste silicone fish, along with a series of 
rectangular and spherical shapes as distractors (Fig. 2.3a). Even in the absence of 
visual or olfactory information the shrews were dramatically successful at choos-

Fig. 2.3  Water shrews use their whiskers to detect texture/shape of objects. a Schematic illustra-
tion of the chamber used to test water shrews’ ability to detect an object without olfactory or visual 
cues. Three silicone rectangles and three silicone cylinders were placed in the chamber, along with 
a silicone model fish. b A water shrew attacks and grabs a silicone fish under infrared lighting. 
Shrews often took the model fish back to their home cages. c Graph showing the average number 
of times over 4 trials that each of 4 shrews bit either a distractor object (1–6) or the model fish “F”. 
d Graph showing the average number of attacks (retrieving, biting or lunging with open mouth) 
for each moving object for 3 shrews over 4 trials. Objects were moved with a magnet under the 
chamber. (Published with kind permission of © Kenneth Catania 2014)
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ing the silicone fish over the similarly sized silicone shape models (Fig. 2.3c). This 
demonstrated that water shrews cannot only detect movements, but they can also 
use their whiskers to identify objects via shape and texture. As might be expected, 
with no reward for retrieving inedible silicone fish, the shrews soon stopped captur-
ing these imposters. But if caste fish were made to move (by placing a small piece 
of metal in them and moving them with a magnet) the water shrews’ responses were 
resurrected and they again attacked the silicone fish in preference to the other ob-
jects. Together these results show the value of both movement and shape in eliciting 
attacks (Fig. 2.3d). This seems appropriate, given that small prey hidden in the shal-
low water along streams and ponds would be expected to exhibit distinctive shapes 
and textures and some would also be likely to move (e.g. escape responses of fish 
and crayfish, for example). Other shrews have also been shown to use prey shape as 
an important criterion for predatory attack [27].

Underwater Sniffing

As suggested by their anatomy, behavioral experiments indicate that water shrews 
depend heavily on their whiskers to locate prey while foraging. Yet their speed and 
efficiency raise the possibility that other senses might be involved. As described 
previously, there was no evidence for the use of echolocation or sonar. In addi-
tion, we tested for the ability to detect electric fields, both in terms of behavioral 
responses and by surveying the skin surface of the head to detect potential electro-
receptive organs. There was no evidence for electroreception in terms of behavior 
or peripheral anatomy. However, water shrews were able to use olfaction in a very 
unique way. When searching for prey while submerged, they emitted air bubbles 
from their nostrils that spread over objects they were exploring and then re-inhaled 
the same air (Fig. 2.4).

This behavior was remarkable, because it had all the characteristics of sniffing, 
but occurred underwater (the behavior was first observed in semi-aquatic star-nosed 
moles, see later section). To investigate this further, shrews were trained to follow 
a scent trail underwater in a two choice test. They were very proficient at following 
the trail as long as the emitted air bubbles could make direct contact with the scent 
trail they were following [28]. When the air bubbles were blocked with a stainless 
steel grid, the shrews’ performances dropped to chance, despite the close proximity 
of the scent trail. This form of underwater sniffing seems to require direct contact of 
the air with odorants to provide relevant information.

Water Shrew Brainstem—Barrelettes without Barrels

When first investigating the neocortex of shrews [21] one of our interests was de-
termining whether this lineage of mammals exhibited cortical barrels. Five different 
shrew species (including water shrews) were examined using eletrophysiological 
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mapping with dense microelectrode penetrations combined with subsequent analy-
sis of flattened cortical sections processed for CO. The primary (S1) and secondary 
(S2) somatosensory areas were both identified. S2 was larger in shrews compared 
to most other mammal species that have been investigated, taking up roughly the 
same amount of neocortex as S1 and being characterized by neurons with rela-
tively small receptive fields. As expected from shrew behavior and the cranial nerve 
counts described above, both S1 and S2 were dominated by large representations 
of the whiskers from the contralateral side of the face. The S1 representation of the 
whiskers was visible by a CO dark wedge of tissue in most species. The S1 whisker 
representation was most obvious in the smallest shrew species (the masked shrew, 
Sorex cinereus) [21]. But in no case, for any species, were cortical barrels apparent.

As is familiar to most investigators of small mammal cortical histology, cyto- and 
chemoarchitectural borders and modules such as barrels are usually more apparent 
in juvenile animals than in adults. When water shrews fortuitously gave birth in the 
lab, we once again examined somatosensory cortex, this time in juveniles [26]. The 
goal was to specify borders between areas in greater detail for these unique species 
and to search once more for cortical barrels that might be evident at early stages 
of development but later obscured. We were successful at more clearly delineating 
borders of sensory areas and even numerous subdivisions representing body parts, 
especially the large, S1 whisker representation marked by the wedge of CO dark 
tissue. But, once again, we concluded there were no cortical barrels apparent even 
at juvenile stages of cortical development [26].

With these previous investigations in mind, we were surprised to later discover 
in the juvenile water shrew brainstem [29] perhaps the clearest and most prominent 
barrelettes yet observed in a mammal (Fig. 2.5b, c, d). Barrelettes were apparent in 
the principle nucleus (PrV), the interpolar spinal trigeminal nucleus (SpI), and the 

Fig. 2.4  Ten frames taken from high-speed video showing a single underwater sniff by a water 
shrew. In this case the shrew is sniffing a small piece of wax. The animal has paused during its 
movements and expires air ( upper row) that comes in direct contact with the object. This air is 
then re-inhaled ( lower row). Using this strategy, water shrews can follow a submerged scent trail. 
(Published with kind permission of © Kenneth Catania 2014)
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caudal spinal trigeminal nucleus (SpC). Barrelettes were apparent in adult water 
shrew brainstem as well, though (as is the case for rodents) they were slightly less 
clear than in juveniles. Injection of anatomical tracers into the adult water shrew 
whisker pad indicated that barrelettes in shrews, as in rodents, reflect the selective 
aggregation of afferent terminals from the whiskerpad [29].

These findings highlight the different ways that whiskers can be represented in 
diverse mammals. In rodents, cortical barrels representing the whiskers are the most 
obvious, whereas trigeminal barrelettes and thalamic barreloids are much less clear. 
In contrast, trigeminal barrelettes in water shrews are strikingly clear despite the 
absence of barrels at the cortical level.

Star-Nosed Moles

Olfaction might be the first thing that comes to mind when one considers a star-
nosed mole ( Condylura cristata). In fact, recent studies show that star-nosed moles 
and their relatives have impressive olfactory abilities, but the star is a tactile organ, 
not a chemoreceptor. It consists of 22 epidermal appendages that ring the nostrils in 
11 symmetric pairs (Fig. 2.6a). Each appendage, or “ray” is covered with many hun-
dreds of small epidermal domes called Eimer’s organs (Fig. 2.6b). Together they are 
innervated by over 100,000 myelinated nerve fibers, giving this skin surface, which 
is only about a centimeter across, the highest innervation density of any known 
skin surface. Eimer’s organs are a characteristic feature of mole nasal epidermis 

Fig. 2.5  Water shrews have barrelettes without barrels. (a) Flattened juvenile water shrew cortex 
processed for cytochrome oxidase and showing the large whisker representation devoid of barrels. 
(b–d) Prominent barrelettes are visible in trigeminal sensory nuclei: (b) the principle trigeminal 
nuclei (PrV), (c) the interpolar spinal trigeminal nucleus (SpI) and (c) the caudal spinal trigeminal 
nucleus (SpC) of juvenile water shrews. Scale = 0.5 mm. (Published with kind permission of © 
Kenneth Catania 2014)
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and are found on the skin of almost all of the nearly 30 different mole species [30]. 
But only the star-nosed mole has evolved nasal rays that increase the surface area 
of the sensory epithelium providing room for 25,000 Eimer’s organs. Evolution of 
this delicate structure could probably only occur in the star-nosed mole’s wetland 
environment, a unique habitat for moles, and this at least partially explains why no 
other mole has such an elaborate and fragile snout. Because the star is essentially 
made of Eimer’s organs, knowing the function of these structures is fundamental 
for understanding the star.

Function of Eimer’s Organs

Eimer’s organs were first described in the 1800s by Theodor Eimer in the European 
mole [31] and they were subsequently found on each mole species that was inves-
tigated with the exception of the eastern mole ( Scalopus aquaticus) [32]. Most in-
vestigators concluded that Eimer’s organs must have a mechanoreceptive function 
based on their anatomy and mole behavior. Each organ is associated with Merkel 
cell-neurite complexes, lamellated corpuscles, and free nerve endings (Fig. 2.6c, d) 
[33–35]. In addition, moles repeatedly touch the skin surface containing Eimer’s or-
gans to objects or prey as they explore their environment and search for food. More 
direct evidence for a mechanosensory function comes from electrophysiological 
recordings from the somatosensory cortex [17, 18], from afferents supplying Ei-
mer’s organs [36], and from findings in the principle trigeminal sensory nucleus 
(PrV) [37].

The first direct evidence of Eimer’s organ responses came from electrophysiol-
ogy recordings in the somatosensory cortex of star-nosed moles [17, 38]. Multi-unit 

Fig. 2.6  Anatomy of the star. a Star-nosed moles have an impressive epidermal specialization on 
their nose consisting of 22 appendages (rays) that surround their nostrils. b Each ray is covered 
with small domes called Eimer’s organs that are densely innervated. c Top view of nerve endings 
in a single Eimer’s organ visualized with DiI. The star has the highest innervation density of any 
known skin surface. d Each Eimer’s organ contains a Merkel cell-neurite complex, a lamellated 
corpuscle, and free nerve endings. (Published with kind permission of © Kenneth Catania 2014)
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receptive fields were extremely small and often had to be defined with the aid of a 
microscope. Even so, the lower limit of receptive field size was probably not deter-
mined given the limitations of manual stimulation of the skin surface. Nevertheless 
receptive fields on the star were well under a millimeter in diameter in some areas. 
Even at this early stage of investigations, there was an evident trend in relative 
receptive field size with the smallest receptive fields located on the midline and 
ventral parts of the star and larger receptive fields found for the more lateral parts 
of the star (see next section for correlations with behavior). Single unit analysis 
revealed that roughly half of cortical neurons were inhibited when areas just outside 
their excitatory receptive fields were stimulated—i.e. they demonstrated surround 
inhibition.

Later recordings from primary afferents in both star-nosed moles and coast 
moles provide additional evidence for Eimer’s organ function [36]. Three different 
response classes were evident in both species using either a dedicated Chubbuck 
mechanosensory stimulator [39] or a piezo bending element stimulator. These re-
sponses consisted of a Merkel-like response with sustained volleys of action poten-
tials having variable interspike intervals, a Pacinian like response that was evident 
only at the onset and offset of skin depression (stimulation), and a rapidly adapting 
response that was directionally sensitive to a sweeping motion across the skin sur-
face [36]. These responses were consistent with the three receptor classes associ-
ated with each Eimer’s organ. The most interesting response was the directionally 
sensitive afferents that suggest a roll for Eimer’s organs in detecting minute surface 
features on objects and prey items in the moles’ environments [36].

Stars and Stripes in the Brain

When considered in light of the whisker-barrel system of rodents, the anatomy of 
the star -with its separate appendages, dense innervation, and high concentration 
of mechanoreceptors—raised the possibility of corresponding cortical modules 
that separately represent each appendage. To investigate this possibility, star-nosed 
mole neocortex was mapped using dense microelectrode penetrations followed by 
anatomical analysis of layer 4 cortex processed for CO [18]. In addition to pro-
viding the initial evidence for Eimer’s organ function described above, the results 
of electrophysiological recordings revealed the layout of the star appendages and 
other body parts in neocortical maps. Three separate representations of the star were 
identified in lateral cortex, corresponding to the expected location of the face repre-
sentation in mammals generally (Fig. 2.7a). When the neocortex was flattened and 
sectioned tangentially, in the same manner that reveals barrels in rodents, each of 
the three maps of the star was visible as a pinwheel of CO dark stripes (Fig. 2.7c). 
Not only did this result represent an additional example of distinctive modules in 
primary somatosensory cortex reflecting the distribution of mechanoreceptors on 
the face, but it was also the first (and only) demonstration of multiple visible maps 
representing the same sensory surface. Subsequent investigation of these areas us-
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ing neuroanatomical tracers [40] revealed that the maps are topographically inter-
connected to form a cortical processing network.

Several features of this processing network differ substantially from the condi-
tion in rodents. For example, in addition to containing modules representing the 
individual rays, the secondary somatosensory cortex is much larger than would be 
predicted based on studies in rodents and most other mammals. S2 is usually much 
smaller than S1 and is characterized by large receptive fields. In contrast star-nosed 
mole S2 has proportions similar to S1 and is characterized by small receptive fields 

Fig. 2.7  Cortical organization and behavior in the star-nosed mole. a Three maps of the contra-
lateral star exist in somatosensory cortex (S1, S2, and S3). The S2 map of the star-nosed mole is 
comparatively large compared to most other mammals. The S3 representation is not found in other 
moles or shrews, and thus arose independently. b Half of the star under a scanning electron micro-
scope with the 11 rays labeled. c The star representation can be seen in flattened cortex processed 
for cytochrome oxidase. Although ray 11 is small compared to the other rays (b) it has the largest 
representation in S1. This reflects its use as the somatosensory fovea. d Schematic of a star-nosed 
mole saccade used to move the 11th appendage over an object being explored. e Frames from high-
speed video showing a star saccade relative to a small prey item ( red circle). (Published with kind 
permission of © Kenneth Catania 2014)
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on both the star and other body parts. Interestingly, a large S2 is found in shrews as 
well (see previous section on water shrews) and may be a general feature of shrews 
and moles rather than a specialization in star-nosed moles.

Despite sharing some features in common with other moles and shrews (a large 
S2) comparisons across species indicate that the extra, third map of the nose in 
lateral and caudal cortex is unique to star-nosed moles. This means that it arose in-
dependently in star-nosed moles and was most likely not in the common ancestor to 
shrews and moles. This is a very interesting finding because the addition of cortical 
areas is often hypothesized to be one of the substrates for more complex sensory 
processing and behavioral abilities. In most cases, such comparisons involve dis-
tantly related species that differ substantially in brain size. But moles are closely 
related species of similar brain and body size. The obvious difference between star-
nosed moles and other mole species is the elaboration of the sensory surface and 
corresponding behaviors (see next section). This suggests that star-nosed moles 
added a cortical area to handle large amounts of complex sensory information from 
the star, perhaps depending on parallel processing of some aspects of touch.

An additional interesting and obvious characteristic of the star-nosed mole’s so-
matosensory cortex is the overrepresentation of the 11th appendage. Despite the 
small size of this nasal ray and the relatively few Eimer’s organs on its surface, its 
representation takes up 25 % of the S1 star map (Fig. 2.7b, c). In addition, although 
the 11th appendage is more densely innervated then the rest of the star, only approx-
imately 10 % of the afferents supplying the star serve this appendage. Its greater 
innervation density stems from its small size and few sensory organs compared to 
the number of innervating afferents, rather than the number of afferents in total. Put 
another way, the innervation density of ray 11 is high as a ratio of nerve fibers to 
sensory organs (or skin surface).

When afferent numbers supplying the star are compared to their representations 
in primary somatosensory cortex, the sizes of the ray representations are not pro-
portional to the number of nerve fibers supplying each ray [41, 42]. This can be 
contrasted to the situation in rodents, where the size of each cortical barrel has been 
found to be proportional to the number of nerve fibers supplying each whisker on 
the face [43]. Investigation of star-nosed mole behavior provides an explanation 
for the dramatic mismatch between the anatomy of the star and its representation 
in cortex.

Somatosensory Fovea

Star-nosed moles use the star to explore their environment with a series of high-
speed touches. They may touch 10–13 different places every second as they search 
for food and navigate their tunnels. As was the case for water shrews, detailed in-
vestigations required the use of high-speed video recordings [44]. These revealed 
the explanation for the differential magnification of nasal appendages in the cortical 
representation; star-nosed moles have a somatosensory fovea at the center of the 
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star. The 11th, midline pair of appendages is used for detailed investigations of 
objects of interest (usually food). Most objects encountered as the mole searches its 
environment are first contacted by the large array of Eimer’s organs that cover rays 
1–10, as these make up most of the surface area of the star. For detailed investiga-
tion, moles make sudden movements of the star to reposition the 11th rays on an 
object for multiple touches (Fig. 2.7d, e). These nose movements are remarkably 
similar in their form and time-course to saccadic eye movements in primates [44].

Underwater Sniffing

Star-nosed moles are semi-aquatic and occasionally dive for food, much like water 
shrews. This raised the question of whether tactile cues used for detecting prey with 
the star would be degraded in water as a result of its greater viscosity than air. It 
seemed possible, for example, that movements would be slower underwater. There 
was no obvious indication of different use of the star underwater for mechanosen-
sory investigation, but a different and unanticipated behavior was observed. This 
was under-water sniffing—as already described for water shrews, but first discov-
ered in star-nosed moles [28]. Star-nosed moles exhaled air bubbles over objects 
of interest and then re-inhaled the same air. As was the case for water shrews, they 
could follow a scent trail laid underwater. In the case of star-nosed moles, a stainless 
steel grid with large openings was placed over the scent trail at all times. This pre-
vented contact of the star to the scent trail, but allowed for air to be exhaled through 
the grid and then re-inhaled with each sniff. When the coarse grid was replaced by 
a fine grid that did not admit air bubbles the moles’ performances deteriorated to 
chance levels.

Measurement of the timing of sniffs and the volume of air expired and re-inhaled 
showed that underwater sniffing is very similar to sniffing behavior exhibited on 
land by other small mammals. It is important to keep in mind that small mammal 
sniffing consists of repeated cycles of small expirations of air paired with small 
inspirations of air. In contrast to human sniffing, which generally consists of re-
peated short inspirations, small mammal sniffing on land is essentially the same as 
underwater sniffing in star-nosed moles and water shrews. That is, expiring air as a 
part of the sniffing process is not an innovation restricted to the aquatic medium. It 
is worth noting in this regard, that the terrestrial small mammals (e.g. short-tailed 
shrews) tested did not exhibit underwater sniffing when trained to retrieve food 
from a shallow enclosure [45]. Despite the close similarity between terrestrial sniff-
ing and underwater sniffing, this does not appear to be a general feature of small 
mammal behavior, but rather a specialization of semiaquatic mammals.

That underwater sniffing happens at all is perhaps the most surprising conclusion 
from these studies. But this behavior also provides an obvious and very informative 
window into sniffing behavior; you can see the sniffs. Because each sniff is visible 
as an air bubble that emerges from the nostrils and is then re-inhaled, it is possible to 
clearly note the timing of sniffs relative to other behaviors using high-speed video. 
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The conclusion from such observations is that sniffing is coordinated with touching. 
Underwater sniffs occur as the animal decelerates to make a touch and gather tactile 
information with the star (mole) or whiskers (water shrew). This in turn is consistent 
with classical [46] and more recent [47–49] studies of sensory integration in rodents 
that suggest sniffing and touching are coordinated. The other obvious conclusion 
from this somewhat esoteric behavior of semi-aquatic moles and shrews is that 
coordinated sniffing and touching likely also occur as these animals explore their 
terrestrial environment; we just can’t see the sniffs. This possibility was confirmed 
by examining a related mole species (eastern moles, Scalopus aquaticus) that have 
a much less developed sense of touch compared to star-nosed moles.

Stereo Sniffing in Eastern Moles

The eastern mole ( Scalopus aquaticus) does not have a star and is one of the only 
mole species that does not have Eimer’s organs in the epidermis of its snout. This 
is likely the result of foraging in a drier and more abrasive environment compared 
to most other moles. The outer epidermal layer (stratum corneum) on the snout of 
eastern moles is very thick compared to other species and in this condition could 
not support functional Eimer’s organs [32]. Because eastern moles are among the 
least specialized in this regard, they were chosen as subjects in preliminary stud-
ies of foraging efficiency in comparison to star-nosed moles. Star-nosed moles are 
among the fastest foragers [50] and it was suspected, based on their less elaborate 
somatosensory system, that eastern moles would be far less efficient.

The results were surprising and defied expectations. When presented with nu-
merous small prey items (small earthworm segments), eastern moles moved almost 
directly from one to the next in rapid succession. This ability was so marked, that 
despite their tiny eyes hidden below the fur and an optic nerve so small that we 
have not been able to locate it upon dissection, experiments were repeated (with 
the same result) under infrared lighting to exclude all possibility that vision played 
a role [51].

High-speed video suggested that eastern moles were using a serial sniffing be-
havior to home in on earthworms. To test this possibility, an experimental cham-
ber was designed that allowed for non-invasive sniff monitoring, using a pressure 
gauge. In this way, the sniff cycle could be correlated with video frames. These 
experiments showed that eastern moles sniff in coordination with nose movements 
(Fig. 2.8), as suggested by the behavior observed for star-nosed moles and water 
shrews foraging while submerged. However, the extremely accurate and rapid lo-
calization of olfactory stimuli by eastern moles (see [51] for movies) raised the 
possibility that bilateral (stereo) olfactory cues might be aiding in the localization 
process. Recent investigations in rats suggest that rodents also use this strategy [52].

To investigate this possibility in moles, a single nostril was blocked with a small 
silicone tube and moles were given the challenge of localizing a prey item under a 
number of different circumstances [51]. These experiments were inspired by similar 



22 K. C. Catania and E. H. Catania

investigations of auditory localization in barn owls, in which ear plugs were used 
to attenuate sound in one ear [3]. The presumption in moles was that use of stereo 
cues based on intensity differences between the two nostrils would be revealed by 
a search bias toward the side of the open nostril, as occurred for sound localization 
in barn owls based on intensity cues. For controls, moles were allowed to search 
with no tube or with an open tube that did not block the airflow through the nostril.

The results of these experiments were definitive (for example experiment see 
Fig. 2.9). In every paradigm, moles headed in the general direction of the food item 
but showed a bias in the search pattern away from the food and towards the open 
nostril as compared to moles that had no block or an open tube (Fig. 2.9a vs. b). This 
suggested an important influence of comparative intensity cues across the nostrils. 
It is perhaps not surprising that moles headed in the general direction of the food 
item, given that serial sampling cues were not disrupted by this manipulation and 
stereo cues from the nostrils would only be expected to provide information close to 
the stimulus where olfactory gradients are relatively steep. Despite their bias toward 
the open nostrils compared to controls when approaching the food item, (Fig. 2.9c, 
d) they were ultimately able to locate the food (earthworm segments). This suggests 
that serial sniffing cues, derived from the sequential nose movements and sniffs 
(typically considered to be the mechanism of olfactory localization) overcame the 
seemingly smaller effect of nostril block.

Fig. 2.8  Eastern moles coordinate sniffs with touches as they explore their environment. (a) A 
schematic of the experimental chamber used to measure sniffing. The chamber was sealed so that 
a pressure gauge could monitor each sniff and be compared to simultaneous high-speed video 
recordings. (b) Example of one mole’s sniffing behavior in the chamber. The mole moved and 
then sniffed repeatedly. (c–e) Frames from high-speed video as a mole moves directly toward an 
olfactory stimulus (earthworm segment). Note that eastern moles are blind. From [51]. (Published 
with kind permission of © Kenneth Catania 2014)
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In order to further test the use of bilateral olfactory cues by eastern moles, the 
nostrils were “flipped” by inserting longer, open tubes into each nostril and crossing 
them so that the left nostril received air from the right side and right nostril received 
air from the left side. In this condition the results were even more striking. Moles 
usually moved towards the food item until close (presumably using serial sniffing 
cues) but then moved back and forth in apparent confusion as they tried to localize 
the stimulus (earthworm segment). This greater disruption compared to the nostril 
block is consistent with a stereo sniffing strategy, because there is a continual mis-
match between the intensity cues and the stimulus location as the animal moves 
back and forth in front of the stimulus. In the crossed nostril condition the moles 
had great difficulty locating the prey item and often missed it completely. These 
experiments suggest that eastern moles combine both serial sniffing cues, based on 

Fig. 2.9  Eastern moles used stereo sniffing to located food items. (a) Under normal conditions, 
with both nostrils open, moles take a relatively straight path to the food item and search the food 
well first. (b) When one nostril was blocked moles erred by moving in the direction of the open 
nostril as they searched. Moles with a left block searched to the right of the item and those with a 
right block searched to the left. (c–d) Summary data from multiple trials, left nostril blocks in both 
these examples. The arrows mark the average cross point relative to the food item for each condi-
tion. Adapted from: [51]. (Published with kind permission of © Kenneth Catania 2014)
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sequential olfactory samples, with instantaneous comparisons across the nostrils 
during each sniff. At the same time, moles are making nose movements that provide 
somatosensory information for each location. The combined use of touch, serial ol-
factory sampling, and stereo nasal cues provides and impressive sensory armament 
and helps to explain the success of moles in exploiting diverse soil environments.

Conclusions

The results described above raise a number of interesting questions about the orga-
nization and evolution of mammalian brains and behavior related to active touch. 
Water shrews most certainly use active touch as they search—at high speed—for 
(often) elusive prey in the shallow waters of streams and ponds. They are primed to 
attack water movements that result from escaping prey and can respond in as little 
as 20 milliseconds. They can also use their whiskers to discriminate the details of 
immobile objects. These two abilities are impressive and in line with the expected 
characteristics of the water shrews’ prey, which include stationary insect larvae 
but also mobile animals such as fish or crayfish. Given their heavy dependence on 
whiskers, it was somewhat surprising that water shrews do not exhibit the cortical 
barrels that characterize the whisker representation in rodents and a number of other 
small mammals. It is even more surprising that water shrew brainstem trigeminal 
nuclei exhibit what appear to be the most prominent barrelettes described in mam-
mals. At the same time, there is to date no evidence of thalamic barreloids in water 
shrews. Together these results raise the possibility that water shrews emphasize 
sub-cortical processing of touch to a comparatively greater extent than do rodents. 
It is possible that such an emphasis allows for faster responses by not requiring the 
longer path lengths to and from the neocortex. The implications of this possibility 
are interesting in light of shrews’ many similarities to ancestral, stem mammals, 
based on fossil evidence [22]. It is tempting to conjecture that the ancestral mamma-
lian plan had a greater sub-cortical emphasis and that enhanced cortical processing 
was key to mammalian diversification. Of course an alternative possibility is that 
there are many ways to efficiently represent mechanoreceptors in cortex—as has 
been proposed for ocular dominance columns in primates [53]. Shrews and rodents 
might simply have different but equally efficient cortical circuitries for processing 
whisker inputs. In support of the latter possibility, many species with whiskers do 
not exhibit barrels (cats and dogs) and do not resemble ancestral mammals.

Star-nosed moles can be contrasted with water shrews by their complex set of in-
terconnected somatosensory cortical modules. The star is represented in three differ-
ent maps each characterized by a set of stripes that represent the nasal appendages. 
These results highlight the flexibility of module form in the mammalian neocortex. 
For example, it is often suggested that cortical barrels are a reflection of universal 
cortical subdivisions, the classical columns [54]. But, as Woolsey and Van der Loos 
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pointed out in their original paper, the shape of a barrel reflects the distribution of 
mechanoreceptors around a whisker [12]. Therefore, topographic mapping could 
explain the cylindrical form of a barrel, rather than a fundamental constraint of cor-
tical circuitry. In support of this latter possibility, the receptors of the star are laid 
out in elongated strips of tissue on each appendage. The cortex representing the rays 
is not organized in circular columns but rather mirrors the topography of the sensory 
sheet. Findings in primate somatosensory cortex show a similar reflection of fingers 
in the form of myelin dense modules in the area 3b finger representation (3b is the 
homologue of S1—[11]).

Another significant finding from star-nosed moles is the existence of a somato-
sensory fovea [41, 55]. The central 11th pair of rays are used for detailed investiga-
tions and moles make constant saccadic nose movements to position this area on 
objects of interest. The parallels with visual systems are obvious and, in addition 
to the behavior, include the preferential expansion of the fovea representation in 
cortex. The expanded cortical territory representing the tactile fovea is greater than 
would be predicted from afferent number alone and this too parallels the organiza-
tion of (primate) visual systems [56]. The result emphasizes that common solutions 
arise in mammals for processing high-resolution sensory systems. We are intimately 
familiar with primate visual systems not only from the impressive literature result-
ing from years of study but also from personal, daily experience scrutinizing visual 
scenes with our foveas. However, it may come as some surprise that some bats have 
an auditory fovea. The mustached bat analyzes the 60 kHz frequency range and 
devotes a large part of its cochlea and cortex to analyzing this behaviorally impor-
tant frequency. Most surprising is the parallel to saccades that can be drawn from 
bats’ Doppler shift compensation behavior. Bats constantly change outgoing call 
frequency to “move” the returning echoes into the range of the auditory fovea [57].

Finally, the discovery of underwater sniffing behavior in semi-aquatic water 
shrews and star-nosed moles stands as one of the more surprising findings in 
mammal sensory biology. It was thought impossible for mammals to use olfac-
tion underwater [58–60] but moles and shrews have found a work-around. By 
exhaling and re-inhaling the same air as they sniff while submerged, these species 
can detect odorants. This behavior is fascinating by itself, but it also provided 
unexpected insights into the coordination of touch and smell in these species. 
This stems from the convenience of seeing sniffs, revealing that moles and shrews 
gather tactile and olfactory information in unison—supporting the generality of 
similar findings from laboratory rodents [47–49]. These revelations about olfac-
tory abilities in semiaquatic moles and shrews suggested the solution to the im-
pressive prey localization ability in terrestrial, eastern moles. This species coor-
dinates its touches and sniffs in air, as is the case for underwater sniffing. But in 
addition to this serial sampling strategy, eastern moles add stereo olfactory cues 
to the analysis allowing for remarkably rapid and efficient movement toward ol-
factory stimuli.
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Chapter 3
The Whisker Thalamus

Manuel A. Castro-Alamancos

Abstract Sensory information from the whiskers ascends through the trigeminal 
nuclei in the brainstem to the midbrain and forebrain where it reaches primarily 
the superior colliculus, the pretectal nuclei, the zona incerta, and the thalamus. The 
whisker thalamus is at the center of this network because it regulates passage to the 
barrel cortex as dictated by behavioral state. From barrel cortex, descending activity 
is fed back to the thalamus and to the other nuclei that process ascending informa-
tion. Thalamocortical cells in the whisker thalamus receive sensory, cortical, inhibi-
tory, and modulatory afferents. The physiological properties of this network and the 
functions that emerge from its activity are described here.

Keywords Whisker thalamus · Thalamocortical cells · Trigeminothalamic inputs ·  
Inhibitory inputs · Corticothalamic inputs · Neuromodulator inputs · Operating 
modes · Thalamocortical modes · Neocortex modes

Components of the Whisker Thalamus

The whisker thalamus consists of two distinct nuclei, the ventroposterior medial 
thalamus (VPM) and the medial sector of the posterior complex (POm), that receive 
direct synaptic afferents from the whisker representations in the principal (Pr5)and/
or spinal (Sp5) trigeminal nuclei (Fig. 3.1). Sp5 is comprised of subnucleus caudalis 
(Sp5c), interpolaris (Sp5i) and oralis (Sp5o). Neurons in the whisker thalamus gen-
erally project to the primary (S1) and/or secondary somatosensory cortex (S2) and, 
consequently, are called thalamocortical or relay cells.

Barreloids are a defining cytoarchitectonic feature of a part of the somatosen-
sory thalamus. Barreloids are visible in VPM with cytochrome oxidase staining, but 
not in POm, and consist of clusters of thalamocortical cells that project to clusters 
of cells, called barrels, located in layer 4 of S1 [1, 2]. Barreloids in VPM receive 
afferents from Pr5 cells, which also form clusters of cells called barreletes. Pr5 
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barreletes are important for imparting VPM barreloids during development [3]. 
Barreloids in rat VPM have a rod shape and consist of about 250 neurons [4]. In-
jecting a retrograde tracer in a single barrel of S1[5] reveals that barreloids consist 
of a core and a tail;the tails are not observed with cytochrome oxide staining. The 
cores are located in the dorsal portion of VPM while the tails extend into the ventro-
lateral portion of VPM. Thalamocortical cells in the dorsal (cores) and ventrolateral 
(tails) portions of VPM project to different areas of neocortex. The cores selectively 
innervate barrels in S1, while the tails project more broadly, including dysgranular 
zones in S1 (i.e. non barrel areas) and S2 [6].

Thalamocortical Cells

At the core of the whisker thalamus circuitry are thalamocortical cells that proj-
ect to the cortex. The intrinsic excitability of thalamocortical cells has been ex-
tensively characterized (for reviews see [7]. Briefly, application of intracellular 

Fig. 3.1  Schematic diagram 
showing the main connec-
tions of the whisker thalamus
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current pulses during current clamp recordings produces stereotypical membrane 
potential (Vm) responses with two main features. First, negative current pulses 
from resting Vm drive a hyperpolarization that attenuates during a sustained pulse. 
This sag in the Vm is caused by the hyperpolarization-activated cation current 
(IH). Second, upon elimination of the negative current pulse the Vm overshoots 
the resting Vm and drives a slow depolarization which can trigger a burst of action 
potentials. This rebound excitation is caused by the low threshold calcium current 
(IT). Depending on the Vm of the cell, IT can be available for activation or it can be 
inactivated. If the cell is sufficiently hyperpolarized, IT is available and a positive 
current pulse will produce the slow depolarization and a burst of action potentials. 
If the cell is more depolarized, IT is inactivated and a positive current pulse will 
drive tonic firing of action potentials, instead of bursts. Thus, depending on the 
Vm of thalamocortical cells, synaptic inputs can drive bursts of action potentials 
or single action potentials, in what are termed bursting and tonic firing modes, 
respectively.

Thalamocortical cells in VPM receive synaptic signals from four main sources 
and therefore are at the center of a neuronal network that involves trigeminotha-
lamic (sensory), corticothalamic, inhibitory and modulatory inputs. Cells in the re-
ticular nucleus of the thalamus (NRT) provide inhibitory inputs, while cells in the 
brainstem reticular formation (BRF) provide modulatory inputs. Thalamocortical 
cells in POm also receive signals from the same four sources as VPM but in differ-
ent arrangements, and receive additional inputs.

Trigeminothalamic Inputs

Trigeminothalamic sensory fibers originating in different trigeminal nuclei inner-
vate different parts of the whisker thalamus [6, 8–13]. Most of the axons originating 
in Pr5 (70–90 %) form bushy terminal fields that fill the barreloid cores in VPM, 
and arise from medium-sized cells with small dendritic trees that are circumscribed 
to barreletes. The remaining axons that originate in Pr5 (10–30 %) innervate POm 
and arise from larger-sized cells with expansive dendritic trees that span several 
barreletes. Slow conducting thin axons that originate in the caudal portion of Sp5i 
project to the tails of the barreloids in VPM, while fast conducting thick axons 
originating in the rostral portion of Sp5i project to POm. Only few axons from Sp5o 
project to the thalamus, and they innervate POm.

Therefore, there are at least five different types of trigeminothalamic synaps-
es according to their target and origin: (1) from Pr5 to the VPM cores, (2) from 
Sp5i to the VPM tails, (3) from Pr5 to POm, (4) from Sp5i to POm, and (5) from 
Sp5o to POm. Typically, the response properties of trigeminothalamic synapses in 
VPM have been studied with intracellular recordings in slices [14, 15] and in vivo 
[16–18], but no distinction has been made so far between the synaptic responses of 
the five different trigeminothalamic pathways. Here we focus on trigeminothalamic 
synapses in VPM.
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Trigeminothalamic Synapses in VPM Are Specialized  
for Driving Thalamocortical Cells

Trigeminothalamic terminals form glutamatergic synaptic contacts with the soma 
and proximal dendrites of VPM neurons [11, 19]. At the electron microscope level, 
trigeminothalamic synapses form complex connections called synaptic glomeruli in 
which axonal and dendritic components are ensheathed by glial cell processes [8]. 
Several elements are involved: (1) a postsynaptic dendrite which produces promi-
nent excrescences or protrusions; (2) a large axon terminal deeply invaginated by 
the excrescences that contains spherical synaptic vesicles and makes multiple syn-
aptic contacts or release sites on the dendritic excrescences but no synaptic contacts 
with the dendritic shaft; (3) a small number of synaptic terminals that contain flat-
tened synaptic vesicles and make contacts with the dendritic shafts at the periph-
ery and immediately adjacent to the glomerulus, which likely consist of inhibitory 
inputs from the NRT and modulatory inputs from the BRF; (4) the postsynaptic 
excrescences-presynaptic trigeminothalamic fiber complex is surrounded by glial 
processes, which may serve to limit the spread of glutamate and may also limit the 
influence of other neurotransmitters on trigeminothalamic synapses. A fully recon-
structed glomerulus of the rat somatosensory thalamus was found to be 5 µm in 
diameter, in which two dendrites produced a total of 10 excrescences receiving a 
total of 44 synaptic contacts [8]. Thus, each trigeminothalamic synaptic glomerulus 
forms a large number of closely spaced synaptic contacts or release sites. This, in 
combination with the proximal location on the dendrite, combines to produce a very 
powerful synaptic input.

At the electrophysiological level, trigeminothalamic synapses of adult rodents 
studied in slices produce short latency, fast rising, large amplitude, highly secure 
all-or-none EPSPs, which depress in response to repetitive stimulation at frequen-
cies above 2 Hz [14] (Fig. 3.2). The short latency of trigeminothalamic EPSPs is 
likely due to the fast conducting large-caliber myelinated trigeminothalamic axons 
and the optimization of the molecular steps responsible for fast synaptic transmis-
sion at these synapses. The rise time of the EPSP for synapses that are electrotoni-
cally close to the soma, such as trigeminothalamic synapses, is a function of the rate 
of rise of neurotransmitter concentration and the activation kinetics of the receptor 
channels. The fast rise time of trigeminothalamic EPSPs may be related to the fast 
kinetics of the AMPA receptor subunits expressed at these synapses, and the pos-
sibility that synaptic glomeruli favor a fast rise of neurotransmitter concentration. 
The large amplitude EPSPs evoked by a single trigeminothalamic fiber correlates 
well with the observation at the morphological level that trigeminothalamic syn-
apses contain large size terminals with numerous closely spaced release sites. It also 
relates well with the fact that evoked trigeminothalamic EPSPs are highly secure, 
occurring invariantly on almost every stimulus trial at low frequencies, which indi-
cates that this synapse has a high release probability [14].

Repetitive stimulation of trigeminothalamic fibers at frequencies above 2 Hz pro-
duces frequency-dependent depression of trigeminothalamic EPSPs [14]. As shown 
in Fig. 3.2c, the synaptic depression suppresses the efficacy of trigeminal inputs to 
drive thalamocortical cells unless they are sufficiently depolarized. The depression 
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Fig. 3.2  Electrophysiological properties of trigeminothalamic synapses. a Large amplitude all or 
none events evoked in a thalamocortical VPM cell by stimulating the medial lemniscus in a slice 
preparation. b Trigeminothalamic synaptic responses depress with frequency. c Trigeminothalamic 
synaptic depression leads to the low-pass filtering of thalamocortical cells so that cells reach firing 
threshold only during low frequency trigeminothalamic stimuli (1st stimulus in the 10 Hz train). 
During high frequency trigeminothalamic stimuli, the thalamocortical cell does not reach firing 
threshold unless the cell is depolarized. (based on [14])
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of trigeminothalamic synapses may be related to their high release probability. In-
deed, synapses with high release probability tend to display synaptic depression. As 
discussed below, these specialized properties of trigeminothalamic synapses serve 
to endow the trigeminothalamic pathway with useful mechanisms for the regulation 
of sensory inputs traveling through the thalamus.

Trigeminothalamic synapses are insensitive to acetylcholine and norepinephrine 
[14]. Application of these neuromodulators, or their respective receptor agonists, 
does not significantly affect the amplitude of trigeminothalamic EPSPs evoked in 
thalamocortical cells that are recorded with intracellular solutions used to suppress 
the postsynaptic actions of these neuromodulators. Thus, thalamocortical cells are 
affected by these neuromodulators but trigeminothalamic synapses per se appear 
not to be. This may be related to the protection provided by the glomeruli, which 
can impede neuromodulators from reaching the presynaptic terminal.

Trigeminothalamic Synapses Dictate Whisker Responses in vivo

The properties displayed by trigeminothalamic EPSPs in slices [14] are also present 
in vivo [17]. Generally, whisker stimulation evokes few large amplitude unitary tri-
geminothalamic events (~ 2) on a given VPM neuron, suggesting that VPM neurons 
are contacted by few trigeminothalamic fibers [17, 18]. These events usually have a 
slight difference in latency and sum to produce a larger composite trigeminothalam-
ic EPSP that very effectively drives a VPM neuron during low frequency stimula-
tion. The characteristics of trigeminothalamic EPSPs endow the trigeminothalamic 
pathway with a powerful capacity to drive thalamocortical neurons. The best whis-
ker stimulus to effectively drive thalamocortical cells is a high velocity/acceleration 
deflection; not the amplitude of the whisker deflection [20]. Thus, in anesthetized 
animals receiving low frequency (< 2 Hz) and high velocity whisker deflections, the 
principal whisker (PW) is able to drive a VPM cell very reliably (~ 80 % of trials) at 
very short latencies (3–6 ms) [16, 17, 21–26].

However, as we will discuss later, thalamocortical neurons follow high frequen-
cy whisker stimulation with great difficulty in anesthetized rats. In other words, 
only low frequency inputs are effectively relayed to the neocortex in anesthetized 
rats. This means that the output of thalamocortical neurons to whisker inputs is 
low-pass filtered;a process also termed rapid sensory adaptation. The analogy with 
a low-pass filter refers to the fact that steady state responses of thalamocortical cells 
depress with increases in whisker stimulation frequency (see control in Fig. 3.3). In-
tracellular recordings in anesthetized rats revealed that the underlying cause of this 
low-pass filter is the synaptic depression of trigeminothalamic inputs [14, 17]. Like 
in slices, trigeminothalamic synapses in vivo present robust frequency-dependent 
depression. As a consequence, whisker stimulation at frequencies above 2 Hz de-
presses trigeminothalamic EPSPs driving the cell away from its discharge thresh-
old and resulting in a low probability of thalamocortical firing to high frequency 
whisker stimulation [17]. Strong IPSPs driven by preceding whisker stimuli also 
drive cells away from their discharge threshold suppressing responses to subsequent 
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whisker stimulation. But this occurs mostly for transition stimuli, which are those 
at the beginning of a high frequency train, before IPSPs depress and steady state 
responses are obtained. Thus, the low-pass filtering of steady state responses seems 
to be independent of IPSPs [17, 27]. Moreover, this low-pass filtering occurs at the 
level of the thalamus since it is not apparent in trigeminal nuclei under the same 
conditions [26, 27]. Hence, the activity-dependent synaptic depression at trigemino-
thalamic synapses causes the low-pass filtering of sensory inputs through the thala-
mus. VPM responses driven by trigeminothalamic synapses are further affected by 
inhibitory inputs, corticothalamic inputs, and neuromodulatory inputs.

Fig. 3.3  Effect of cholinergic activation on thalamocortical cell responses to whisker stimulation. 
a Upper plots correspond to counts per 2-msec bins evoked by 15 whisker stimuli (30 trials) at 
different frequencies during quiescent states in a urethane-anesthetized rat (control). Lower plots 
correspond to the same stimuli during application of acetylcholine in VPM. Note the strong low-
pass filtering of VPM responses at frequencies above 2 Hz, but not during application of acetyl-
choline. The upper right panel notes (in gray) that the first stimulus (#1) in each train is delivered 
at low frequency reflecting the inter-train interval (10 s). The following few stimuli are transition 
stimuli that reflect the change between the low frequency stimulus (stimulus #1) and the true effect 
of the frequency being tested, which is reflected in the steady state response of the later stimuli. 
b Example of whisker stimulation delivered at 66 and at 100 Hz during acetylcholine. Notice that 
the cell is able to follow these high frequencies during application of acetylcholine in VPM. c 
Population data showing a spectrum analysis of whisker evoked responses in VPM neurons before 
and during the application of acetylcholine. Note the low-pass filtering of steady state responses 
during the quiescent state (control) and the opening of this filter during the cholinergic activation 
state (Ach). Based on [17]
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Inhibitory Inputs

The source of inhibition in VPM is the NRT. NRT cells have two intrinsic firing 
modes; burst and tonic firing [7]. NRT synapses are inhibitory, release GABA and 
trigger IPSPs in thalamocortical cells by activating GABAA and GABAB receptors. 
GABAA receptors are activated by the amount of GABA released by a single ac-
tion potential in an NRT fiber, while GABAB receptor activation appears to require 
more GABA, usually released by bursts of action potentials, as shown in visual 
thalamus [28].

Intracellular recordings in vivo reveal that whisker stimulation produces a short 
latency, fast rising, large amplitude trigeminothalamic EPSP followed by a longer 
latency GABAergic IPSP in some VPM cells, and only an IPSP in other VPM cells 
[16, 17]. Trigeminothalamic-evoked IPSPs recorded in VPM cells originate in the 
NRT because there are apparently no inhibitory interneurons within the ventrobasal 
thalamus of rodents [8, 29–31]. In vivo, the EPSP-IPSP sequence occurs in cells 
that are contacted directly by trigeminothalamic fibers representing the stimulated 
whisker, while the IPSP-alone responses appears to correspond to cells that are not 
directly innervated by the trigeminothalamic fibers for the stimulated whisker but 
that receive recurrent inhibition from NRT (cross-inhibition) as a consequence of 
the whisker stimulation [17, 32].

NRT cells project to thalamocortical cells in VPM in a closed-loop pattern; they 
project back to the barreloid from where they receive excitation [33]. NRT axons 
entering adjacent barreloids do not seem to provide the source for cross-inhibition 
between barreloids. VPM cells extend their dendrites into adjacent barreloids where 
they can sample recurrent inhibition evoked by adjacent whiskers and this may well 
be a substrate for cross-inhibition [34, 35]. In addition, it is likely that the excita-
tion received by a population of NRT cells from a barreloid spreads within NRT by 
means of intra-NRT synaptic collaterals and gap junctions [36–38] leading to the 
stimulation of NRT cells that project to other barreloids, which could also explain 
cross-inhibition between barreloids.

POm receives inhibitory inputs from NRT and two other sources; GABAergic 
inputs arrive from the anterior pretectal nucleus (APT) [39] and the zona incerta 
(ZI) [40]. In fact, whisker evoked responses are usually absent in POm unless activ-
ity in the ZI is suppressed [41, 42].

Corticothalamic Inputs

Corticothalamic fibersoriginate in cells located in layers 5 and 6, and produce dis-
tinct synapses in VPM and POm. Corticothalamic cells in the upper part of layer 6 
of a barrel column leave a fiber collateral in NRT and project exclusively to VPM 
where they form rod-like terminal fields in a thalamic barreloid. Thus, thalamocor-
tical cells in VPM and corticothalamic cells in layer 6 form closed-loops for the 
flow of information between a thalamic barreloid and a cortical barrel column [43], 
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with NRT inputs controlling this loop. In contrast, corticothalamic cells located in 
the lower part of layer 6 also leave fiber collaterals in NRT but innervate large sec-
tors of POm and intralaminar thalamic nuclei [44]. Corticothalamic cells located in 
layer 5 leave fiber collaterals in POm as they continue to midbrain and brainstem. 
There are potentially at least three different types of corticothalamic synapses: layer 
6(upper) to VPM, layer6 (lower) to POM, and layer 5 to POm. In fact, anterograde 
tracers injected in barrel cortex produce three distinct types of synapses in whisker 
thalamus. Small (0.5–0.8 µm in diameter) varicosities that correspond to small axon 
terminals form synapses with small dendritic arbors in VPM, and with dendritic 
shafts in POm. Giant terminals (3–5 µm in diameter), similar to trigeminothalamic 
synapses in VPM (see above), form synapses only in POm [45].

Corticothalamic synapses in VPM release glutamate and trigger EPSPs in thala-
mocortical and NRT cells by activating AMPA, NMDA and mGLUR receptors [46]. 
Corticothalamic EPSPs are different compared to trigeminothalamic EPSPs. They 
have long latencies, slow rise times, small amplitudes, and they are unreliable, but 
facilitate at frequencies above 2 Hz (for a review see [32]). The long latencies and 
slow rise times reflect the thinness and sparse myelination of corticothalamic fibers, 
and the fact that the synapses they form are located in distal dendrites;electrotonically 
far from the soma. The small amplitude and low security at low frequencies and the 
facilitation at high frequencies reflect a small number of release sites per synapse 
(estimated to be 1), and a low release probability at those sites during low frequency 
inputs that increases sharply during high frequency inputs. Corticothalamic syn-
apses display robust forms of post-tetanic potentiation and long-term potentiation 
(LTP) when stimulated repetitively at relatively high frequencies (10 Hz and above) 
[47]. This contrasts with trigeminothalamic synapses which display no evidence 
of long-term synaptic plasticity, such as LTP (unpublished). Long-term depression 
(LTD) is also induced when repetitive stimulation occurs at low frequencies (1 Hz). 
Thereby, corticothalamic synapses have mechanisms for bidirectional changes in 
long-term synaptic efficacy [47].

Corticothalamic EPSPs mediated by metabotropic glutamate receptors (mGluR) 
are triggered by robust high-frequency stimulation and produce a long-lasting slow 
depolarization [48]. This observation has lead to the proposal that corticothalamic 
synapses are modulators of thalamocortical cells [49]. However, it seems more rea-
sonable to consider corticothalamic synapses as frequency-dependent drivers of 
thalamocortical cells because high frequency (> 2 Hz) corticothalamic activity can 
drive thalamocortical cells through ionotropic glutamate receptors as effectively as 
sensory inputs [32]. On the other hand, it is not clear when corticothalamic cells 
would display such a high-frequency firing rate synchronously in order to effec-
tively trigger synaptic facilitation and drive thalamocortical cells; but this caveat 
also applies to the proposed modulatory role of corticothalamic synapses, which 
also require high frequency trains to trigger the mGluR depolarization.

In addition, the efficacy of corticothalamic synapses is suppressed by neuro-
modulators, such as acetylcholine and norepinephrine [50], which contrasts with 
the lack of sensitivity of trigeminothalamic synapses to these same neuromodula-
tors [14]. The amplitude of EPSPs evoked in NRT neurons by stimulating single 
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corticothalamic fibers is several times larger than EPSPs evoked in thalamocortical 
neurons, and the number of GluR4-receptor subunits at these synapses may provide 
a basis for the differential synaptic strength [46]. The stronger corticothalamic EP-
SPs on NRT cells assures that low-frequency corticothalamic activity drives NRT 
cells and triggers robust feedforward inhibition in VPM thalamocortical cells.

Corticothalamic synapses in POm can produce two different types of responses, 
which have been ascribed to corticothalamic cells originating in layers 5 and 6. 
POm responses for cells originating in layer 6 are similar to the responses evoked 
in VPM by layer 6 cells, while POm responses originating in layer 5 are similar to 
trigeminothalamic synapses [51]. Consequently, corticothalamic synapses originat-
ing in layer 5 have been assigned the role of drivers of POm cells [45, 52].

Neuromodulator Inputs

The response properties of the whisker thalamus are modified on a moment to mo-
ment basis (i.e. rapidly and dynamically) by neuromodulators acting locally or in 
afferent structures [32]. Neurotransmitters often act through ionotropic receptors 
(ligand-gated channels), while neuromodulators typically act through metabotropic 
receptors (G-protein coupled). The effects of neurotransmitters acting on ionotropic 
receptors are usually phasic, lasting only 10’s of milliseconds. The effects of neuro-
modulators acting on metabotropic receptors are usually slower and longer lasting, 
in the range of 100’s of milliseconds to seconds or more. However, the distinc-
tion between a neurotransmitter and a neuromodulator can be rather arbitrary and 
most neuroactive substances can function as both. For instance, a substance acting 
as a neuromodulator can alter the properties of ion channels that are activated by 
the same substance acting as a neurotransmitter (e.g. by affecting channel opening 
probabilities, receptor desensitization, release probability). Substances acting on 
ionotropic receptors may also (appear to) act as neuromodulators if the presynaptic 
neuron fires continuously in a sustained manner. A number of substances are well-
known neuromodulators and some of these have significant actions in the whisker 
thalamus:

• Glutamate acts on ionotropic receptors (AMPA, NMDA, kainate) and on metabo-
tropic receptors (mGluR1-8). Glutamate is released by trigeminothalamic and 
corticothalamic synapses. It appears that metabotropic receptors are activated by 
corticothalamic synapses innervating NRT and thalamocortical cells [48].

• Norepinephrine is a catecholamine that acts on α and β type metabotropic recep-
tors. Noradrenergic neurons are found in the locus coeruleus in the brainstem 
reticular formation, from where they projectthroughout the brain, including the 
thalamus. Noradrenergic neurons discharge robustly during high levels of vigi-
lance and attention, reduce their firing during slow-wave sleep and stop firing 
during REM sleep [53–55]. As described below, norepinephrine has significant 
effects in the whisker thalamus.
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• Dopamine is a catecholamine that acts on D1 and D2 type metabotropic recep-
tors. So far, there is little evidence of any role of dopamine in the whisker thala-
mus.

• Histamine acts on H1–4 type metabotropic receptors. Histamine neurons are 
found in the posterior hypothalamus, in thetuberomammillary complex, from 
where they project throughout the brain, including the thalamus. Histaminergic 
neurons discharge robustly during wakefulness [56].

• Serotonin acts on ionotropic (5-HT3 and metabotropic (5-HT1, 5-HT2, 5-HT4, 
5-HT5, 5-HT6, 5-HT7) receptors. Serotonin neurons are found in the raphe nu-
clei in the brainstem reticular formation, from where they project throughout the 
brain, including the thalamus. Similar to noradrenergic neurons, 5-HT neurons 
fire tonically during wakefulness, decrease their activity in slow-wave sleep, and 
are nearly quiet during REM sleep [57, 58].

• Acetylcholine acts on ionotropic (nicotinic) and metabotropic (muscarinic) re-
ceptors. Acetylcholine or cholinergic neurons projecting to the thalamus are 
found in the pedunculopontine nuclei (PPT) and in the dorsolateral tegmental 
nuclei (LDT) in the brainstem. Cholinergic neurons are also found in the basal 
forebrain from where they project to the neocortex. Cholinergic neurons in the 
LDT/PPT complex discharge vigorously during REM sleep and also during 
wakefulness [59], and the levels of acetylcholine increase in the thalamus during 
those states [60]. As described below, acetylcholine has significant effects in the 
whisker thalamus.

• Neuropeptides usually act at metabotropic receptors. Neurons very often make 
both a conventional neurotransmitter (glutamate, GABA) and one or more neu-
ropeptides. Examples include opioids (endorphins, enkephalins, dynorphins), 
substance P, etc.

• Hormones are chemicals released by cells that affect cells in other parts of the 
organism generally through the bloodstream. For example, epinephrine (adrena-
line) is a catecholamine that is released by the adrenal gland.

• Other intrinsic neuroactive substances released within the thalamus may include 
adenosine, cannabinoids, growth factors, cytokines, etc.

• Extrinsic neuroactive substances that reach the thalamus may also affect tha-
lamic modes. For example, nicotine from tobacco, caffeine from coffee, etc.

Neuromodulators Set Different Modes in the Whisker Thalamus

A mode or state is a particular arrangement of the properties of the thalamic network 
components that gives rise to a distinct input-output function. The properties that 
are most commonly affected to determine a mode include the Vm, intrinsic firing 
mode, intrinsic excitability and the strength of synaptic inputs. Neuromodulators 
act directly on thalamocortical cells and on afferent synapses within the thalamus to 
change these properties. Neuromodulators may also indirectly influence thalamo-
cortical cells by affecting the activity of the main excitatory and inhibitory afferents, 
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such as those from trigeminal complex, cortex and NRT. Activity in these afferents 
changes their strength via short-term synaptic plasticity but may also affect the Vm, 
firing mode, and intrinsic excitability of thalamocortical cells. Thus, thalamocorti-
cal modes are set in a complex way, through direct and indirect effects of neuro-
modulators affecting several variables. The main variables determining a thalamo-
cortical mode are:

• Vm of thalamocortical cells: This critical variable is highly dynamic because it 
is affected by most, if not all, neurotransmitters and neuromodulators present in 
the thalamocortical network.

• Intrinsic excitability: Neurons express a number of voltage-dependent conduc-
tances that endow them with different response properties. For example, thala-
mocortical cells are characterized by strong IH and IT. These currents are not only 
affected by Vm but can be directly affected by many neuromodulators. Excit-
atory and inhibitory inputs can affect the intrinsic excitability of thalamocortical 
cells by changing the Vm and engaging voltage-dependent currents. In addition, 
when the resting Vm of thalamocortical cells is at the reversal of incoming syn-
aptic inputs, the increased conductance produced by the synaptic inputs can af-
fect the integrative properties of the cell, without changing the Vm, by shunting 
the membrane (e.g. shunting inhibition).

• Thalamocortical firing mode and rate: As already mentioned, thalamocortical 
cells are characterized by two distinct firing modes: bursting and tonic. These fir-
ing modes are set primarily by the Vm of thalamocortical cells. Thus, factors that 
influence Vm also determine firing mode. During bursting, thalamocortical cells 
produce a cluster of action potentials (usually between 3–6 action potentials) 
at very high frequencies (> 100 Hz) riding on the low-threshold calcium spike. 
However, thalamocortical cells are limited by how fast they can produce bursts 
because of the dependence of bursts on the low-threshold calcium current, which 
must be deinactivated by hyperpolarization; cells can usually burst at < 15 Hz. In 
contrast, during tonic firing, cells can produce action potentials at much higher 
constant firing rates.

• Activity and strength of excitatory and inhibitory afferents: As already mentioned, 
thalamocortical cells in VPM receive excitatory (glutamatergic) inputs from tri-
geminothalamic and corticothalamic synapses, and inhibitory (GABAergic) in-
puts from synapses originating in NRT. Activity in these afferents can change the 
Vm of thalamocortical cells, which can result in changes in intrinsic excitability 
and firing mode. In addition, some of these afferents can activate metabotropic 
receptors leading to a modulator action on thalamocortical cells. For example, 
glutamate released from corticothalamic synapses can activate mGLUR, and 
GABA released from inhibitory synapses can activate GABAB receptors. The 
frequency and pattern of activity in the afferents also sets the strength of these 
synapses by affecting short-term synaptic plasticity and temporal integration. 
For example, high-frequency activity in corticothalamic synapses will increase 
release probability at these synapses and enhance the strength of this pathway. 
In contrast, activity in Pr5 cells will depress trigeminothalamic synapses and 
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decrease the strength of this pathway. Finally, neuromodulators released in the 
thalamus can directly affect the efficacy of excitatory and inhibitory neurotrans-
mission rather selectively. For example, acetylcholine and norepinephrine de-
creases corticothalamic but not trigeminothalamic synaptic strength [14, 50].

The Operating Modes (states) of the Whisker Thalamus

The Thalamus Displays Slow Oscillations During 
Quiescence

There are two obvious major operating modes of the whisker thalamus. The first 
mode is called slow oscillation, quiescent or deactivated. The second mode, dis-
cussed later, is called activated or arousal. The slow oscillation, quiescent or deacti-
vated mode is considered here as a broad baseline state during which active sensory 
processing per se does not occur because animals are either sleeping, inattentive/
drowsy, or anesthetized. While there may be different modes within these states, 
for simplicity, we encompass them here within a single mode. In this mode, slow 
synchronous oscillations are common, particularly when animals are in non-REM 
sleep. In addition, this mode is induced by surgical anesthesia, which is when most 
electrophysiological studies take place. During non-REM sleep, slow wave oscilla-
tions are most prevalent in the deeper stage(s) (typically referred as stage 3 or 3/4). 
In less deep stages of sleep, slow oscillations occur interposed with other rhythms, 
such as spindle oscillations. Similar to non-REM sleep stages, there are also stages 
of anesthesia. During the surgical anesthesia stage, the slow oscillation mode is 
evident but varies in frequency and amplitude depending on the level or plane of 
surgical anesthesia and the anesthetic used. Thus, the depth of anesthesia and the 
specific effects of the anesthetic used are critical at setting the particular character-
istics of this mode. The main characteristics of the thalamic modes we will discuss 
are summarized in Table 3.1.

During slow-wave sleep and surgical anesthesia thalamocortical cells fire at low 
frequencies producing either bursts or single spikes. This slow activity in thalamo-
cortical cells can be driven by cortical activity, such as cortical Up states during 
ongoing cortical slow oscillations (also known as Up and Down states) [7, 61]. 
Slow activity can also be driven by intrinsic currents in thalamocortical cells in the 
absence of corticothalamic activity [61, 62]. Full expression of slow oscillations in 
thalamocortical cells appears to require both thalamic and cortical oscillators [63]. 
During the slow oscillation mode, thalamocortical cells are usually fairly hyperpo-
larized close to the reversal potential of K+ (Down states), and they may transition 
for short periods of time to more depolarized states due to synaptic bombardment, 
usually produced by spontaneous corticothalamic and NRT activity (Up states) [7]. 
In this situation, NRT cells can burst and drive strong IPSPs in thalamocortical 
cells. The hyperpolarization caused by the IPSPs deinactivates IT and activates IH 
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in thalamocortical cells. This sets up thalamocortical cells so that at the outset of 
the IPSP a rebound depolarization occurs caused by activation of IT. The rebound 
triggers a burst of action potentials in thalamocortical cells that feedback to NRT 
and cortex. Such an interplay between NRT and thalamocortical cells repeated in 
a sequence at 5–12 Hz is responsible for the generation of spindle oscillations that 
recur every few seconds [64]. Spindles are waxing and waning rhythms with domi-
nant frequencies of 7–14 Hz, grouped in sequences that last 1–3 s and recur periodi-
cally at 0.1–0.2 Hz. Spindle oscillations are common during the slow oscillation 
mode and are prominent at sleep onset, during loss of awareness, and are prevalent 
during barbiturate anesthesia, which enhances inhibitory efficacy. Apart from the 
occasional spindle oscillations, thalamocortical activity in VPM during this state is 
of low frequency (< 1 Hz) [17, 26, 65].

During Quiescence the Thalamus Suppresses High Frequency 
Sensory Inputs

Sensory responses driven by whisker stimulation during the slow oscillation mode 
are of high probability, as long as the stimulus is delivered at low frequencies. 
As soon as the frequency of the whisker stimulus augments, the thalamocortical 
response is strongly depressed [17]. Thalamocortical neurons follow high-frequency   

Table 3.1  Effects of thalamocortical modes on
Spontaneous 
thalamocorti-
cal firing

Relay of sen-
sory inputs

Sensory 
response 
receptive field

Corticothalamic 
feedback

Thalamocor-
tical modes

Slow 
oscillation

Low tonic and 
bursts

Relay of low 
frequency 
inputs (low-
pass filter)

Focused Frequency-
dependent facili-
tation (high-pass 
filter)

Activated Noisy tonic Relay of low 
and high fre-
quency inputs

Broader Strong high-pass 
filter

Cholinergic Noisy tonic Relay of low 
and high fre-
quency inputs

Broader Removal of 
high-pass 
filter by low fre-
quency response 
enhancement

Noradren-
ergic

Quiet tonic Relay of Low 
and high fre-
quency Inputs

Highly 
focused

Strong high-pass 
filter

Epileptic 
(GABAA 
block)

Rhyth-
mic ~ 3 Hz 
bursts

Relay of low 
frequency 
inputs; 
long-latency 
response 
enhancement

Broader 
(long-latency)

Removal of 
high-pass filter 
by low-fre-
quency response 
enhancement
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whisker stimulation with great difficulty in the slow oscillation mode. In other 
words, steady state thalamocortical sensory responses are low-pass filtered or dis-
play rapid sensory adaptation. Intracellular recordings in urethane anesthetized rats 
during the slow oscillation mode show that whisker stimulation evokes EPSP–IPSP 
sequences in thalamocortical neurons, and both the EPSPs and IPSPs depress with 
repetitive whisker stimulation at frequencies above 2 Hz [17].

The underlying cause of the low-pass filter or rapid sensory adaptation is the 
frequency-dependent depression of trigeminothalamic synapses [14]. Sensory in-
puts at frequencies above 2 Hz reduce the efficacy of trigeminothalamic synapses, 
which drives the trigeminothalamic EPSP away from the discharge threshold of 
the cell and results in a low probability of firing for thalamocortical cells. Impor-
tantly, as described below, a major impact of activated (arousal) states is to change 
the amount of rapid sensory adaptation (i.e. to open the low-pass filter); in other 
words, to allow high frequency sensory inputs through the thalamus. In addition 
to the depression of trigeminothalamic synapses, thalamocortical IPSPs (returning 
from NRT) driven by sensory inputs may also contribute to the low-pass filtering 
of sensory inputs during the slow oscillation mode [17]. The suppression by IPSPs 
is most notable at the beginning of a high-frequency sensory stimulus train, when 
IPSPs are more robust and produce a stronger hyperpolarization. However, less ef-
fect of feedback inhibition is observed for steady state sensory responses that occur 
at the end of a long high-frequency train [17, 27]. Steady state responses are mostly 
depressed by trigeminothalamic synaptic depression with little contribution of syn-
aptic inhibition from NRT.

Excitatory receptive fields of VPM cells consist of an excitatory center, the prin-
cipal whisker (PW), and an excitatory surround, the adjacent whiskers (AWs) [21]. 
For low-frequency sensory inputs, during the slow oscillation mode, the response 
to the PW (receptive field excitatory center) is much stronger and faster than the 
response to AWs (receptive field excitatory surround) [26]. As mentioned above, for 
high-frequency sensory inputs, both PW and AW responses are depressed because 
of the low-pass filtering at the trigeminothalamic pathway. Simultaneous stimula-
tion of the PW and several AWs (i.e. multiwhisker stimulation) produces a response 
in thalamocortical cells that matches the PW, as if the AWs had not been stimulated 
[26, 65]. This may reflect little convergence form different whiskers onto VPM cells 
and/or the fact that PW responses are already maximal due to the efficacy of trigem-
inothalamic synapses from the PW, so that converging synapses from AWs can ad 
little more. Interestingly, in the next stage of processing, the barrel cortex, simul-
taneous multiwhisker responses obtained with intracellular recordings are clearly 
distinguishable from PW responses starting in layer 4[66]. Multiwhisker responses 
are slightly faster and stronger than PW responses in layer 4, and even more clearly 
distinguishable in upper layers indicating slight convergence in layer 4 and stronger 
convergence from several whiskers in layers 2/3 [66]. Interestingly, in the superior 
colliculus, which is also a target of trigeminal synapses (like the whisker thala-
mus), simultaneous multiwhisker stimulation produces much stronger postsynaptic 
responses than stimulation of the PW or any of the AWs alone [67]. In contrast to 
VPM, most superior colliculus cells respond weakly to single whisker stimulation, 
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so there is room to express convergence during multiwhisker stimulation. Indeed, 
intracellular recordings demonstrate that the multiwhisker enhancement in superior 
colliculus reflects convergence of trigeminotectal synapses from several whiskers 
[67]. Thus, trigeminothalamic and trigeminotectal pathways are very distinct in 
their responses to whisker stimulation.

Arousal allows the Flow of High Frequency Sensory Inputs 
Through the Thalamus

The activated mode of the thalamus is typical when animals are awake during 
arousal, and it is most robust when animals are in a state of vigilance during at-
tentive processing, such as during performance in a behavioral task [68]. A some-
what similar activated mode to that observed during waking occurs when animals 
enter REM sleep. The activated mode can be induced in anesthetized animals (e.g. 
urethane-anesthetized animals) that are in a slow oscillation mode by electrically 
stimulating the brainstem reticular formation (BRF), and this is a useful method to 
determine the impact of the activated mode on sensory thalamocortical responses 
because it allows to compare slow oscillation and activated sensory responses in 
the same neurons [17, 26, 69, 70]. In addition, animals that are sedated and slightly 
narcotized are usually also in this activated mode [21, 25]. In this narcotized state, 
VPM cells show response adaptation within a sustained ramp-and-hold (i.e. long-
lasting and non repetitive) whisker deflection, some directional tuning (preference 
for a particular direction of whisker deflection), responses to both the PW and at 
least one AW, and significant spontaneous firing rates (~ 15 Hz) [25]. The VPM fir-
ing rate of narcotized animals is equivalent to the activated (arousal) mode induced 
in urethane anesthetized animals after BRF stimulation [17, 70].

A main effect of arousal on whisker evoked VPM responses is on rapid sen-
sory adaptation to repetitive stimuli. During the activated mode, typical of arousal, 
low-frequency sensory responses are a bit stronger (increase slightly in probability) 
and become faster (evoked spikes display shorter latencies) [17, 26]. But the most 
robust change occurs at the level of high-frequency sensory processing. During 
the activated mode, thalamocortical cells robustly enhance their responses to high-
frequency sensory signals, virtually eliminating the low-pass filtering(rapid sensory 
adaptation) typical of the slow oscillation mode [17] (Fig. 3.4).

Interestingly, early studies revealed significant differences regarding the cut-off 
frequency of the low-pass filter or rapid sensory adaptation in VPM. Some studies 
performed in urethane-anesthetized animals reported strong frequency-dependent 
depression at frequencies above ~ 2 Hz [23, 24], while others using narcotized rats 
reported the ability to follow frequencies of up to at least 12 Hz [21, 71, 72]. Our 
findings were able to explain these differences as a consequence of the level of 
activation imposed by the anesthesia employed. In urethane-anesthetized rats, the 
output of thalamic neurons to sensory inputs is very effectively low-pass filtered 
so that whisker stimulation above 2 Hz is not relayed to neocortex [17]. However, 
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when the thalamus of these anesthetized rats is aroused or activated by lessening the 
level of anesthesia, stimulating the brainstem reticular formation (BRF stimulation) 
(Fig. 3.4), or applying acetylcholine to the thalamus (Fig. 3.3), the trigeminotha-
lamic low-pass filter is significantly opened allowing the relay of sensory inputs 
at much higher frequencies. Indeed, during activated states, VPM cells can follow 
whisker stimulation fairly efficiently at frequencies of up to 40 Hz, and even 100 Hz 
[17, 32]. Thus, during activated states the low-pass filtering of sensory inputs is 
largely eliminated; low frequency and high frequency sensory stimuli are able to 
effectively drive thalamocortical cells [17, 70].

Fig. 3.4  Effect of activation (arousal) on thalamocortical cell responses to whisker stimulation. a 
Stimulation of the brainstem reticular formation (BRF) increases the spontaneous firing of thala-
mocortical cellsin VPM. Note also the abolishment of slow oscillations and the activation of the 
field potential recorded through the same electrode as the VPM single-unit. b Raw traces and 
PSTH of the responses evokedin a VPM single-unit by whisker deflections at 10 Hz (train of 4 
stimuli) during the quiescence or slow oscillation state. Note that the cell only spikes in response 
to the 1st stimulus in the train, which is delivered at low frequency. c Activation or arousal caused 
by BRF stimulation enhances the spontaneous firing of the cell but also allows the cell to respond 
to each of the whisker deflections in the 10 Hz train, eliminating the low-pass filtering or adapta-
tion. (based on [17])
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Arousal Enlarges Thalamocortical Receptive Fields

The excitatory receptive fields of VPM cells consist of an excitatory center, the 
PW, and an excitatory surround, the AWs. Early studies that recorded from VPM 
neurons in anesthetized rats indicated that they respond solely to a single whisker 
[10]. However, subsequent work revealed that many VPM cells respond to deflec-
tions of multiple whiskers during light anesthesia [21–23, 25]. The receptive field 
size (i.e. the number of whiskers that stimulate a neuron) of thalamocortical cells 
in the whisker thalamus varies according to their location. VPM cells in the core 
of the barreloid have been characterized as having small (single whisker) receptive 
fields, while those in the ventrolateral portion of VPM have larger (multiwhisker) 
receptive fields [6].

The size of the receptive field can be rapidly modified by the thalamic mode. 
To demonstrate this requires the use of multiple whisker stimulators and recording 
the same cells during different thalamic modes. In anesthetized animals that are 
in the slow oscillation mode, thalamic or forebrain activation produced by BRF 
stimulation, neuromodulators, or lessening the level of anesthesia, enlarge the ex-
citatory surround of VPM cells [26]. Thus, for low-frequency sensory inputs, dur-
ing the slow oscillation mode, the response (spike probability) to the PW (recep-
tive field excitatory center) is much stronger than the response to AWs (receptive 
field excitatory surround). However, during activation, there is an enhancement of 
the response to AWs, which typically still have longer latencies than the PW. For 
high-frequency sensory inputs, during the slow oscillation mode, both PW and AW 
responses are depressed because of the low-pass filtering at the trigeminothalamic 
pathway. However, during the activated mode, there is a significant increase in both 
PW and AW responses so that they become similar, but PW responses are generally 
stronger than AW responses during high frequency sensory inputs [26]. During the 
activated mode, the excitatory responses of VPM cells to the PW are identical to 
those of multiwhisker stimulation (simultaneous PW and AWs stimulation). Conse-
quently, multiwhisker and PW responses in VPM are similar during either the slow 
oscillation and activated modes [26].

Arousal High-Pass Filters corticothalamic Responses

Corticothalamic responses display synaptic facilitation, which contrasts with the 
synaptic depression of trigeminothalamic responses. Thus, the amplitude of corti-
cothalamic EPSPs is relatively small during low frequency corticothalamic activity 
because corticothalamic synapses have a low release probability and occur at dis-
tal portions of the dendritic tree. However, during high frequency corticothalamic 
activity (> 5 Hz) the probability of release at corticothalamic synapses sharply in-
creases due to synaptic facilitation, producing large amplitude EPSPs that can be 
as powerful as those produced by trigeminothalamic sensory afferents. Thus, the 
corticothalamic pathway is an activity dependent driver of thalamocortical activity, 
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an effect that can be demonstrated by using electrical stimulation to stimulate corti-
cothalamic fibers [32]. However, it is not clear when corticothalamic cells discharge 
synchronously at high-frequencies to engage the activity dependent facilitation of 
corticothalamic synapses.

During thalamic activation, produced by BRF stimulation or specific neuro-
modulators applied into the thalamus (e.g. norepinephrine) in anesthetized animals, 
corticothalamic responses are further high-pass filtered [50]. This means that during 
arousal low frequency corticothalamic inputs are suppressed in the thalamus, while 
high frequency inputs are allowed. Such a mechanism may function to regulate the 
activity that can drive thalamocortical cells depending on behavioral state, so that 
only very salient activity from the cortex can drive thalamocortical cells during 
arousal.

Cholinergic Activation of the Thalamus Produces  
Effects similar to Arousal

Neuromodulators produce highly selective effects that set different modes of thala-
mocortical and corticothalamic information processing. Natural behavioral states 
are likely set by a combination of neuromodulators acting in synergy. The choliner-
gic mode is expected to occur during both REM sleep and during states of vigilance 
in awake animals. Cholinergic activation leads to a sharp increase of spontaneous 
thalamocortical tonic firing in VPM, which reduces signal to noise ratios [26, 65]. 
Typically, cells increase their spontaneous firing by more than 10-fold compared to 
the slow oscillation mode. The effect of cholinergic activation on spontaneous fir-
ing is explained by both a direct depolarization of VPM cells and a suppression of 
NRT cell firing. The depolarizing effect of acetylcholine on thalamocortical cells is 
mediated by muscarinic receptors, which block a resting K+ conductance, and the 
hyperpolarizing effect of acetylcholine on NRT cells is produced by activation of a 
K+ conductance [73].

During the cholinergic activated mode, low-frequency sensory responses are a 
bit stronger (increase slightly in probability) and become faster (evoked spikes dis-
play shorter latencies) compared to the slow oscillation mode but signal to noise 
ratios are sharply reduced because thalamocortical cells increase their spontaneous 
firing rates [17, 26, 65]. Another robust change occurs at the level of high-frequency 
sensory processing (Fig. 3.3). During cholinergic activation, thalamocortical cells 
robustly enhance their responses to high-frequency sensory signals, virtually elimi-
nating the low-pass filtering of sensory signals in the sensory thalamus [17]. The 
post synaptic depolarization of thalamocortical neurons produced by cholinergic 
activation is sufficient to eliminate the effect of trigeminothalamic synaptic depres-
sion on the relay of high frequency inputs [14, 17]. Cholinergic activation also re-
duces the effects of inhibition from NRT by suppressing IPSPs in thalamocortical 
cells [14, 17]. Just like the effect of activation produced by BRF stimulation (see 
above), cholinergic activation enlarges the excitatory surround of VPM cells.
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Isolated corticothalamic EPSPs studied in slices (inhibition blocked)are sup-
pressed by acetylcholine, an effect that is independent of the postsynaptic depolar-
izing actions of acetylcholine [50]. However, cholinergic activation in vivo leads 
to an enhancement of low-frequency corticothalamic responses, which reduces the 
amount of facilitation in corticothalamic responses, making thalamocortical cells 
responsive to a wide frequency band of cortical signals [65]. This is likely explained 
because acetylcholine suppresses feedforward inhibition and depolarizes thalamo-
cortical cells, making them more responsive to corticothalamic inputs [50]. Con-
sequently, during cholinergic activation, the selectivity of VPM cells for high-fre-
quency corticothalamic signals (high-pass filtering) is lost. This may cause a major 
problem for thalamocortical sensory processing, because it allows low-frequency 
cortical signals to become effective drivers of thalamocortical cells. Such an effect 
seems undesirable during sensory processing, because thalamocortical cells may 
not be able to distinguish sensory and cortical inputs. One possibility is that the en-
hanced responsiveness to low-frequency cortical signals during cholinergic activa-
tion is related to sensory experiences (dreams) that are driven by internal, top-down, 
representations during REM sleep (when cholinergic activation is strong). During 
REM sleep, cortical cells may be strong drivers of thalamocortical neurons, which 
could serve to feed top-down representations to upper layers of primary sensory 
cortex via the thalamus, perhaps related to sensory experiences during this phase 
of sleep.

Noradrenergic Activation Increases Signal-to-Noise Ratios  
of Thalamocortical Cells

The noradrenergic mode is expected to occur during states of vigilance in attentive 
animals. In VPM, noradrenergic activation leads to a reduction of thalamocortical 
cell firing so that they have basically nil spontaneous firing [65]. The effect of nor-
adrenergic activation on spontaneous thalamocortical firing is completely mediated 
by the NRT because during thalamic disinhibition (block of GABA receptors) nor-
epinephrine no longer suppresses thalamocortical cells. In fact, during disinhibition, 
thalamocortical cells in VPM are excited by norepinephrine. Noradrenergic activa-
tion strongly excites NRT cells, which inhibit thalamocortical cells in VPM [65].

The effects of norepinephrine on sensory responses are similar to those pro-
duced by cholinergic activation but without the increase in spontaneous firing [65]. 
For sensory signals, noradrenergic activation sets sensory processing to a focused 
and noise-free excitatory receptive field, which contrasts with the broad and noisy 
excitatory receptive field characteristic of cholinergic activation. Norepinephrine 
also facilitates the high-frequency responses to whisker stimulation, albeit less ef-
fectively than cholinergic activation.

Noradrenergic activation enhances AW responses but only for one whisker and 
for low-frequency responses. Whereas cholinergic activation enhances high-fre-
quency responses for several AWs, norepinephrine only enhances high-frequency 
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responses for the PW. This indicates that high-frequency sensory inputs are highly 
focused to the center of the receptive field during noradrenergic activation. Con-
sequently, VPM receptive fields are more focused during noradrenergic activation 
than during cholinergic activation.

Similar to the effects of acetylcholine in slices, isolated corticothalamic EPSPs 
are suppressed by norepinephrine [50]. In vivo, noradrenergic activation further 
high-pass filters corticothalamic responses [65]. The high-pass filtering ensures that 
thalamocortical cells are not driven by cortical signals unless those signals arrive 
at high frequencies. This effect is similar to that observed after BRF stimulation in 
anesthetized animals [50]. Thus, for corticothalamic signals, noradrenergic activa-
tion sets corticothalamic processing to a noise-free high-frequency signal detection 
mode.

Noradrenergic activation may provide a dynamic mechanism to focus thalamo-
cortical receptive fields, high-pass filter corticothalamic signals, and enhance sig-
nal-to-noise ratios. Possibly, the more focused receptive fields and higher signal-to-
noise ratios during noradrenergic activation reflect a more appropriate information 
processing mode for spatial discrimination of sensory inputs.

During Active Whisking Thalamocortical Activity Increases

Rodents use their whiskers to navigate the environment by performing fast rhyth-
mic whisker movements. During active exploration, whisking consists in ellipsoid 
movements (which are characterized by whisker protractions) through the air and 
over objects at between 4 and 15 Hz. During active whisking in air, thalamocortical 
cell activity in VPM increases compared to non-whisking [74, 75]. VPM cell firing 
also increases during artificial whisking in air, which is induced by electrical stimu-
lation of motor nerves in a pattern resembling active whisking [76].

Sensory responses evoked by stimuli delivered during active whisking are usu-
ally suppressed compared to non-whisking. For example, whisker follicle or in-
fraorbital nerve stimulation evokes a smaller field potential and/or fewer spikes 
in VPM during active whisking periods than during non-whisking [74, 75]. Also, 
paired-pulse ratios (amplitude of the response to the second stimulus divided by 
the amplitude of the first) are significantly smaller during non-whisking, indicating 
stronger pairedpulse depression. Thus, just like during activated modes [17], thala-
mocortical cells appear to follow high-frequency stimuli much better during active 
whisking. During artificial whisking, most VPM cells enhance their response when 
the whiskers contact an object compared to the response during whisking in air, 
while other cells suppress their responses [76]; cells in the ventrolateral portion of 
VPM appear to convey a pure touch signal because they mostly fire when a whisker 
contacts an object but not during whisking in air, while cells in the dorsal portion of 
VPM may convey both touch and movement signals. However, it is worth noting 
that there may be significant differences between active whisking in behaving rats 
and artificial whisking in anesthetized rats.
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The Whisker Thalamus is not Required for Detection  
of Salient Stimuli

We have employed an active avoidance task to study sensory detection. In this task, 
freely moving rats must detect a whisker conditioned stimulus (WCS) that signals 
an upcoming aversive event (footshock); if the animal detects the WCS, and moves 
(shuttles) to an adjacent compartment (within 7 s after stimulus onset), the aversive 
stimulus is completely avoided. The WCS consists of an electrical pulse (1 ms) 
delivered at 10 Hz to the whisker pad through a pair of implanted wires. The WCS 
produces responses in thalamus, neocortex and other brain areas that are similar to 
those evoked by deflecting a few whiskers simultaneously [68, 77]. Intriguingly, 
reversible or irreversible lesions of the whisker thalamus blocks detection of a low 
salience (low intensity)WCS but does not affect detection of a high salience (high 
intensity) WCS [78, 79]. In the absence of the thalamus, the animals are able to 
detect the high salience WCS with the superior colliculus. However, the whisker 
thalamus alone was not sufficient to detect the low salience WCS; both the thalamus 
and superior colliculus were required to detect low salience stimuli. Trigemino-
thalamic and trigeminotectal whisker pathways work synergistically to detect low 
salient (hard to detect) stimuli, but are redundant during detection of highly salient 
(easy to detect) stimuli.

Thalamic Disinhibition Leads to Epilepsy

Epilepsy has many different causes and there are a number of rodent genetic mod-
els that produce spontaneous seizures involving the thalamocortical network. Apart 
from genetic models, the simplest way to generate seizures in the brain is to impair 
the control that GABA-mediated inhibition has on excitation. This can be accom-
plished by blocking GABA receptors (disinhibition) using specific antagonists. Dis-
inhibition may occur naturally in the brain due to a variety of mechanisms including 
withdrawal of inhibitory synapses or death of inhibitory cells caused by various 
insults, developmental disorders and/or activity-dependent mechanisms.

Block of thalamic GABAA receptors in vivo leads to ~ 3 Hz activity in thalamo-
cortical cells that is translated into ~ 3 Hz spike-wave discharges in the neocortex, 
and these discharges are abolished by subsequent block of thalamic GABAB recep-
tors [80]. Work in vitro has shown that when thalamic GABAA receptors are blocked, 
GABAB-mediated responses are observed in thalamocortical cells due to longer and 
higher frequency bursts in NRT neurons caused by a reduction of intra-NRT inhibi-
tion [81]. The longer time constants of GABAB-mediated hyperpolarization drive the 
slower ~ 3 Hz activity, which is then logically abolished by blocking GABAB recep-
tors. This ~ 3 Hz activity resembles the activity observed during absence seizures, 
and has been proposed as a laboratory model of this disorder (for a review see [82]).

Block of thalamic GABA receptors has robust consequences on sensory respons-
es in VPM indicating strong control of whisker responses by the NRT [27]. During 
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high-frequency (10 Hz) whisker stimulation, thalamic disinhibition enhances short-
latency multiwhisker (PW and AWs) and PW responses but only of “transition stim-
uli”, which are those stimuli in between the first stimulus and the last of a 10 Hz 
train [27], which are those stimuli that are most affected by whisker-evoked IPSPs 
[17]. Thalamic disinhibition also enhances long-latency multiwhisker and PW re-
sponses evoked by all stimuli in a train regardless of their frequency and position 
within a train. Thalamic disinhibition slightly enhances the short-latency response 
of the strongest whisker in the surround during low-frequency stimulation. In ad-
dition, thalamic disinhibition enhances the long-latency response of most of the 
whiskers in the surround during low-frequency stimulation.

During thalamic disinhibition, there are two major effects on corticothalamic 
responses. First, low-frequency responses are strongly enhanced [27]; similar to 
the effects of acetylcholine [65]. Responses to all 10 stimuli in a train at 2 and 
5 Hz are significantly enhanced by thalamic disinhibition. Second, there are com-
plex effects of thalamic disinhibition on frequency-dependent facilitation evoked 
by corticothalamic stimulation. Steady-state facilitated responses (i.e., last 5 stimuli 
in a 10 stimulus train), evoked at 5 and 10 Hz, are further enhanced by disinhibi-
tion. However, the last five stimuli in 20 and 40 Hz trains do not reach a steady 
facilitated state; instead these responses depress after reaching peak facilitation. 
This depression phenomenon appears to be related to the ability of high-frequency 
corticothalamic stimulation (facilitation) to trigger epileptic-like discharges (lead-
ing to post-discharge depression). These discharges are not evoked during thalamic 
disinhibition when high-frequency whisker stimulation is used. Thus, it appears that 
during thalamic disinhibition high-frequency corticothalamic activity can trigger 
seizures.

Thalamocortical Modes Set Neocortex Modes

Thalamocortical Firing controls Activation (Arousal)  
in the Barrelcortex

During quiescence the neocortex generates slow oscillations consisting of Up and 
Down states. The Up states resemble short periods of cortical activation (arousal). 
Sparse thalamocortical activity resulting in low synaptic cooperativity is the best 
trigger of cortical Up states in slices [61, 83]. Similarly, in vivo, the different spon-
taneous tonic firing of thalamocortical cells during different thalamic modes leads 
to different modes in the barrel cortex [84]. Cholinergic stimulation of the thalamus 
increases thalamocortical spontaneous tonic firing and leads to activation(arousal) 
of the barrel cortex. In contrast, noradrenergic stimulation of the thalamus abolishes 
thalamocortical spontaneous tonic firing and leads to deactivation or slow oscilla-
tions in the barrel cortex [84]. Thalamocortical activity per se can control barrel 
cortex activation and deactivation.
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Thalamocortical Firing Suppresses Whisker Responses  
in Barrel Cortex

One of the main findings we have made in behaving animals is that arousal sup-
presses sensory (whisker-evoked) responses in barrel cortex [68, 70, 85]. The sen-
sory suppression caused by arousal is mimicked in anesthetized animals by BRF 
stimulation, and the cause of the suppression has been shown to be the activity 
dependent depression of the thalamocortical pathway [68, 70]. Basically, increases 
in thalamocortical firing caused by arousal depress (or adapt) the thalamocortical 
pathway, so that when low-frequency sensory stimuli arrive in the neocortex they 
encounter an activated barrel cortex and a suppressed thalamocortical pathway. 
Consequently, rapid sensory adaptation mainly occurs during slow oscillation states 
because during arousal increased thalamocortical firing adapts the thalamocortical 
pathway, so that the thalamocortical pathways of alert animals is in the adapted 
(suppressed) state [68]. Cortical sensory responses evoked by whisker stimulation 
at low-frequency during the slow oscillation mode are very large, driving many 
action potentials in single cells, and spread widely in barrel cortex, driving many 
neurons. Sensory suppression during arousal appears to be useful to make cortical 
responses sharper and more selective [85, 86]. Thalamocortical activity per se can 
control sensory responsiveness in barrel cortex.
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Chapter 4
Synaptic Microcircuits in the Barrel Cortex

Gabriele Radnikow, Guanxiao Qi and Dirk Feldmeyer

Abstract An elementary feature of sensory cortices is thought to be their organisa-
tion into functional signal-processing units called ‘cortical columns’. These ele-
mentary units process sensory information arriving from peripheral receptors; they 
are vertically oriented throughout all cortical layers and contain several thousands 
of excitatory and inhibitory synaptic connections. To understand how sensory sig-
nals are transformed into electrical activity in the neocortex it is necessary to eluci-
date the spatial-temporal dynamics of cortical signal processing and the underlying 
neurons and synaptic ‘microcircuits’.

In the somatosensory barrel cortex there appears to be a structural correlate for 
the ‘functional’ cortical column. Therefore, it has become an attractive model sys-
tem to study the synaptic microcircuitry in the neocortex. Although many synaptic 
connections in whisker-related cortical ‘columns’ have been characterised over the 
past years our knowledge is far from complete, in particular with respect to inhibito-
ry connections. In this chapter we will summarise recent data on different excitatory 
and inhibitory synaptic connections in a whisker-related ‘column’ of the somatosen-
sory cortex and try to outline their function in the neuronal network. This requires 
an appreciation of the diverse types of excitatory and inhibitory neurons and their 
function within cortical columns and beyond. When necessary, we will also discuss 
the synaptic input from and to subcortical structures, in particular the thalamus. 
However, we will not provide a detailed description of the functional mechanisms 
of these connections; this is beyond the scope of this chapter.
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Keywords Sensory cortices · Cortical columns · Cortical signal processing 
· Somatosensory barrel cortex · Excitatory and inhibitory synaptic connection · 
Thalamus

Abbreviations

5-HT3aR Serotonin 3a receptor
AP Action potential
BC Basket cell
BPC Bipolar cell
BTC Bitufted cell
CB Calbindin
CC Corticocortical
ChR2 Channelrhodopsin 2
CR Calretinin
CT Corticothalamic
c.v. Coefficient of variation
DBC Double bouquet cell
ENGC Elongated neurogliaform cell
EPSP Excitatory postsynaptic potential
FS Fast spiking
IPSP Inhibitory postsynaptic potential
KCC2 Potassium chloride co-transporter
LTS Low threshold spiking
MB Multipolar bursting
M1 The primary motor cortex
NGFC Neurogliaform cell
NPY Neuropeptide Y
POm Posterior medial
PPR Paired pulse ratio
PV Parvalbumin
SBC Single bouquet cell
SOM Somatostatin
S1 The primary somatosensory
S2 The secondary somatosensory
TC Thalamocortical
VIP Vasoactive intestinal peptide
vM1 The primary vibrissal motor cortex
VPM Ventroposterior medial

Introduction

The whisker-related portion of the primary somatosensory (S1) area (the ‘barrel 
cortex’) in rodents exhibits a topological organisation similar to the peripheral (con-
tralateral) tactile receptors, the vibrissae on the rodent’s snout. Because of this the 
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barrel cortex has become a model system for investigating synaptic microcircuits 
and even long-range synaptic connectivity related to the structural representation of 
sensory receptors (for recent reviews see e.g. [1–3]).

In this chapter we will attempt to provide an overview of the neuronal composi-
tion of ‘barrel columns’ [4] and their local (in contrast to long-range) excitatory and 
inhibitory synaptic connections. In particular, we will concentrate on those synap-
tic connections for which the morphology and the functional properties for both 
pre- and postsynaptic neurons have been characterised; this was mostly done using 
paired or multiple recordings. Only when little or no information is available for the 
barrel cortex, we will also refer to synaptic connections and their functional roles 
in other cortical areas.

Our description of the synaptic network in the barrel cortex and its activation 
will start with the thalamocortical (TC) input to this cortical region. We will then 
proceed with the description of individual, mostly monosynaptic neuronal micro-
circuits. Neocortical microcircuits can be classified as excitatory or inhibitory, 
feed-forward, feedback and/or recurrent and synaptic connections to and within 
the barrel cortex are heavily interdigitated. Thus, drawing a sequential activation 
scheme is extremely complicated. Nevertheless, we have to use a starting point for 
the description of synaptic connections in the barrel ‘column’, i.e. neurons above 
and below a single barrel. We will therefore begin with the ‘canonical microcircuit’ 
(Fig. 4.1) [5–8] although this description is certainly oversimplified in the light 
of present-day knowledge about the neuronal microcircuitry in the neocortex. The 

P5 + 6

P2 + 3
 (4)

Smooth
cells

Thalamus

Fig. 4.1  The concept of canonical microcircuits. Schematic of the ‘canonical microcircuit’ of 
synaptic connections in a sensory cortical area as described by Douglas and Martin (1991) [5] for 
the visual cortex. Open triangles: excitatory synaptic contacts; closed triangles, inhibitory con-
tacts. Note that layers 2/3 and 4 are treated as ‘input layers’ and layers 5 and 6 as ‘output layers’. 
Inhibitory interneurons of all cortical layers are lumped together as ‘smooth cells’. However, the 
‘canonical microcircuit’ shown here suggests the thalamic input to all cortical layers and represents 
already the high degree of reciprocal and recurrent connectivity in the neocortex. Modified from 
Douglas and Martin 1991 [5]
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‘canonical microcircuit’ describes cortical layer 4 as the main thalamocortical input 
station and we will begin from there and subsequently proceed with synaptic con-
nections to and within layer 2/3, then layer 5 and finally layer 6. In this chapter, 
long-range projections of excitatory neurons in the barrel cortex from and to other 
cortical and subcortical areas are discussed only in passing and when needed. More 
detailed descriptions can be found elsewhere (for reviews see [9–11]).

Because of the high degree of recurrent synaptic connections both within and 
between cortical layers, the description of interneuron signalling in the framework 
of the ‘canonical microcircuit’ is fraught with problems. Nevertheless, for the sake 
of consistency we will use the same layer sequence as for excitatory neurons (with 
layer 1, the layer that contains predominantly GABAergic neurons, placed in layers 
2/3, 4 and 5). Only recently, interneuron connectivity, their activation and synaptic 
properties are beginning to emerge, a fact that is mainly due to the large number of 
structurally and functionally different interneuron types. Interneurons are recruited 
via many different mechanisms which will be discussed in this chapter. Here, we 
will describe specific subsets of interneuron microcircuits in the different cortical 
layers. However, a comprehensive connectivity map for GABAergic interneurons 
in the barrel cortex has not been achieved to date. Therefore, further studies on the 
distribution, morphology and function of interneuron types in a ‘barrel column’ and 
the synaptic microcircuits they form are required.

Synaptic Microcircuits Between Excitatory Neurons  
in the ‘Barrel Column’

Thalamic Input to the Barrel Cortex

The last 15 years have seen intensive research with respect to the synaptic con-
nectivity of a barrel-related cortical column. However, the main focus of this re-
search was on excitatory neurons and hence the excitatory signal flow in a ‘barrel 
column’ is much better known than the inhibitory synaptic connectivity. Here, we 
will outline the excitatory connections from the whisker thalamus to and within the 
neocortex (see also [3, 8, 10]).

Almost all layers of the barrel cortex receive synaptic input from either the ven-
troposterior medial (VPM; lemniscal pathway) or the posterior medial (POm; para-
lemniscal pathway) nucleus of the thalamus [12]. Axons from VPM neurons target 
mainly lower layer 3, 4, 5B and 6A (see Fig. 4.2, red lines; see also Fig. 4.3a; [13, 
14]). Other cortical layers are almost devoid of VPM boutons; however, most of 
these layers receive TC synaptic input from POm. The majority of POm axons ter-
minate in layers 5A and 1 with some boutons also being present in layers 2, 5B/6A 
and the septa betweens the barrels in layer 4 (see Fig. 4.3, green lines; [13–15]). 
Layer 2 receives very little TC input from either VPM or POm and apparently layer 
6B none at all.
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The highest density of TC afferents per dendritic length can be found in layer 
4 [14, 16–19], which can therefore be considered to be the major thalamorecipient 
layer of the somatosensory barrel cortex. The axonal projection pattern of TC af-
ferents is often barrel-related as can be seen in Fig. 4.3a. Similarly, excitatory L4 
neurons and several different types of GABAergic L4 interneurons show a axonal 
projection pattern that is related to the ‘barrel column’as do CT L6A pyramidal cells 
and a subtype of L6B pyramidal cells (Fig. 4.3b, 4.3c, 4.3d, 4.3e).

In layer 4, the lemniscal afferents from VPM neurons establish synaptic connec-
tions with both excitatory and inhibitory neurons located in one specific barrel as 
shown in electron microscopic studies by Ed White’s group [20–23]. The majority of 
the VPM boutons synapse onto excitatory neurons because these outnumber L4 inter-
neurons by far (inhibitory/excitatory neuron ratio in layer 4 ~ 8 % vs. 92 %; [24, 25]). 
Excitatory L4 neuron types contacted by VPM afferents are spiny stellate and star py-
ramidal neurons [14, 26, 27]. However, synaptic contacts formed by VPM axons com-
prise only about 10–20 % of the total number of synaptic contacts in layer 4 [20, 28] 
and are therefore considerably outnumbered by the intracortical synaptic connections.

The average amplitude of unitary EPSPs at the monosynaptic VPM-L4 spiny 
neuron connection is ~ 1 mV measured under in vivo conditions during anaesthesia 
and is reduced even further under mild sedation [27]. This suggests that this syn-
apse is of very low efficacy. However, after stimulation of the whiskers, synaptic 
inputs from VPM neurons onto L4 spiny neurons are relatively frequent and often 
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that of POm is low and vice versa. Modified from Meyer et al. 2010 [13]with permission from 
Oxford University Press
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show synchronous activity. Therefore, amplification via intralaminar synaptic con-
nections in layer 4 is not required to drive the intracortical signal flow [27, 29, 30]. 
Recently, synaptic contacts between VPM and L4 spiny neurons and corticocortical 
(CC) synapses have been shown to be similarly ‘weak’ (i.e. of low efficacy). They 
also show a largely overlapping distribution (with the TC synapses being slightly 
more proximal; [31, 32]). Therefore, the commonly held notion that individual TC 
L4 synapses must be stronger than intracortical L4 synapses is not correct. The 
observed ‘strength’ of the TC input is likely to result from coincident activation of 
VPM inputs [31, 32].

Intralaminar and Translaminar Excitatory-Excitatory Connections 
in the Barrel Cortex

The TC activation of neurons in different layers of the barrel cortex can be consid-
ered as the initiation of intracortical signal processing. Significant advances were 
made with respect to the study of intracortical excitatory neuronal connections and 
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their synaptic properties. The main focus of this section will be on correlated func-
tional and structural approaches in the characterisation of intracortical connectivity 
mainly using paired recordings combined with biocytin fillings from synaptically 
coupled neurons (for an example see Fig. 4.4 which shows an excitatory L4-L2/3 
connection).

Synaptic microcircuits have been proposed to exist either in the lemniscal or 
the paralemniscal streams [33–35]. These two streams of thalamocortical signal-
ling may interact within the barrel cortex and result also in corticothalamic feed-
back to thalamic nuclei in both the lemniscal and paralemniscal pathway (Fig. 4.5a, 
b, c). Within the barrel cortex, neuronal connections can be subdivided into lo-
cal intracolumnar, translaminar connections as well as lateral connections between 
cortical columns. We will use this terminology for both excitatory and inhibito-
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ings. Recording from a pair of synaptically coupled neurons. Here, a translaminar synaptic connec-
tion between a L4 spiny neuron and a L2/3 pyramidal cell is shown. a top panel: the presynaptic 
AP elicits uEPSPs in the postsynaptic L2/3 pyramidal cell of various amplitudes. Occasionally, 
failures can also be observed. Middle panel, variation of the uEPSP amplitudes over time for this 
connection. Bottom panel, normalised variability (c.v.) of L4-L2/3 synaptic connections. Note that 
this connection type is very reliable, i.e. has a high release probability. b light microscopy recon-
struction of a synaptically coupled L4 spiny neuron and a L2/3 pyramidal cell. The dendrite and 
axon of the presynaptic L4 spiny neuron are red and blue respectively, those of the postsynaptic 
L2/3 pyramidal cells black and green. Inset, dendritic domain of the L2/3 pyramidal cell with blue 
dots marking the location of light microscopically identified, putative synaptic contacts on basal 
and proximal apical oblique dendrites. c electron microscopic verification of the putative L4-L2/3 
synaptic contacts. Modified from Feldmeyer et al. 2002 [45] (a) and Silver et al. 2003 [47] (b, c) 
with permission from John Wiley and Sons Publisher and AAAS
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ry neurons in the barrel cortex. Furthermore, long-range axonal projections form 
synaptic contacts with neurons in other ipsi- and contralateral cortical areas as well 
as subcortical targets.

Throughout this overview we will provide published ‘connectivity ratios’ for 
specific synaptic connections derived from recordings in acute slice preparations. 
Such connectivity estimates are subject to many errors: Most frequently, truncation 
of dendritic and axonal projection will result in underestimates of the connectivity. 
In addition, weak synaptic connection with a low release probability may not be 
resolved; also, dendritic filtering may attenuate substantially synaptic input to distal 
dendritic branches so that they remain undetected during somatic recordings. All 
these factors will affect the reliability and validity of cortical connectivity maps. 
When appropriate, such issues will be discussed below.

Layer 4 Serves to Distribute Intracortical Excitation

In layer 4 of the barrel cortex, the excitatory target neurons of VPM axons are spiny 
stellate cells, star pyramids and L4 pyramidal neurons [26, 27, 36]. There appear 
to be no major differences in the intrinsic electrical properties of these L4 spiny 
neuron types [37, 39; but see 40, 41].

The axons and dendrites of both spiny stellate and star pyramid neurons gener-
ally exhibit a ‘barrel column’-related spatial arrangement (Fig. 4.3b and 4.5d; [37, 
38]). The dendritic domain of spiny stellate cells is confined to a barrel in layer 4 
and their axonal domain is largely columnar with a very high density of axonal 
collaterals in layers 4 and 2/3; projections to infragranular layers are sparse. Star 
pyramids, on the other hand have an untufted apical dendrite that project to layer 
2/3; the density of axonal collaterals in layers 4 and 2/3 is significantly lower than 
that of spiny stellate cells while they appear to possess more axonal collaterals in 
deep cortical layers.

A subset of L4 spiny neurons send axonal collaterals into neighbouring barrels 
where they branch profusely, mostly within layer 4 [38]. Such axonal projections 
very likely contact other L4 spiny neurons as well as L4 interneurons thereby serving 
inter-barrel signal processing; this branching pattern may account for less focussed 
subthreshold receptive fields of L4 spiny neurons shown previously in vivo [26].

corticothalamic feedback loop. Note that VPM and POm inputs interdigitated at several different 
stations, e.g. in L5A which receives direct input from the POm and indirect input from the VPM 
(via L4 spiny neurons); a second example are are L5B neurons that receive input from the VPM 
and project to the POm. d Excitatory neuron types involved in these connections. L2 and L3 
pyramidal cells are from Bruno et al. 2009 [67], the L5A pyramidal cell from Oberlaender et al. 
2011 [93]. Three-dimensional axon morphologies of individual layer 5 neurons indicate cell type-
specific intracortical pathways for whisker motion and touch. (modified from Proc. Natl. Acad. 
Sci. 108, 4188–4193 with permission) and corticothalamic (CT) and corticocortical (CC) L6A 
pyramidal cells (Zhang and Deschênes 1997 [56]; modified from Oxford University Press with 
permission) are from in vivo biocytin fillings; the L4 spiny neuron and the L5B pyramidal cell 
(Markram et al. 1997 [100]; modified from John Wiley and Sons Publisher with permission) from 
in vitro fillings. Somatodendritic domain in red, axonal arbour in blue
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Within a barrel, L4 spiny neurons are organised in clusters of up to ~ 10 cells 
in which they are highly interconnected with other L4 spiny neurons in the same 
barrel; the connectivity ratios reported for this connection range from 25 to 36 %; 
of those 20–30 % are reciprocally coupled [24, 39; see also 42]. Until now, this 
synaptic coupling ratio is the highest reported for excitatory neurons. Excitatory 
connections between L4 spiny neurons in adjacent barrels may also exist: a few L4 
spiny neurons have an axonal arbour showing a bifurcation in layer 5A that gives 
rise to collaterals projecting a neighbouring barrel [38].

Presynaptic L4 spiny neuron axons establish on average between two and five 
synaptic contacts on the postsynaptic L4 spiny neuron dendrites; the average geo-
metric distance of these contacts from the soma was ~ 70 µm. The excitatory L4-
L4 connections are of a relatively high efficacy (average unitary EPSP (uEPSP) 
amplitude of 1.6 mV) and a high reliability which suggests a high synaptic release 
probability [39]; however, the release probability of neocortical excitatory connec-
tions decreases in fully mature rodents [43]. Some unitary L4-L4 connections are 
exceptionally strong with uEPSPs > 10 mV that can initiate action potentials (APs) 
in the postsynaptic neurons. Such connections are also able to sustain disynaptic 
excitation [39].

L4 spiny neurons distribute thalamic excitation to other super- and infragranular 
layers. Of these, layer 2/3 is the main target region and exhibits a very high density 
of axon collaterals from L4 spiny neurons [37, 44]. The connectivity ratio for ex-
citatory synaptic connections between L4 spiny neurons and L2/3 pyramidal cells 
is about 10–15 % [24, 45]; such a high value in acute brain slice preparations is 
remarkable given the fact that the axonal pathway of the presynaptic neurons is in 
the order of several hundred µm.

The majority of L2/3 pyramidal neurons innervated by L4 spiny neuron axons 
are directly above the home barrel, i.e. within the home ‘barrel column’ (Fig. 4.4). 
This finding has been confirmed in studies using photo-release of caged glutamate 
which demonstrated that the most dominant input to L2/3 pyramidal neurons origi-
nates in layer 4; other cortical layers show significantly lower contributions [33, 36, 
46]. The translaminar L4-L2/3 connection is exclusively unilateral, i.e. there are no 
reciprocal L4-L2/3 excitatory connections [24, 45].

The L4-L2/3 connection is relatively efficacious (uEPSPs between 0.6 and 
1.0 mV; Fig. 4.4a) and exhibits a high release probability (Pr ~ 0.8; [45, 47]). Synap-
tic contacts established by the presynaptic L4 axon are mainly on the basal dendrites 
of the postsynaptic L2/3 pyramidal cells; the number of contacts per connection is 
between four and five and they are found at an average distance of ~ 70 µm from 
the soma (Fig. 4.4b, c).

In addition to innervating other L4 spiny neurons and L2/3 pyramidal cells, L4 
spiny neurons have also been shown to form synaptic connections with L5A, L5B 
and L6A pyramidal cells in the same ‘barrel column’ [48, 49]. This suggests that 
direct, monosynaptic signalling pathways to infragranular layers exist, in addition to 
the well-known indirect excitatory synaptic connections from layer 4 via layer 2/3 to 
layer 5 (see below). The connectivity between L4 spiny neurons and pyramidal neu-
rons in layers 5A and 5B is with ~ 10 % also relatively high. However, the efficacy 
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of these connections is somewhat lower (average uEPSP amplitude ~ 0.6 mV) com-
pared to that of L4-L4 and the L4-L2/3 connections [24, 48, 50–53]. It should be 
noted that the L4-L5A connection is the first convergence of the proposed ‘lemnis-
cal’ and ‘paralemniscal’ synaptic signalling streams in the barrel cortex.

L4 spiny neurons contact L5A pyramidal cells mainly on the basal dendrites 
although synaptic contacts on the apical tuft branches have also been demonstrat-
ed [48]. The distribution of synaptic contacts at the L4-L5A connection overlaps 
largely with that calculated for the POm TC input to these neurons [13, 14, 52]. The 
fast EPSP time course at the L4-L5B connection suggests that synaptic contacts 
are also made on proximal, i.e. basal dendrites. Because L4 spiny neurons have a 
dense axonal projection in layer 2/3 it is also very likely that distal synaptic con-
tacts are established on the apical tuft dendrites of L5B pyramidal cells. However, 
thick-tufted L5B pyramidal cells are electrotonically not very compact and EPSPs 
from such distal synaptic contacts are subject to strong dendritic filtering so that it 
is likely that they will be masked in somatic recordings; they can only be resolved 
by recording from apical dendrites.

L4 spiny neurons innervate also L6 pyramidal cells, at least those in sublami-
na 6A albeit at a very low connectivity ratio of ~ 3 % [24, 49, 54, 55]. However, 
the innervation domain of L4 spiny stellate cells and L4 star pyramids with L6A 
pyramidal cells is distinct: the former establish synaptic contacts with apical tuft 
dendrites of L6 pyramidal cells (which terminate in layer 4) while the latter target 
predominately basal dendrites [54]. The differential innervation pattern by these L4 
spiny neuron types is most likely due to their different axon projection pattern. This 
suggests different computational roles for the two types of L4 excitatory neurons in 
the L4-L6A excitatory synaptic pathway.

It should be noted that because of strong dendritic filtering EPSPs from distal 
synaptic inputs have a very slow time course and significantly attenuated amplitude 
when recorded at the soma. Therefore, only very large EPSPs originating at distal 
contacts will be detected; small EPSPs from these sites cannot be resolved. This will 
lead to a significant underestimation of the true connectivity rates.

L4 spiny neurons are connected to excitatory neurons in every cortical layer, 
which suggests that these neurons are responsible for the vertical distribution of 
incoming sensory signals. Although L4 spiny neuron axons project mainly within 
a ‘barrel column’ (and are therefore a kind of ‘excitatory’ interneuron) they are an 
integral part of several intracortical and cortical-subcortical neuronal networks and 
may serve to link and integrate different thalamocortical signalling streams such 
as the lemniscal and paralemniscal pathways (Fig. 4.5c). For example, they are in-
volved in both feed-forward signalling within the S1 cortex and to other cortices via 
corticocortically projecting L2/3, L5 and L6 pyramidal neurons. In addition, they 
are also an element in synaptic feedback signalling structures between cortex and 
thalamus (via e.g. CT L6A pyramidal neurons, see Fig. 4.5c). In contrast, very few 
excitatory neuron types from other layers of the S1 barrel cortex establish synapses 
with L4 spiny neurons, with apparent connectivity ratios < 1 % [24]. The axonal 
arbour of CT L6A pyramidal neurons with its marked collateralisation at the level 
of a L4 barrel (see Fig. 4.2c) suggests that these neurons form synaptic connections 
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with L4 spiny neurons [56, 57]. This has been demonstrated for visual cortex [58, 
59] and very recently also for barrel cortex [49, 60].

Vertical and Horizontal Spread of Synaptic Signalling in Layer 2/3 of the 
Barrel Cortex

Initially the spread of intracortical excitation is largely vertical from the VPM to a 
barrel in layer 4 and then to pyramidal cells in layer 2/3 of the home ‘barrel column’ 
[33, 44–46, 61]. In addition to this input from L4 spiny neurons, deep L2/3 pyrami-
dal cells (also called L3 pyramidal cells; Fig. 4.5d) receive also direct input from 
the VPM [13, 14, 17, 62]. Input to the apical tufts of L2/3 pyramidal cells via POm 
afferents is also likely because these axons project to this layer (see above; [14, 63]). 
The prime target neurons for this input are probably L2 pyramidal cells because 
they have apical dendrites with a broad tuft region in layer 1 and are in a very good 
position to form synaptic contacts with POm axons running in that cortical layer 
(Fig. 4.5d). L3 pyramids have only slender apical tufts and thus are less likely to be 
contacted by POm axons [14, 36, 44, 46, 64; see also 65].

The majority of L2/3 pyramidal neurons have a main axon that exhibits (often 
long-range) horizontal collaterals predominately projecting in layers 2/3 and 5 over 
several ‘barrel columns’ in the S1 cortex and to other cortices such as the second-
ary somatosensory (S2) and the primary motor cortex (M1); in contrast, layer 4 is 
almost devoid of L2/3 axon collaterals [9, 64, 66, 67]. In addition to this more com-
mon type a small subset of L3 pyramidal cells in the barrel cortex show a much nar-
rower axonal field span in supra- and infragranular layer and show some collaterals 
in layer 4 [66, 67]. Furthermore, some L2 pyramidal cell with an almost horizontal 
main (‘apical’) dendrite have been found; these neurons are located right at the bor-
der of layers 1 and 2. Thus, layer 2/3 contains several distinct pyramidal cell types 
with distinct morphologies. How this is related to different functions in the barrel 
cortex network remains to be determined.

Photostimulation of barrel cortex L2/3 pyramidal cells through glutamate un-
caging demonstrated that these neurons have differential synaptic input patterns 
depending on their lamina depth [33, 46, 51]. These studies showed that both L2 
and L3 pyramidal cells receive synaptic input from L4 spiny neurons in the same 
‘barrel column’ (see above). However, L2 pyramidal cells above septa between two 
neighbouring L4 barrels are stronger excited by L5A pyramidal cells then ‘septal’ 
L3 pyramidal cells. Because L4 spiny neurons are the major targets of the ‘lemnis-
cal’ (VPM) thalamic afferents and L5A pyramidal cells those of the ‘paralemnis-
cal’ (POm) afferents it has been suggested that the L4-L2/3 connections and the 
L5A-septal L2 connections represent intracortical sections of the lemniscal and the 
paralemniscal pathways, respectively [33, 34, 36, 46]. These two pathways have 
been proposed to converge in layer 2. It should be noted, however, that layer 2 is 
not the only cortical layer where this takes place: L5A pyramidal cells receive direct 
POm (paralemniscal) and indirect lemniscal input via L4 spiny neurons and L3 and 
L6A pyramidal neurons, both of which are directly innervated by VPM (see above). 
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Furthermore, L4 septal neurons are targeted by both the lemniscal pathway [68] and 
the paralemniscal POm afferents [35, 69, 70]. Thus the septum between barrels may 
be considered as a third region were the two whisker-to-barrel cortex pathways con-
verge. Finally, L5B pyramidal, that are innervated by the ‘lemniscal’ VPM nucleus 
of the thalamus [14, 15, 70], project back to the ‘paralemniscal’ POm nucleus where 
they synapse onto thalamic relay neurons [71–73]. A similar TC-CT projection may 
also be present in layer 6A [56]. In summary, this data suggests that the lemniscal 
and paralemniscal whisker-to-barrel pathways are not separate but interact at mul-
tiple stations, in particular in the barrel cortex but also at a thalamic level.

From L2/3 pyramidal cells intracortical excitation is distributed locally to other 
L2/3 pyramidal cells [64, 74, 75], vertically to infragranular layers (in particular 
to L5A and L5B pyramidal cells; [24, 51–53, 76–78]) and also across several S1 
‘barrel columns’ both within layers 2/3 and 5 [79]. In addition, L2/3 pyramidal cells 
have long-range axonal projections to the S2, M1 and other cortices. Thus, L2/3 
pyramidal cells will integrate the synaptic activity of several ‘barrel columns’ sur-
rounding their home ‘barrel column’ as well as that from other cortical areas.

Detailed information of unitary synaptic connections with L2/3 pyramidal cells 
is only available for L2/3-L2/3 connections and to a lesser extent for L2/3-L5 con-
nections. The connectivity ratio of local L2/3-L2/3 pyramidal cell connections has 
been reported to be ~ 10–20 %. The mean uEPSP amplitude at this connection is be-
tween ~ 0.7 and 1.0 mV with a relative high Pr of 0.7–0.8, a value comparable to that 
of excitatory L4-L2/3 connections [64, 75]; in mice, for which the L2/3-L2/3 con-
nectivity ratio was similar (17 %) to that of rat, the synaptic efficacy was markedly 
lower (~ 0.4 mV; [78]). It is of note, however, that the synaptic connectivity and 
strength of this connection are not stable parameters but can be altered by processes 
such as sensory deprivation [80]. In L2/3-L2/3 connections, presynaptic L2/3 py-
ramidal cells establish two to four synaptic contacts at a mean distance of ~ 90 µm 
from the soma of the postsynaptic neuron. The majority of synaptic contacts are 
located on the basal dendrites with a few contacts being formed on proximal apical 
oblique dendrites [64, 81].

As stated above, L2/3 pyramidal cell axons descend to infragranular layers where 
they arborise extensively, in particular in layer 5. Here, they establish synaptic con-
tacts with the basal dendrites of both L5A and L5B pyramidal cells [24, 51, 52, 76]. 
L2/3-L5 pyramidal cell connections are relatively weak (0.1 mV at postnatal day 28) 
and often display short-term facilitation indicative of a low release probability [76]. 
It has been reported that L2/3 pyramidal cells establish synaptic connections with 
two L5 pyramidal cells with a higher probability when these postsynaptic neurons 
are reciprocally coupled. In contrast, the probability of two L2/3 pyramidal cells be-
ing connected with a L5 pyramidal cell is lower when these two presynaptic neurons 
are reciprocally connected. This has been taken to suggest that L2/3 pyramidal cells 
converge onto ‘subnetworks’ of synaptically coupled L5 pyramidal cells while L5 
pyramidal cells integrate the activity of different ‘subnetworks’ of L2/3 pyramidal 
cells which might code for different stimulus features [82]. Unfortunately, the study 
does not supply structural information on the L2/3-L5 connections which makes it 
difficult to judge whether there is a true ‘connection specificity’ as proposed there.
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Thus, L2/3 pyramidal cells are in a position where the vertical signal transfer 
in the home ‘barrel column’ (via L4-L2/3 connection and L2/3-L5 connections; 
Fig. 4.5a) can expand in a horizontal direction in particular in layers 2/3 and 5. 
Here, they can establish synaptic connections with other pyramidal cells in differ-
ent cortical domains (i.e. ‘barrel columns’) or areas. They may therefore coordinate 
the synaptic activity in the home ‘barrel column’ with that in neighbouring ‘barrel 
columns’ and other cortices. In addition, some L2/3 pyramidal cells project corti-
cocallosally to the contralateral S1 barrel cortex [83, 84] and may thereby serve to 
integrate the sensory input to the two different hemispheres.

Layer 5 as the Main Cortical Output Layer

Layer 5 is considered to be the main output layer of neocortex; it contains pyramidal 
neurons with three distinct dendritic morphologies: those with slender apical tufts, 
those with thick, elaborate apical tufts and those with short, virtually untufted api-
cal dendrites. Most slender-tufted pyramidal cells are located in lamina 5A; thick-
tufted pyramidal cells, on the other hand, are mostly present in lamina 5B [64, 66, 
85, 86] (Fig. 4.5d). Untufted pyramidal cells can be found in both lamina 5A and 
5B, albeit at a low density [66]. Both the slender- and thick-tufted pyramidal cells 
have been shown to receive TC synaptic input [14, 52]. TC projections onto slender-
tufted L5A pyramidal cells are almost exclusively from POm. In contrast, the TC 
input to thick-tufted L5B pyramidal cells arises mostly from VPM. However, POm 
afferents may also contribute to this input albeit to a significantly smaller degree 
(see Fig. 4.1; [14]). In addition, some of the POm TC input may also arrive in the 
terminal tuft dendrites via the POm afferents in layer 1.

The axons of the short, untufted L5 pyramidal cells project extensively to layer 
2/3, in particular to the deeper portion of this layer (i.e. layer 3); the axon density in 
layers 5 and 6 is considerably lower [66]. At least a subset of the short, untufted L5 
pyramidal cells projects via the corpus callosum to the contralateral S1 cortex [87, 
88]. This is in accodance with findings on short L5 pyramidal cells in visual and 
auditory cortex (e.g. [89–92]).

Slender-tufted L5A pyramidal cells have a very characteristic axon with many 
branches ascending to layers 2/3 and 1 where they collateralise extensively [66, 
87, 93] (Fig. 4.5d). The total intracortical axonal length of the L5A pyramidal cell 
exceeds that of L5B pyramidal cells by a factor of two. The L5A axon projects 
throughout the entire barrel field (both along rows and arcs) and beyond to ipsilat-
eral cortical areas such as the whisker-related M1 cortex [93, 94] and to the contra-
lateral S1 cortex [87].

The axon of thick-tufted L5B pyramidal cells projects largely (~ 60 %) within 
layer 5; the length of supragranular axon collaterals is significantly lower than that 
of the slender-tufted or untufted L5 pyramidal cells. Thick-tufted L5B pyramidal 
cells target several cortical and subcortical brain regions such as the thalamic nuclei, 
the superior colliculi (tectum), the striatum, the trigeminal nuclei etc. both on the 
ipsi- and contralateral brain hemisphere [87, 94–97]. Different L5B pyramidal cell 
subtypes differ in their passive electrical properties, their AP firing characteristics 
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and their gene/protein expression profiles (e.g. [97, 98]) and are thus likely to pro-
cess incoming sensory input differently.

L5A pyramidal cells receive most of intracortical synaptic inputs from corti-
cal layers 2, 3, and 4 (connectivity ratios: ~10, ~6 and ~ 12 %, respectively); the 
synaptic properties of these connections have been described above. The strongest 
excitatory synaptic input to the slender-tufted L5A pyramidal cells is from other 
L5A pyramidal cells. Here, the local intralaminar connectivity (within ~ 50–100 µm 
soma distance) is ~ 20 % of which 15 % are reciprocal. Synaptically coupled L5A 
pyramidal cell pairs form between one and six contacts most of which are located 
on the basal dendrites; however, there are also contacts established with the apical 
dendritic tuft in line with the axonal projection pattern of the L5A pyramidal cells. 
The L5A-L5A connection had a relatively high release probability and an average 
uEPSP amplitude of 0.3–0.6 mV [99]. Cell bodies and apical dendrites of synap-
tically connected L5A pyramidal cells were often found to be located below the 
border of ‘barrel columns’ and show a tendency towards vertical clustering [99]. 
Such an organisation is consistent with (but not necessarily proof of) the concept 
of a separate ‘septal’ neuronal network recruited (see above and [35] for a review). 
This network is recruited by POm and may play a role in the modulation of whisker 
motion.

In vitro paired recordings showed that L5A pyramidal cells establish synaptic 
connections with L2 and L3 pyramidal cells more frequently than the thick-tufted 
L5B pyramidal cells (connectivity ratio 2 and 4 %, respectively, vs. 1 and 2 %; [24]) 
reflecting the higher axonal density of L5A pyramidal cells in layer 2/3 [93]. Stud-
ies using either photostimulation by glutamate uncaging or activation of channel-
rhodopsin 2 (ChR2) obtained similar results [33, 34, 46, 52].

L5B pyramidal cell pairs have a connectivity ratio of ~ 5–10 % with some of them 
showing reciprocal connectivity [15, 24, 76, 88, 100–102]. The connectivity proba-
bility was lower for thick-tufted L5B-L5B connections than for slender-tufted L5A-
L5A connections; however, the number of L5B-L5B synaptic contacts (established 
both on basal dendrites and apical dendritic tufts at a mean distance of ~ 150 µm) 
was higher than reported for L5A-L5A pyramidal cell pairs. L5B-L5B connections 
have a high synaptic efficacy with mean uEPSP amplitudes ranging from 0.7 to 
1.3 mV [24, 88, 100] and a release probability of 0.45 under near-physiological 
conditions [103], i.e. lower than that of L4-L4 and L4-L2/3 connections. It has also 
been postulated that L5B pyramidal neurons are organised in clusters with a high 
connectivity and efficacy [104]. Furthermore, L5 pyramidal cells with different 
projection targets supposedly form distinct neuronal subnetworks with differential 
connectivity patterns. So far, this has been proposed for visual, frontal and motor 
cortex [97, 105–108]. The connectivity ratio and strength within these networks is 
specific and non-random, although it remains unclear how such a specificity might 
be achieved. However, in these studies, the apparent specificity of synaptic connec-
tions was not based morphological properties of the individual synaptic connection 
types because these were not determined. Therefore, the above-mentioned studies 
do not disprove the hypothesis that synaptic connectivity follows a non-specific 
probability of axodendritic overlap [109–112].
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Ascending L5B-L5A connections appear to be rare [24] because of the sparse 
ascending axonal domain of thick-tufted L5B pyramidal cells [93, 113]. In contrast 
axonal collaterals of L5A pyramidal cells establish synaptic contacts with thick-
tufted L5B pyramidal cell dendrites with a significantly higher connection prob-
ability suggesting a directed signal flow between the two sublaminae. Given that 
the axonal projection of L5A pyramidal cells is broad and dense at the layer 1/layer 
2 border, it is highly probable that synaptic contacts are predominantly made on the 
apical tuft dendrites [93]. However, somatic recordings in slice preparations would 
result in an underestimate of the true connectivity not only because of axonal trun-
cations but also because uEPSPs from tuft dendrites would largely disappear in the 
electrical and synaptic ‘noise’ in somatic recordings from these neurons.

It has been suggested that L5A and L5B pyramidal cells interact via the follow-
ing mechanisms [93]: Slender-tufted L5A pyramidal cells respond to changes in 
the motion and phase of whiskers but fire very little after passive touch [114, 115]. 
Because of their profuse axonal arborisation at the layer 1 and 2 border these neu-
rons may integrate the synaptic activity of several ‘barrel columns’ thereby ‘phase-
locking’ the membrane potential in L2/3 pyramidal cell dendrites to the whisking 
cycle. Slender-tufted L5A pyramidal cells will also recruit thick-tufted L5B pyrami-
dal neurons which are very responsive to passive whisker touch [116], most likely 
through direct synaptic input from the VPM [13, 14, 34, 52, 117, 118]. Furthermore, 
during exploratory behaviour of the rodent e.g. during object location, the slender-
tufted L5A pyramidal cells and the VPM afferents are activated almost simultane-
ously. In turn, L5B pyramidal cells will be depolarised at both the basal dendrites 
(by VPM afferents) and the apical tufts (by the L5A pyramidal cell axons). This will 
lead to an increased excitation which is subsequently conveyed to other intra- but 
also subcortical targets.

A subset of the thick-tufted L5B pyramidal cells is innervated by VPM and proj-
ects back to the POm. It has been suggested that this VPM-L5B-POm connection 
is part of the TC-CT feedback system (see also below): L5B pyramidal cell axons 
generate one or two clusters of large diameter (2–8 µm) presynaptic boutons in 
POm and form excitatory synapses with POm relay neurons [71, 73, 119–121]. Ac-
cording to another hypothesis the L5B-POm connection is part of a feed-forward, 
trans-thalamic signalling pathway from VPM via L5B pyramidal cells of barrel 
cortex to POm and from where it ‘drives’ higher order cortical areas such as the S2 
cortex (see e.g. [122–124]; for a review see [125]). However, it is likely that the 
CT L5B pyramidal cells are elements in both the feedforward and the feed-back 
pathways described above.

The large L5B-POm synapses have a high release probability (Pr ~ 0.8) and are 
highly efficacious so that uEPSPs can elicit several APs in the thalamic relay neu-
rons thereby acting as ‘drivers’ of the POm. Spontaneous activity of the L5B py-
ramidal cells on the other hand significantly reduces this ‘driving’ action through 
a strong short-term synaptic depression. Therefore, it has been proposed that the 
L5B-POm synapse has two functional modes: during high spontaneous activity the 
synapse is largely suppressed and only synchronous activity of several L5B inputs 
will induce spiking of the POm neurons: the synapse acts as a detector of coincident 
activity. However, when the spontaneous activity is low-e.g. during active whisking 
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or cortical silence (see e.g. [126])-a single input will result in AP firing of the post-
synaptic POm neuron. Thus, the degree of spontaneous activity determines whether 
the CT L5B-POm synapse acts as a detector of synchronous neuronal activity or of 
cortical silence [73].

Synaptic connections of pairs of ‘untufted’ pyramidal cells in both layers 5A and 
5B of the S1 cortex that project via the corpus callosum to the contralateral brain 
hemisphere are very different from those between other L5A or L5B pyramidal cell 
types [88]. The connection probability of pairs of corticocallosal L5 pyramidal cells 
has been reported to be only ~ 3 %; this is considerably lower than that of L5A-L5A 
and L5B-L5B connections (e.g. [24, 97, 99, 100]). The release probability at this 
connection was also comparatively low (Pr ~ 0.4) while the average uEPSP ampli-
tude was similar to that of other L5 connections. Corticocallosally projecting L5 
pyramidal cell pairs established between one and six synaptic contacts, mainly on 
basal dendrites at an average distance of ~ 130 µm. In addition, corticocallosal L5 
pyramidal cells exhibit a dense axonal projection to upper layer 2/3 [66]. It is there-
fore very likely that they synapse onto neurons and dendrites in this layer; although 
such connections have not been described until now.

The excitatory synaptic connectivity in layer 5 is highly complex. L5 pyramidal 
cells receive synaptic inputs from virtually every cortical layer; however not all of 
these connections have been analysed in detail. A further complication is added by 
the fact that in particular L5B pyramidal cells project to several distinct subcortical 
brain areas; these different L5B pyramidal cell types may differ with respect to their 
structural and functional synaptic characteristics and may have different connectiv-
ity patterns as a result of different dendritic and (in particular ‘long-range’) axonal 
geometries.

Layer 6

Layer 6 of the somatosensory barrel cortex and other cortical areas has been divided 
into two distinct sublaminae with layer 6A being derived from the cortical plate 
(like layers 2–5). It contains mainly pyramidal cells with short, sparsely or even 
untufted apical dendrites that terminate predominantly in layers 3 to 5A (Fig. 4.5d). 
In addition, a small population of L6A pyramidal cells with apical dendrites ascend-
ing to layer 1 or those with obliquely oriented main dendrites were also found [49, 
56, 57, 127]. L6A pyramidal cells can be subdivided into at least two major groups: 
those with a predominantly intracortical axonal projection pattern and those with an 
axon that projects back to the thalamic nuclei [55–57, 128, 129; see also [130] for 
a review). A very small (~ 10 %) population of L6A local circuit excitatory neurons 
may also exist.

Layer 6A pyramidal neurons receive synaptic input from VPM as shown by cur-
rent stimulation or laser-activation of channelrhodopsin-expressing TC axons [131, 
132]. TC synaptic responses recorded in L6 pyramidal cells were always depressing.

A large fraction of L6A pyramidal cells send axonal projections back to their 
related thalamic nuclei [1, 130, 133–135, 136]. In sensory cortices, these CT 
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projections are generally considered to be elements of a feed-back loop that modu-
lates the response of thalamic relay neurons to incoming peripheral stimuli. CT L6A 
pyramidal cells can be further subdivided with respect to the innervated thalamic 
nucleus i.e. whether they target only VPM, POm or both [56, 57, 128]. L6A pyra-
midal cells projecting exclusively to VPM reside mostly in the upper half of layer 6. 
They have very short axons that terminate in layer 4 or lower layer 3 and are almost 
completely confined to the home ‘barrel column’; few if any collaterals project to 
neighbouring ‘columns’ (see (Fig. 4.5d; CT L6AP (VPM)). Their axons have been 
described to be extremely short, as found both in vitro and in vivo studies. This 
type of CT L6A pyramidal cells has been proposed to receive a strong and focussed 
synaptic input from L4 spiny neurons in their home ‘barrel column’, indicating that 
neurons in this layer are involved in shaping the cortical modulation of activity in 
the somatosensory thalamus [54, 55].

Pyramidal cells that project to both VPM and POm are found in the lower half 
of layer 6A (Fig. 4.5d; CT L6AP (VPM and POm)). Their axonal domain is rather 
broad and not confined to a single ‘barrel column’ [56]. The axon is significantly 
longer than that of VPM-projecting L6A pyramidal cells; it terminates either in 
layer 5A or 4 in several barrel-related clusters that ramify profusely. These neurons 
may also project laterally within layer 6 of the barrel cortex [57]. CT L6A pyramidal 
cells that innervate exclusively POm neurons are relatively rare and have not been 
described in detail [56, 119]; their axons reside largely within layer 6 with a few 
collaterals ascending to layers 5 and 4.

The majority of axonal collaterals of CC L6A pyramidal cells remains predomi-
nantly within layers 5 and 6 of the S1 cortex [56, 57, 128]. The axon of CC L6A 
pyramidal cells is very extensive and projects over many ‘barrel columns’ thereby 
mediating transcolumnar interactions in the infragranular layers of the barrel cortex 
(Fig. 4.5d; CC L6AP). Most CC L6A axonal collaterals remain in the barrel field of 
the S1 cortex but some long-range projections targeting S2 and/or M1 cortex have 
also been found. Subcortical targets of CC L6A pyramidal cells axons have so far 
not been identified. It is not unlikely that different subtypes of CC L6A pyramidal 
cells exist that can be differentiated on the basis of their dendritic and axonal projec-
tion patterns [56, 57, 128].

One study showed that L6 pyramidal cells have a low synaptic connectivity with 
all excitatory neurons in other cortical layers (0–3 %; [24]). L6A pyramidal cells, 
in particular those projecting corticocortically, appear to establish synaptic con-
tacts predominantly with L5B pyramidal cells (with a reported connectivity ratio of 
~ 7 %; [137]). These findings are surprising given the extensive axonal arborisation 
of CC L6A pyramidal cells. In addition, an apparent connection specificity of L6A 
pyramidal cells has also been described: CC L6A pyramidal cells can be presynaptic 
to CT L6A pyramidal cells but not the other way round. However, this ‘specificity’ 
is not the result of a target neuron selectivity but due to the different axonal domains 
of CC and CT L6 pyramidal cells which are narrow and broad, respectively.

Furthermore, studies of cat visual cortex have established the existence of L6-L4 
connections. These connections are weak and show paired pulse facilitation [58, 
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59]. Similar unreliable connections showing paired pulse EPSP facilitation have 
also been found in rat barrel cortex for connections onto both L4 spiny neurons 
and L5A pyramidal cells; all EPSPs at these connections showed a fast time course 
indicative of proximal synaptic contacts [49, 60]. Corticothalamic L6A-L5A con-
nections (activated by light-induced activation of ChR2) were substantially stronger 
than CT L6A-L4 connections. Activation of multiple CT L6A pyramidal cells could 
even evoke APs in the L5A pyramidal cells [60]. Since L6A pyramidal cells receive 
synaptic input from the VPM, the CT L6A-L5A connection is another cortical mi-
crocircuit where the intracortical VPM (‘lemniscal’) and POm (‘paralemniscal’) 
interdigitate.

In addition, the release probability is lower at synaptic connections between two 
CC L6A pyramidal cells than between a CC and a (postsynaptic) CT L6A pyramidal 
cells (c.v.: ~ 0.6 vs ~ 0.2; [137]). L6A pyramidal neurons have also been found to be 
presynaptic to L5B pyramidal cells and receive excitatory input from layers 4, 5A 
and 5B [24, 54, 137].

Layer 6B is more complex than layer 6A because it contains both neurons derived 
from the subplate but also neurons that have migrated there from the cortical plate 
[138]. Excitatory L6 neurons are markedly more heterogenous than those of other 
cortical layers, both with respect to their dendritic and axonal morphology. In par-
ticular excitatory L6B neurons in the barrel cortex have many distinct morphologies 
ranging from short, untufted pyramids with apical dendrites that terminate in layer 
5, those with atypically oriented (oblique, horizontal or inverted) ‘apical’ dendrites 
to multipolar neurons without a main dendrite [127, 139]. This is in accordance 
with L6B neuronal morphologies described for other cortical areas [140–142]. In 
the barrel cortex, most excitatory L6B neurons have a dominant intralaminar L6 
projection [139]. L6B pyramidal cells possess also a strong axonal projection into 
the white matter; this projection has been proposed to innervate the POm [122]. In 
addition, a small subpopulation of L6B neurons sends axonal collaterals to layer 1 
[139, 142] where they may innervate L1 GABAergic interneurons and/or the apical 
dendritic tufts of L2-L5 pyramidal cells. However, the synaptic connectivity pattern 
of the different excitatory L6B neurons has received little attention to date and the 
functional properties of L6B connections remains poorly understood.

Interneuron Connections in the Barrel Cortex

While excitatory connections have been described in some detail for the barrel cor-
tex, significantly less is know about interneuron connections in this brain region. A 
major problem for a correlated morphological and functional description of inhibi-
tory connections is their relative low number (~ 8–15 % of neurons in the ‘barrel 
column’ [25]). Furthermore, interneurons are notoriously diverse with respect to 
molecular, structural and functional properties [143–145]. This makes it very dif-
ficult to identify interneuron synaptic connections and determine their functional 
roles in the neuronal network of the barrel cortex.
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Many classification schemes for cortical GABAergic interneurons have been 
proposed until today. One frequently used scheme to distinguish different interneu-
ron subtypes is based on the expression of certain marker peptides/proteins such 
as the Ca2+-binding proteins parvalbumin (PV), calbindin (CB) or calretinin (CR), 
the peptide hormones somatostatin (SOM), neuropeptide Y (NPY) and vasoactive 
intestinal peptide (VIP), reelin etc.; this classification has often been linked to the 
AP firing properties of a neuron, e.g. PV expressing (PV+) neurons such as basket 
cells (BCs) and the axo-axonic chandelier cells are fast-spiking (FS) interneurons. 
In recent studies, it has been proposed that the vast majority of cortical GABAergic 
interneurons belong to one of three major classes: interneurons that express either 
PV, SOM or the serotonin 3a receptor (5-HT3aR; [146–148]); subgroups in particu-
lar of SOM and 5-HT3aR may also express other cellular markers. Other research 
groups have proposed that five or even more different subtypes of interneurons exist 
(see e.g. [144, 145, 149–151]). Whether these classifications adequately describe 
the function of an interneuron subtype in the cortical neuronal network is still a mat-
ter of debate. Moreover, in some studies it has been shown that e.g. PV expression 
and/or a fast spiking pattern is a feature for several morphologically very distinct 
interneuron subtypes or is not correlated with a FS pattern at all (see below). In 
particular, the axonal projection pattern of these interneurons had markedly dif-
ferent target regions suggesting a differential function and connectivity within the 
cortical network. For the barrel cortex, interneurons with clearly distinct morpholo-
gies but the same antigenicity and/or similar firing properties have been identified 
[152–156]. Furthermore, many interneuron connections in the barrel cortex have 
been described in which the interneuron type has been identified only qualitatively; 
the terminology used is often not reproducible (see below).

For a description of the inhibitory network in the barrel cortex it is therefore of 
paramount importance to identify the dendritic and axonal morphology of different 
interneuron types because they determine the structural and functional connectivity. 
Thus, in the remainder of this section we will focus mainly but not exclusively on 
synaptic connections involving barrel cortex interneurons with identified pre- and 
postsynaptic neurons. Table 4.1 gives a brief summary of the synaptic connections 
mentioned in this section. Gap junction connections between barrel cortex interneu-
rons have been described for various cortical layers. These connection are not in the 
focus of this review and will only be mentioned in passing; they are not included 
in Table 4.1

The available information on the different barrel cortex interneuron types and 
their structural and functional connectivity is rather limited to date. Because of this, 
this section of the chapter can only provide an incomplete overview of the intrica-
cies of interneuronal microcircuits of the barrel cortex. It is very likely to change 
significantly in the coming years.

To provide a framework, we will begin with the description of the TC recruit-
ment of barrel cortex interneurons and proceed then as described for excitatory 
neurons. We will outline the recruitment or inhibition of interneurons in other cor-
tical layers by feed-forward, feed-back inhibitory and disinhibitory mechanisms 
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(Fig. 4.6) based on the presently available data. In this overview all synaptic con-
nections involving barrel cortex interneurons will be included, i.e. connections in 
which interneurons are either pre- or postsynaptic or both.

Layer 4

In layer 4 of the somatosensory barrel cortex VPM afferents recruit several distinct 
types of L4 interneurons which in turn synapse onto excitatory neurons in the same 
or other cortical layers (see below) thereby mediating feed-forward inhibition. Giv-
en that interneurons comprise only 8.1 % (rat, Meyer et al. 2011)or 8.5 % (mouse, 
[24]) of the total neuron population in layer 4 of the barrel cortex the number of TC 
afferents innervating L4 interneurons is relatively large [21].

A major group of L4 interneurons targeted by TC afferents are the so-called FS, 
PV + interneurons [131, 157–159]. They appear to be more readily recruited by TC 
input than excitatory neurons and are the major source of rapid intracortical inhibi-
tion in layer 4 [25, 158, 160, 161] and the infragranular cortical layers (e.g. [25, 
146, 162]). Monosynaptic TC input to 5-HT3AR+ interneurons has also been dem-
onstrated [150] but their response to thalamic stimulation was considerably smaller 
than that of FS, PV+ L4 interneurons. Furthermore, at least a subset of SOM+ L4 
interneurons (often showing a low-threshold or adapting firing pattern; [152, 163, 
164]) appears to receive thalamic input. However, as observed for 5-HT3AR+ inter-
neurons their response is markedly weaker than that of PV+, FS L4 interneurons 
and shows paired-pulse facilitation indicating a low release probability and a late 
recruitment of inhibition via these interneurons [132, 165].

FS L4 interneurons show a high maximal AP firing frequency (> 100 Hz) that 
shows little if any adaptation. FS L4 interneurons in the barrel cortex are not a 
morphologically homogeneous class but have rather diverse axonal and dendritic 

Disinhibition

Feedback
Inhibition
or
Recurrent
Inhibition

Feed-forward
Inhibition

Thalamus

Thalamus

Fig. 4.6  Types of interneu-
ron synaptic connections. 
Different types of synaptic 
microcircuit configurations 
involving GABAergic inter-
neurons. The feed-forward 
inhibition may be direct or 
via one (as shown here) or 
more excitatory synapses. 
Feedback inhibition is shown 
as inhibition of an excitatory 
neuron that activates the 
same inhibitory neuron type 
(recurrent inhibition). Disin-
hibition is the inhibition of 
another inhibitory interneu-
ron type

 



834 Synaptic Microcircuits in the Barrel Cortex

morphologies, ranging from FS L4 interneurons with a dense local axonal network 
to those projecting strongly into supra- and/or infragranular layers [154, 157]. 
Based on their axonal domain, FS L4 interneurons fall into three separate groups. 
Two of those show translaminar axonal projections; a few had axons that projected 
even into adjacent barrel ‘columns’. However, the most prominent type is the FS L4 
interneuron the axon of which is almost exclusively (> 90 %) confined to a barrel 
in layer 4 (Fig. 4.7). Therefore, this type has been coined ‘L4 barrel inhibitor inter-
neuron’ (L4 BIn) and is probably a BC with a very dense, spatially confined axonal 
plexus. PV+, FS L4 interneurons receive input from the VPM [157] and innervate 
excitatory L4 spiny neurons with a very high degree of connectivity (connectivity 
ratio ~ 70 %; [154]). Notably, the connectivity remains high even when pre- and 
postsynaptic cell bodies are ~ 200 µm apart. IPSPs at this connection showed a 
short latency about 0.6 ms which is significantly smaller than that of L4 excitatory 
neurons onto other excitatory or inhibitory neurons. At the resting membrane po-
tential of the L4 spiny neurons, the unitary IPSP amplitude is ~ 0.5 mV. The low c.v. 
(0.5) of IPSP amplitude and failure rate (14 %) as well as the pronounced paired 
pulse depression of the IPSP indicate that the L4 BIn-L4 spiny neuron connection 
is reliable, i.e. it has a high release probability. The average number of inhibitory 
synaptic contacts in this connection was 3.5. These contacts were not only located 
on proximal dendrites but also at distal dendritic locations (> 100 µm) which is at 
variance with the general view that this interneuron type forms only proximal syn-
aptic contacts ([154]; Fig. 4.7).

Thus, L4 BIns are not only rapidly recruited by TC afferents but inhibit L4 spiny 
neurons at short latency thereby limiting excitation in barrel. Therefore, L4 BIns 
and other FS L4 interneurons may ‘reset’ the cortex rapidly and hence increase the 
temporal resolution of sensory stimuli. Because of the high degree of recurrent con-
nectivity, they may also serve to maintain the excitatory-inhibitory balance in layer 
4 of the barrel cortex. Furthermore, FS interneurons have also been implicated in 
the generation of oscillatory activity in neocortical neuronal networks.

In addition to the high inhibitory L4BIn-L4 spiny connection probability, there 
is also a large fraction (almost 70 %) of reciprocally connected L4 BIn-L4 spiny 
neuron connections. EPSPs at this reciprocal connection have a longer latency than 
IPSPs, a mean amplitude of ~ 2 mV and were more reliable than IPSPs as the lower 
c.v. (0.34) and the lower failure rate (7 %) indicate. In that respect they were similar 
to the excitatory L4-L4 spiny neuron and the L4 spiny neuron-L2/3 pyramidal cell 
connections [39, 45]; however their efficacy was somewhat higher and their time 
course faster. Thus, the L4 BIn-L4 spiny neuron connection is not only an integral 
element of a disynaptic feed-forward inhibition pathway in barrel cortex layer 4 
(via direct TC activation of the PV+, FS interneurons) but provides also a trisynaptic 
feedback control of the feed-forward inhibition. Furthermore, it has been demon-
strated recently that L4 FS interneurons receive also rapid and powerful synaptic 
input from corticothalamic L6A pyramidal cells; EPSCs at this connection showed 
short-term depression with ongoing stimulation. Excitatory synaptic responses in 
L4 FS interneurons were markedly stronger than that in L4 spiny neurons indica-
tive of a strong recruitment of these neurons. In concert with the synaptic input via 
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Fig. 4.7  Inhibitory synaptic microcircuit in layer 4 of the barrel cortex. Example of a feed-for-
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from an inhibitory connection between a PV+, FS L4 interneuron (BIn, Koelbl et al. 2013 [154]) 
and a L4 spiny neuron. Left, monosynaptic connection; right recurrent connection, pre- and post-
synaptic L4 neurons are reciprocally connected. Blue, recordings from the L4 interneuron, green; 
recordings from the L4 spiny neuron. b Coefficient of variation (c.v.) of L4 interneuron-L4 spiny 
neuron pairs. A low c.v. (< 0.5) signifies a reliable synaptic connection. c Biocytin labelling of a 
L4 interneuron-L4 spiny neuron pair in a barrel cortex slice preparation. Note that the two neurons 
are reciprocally coupled. Synaptic contacts established by the L4 interneuron, blue dots; synaptic 
contact established by the L4 spiny neuron, green dots. (C1-C5) High magnification images of 
dendritic and axonal appositions showing putative inhibitory (blue circles) and excitatory contacts 
(green circles). d Morphological reconstruction of the same L4 neuron pair. L4 interneuron, red 
dendrites, blue axon; L4 spiny neuron, white dendrites, green axon. Inhibitory and excitatory syn-
aptic contacts are colour-coded as in panel C. Inset, enlarged image of the somatodendritic domain 
of the two reconstructed neurons showing the distribution of the synaptic contacts. Modified from 
Koelbl et al. 2013 [154] with permission from Oxford University Press
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VPM afferents, the CT L6A input will strongly drive synaptic inhibition via L4 FS 
interneurons [60].

Barrel cortex layer 4 is one of the layers with a high density of SOM+ interneu-
rons. These L4 SOM+ interneurons showed an adapting AP firing pattern with maxi-
mal mean firing frequencies of 70–150 Hz. Using different mouse lines (so called 
X94, X98 and GIN lines) several distinct types of SOM+ interneurons have been 
identified that vary in their neurochemical, electrophysiological, morphological 
properties and their layer location [146, 152, 155]. Two major types of SOM+ neu-
rons have been identified in layer 4: interneurons with axon collaterals that ascend 
to layer 1 (which are probably SOM+ L1-projecting Martinotti cells of the GIN sub-
type; [152, 166]) and those with a local, dense axonal domain that remains largely 
within a barrel (SOM+ L4 interneurons of the X94 subtype [152]). SOM+(X94) L4 
interneurons are the dominant SOM+ L4 interneuron type. These locally projecting 
SOM+ L4 interneurons establish functional synaptic contacts with both FS L4 inter-
neurons and L4 spiny neurons in the same barrel. However, SOM+-FS L4 interneu-
ron connections showed a significantly higher efficacy than SOM+ interneuron-L4 
spiny neuron connections. The connectivity ratio for SOM+ L4 interneuron—FS L4 
interneuron connections was reported to be 62 % and thus significantly larger than 
that for L4 spiny neurons [155].

These properties of SOM+ L4 interneurons suggest a disinhibitory action on the 
excitatory network in layer 4. In recurrent intracortical networks, SOM+ interneu-
rons receive facilitating synaptic input from neocortical excitatory neurons [167]. 
This may contribute to an enhancement of disinhibition of a network silenced by FS 
interneurons. However, this action may be counteracted by SOM+ interneurons in 
layer 5 (see below; [168]).

The third major group of interneurons, the 5-HT3AR+ interneurons are not fre-
quently found in layer 4. In this layer the major type of 5-HT3AR+ interneuron is the 
so-called neurogliaform cell (NGFC) which express 5-HT3AR and reelin [146, 153]. 
L4 NGFCs receive no direct thalamic excitation. They have a dense axonal plexus 
in layer 4 and exhibit a late AP firing pattern distinct from that of FS interneurons. 
The connectivity between L4 NGFCs and L4 spiny neurons is with 91 % extremely 
high [169]. AP firing of L4 NGFCs results in GABAB receptor-mediated unitary 
IPSPs in L4 spiny neurons with an extremely slow time course. This slow inhibition 
attenuates thalamic feed-forward inhibition by PV+ FS L4 interneurons via GABAB 
receptors so that inhibition of L4 spiny neurons is reduced; it does, however, not 
affect thalamo- and intracortical excitation directly. The authors suggested that this 
slow inhibition serves as a mechanism to counteract a prolonged imbalance of exci-
tation and inhibition in layer 4 of the barrel cortex. Thus, L4 FS interneurons ensure 
a high temporal resolution of sensory signals by rapidly inhibiting L4 spiny neuron 
recruitment. In contrast, L4 NGFCs enlarge the temporal window for synaptic cod-
ing thereby enhancing the integrative properties of the thalamic-L4 microcircuit 
necessary for plastic changes such as the refinement of receptive fields.

L4 spiny neurons do not only target L4 interneurons but also interneurons in su-
pragranular layers [170–173]. Based on the axonal projection pattern, the dendritic 
geometry and the AP firing pattern eleven L2/3 interneuron types were identified 
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in the barrel cortex. Two of them had a highly distinctive structure: The chande-
lier cell, an FS interneuron type that innervates axon initial segments and the L1-
inhibiting Martinotti cell. Using an unsupervised cluster analysis, additional four 
interneuron types with a local axonal domain, three with a lateral domain (with the 
axon projecting laterally over several barrel column) and two with a translaminar 
axon (with an axon projecting throughout several cortical layers) were identified 
(see Fig. 4.8). L4 spiny neurons made contacts with L2/3 interneurons belonging to 
all these three classes (i.e. those with local, lateral and translaminar axonal projec-
tion). This can also be considered as a feed-forward inhibition pathway where the 
interneuron is disynaptically recruited. However, no L4 spiny neuron connection 
with either the axo-axonic L2/3 chandelier cells (PV+; [174, 175]) or L1-inhibiting 
L2/3 Martinotti cells (SOM+; see also [152]) were found in this study.

The properties of different L4 spiny neuron-L2/3 interneuron connections were 
not identical and varied both with respect to efficacy, failure rate and paired-pulse 
ratio. This has been studied in a more detailed fashion for three connection types. 
Both putative local type 2 and lateral type 1 L2/3 interneurons (putative L2/3 neu-
rogliaform and FS large BCs; see Fig. 4.8) show a high to intermediate efficacy 
(mean uEPSP amplitude of 1.2 and 0.6 mV); in addition the failure rate for these 
connection is low and the paired pulse ratio (PPR) is below 1.0, i.e. depressing. 
These properties are markedly different from L4-L2/3 connections with a postsyn-
aptic local type 3 interneuron which may be a bitufted/bipolar, so-called low thresh-
old spiking (LTS) interneuron. The mean uEPSP amplitude is with ~ 0.3 mV rather 
small while the failure rate is high (~ 50 %) and the PPR is large, i.e. facilitating 
(PPR: ~2.0). Such a facilitating synaptic response was also observed in connection 
between L2/3 pyramidal cells and bitufted L2/3 interneurons [176]. Thus, while L4 
spiny neurons connect to many different L2/3 interneurons there is a clear sign that 
the properties of synaptic transmission are target neuron specific on the functional 
level.

Gap junction connections between FS interneurons on the one hand and LTS 
interneurons on the other have been described for both layer 4 and 5 [163, 177, 
178–180]. These connections were homotypic only, i.e. the gap junction connec-
tions between different L4 interneuron types were not been reported; however, for 
other brain regions heterotypic coupling has been shown to reported ( e.g. [181–
183]). Therefore, two distinct subnetworks of gap junction-coupled interneurons 
have been proposed to exist that serve to maintain oscillatory activity and synchro-
nization of synaptic activity.

Layer 2/3

The total interneuron density varies in layer 2/3 with the top lamina (‘layer 2’) hav-
ing a very high fraction of interneurons (17 % of all neurons) which is significantly 
larger than that of either layer 3 or layer 4 (~ 9 and ~ 8 %, respectively; [25]). Layer 
2/3 contains interneurons of all major histochemical groups, i.e. PV+, SOM+ and 
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Fig. 4.8  L2/3 interneurons in the barrel cortex. L2/3 interneuron types identified by their laminar 
position and the relationship of the somatodendritic and axonal domain with respect to the under-
lying barrel structure. a Three example reconstructions of L2/3 interneurons with a local, a lateral 
and a translaminar axonal domain, respectively. The axon is in green, the dendrite in black. b Clas-
sification of the different types of L2/3 interneurons with a local, lateral and translaminar axonal 
domain, respectively, as well as the axo-axonic chandelier cells and the L1-inhibiting Martinotti 
cells. The 80 % extent of the axonal domains are outlined in different shades of green. Modified 
from Helmstaedter et al. 2009c with permission from Oxford University Press. For details see text 
and Helmstaedter et al. 2008 [170], Helmstaedter et al. 2009 a,b,c [171–173]
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5-HT3aR
+ interneurons [184]. However, in contrast to deep cortical layers the frac-

tion of PV+ interneurons is substantially lower and 5-HT3aR
+ interneurons represent 

the predominant fraction, comprising about 50 % of all L2/3 interneurons [146; see 
also 162].

L2/3 interneurons are mainly recruited by L4 spiny neurons (see above) but also 
by L2 and L3 pyramidal cells in a feed-forward manner. L2/3 interneurons syn-
aptically coupled to L4 spiny neurons have been described above. Synaptic con-
nections between L2 and L3 pyramidal cells and L2/3 interneurons have to date 
not been characterised to such an extent. Holmgren and coworkers have analysed 
synaptic connections between L2 and L3 pyramidal cells and FS L2/3 interneurons, 
i.e. putative PV+ BCs [75]. The observed connectivity probability was 80–90 %. 
The majority of these connections was reciprocal and thus recurrent: the L2/3 py-
ramidal cells exite L2/3 interneurons and in turn their activity is inhibited. Kap-
fer and coworkers also report a high connectivity ratio of 66.7 % for the FS L2/3 
interneuron-L2/3 pyramidal cell connection [185]. Compared to unitary excitatory 
connections between L2/3 pyramidal cells, unitary excitatory connections onto an 
FS L2/3 interneuron were substantially more efficacious (0.7 vs. 3.5 mV) and show 
a stronger paired-pulse depression (10 Hz stimulation; 0.9 vs. 0.7) indicating a high 
release probability. Similarly, inhibitory connections from a FS L2/3 interneuron 
onto a L2/3 pyramidal cell showed also a high efficacy (3.0 mV with 20 mM K+ and 
− 2.3 mV with physiological K+ at a resting membrane potential of about − 70 mV) 
and reliability (PPR = 0.7) indicating that local inhibition is powerful and activated 
rapidly.

Two recent and very detailed studies [186, 187] (see below) described the disyn-
aptic interaction between L1 interneurons and L2/3 interneuron types.The authors 
of this work also investigated synaptic connections established between different 
L2/3 interneuron types and pyramidal cells in layers 2/3 and 5. Several distinct L2/3 
interneuron types were identified: Martinotti cells, chandelier cells, NGFCs, double 
bouquet cells (DBCs), bitufted cells (BTCs), bipolar cells (BPCs), as well as BCs 
(Fig. 4.9). It should be noted that the identification of interneuron types was based 
only on a limited number of quantitative parameters; the possible pitfalls of this 
approach for interneuron terminology have been discussed in depth recently [145; 
see also 171].

All L2/3 interneurons studied by Jiang et al. [186] and Lee et al. [187] project 
onto L2, L3, L5A and L5B pyramidal cells but apparently not L6 pyramidal cells. 
However, they target different cellular compartments (see Fig. 4.9c). Chandelier 
cells are known to target axon initial segments; in layer 2/3 the majority are likely to 
target axons of L2/3 pyramidal cells with a (small) subset innervating L5 pyramidal 
cells. L2/3 BCs and L2/3 DBCs establish synaptic contacts with the basal dendrites. 
L2/3 BPCs target the proximal apical dendrite and L2/3 BTCs its middle portion 
and apical tuft. Similarly, NGFCs in superficial layer 2/3 (i.e. layer 2) establish also 
synaptic contacts with the distal apical dendrite and the tuft; however, there are also 
deep L2/3 NGCs which are in a position to innervate basal dendrites of the L2/3 
pyramidal cells. Finally, L2/3 Martinotti cells innervate mainly the apical dendritic 
tuft. L5 pyramidal cells showed an L2/3 interneuron innervation profile similar to 
that of L2/3 pyramidal cells. It is of note that different types of L2/3 interneurons 
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contact pyramidal cells in layers 2/3 and 5 along the entire axodendritic domain of 
these neurons. Axo-axonic chandelier cells, on the other hand, are a special case. 
By innervating the axon initial segment these interneurons are in an ideal position 
to control the AP output of pyramidal cells. However, they do not hyperpolarise 
but depolarise the axon initial segment of the postsynaptic pyramidal cells thereby 
increasing their gain [188]. The reason for this effect is a lack of a potassium chlo-
ride co-transporter (KCC2) at the axon initial segment which results in an increased 
intracellular chloride concentration which in turn will result in depolarising GAB-
Aergic postsynaptic potentials.

L2/3 interneurons establish between 3 and 6 synaptic contacts with L2/3 pyramidal 
cells. These numbers are similar for postsynaptic L5A pyramidal cells (4–6 synapses) 
but somewhat higher for L5B pyramidal cells (4–8 synapses). The synaptic efficacy 
of synaptic connections between single L2/3 interneuron and either L2/3 or L5 pyra-
midal cells is in the range of 0.27–0.67 mV and 0.15–0.45 mV, respectively, and thus 
relatively low; the synaptic dynamics and reliability of these connections were not 
studied [186, 187].

VIP+ L2/3 interneurons, a subtype of 5-HT3aR
+ interneurons [146], have an 

adapting firing pattern like other 5-HT3aR
+ interneurons, a narrow axonal domain in 

layer 2/3 and dendritic projections in both layer 2/3 and layer 1. VIP+, 5-HT3aR
+ in-

terneurons in layer 2/3 target mainly SOM+ interneurons that in turn inhibit the dis-
tal dendrites and apical tufts of pyramidal cells [189]. The inhibition of FS L2/3 in-
terneurons and L2/3 pyramidal cells by VIP+ L2/3 interneurons is weak; in marked 
contrast, SOM + interneurons are strongly inhibited by VIP+, 5-HT3aR

+ interneurons 
in layer 2/3. These SOM+ interneurons are located in layer 2 and have a local axonal 
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Fig. 4.9  L1 interneuron synaptic connections. a Octuple recording of the synaptic microcircuitry 
between L1 SBC, L2/3 NGC ( i.e. NGFC) and L2, L3, L5A, L5B and CC and CT L6A pyramidal 
cells. b Septuple recording of the synaptic microcircuitry between L1 ENGC, L2/3 NGC ( i.e. 
NGFC) and two L2 and two L2/3 pyramidal cells. c Schematic of the synaptic connectivity of L1 
SBC and L1 ENGC with the different types of L2/3 interneurons projecting to the axon-initial seg-
ment and different compartments of the axosdendritic domain of pyramidal cells. Colour code for 
the different interneuron types is shown below the schematic; for panels A and B the same colour 
code applies. Modified from Lee et al., 2014 (with permission from Oxford University press). For 
further details see text and Lee et al., 2014 [187]
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domain that innervates preferentially the distal portion of the apical dendrites of 
pyramidal cells. 

L2/3 and L5 pyramidal cells have two spike generation zones, the Ca2+ spike 
generation zone near the apical dendritic tuft of pyramidal cells and the AP initia-
tion zone in the axon initial segment (Fig. 4.9c; for reviews see [190, 191]). These 
inherent ‘active’ properties of L2/3 and L5 pyramidal cells permit the coupling of 
excitatory synaptic inputs that simultaneously arrive at the apical dendritic tuft and 
the basal dendrites. Thereby they can function as ‘coincidence’ detectors, a mecha-
nism that has been implicated in the association and integration synaptic inputs 
from different origins [192–194].

Because VIP+ L2/3 interneuron dendrites project into layer 1 they can be tar-
geted by long-range axonal projections from other cortical areas and subcortical 
regions [159, 195–197]. Using an optogenetic approach, Lee and coworkers [189] 
were able to demonstrate that VIP+ L2/3 interneurons receive strong input from the 
primary vibrissal motor cortex (vM1), while non-VIP+ 5-HT3aR

+ interneurons do 
not. Hence, axons from the vM1 recruit VIP+ L2/3 interneurons that in turn exert 
a powerful inhibitory influence over SOM+ interneurons. Thus, activation of vM1 
axons establishes a strong VIP+ L2/3 interneuron-mediated disynaptic disinhibition 
of L2/3 pyramidal cells. In accordance with this, in vivo recordings showed that 
during whisking the AP firing of VIP+ L2/3 interneurons strongly increases while 
that of SOM+ L2/3 interneurons decreases. Because the preferential target region 
of SOM+ interneurons is the apical tuft of L2/3 pyramidal cells this will selectively 
facilitate the generation of burst of Ca2+ spikes in the apical dendritic tufts of py-
ramidal cells and hence increase the synaptic gain at this compartment. Such burst 
of Ca2+ spikes have been shown to occur during the interaction of whisker sensory 
input into S1 cortex and vM1 activity induced by whisking behaviour as shown in 
layer 5 pyramidal cells [198].

Furthermore, several unusual interneuron types have also been identified in layer 
2/3 that do not fit the widely used terminologies (see e. g. [144, 149]). Using trans-
genic animals in which either PV- or CR-expressing interneurons were labelled, 
novel types of PV+ and CR+ interneuron types were identified in the S1 barrel cor-
tex [183, 199]. The PV+ L2/3 interneuron was coined multipolar bursting (MB) 
interneuron and the CR+ interneuron types bipolar and multipolar CR+ interneurons 
(BCR and MCR). These three L2/3 interneuron types differed substantially in their 
functional and structural properties from previously described PV+ or CR+ interneu-
rons. PV is generally expressed in FS interneurons such as BC or the axo-axonic 
chandelier cells. However, PV+ MB interneurons show no FS firing pattern but an 
initial AP burst when depolarised; they have a dense axonal plexus in upper layer 
2/3 with a few collaterals descending to layer 5 [183]. This axonal morphology 
resembles that of so-called ‘nest’ or ‘large’ BCs [143, 200]. BCR have a small and 
narrow axonal domain projecting down to layer 5; their AP firing pattern shows an 
initial high-frequency burst. In contrast, MCRs have a horizontal axonal domain 
that remains within layer 2/3; they have an adapting firing pattern. The morphology 
and functional properties of both BCR and MCR interneurons differed markedly 
from SOM + Martinotti cells, which express also CR.



914 Synaptic Microcircuits in the Barrel Cortex

MB, BCR and MCR interneuron types are synaptically connected with L2/3 
pyramidal cells and receive input from them. PV+ MB L2/3 interneurons showed a 
high connectivity with L2/3 pyramidal cells (connectivity ratio = 0.41) but not CR+ 
BCRs and CR+ MCRs (0.1). BCRs and MCRs are reciprocally connected with FS 
L2/3 interneurons; however, only MCRs receive synaptic input from PV+ MBs. The 
connectivity ratios of MCRs and BCRs with each other and the MB and FS L2/3 in-
terneuron types range between ~ 10–30 %  which is low for interneuron connections. 
Only MCR-BCR, BCR-MCR and MCR-MB connections show significantly higher 
connectivity ratios (> 40 %). Furthermore, MCRs appear to receive monosynaptic 
input from layer 4 while MBs are only activated disynaptically.

In addition, these synaptic connections showed markedly different synaptic dy-
namics. While L2/3 pyramidal cell-BCR connections are strongly depressing those 
onto MBs and MCRs are facilitating. Conversely, BCR-pyramidal cell connections 
are facilitating while MCR-pyramidal cell connections are depressing. In addition, 
BCRs and MBs form local gap junction networks with each other (so-called homo-
typic electrical coupling). For MB interneurons it has been shown that these gap 
junctions persist into adulthood; they have been implicated in the synchronisation 
of activity in other MB interneurons and the synaptically coupled L2/3 pyramidal 
cells. In contrast, MCRs are electrically coupled not with each other but with the 
PV+ MB interneurons. However, the functional roles of these novel interneuron 
types remains elusive [182, 183, 199]. In addition, heterotypic electrical coupling 
between PV+ MB interneurons and L2/3 pyramidal cells has also been observed 
but this was developmentally down-regulated and virtually absent after the fourth 
postnatal week.

While these two studies on L2/3 interneurons are very interesting and of note 
they also pinpoint the difficulties inherent to the study of cortical interneuron con-
nectivity. The terminology used by the authors is not commonly used; it is there-
fore difficult to place these interneuron types in the neuronal network of layer 2/3 
and assess their functional roles. Nevertheless, the studies suggest that the diver-
sity of interneurons may be even higher than anticipated and that previously held 
assumptions may not be entirely correct.

Layer 1

Cortical layer 1 is unique because it contains almost exclusively GABAergic in-
terneurons—with the possible exception of Cajal-Retzius cells which are probably 
glutamatergic. The majority of L1 interneurons express 5-HT3aRs, with the excep-
tion of a small group (~ 5 %) of SOM+ L1 interneurons [146; see also 162]. How-
ever, a consensus on the classification of L1 interneuron has not been achieved 
and between two and six different types have been proposed [cf. 201–204, 183]. A 
quantitative morphological and electrophysiological analysis of L1 interneurons re-
vealed the existence of four interneuron types: FS L1 interneurons, L1 interneurons 
with an adapting or burst-firing pattern as well as L1 NGFCs with a delayed AP 
firing mode [203]. Apart from L1 NGFCs, the other L1 interneuron types received 
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synaptic input from L2/3 pyramidal cells. The connectivity between L2/3 pyramidal 
cells and FS L1 interneurons was reported to be markedly higher (0.35) than that 
of adapting and burst-firing L1 interneurons (0.16 and 0.12, respectively). Unitary 
EPSPs at the L2/3 pyramidal cell-FS L1 interneuron connections were significantly 
faster than those at the other connection types and showed paired pulse facilitation. 
Although L1 NGFCs did not receive excitatory input from L2/3 pyramidal cells, 
they are the dominant source of inhibition of these neurons (connectivity probability 
of 0.44). Inhibition at this connection was mediated by GABAA and GABAB recep-
tors as shown for NGFCs in other cortical layers [205; see also 186]. FS L1 inter-
neurons also showed a relatively high inhibitory connectivity with L2/3 pyramidal 
cells (0.33) and exclusively GABAA receptor-mediated IPSPs. In contrast adapting 
L1 interneurons had only a low connection probability with L2/3 pyramidal cells 
(0.06); as for FS L1 interneuron uIPSPs were mediated by GABAA receptors only.

Zhu and co-workers (see above; [186, 187]) recently described inhibitory and 
disinhibitory interneuron microcircuits that are driven by the activity of L1 inter-
neurons. They identified two major types of L1 interneurons, the L1 single bou-
quet cells (L1 SBCs) and the L1 elongated neurogliaform cells (termed L1 ENGCs; 
however this classification has not been used by any of the other research groups 
studying L1 interneurons). L1 SBCs have a narrow axonal domain which projects 
within layer 1 but also into layer 2/3 while the axonal domain of L1 ENGCs is broad 
but confined to layer 1 (Fig. 4.9a, b). The firing pattern of SBCs and ENGCs was 
not distinct adapting burst-spiking and non-adapting, delayed-spiking patterns were 
found for both neuron types. This observation is in marked contrast to that made for 
L1 NGFC by other research groups [202, 203, 205]. In addition, the late-spiking, 
putative L1 NGFCs have been shown to form gap junction networks between each 
other [202].

L1 SBCs establish unidirectional inhibitory connections with virtually every in-
terneuron type in layer 2/3 (see above) with connectivity ratios ranging from 0.05 
to 0.28 but with a low synaptic strength (mean IPSP amplitude: 0.34 mV; averaged 
over all L2/3 interneuron types). They only form monosynaptic connections with 
L2 and L3 but not with L5A/L5B pyramidal cells. However, L1 SBC disynapti-
cally target L5 pyramidal cells via L2/3 pyramidal cells and L2/3 interneurons (see 
above).

Unlike L1 SBCs, L1 ENGCs were found to form reciprocal inhibitory and gap 
junction connections with a subset of L2/3 interneurons, namely L2/3 (SOM+) Mar-
tinotti cells, L2 NGCs and L2/3 BTC with connectivity ratios of 0.18, 0.43 and 0.32, 
respectively. The mean IPSP amplitude was 0.68 mV averaged over all three L1 
ENGC-L2/3 interneuron connection types. L1 ENGCs establish also direct inhibi-
tory synapses with L2/3 and-in contrast to L1 SBCs-L5 pyramidal cells located in 
both the home and neighbouring ‘barrel columns’, thereby inhibiting a large popu-
lation of these neurons.

The two L1 interneuron types display highly distinct connectivity patterns: The 
disynaptic L1 SBC-L2/3 interneuron-L5 pyramidal cell connections have a disin-
hibitory influence on L5 pyramidal cells at all dendritic compartments targeted by 
different L2/3 interneurons. In contrast, L1 ENGC-L2/3 interneuron connections 
supposedly exert a largely inhibitory influence over the disynaptically connected 
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L2/3 and L5 pyramidal cells. This is because the monosynaptic L1 ENGC-L2/3 
interneurons connections are strongly recurrent and thus act through a feedback 
inhibitory mechanism. Synaptic contacts established by the three L2/3 interneuron 
types innervated by L1 ENGCs are located mainly on apical dendritic tuft dendrites, 
near the Ca2+ spike generation zone. The various L2/3 interneuron types (see above 
and Fig. 4.9c), with specific influences on different compartments of the apical 
dendritic tree of L5 pyramidal cells can affect this interaction either by blocking 
dendritic Ca2+ spikes directly or by altering the synergistic coupling between the so-
matic/basal dendritic and apical dendritic compartment. Nevertheless, the L1-L2/3 
interneuron-L5 pyramidal cell pathway described in these studies [186, 187] does 
not take into account possible interactions between the different L2/3 interneurons 
and the excitatory input from L2/3 and possibly also from L5A pyramidal cells. 
Both these mechanisms may interfere with the proposed L1 inhibitory and disin-
hibitory mechanisms.

Layer 5

By now, interneuron function has been studied to some extent for supragranular 
layers. However, significantly less is known with respect to infragranular layers. 
However, for layer 5A and B the relative fraction of interneurons (interneurons/
total neurons) was with 20 and 16 % relatively high compared to other barrel cortex 
layers with the exception of layer 2 (see above). The majority of L5 interneurons 
belong to the PV+ type; in particular in layer 5A, the fraction of SOM+ interneurons 
is also relatively high. Only few studies on the functional role of L5B interneurons 
and its special position in the neocortical microcircuitry in either the barrel cortex 
or the somatosensory cortex exist. Tan and co-workers studied the synergistic action 
of PV+, FS and SOM+ interneurons in layer 5B. During early phases of thalamic 
excitation PV+ FS L5 interneurons are activated; this activation is initially strong 
and will result in rapid but only transient AP firing (Fig. 4.10). Persistent AP firing 
of TC afferents (as it may occur during active whisking of the rodent) leads to a 
pronounced paired-pulse depression of the TC EPSPs at FS, PV+ interneuron syn-
apses; this will effectively silence FS, PV+ L5B interneurons. The reduction in fast 
feed-forward inhibition would result in a run-away excitation which, however, has 
not been observed in vivo. Thus, the rapidly depressing fast feed-forward inhibition 
needs to be replaced by a slow-onset inhibition provided by a different interneuron 
type.

Unlike most other SOM+ interneurons (see above) those in layer 5B do not syn-
apse onto distal portions of the apical dendrite of pyramidal neurons but have a 
dominant barrel-related axonal domain (Fig. 4.10a, b); this is at least the case for the 
X94-subtype of SOM+ interneurons [152]. They receive TC input (like SOM+(X94) 
interneurons in layer 4; see above and [167]). The target structures of these SOM+ 
L5 interneurons are dendrites of L4 spiny neurons [168]. In contrast to PV+ FS L5B 
interneurons, adapting-firing SOM+ L5B interneurons respond with facilitating EP-
SPs during ongoing thalamic stimulation. When TC axons fire at a high presynaptic 
spiking frequency, EPSP facilitation will occur and result in progressively larger 
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EPSPs in the SOM+ L5B interneurons; in turn, they will eventually reach the AP 
threshold and fire APs (Fig. 4.10c). Inhibition of SOM+ L5B interneurons is not 
recruited in response to brief stimuli; rather it requires ongoing TC input to induce 
SOM + interneuron firing. Thus, there is a shift in the rapid-onset feed-forward inhi-
bition of L4 spiny neurons by PV+ FS L5B interneurons (and also FS L4 interneu-
rons; [157, 163]) to a late-onset inhibition via SOM+ L5B interneurons. The latter 
interneurons will be the main source of inhibition in the late phase of TC excitation 
because their synaptic efficacy is maximal at this point in time. Such change in the 
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800 pA

300 ms
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L4

L5

SOM+PV+/FS
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Fig. 4.10  SOM+ and PV+ L5 interneuron morphology and function. Reconstructions of the axo-
dendritic domain of a PV+, FS interneuron and a SOM+ interneuron in deep layer 5 (layer 5B); 
dendrites blue, axons red. Note the different axonal projection patterns. (b) Different AP firing 
patterns of the PV+, FS and the SOM+ L5 interneurons. (c) On repetitive stimulation of the VPM, 
PV+, FS and the SOM+ L5 interneuron EPSPs show a depression and facilitation, respectively. In 
PV+, FS L5 interneurons the first few EPSPs are superthreshold and result in APs. In contrast, in 
SOM+ L5 interneurons, the AP threshold is reached only after prolonged VPM stimulation and the 
resulting EPSP facilitation is necessary to reach AP threshold; AP firing in SOM+ L5 interneurons 
is therefore ‘delayed’. Modified from Tan et al. (2008) [168]. Robust but delayed thalamocortical 
activation of dendritic-targeting inhibitory interneurons. Proc. Natl. Acad. Sci. U S A 105:2187–
2192 with permission, Copyright (2008) National Academy of Sciences U.S.A
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recruitment of inhibition will also occur at stimulation frequencies of 10–20 Hz, 
which are behaviourally relevant whisking frequencies in rodents [168]. It should 
be noted, however, that in layer 4 of the barrel cortex SOM+-FS interneuron con-
nections have been shown to exert a disinhibitory effect on the excitatory neuronal 
network. This is in marked contrast to the delayed inhibitory action proposed for L5 
SOM+-FS interneuron connections.

A hyperpolarising, i.e. inhibitory synaptic response can be occasionally observed 
between two neighbouring thick-tufted L5 pyramidal cells [206, 207]. A similar 
phenomenon was also found for L2/3 pyramidal cells [185]. This inhibition is di-
synaptic: one L5 pyramidal cell fires an interneuron that in turn inhibits the second 
pyramidal cell. Disynaptic inhibitory connections are significantly more frequent 
than direct, monosynaptic excitatory connection between L5 pyramidal cells, at 
least at the age of animal used for this study (postnatal day 14–16). The inhibitory 
response increases with the frequency and duration of the AP train in the ‘presyn-
aptic’ pyramidal cell. The L5 interneurons that mediates this frequency-dependent 
disynaptic inhibition are SOM+, L1-targeting Martinotti cells located in layer 5. L5 
Martinotti cells have ascending axonal collaterals with a narrow axonal domain; 
they target apical oblique and tuft dendrites of the thick-tufted L5 pyramidal cells. 
Synaptic connections between L5 thick-tufted pyramidal cells and L5 Martinotti 
cells showed a high degree of convergence with ~ 70 % of neighbouring pyramidal 
cells contacting the same interneuron. The degree of divergence was even higher: 
a single L5 Martinotti cell established synaptic contacts with ~ 80 % of the neigh-
bouring L5 pyramidal cells. The authors argue that the mechanism of interaction 
between L5 pyramidal cells and L5 Martinotti cells is AP rate dependent. At low AP 
frequency the main effect of two neighbouring pyramidal cells is largely excitatory 
because the membrane potential in Martinotti cells does not reach the AP thresh-
old. When the AP firing frequency and duration in the L5 pyramidal cell increase, 
Martinotti cells start to fire APs due to EPSP summation and an inhibitory response 
in neighbouring pyramidal cells will occur. Because most Martinotti cells target 
distal dendrites they may also act to suppress Ca2+ spikes in the apical tuft of the 
neighbouring L5 thick-tufted pyramidal cells. The powerful inhibition exerted by 
Martinotti cells may also act by correlating membrane potential fluctuations, lead-
ing to synchronous spiking between L5 pyramidal cells that simultaneously receive 
frequency-dependent disynaptic inhibition. This disynaptic inhibitory mechanism 
is not exclusive to the somatosensory (barrel) cortex but appears to be ubiquitous 
in the neocortex and has been observed also in other cortices such as motor, visual 
and prefrontal cortex [208].

Recently it has been demonstrated that like L4 FS interneurons those in layer 
5A receive strong synaptic input from corticothalamic L6A pyramidal cells [60; see 
above]. Thus, CT L6A pyramidal cells activate L5A FS interneurons which in turn 
target local L5A pyramidal cells thereby curtailing excitation of L5A neurons by a 
feed-forward inhibition mechanism. However, support for this hypothesis based on 
anatomical data is still missing.

L5A SOM + interneurons are also activated by CT L6A pyramidal cells. However, 
L6A input to this interneuron type is much weaker than that to L5A FS interneu-
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rons; it also shows a pronounced EPSP facilitation, indicating that the CT L6A-L5A 
SOM+ interneuron connection is not very reliable. Given its short-term dynamics 
one may hypothesise that L5A SOM+ interneurons are only recruited following pro-
longed synaptic input; the functional implication of this is so far unknown because 
the connectivity profile for pyramidal cells, FS and SOM+ interneurons in layer 5A 
is not clear.

Layer 6

Inhibition in layer 6 of the neocortex has so far not been in the focus of current 
research activity. A recent study by Perrenoud and co-workers provided a first de-
scription of L6A and L6B interneurons [209] showing that there are at least four 
different types: PV+ FS L6 interneurons, SOM+ L6 interneurons with an adapting 
firing pattern as well as VIP-expressing and NPY-expressing L6 interneurons which 
also show an adapting firing pattern and are both subgroups of the 5-HT3aR+ in-
terneurons. All L6 interneuron types were found in layers 6A and 6B, albeit with 
somewhat different morphological features.

The synaptic connectivity of L6 interneurons has only been investigated for FS 
and SOM+(GIN) L6 LTS interneurons [132]. Both interneuron types receive TC 
input from the VPM but show significant differences in the efficacy of the synaptic 
response, reminiscent of the situation found for L4 interneurons. FS L6 interneu-
rons (which are responsible for rapid feed-forward inhibition) received strong TC 
input that showed pronounced paired pulse depression. In contrast, TC EPSPs in 
SOM+ L6 interneurons of the GIN subtype [166] were significantly weaker than 
those recorded in either excitatory L6 neurons or FS L6 interneurons. PV+ FS L6 
interneurons and SOM + interneurons have been reported to receive excitatory input 
from CT and—to a significantly smaller extent—CC L6 pyramidal cells [137, 210]. 
The excitatory input shows weak or pronounced facilitation, respectively. A rapid 
recruitment of PV+ FS L6 interneurons by CT L6 pyramidal cells has also been re-
ported for visual cortex [210, 211]. There, CT L6 pyramidal cells recruit widespread 
inhibition throughout all cortical layers by activating visual cortex FS interneurons 
with L1-to-L6 translaminar axonal projections; these FS L6 interneurons are differ-
ent from locally-projecting FS interneurons in layer 6. So far, a comparable type of 
FS L6 interneuron and a similar translaminar inhibitory mechanism have not been 
reported for barrel cortex.

Conclusion

As this chapter shows it is still premature to draw a combined and interdigitated 
map of the local excitatory and inhibitory microcircuits in the barrel cortex. For ex-
citatory synaptic connections in the barrel cortex several schemes for the excitatory 
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neuronal network in a barrel ‘column’ have been proposed. However, emerging data 
on the cellular short- and in particular long-range axonal geometry of excitatory 
neurons and a hitherto unknown diversity in pyramidal cell types suggest that this 
picture is likely to change in the future, in particular with respect to signal propaga-
tion in the vertical plane of the neocortex.

The picture is even more difficult for synaptic connections involving barrel cor-
tex inhibitory interneurons. This is in part due to the extremely high diversity of 
interneurons with respect to action potential firing, gene expression and morphol-
ogy. Furthermore, the database on the synaptic connectivity of the different types 
of barrel cortex interneurons is still very limited and the functional roles of the 
different excitatory-inhibitory, inhibitory-excitatory and inhibitory-inhibitory con-
nections remain poorly understood. A number of studies on cortical interneuron 
function argue for a ‘preferential’ or ‘selective’ targeting of one interneuron type 
by another. However, so far no direct proof for such a selectivity exist. In recent 
years some studies have actually shown that the connectivity of PV+ FS and SOM+ 
interneurons with excitatory neurons in the same layer is very high but unspecific 
[154, 212–214]. To date, no data concerning this point is available for interneuron-
interneuron connections but it is likely that a similar picture will emerge. In addi-
tion, the high degree of recurrent interneuron connectivity makes it difficult to dis-
sect predominantly inhibitory or disinhibitory action of an interneuron connection. 
Furthermore, the dynamic properties of cortical interneuron connections determine 
their functional connectivity and temporal sequence of activation, processes that are 
highly dependent on the dynamic properties of the synaptic connection. Inhibitory 
and disinhibitory actions of a defined microcircuit may therefore occur in the same 
inhibitory microcircuit during the duration of their activation. Thus, it is at present 
too premature to draw even an approximate schematic of the inter- and translaminar 
interneuronal network in a barrel ‘column’. More structural and functional data is 
needed to understand the role that monosynaptic interneuron connections but also 
of di- and polysynaptic interneuron circuits play in synaptic signalling in the barrel 
cortex.
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Chapter 5
Imaging the Cortical Representation of Active 
Sensing in the Vibrissa System

Fritjof Helmchen and Jerry L. Chen

Abstract Rodents explore the environment with their facial whiskers using active 
whisking to collect information about object location and identity. The sensory 
information gathered is processed in the vibrissa system, a hierarchical network of 
interacting brain regions, comprising brainstem nuclei, thalamus subdivisions and 
neocortical regions. In the neocortex, neural representations of whisking and touch 
are formed to guide and adapt behavior given the environmental context. The exact 
features of these representations and their spatiotemporal dynamics still remain elu-
sive. In this chapter, we provide an overview of in vivo functional imaging tech-
niques that enable the study of spatiotemporal profiles of cortical activity during 
whisking-based behavior. We discuss imaging applications covering the large scale 
as well as the level of local cellular circuits, with a special focus on studies employ-
ing two-photon calcium imaging. We summarize recent findings on the cortical rep-
resentation of passive and active sensation and of task-relevant whisker dynamics.

Keywords Barrel cortex  · Active whisking · Neocortical regions · Voltage imaging 
· Two-photon calcium imaging · Object localization · Texture discrimination

Introduction

For multiple reasons the rodent whisker system is a well suited model for studying 
tactile information processing in the mammalian brain. Touching objects or con-
specifics with facial whiskers is a highly behaviorally relevant sensing modality 
for rats and mice [1]. Rodents intentionally move their whiskers in characteristic 
ways to touch and gather tactile information, an example par excellence of active 
sensing [2]. The processing of tactile stimuli is organized in neural pathways at all 
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key levels of mammalian somatosensory computation, including brainstem loops, 
relay pathways through thalamic nuclei, thalamocortical loops, and especially cor-
tical representations that feed into descending pathways for behavior control [3, 
4]. Further, the importance of tactile sensation is reflected in the disproportion-
ally large representation of the whisker pad in the barrel field (BF) of the primary 
somatosensory area (S1), with a well-defined somatotopic layout. This clear anat-
omy has invited numerous studies of cortical signal flow, the underlying synaptic 
interactions, and neural circuit mechanisms related to whisker motion and touch, 
within S1 and beyond. Another advantageous feature of the whisker system is the 
ease with which whiskers can be mechanically stimulated in a controlled manner 
(or, alternatively, trimmed or plucked to deprive the brain from this sensory input). 
Such manipulations have been widely adopted to investigate mechanisms of neural 
plasticity [5–7]. Finally, rats and mice can be well trained in whisker-dependent 
tasks, enabling studies of the neural basis of learning, decision making and other 
high-level brain functions.

In this chapter we focus on the neocortical level of the whisker system. The 
S1 barrel field connects to multiple other cortical areas via cortico-cortical axonal 
projections. For example, a strong connecting pathway exists to the contralateral S1 
via the corpus callosum. In addition, S1 connects ipsilaterally to the smaller, more 
laterally positioned secondary somatosensory area (S2) and to the more anterior, 
medial primary motor cortex region (M1) (Fig. 5.1a). The S1-S2-M1 triangle forms 
the core of cortical sensorimotor integration, tied together by reciprocal connections 
but also connecting to further cortical areas [8–11]. Because of the widespread con-
nectivity pattern among cortical regions, it can be expected that signal processing 
does not occur in isolation in individual areas but rather is likely to be governed by 
the interplay of all these areas. For the topic of this chapter, we note that the key 
cortical areas are located on the dorsal surface of the mouse brain and thus are ac-
cessible for imaging, either by implanting chronic glass windows or by thinning the 
overlaying skull. S1 and M1 thus presumably have come into the focus of imaging 
research not only because of their conceptual importance as primary cortical areas 
but also for this ease of access.

On the local-circuit level, six-layered barrel cortex has been dissected in consid-
erable detail, yet our understanding of this microcircuit is still incomplete. Similar 
to other primary sensory areas of the neocortex, the major neuronal cell types in the 
BF have been characterized in terms of their morphologies and anatomical distri-
butions, their intrinsic biophysical properties, and their synaptic connections with 
neighboring cells or cells in other layers [12–15]. Electrophysiological recordings 
have been particularly informative in this respect, including extensive studies in 
brain slice preparations [5, 16] and more recently intracellular recordings in vivo, 
in anesthetized animals and in head-restrained awake, behaving animals [17–20]. A 
special focus has been the investigation of the functional relevance of specific sub-
types of GABAergic interneurons [21], including prominently the parvalbumin(PV)-
positive interneurons [22], the somatostatin(SOM)-positive interneurons [23, 24] 
and the interneurons positive for the vasoactive intestinal polypeptide (VIP). The 
latter group is a subgroup of the larger, recently identified group of interneurons 
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Fig. 5.1  Various imaging modalities to study barrel cortex function. a Overview of the different 
spatial scales covered by various imaging techniques, including hemisphere-wide field of views 
( yellow), barrel cortex imaging ( blue), cellular imaging within a barrel column ( green) and single-
cell imaging ( red). b Intrinsic optical imaging is performed by illuminating the cortical surface 
( top) with light (typically using 630-nm wavelength) and mapping the relative percentage changes 
in reflectance (ΔR/R; bottom) upon whisker stimulation. Adapted from Petersen, 2007 [16]. c 
Wide-field VSD imaging. The example image was recorded in a urethane-anesthetized mouse 
with the voltage-sensitive dye RH1691 and shows the activity pattern 30 ms after a single-whisker 
stimulation, displaying the spread in S1 and a secondary activation spot in motor cortex (average 
of 10 trials; adapted from Ferezou et al. 2007 [36]). d Functional imaging across the barrel field 
can be performed by using wide-field calcium imaging with a camera. This example shows the 
onset activation map after stimulation of the E1 whisker, measured through a chronic cranial win-
dow with the ratiometric GECI YC3.60 following viral induction of indicator expression. ΔR/R 
indicates the changes in fluorescence ratio (mean of 20 trials). Adapted from Minderer et al. 2012 
[58] with permission from John Wiley and Sons. e Two-photon calcium imaging of L2/3 neuronal 
activity in barrel cortex in an awake mouse performing a texture discrimination task. The image 
was acquired with the ratiometric indicator YCNano-140 and shows strong activation of a subset 
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expressing the ionotropic serotonin receptor 5HT3aR [25]. VIP-positive interneu-
rons have been functionally implicated in cortical disinhibition [26, 27].

While electrophysiological studies provided a wealth of functional data on neu-
ronal activity in barrel cortex, and continue to do so, here we focus on the applica-
tion of imaging techniques to study cortical dynamics in the whisker system. Imag-
ing methods are complementary to electrophysiological methods in many ways and 
often these two activity measures can be combined in beneficial ways. Important 
advantages of imaging methods are that they enable (1) a large-scale view of cor-
tical signal flow; (2) population recordings from identified neurons in relatively 
large networks of up to hundreds of neurons; and (3) functional measurements from 
subcellular structures such as axons, dendrites, and dendritic spines that are hardly 
accessible with electrophysiology. This chapter provides an overview of in vivo 
imaging approaches and highlights results that were obtained over the past decade 
for cortical dynamics in adult animals. We put special emphasis on imaging studies 
in awake, behaving animals, which have become feasible only recently.

Imaging Global and Local Cortical Representations  
of Whisker Dynamics

A variety of optical imaging methods can be applied to measure in vivo cortical 
activity evoked by active whisker movements or mechanical whisker stimulation. 
These methods cover distinct spatial scales, ranging from very local measurements 
at individual synaptic contacts to a global view of activity patterns across an entire 
hemisphere (Fig. 5.1a). They also differ with respect to their capability to resolve 
individual neurons and their temporal resolution for measuring subthreshold and/or 
suprathreshold activity. In the following we summarize the principles of the imag-
ing techniques that are used to study the rodent vibrissa system.

Wide-Field Imaging of Intrinsic Signals
Large-scale imaging with sensitive CCD cameras has a long tradition in barrel cor-
tex research, starting with optical imaging of intrinsic signals [28, 29]. The exposed 
cortical surface is illuminated with light (typically red light at around 630-nm wave-
length) and the reflected light is imaged with a large field-of-view objective and 
a sensitive camera, capturing areas of several square millimeters. The degree of 
reflectance depends on the absorptive and scattering properties of the tissue, which 
change upon neuronal activation in part due to associated blood flow changes. Stim-
ulation of a single whisker results in a localized, albeit blurry reflectance change, 
making it possible to determine where the barrel column is located that receives the 

of neurons upon touching a presented texture with the whiskers. (Adapted From Chen et al. 2013b 
[80] with permission). f Calcium imaging of dendritic activity following single-neuron loading 
with Alexa Fluor 594 and the calcium indicator Oregon Green BAPTA-1. The Alexa-filled neuron 
with its dendrites is shown at the top. Localized ΔF/F changes in a selected dendrite following 
whisker stimulation are shown at the bottom. (Adapted from Varga et al. 2011 [84])
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principal input from the stimulated whisker (Fig. 5.1b). Intrinsic signal changes are 
small (< 1 %) and rather slow and therefore cannot resolve cortical dynamics with 
high temporal resolution. On the other hand, no dye-labeling is required and signal 
changes can be detected through the intact (thinned) skull. Because of its simplicity, 
intrinsic signal optical imaging has developed into a standard method for functional 
mapping of the barrel field in vivo, which is especially useful for targeting a specific 
barrel column [30]. In addition, imaging of intrinsic signal changes has contributed 
to studies of map plasticity, revealing expansion or shrinkage of single-whisker 
maps following sensory deprivation of surround whiskers and exposure to natural 
habitats, respectively [6, 31, 32]. More recently, map changes have been assessed in 
various transgenic mouse models of diseases [33, 34].

Wide-Field Fluorescence Imaging of Voltage Indicators
Whereas intrinsic signal imaging does not require previous dye labeling, staining 
cortical tissue with fluorescent indicators provides further opportunities to measure 
the spread of cortical activity related to whisker use. A direct visualization of elec-
trical activity in neuronal populations is possible with voltage-sensitive dye (VSD) 
imaging, which is a classical experimental approach to measure cortical maps with 
high temporal resolution [35]. Various organic dyes have been developed that label 
cellular membranes and report membrane potential changes. For in vivo imaging, 
the cortical surface is soaked in a VSD-containing solution so that dye molecules 
penetrate the tissue and stain neuronal membranes. The measured fluorescence sig-
nal corresponds to the bulk average of the local membrane potential changes in 
the tissue (for cortical measurements originating mainly from supragranular layers) 
[18]. This method lacks cellular resolution but can reveal fast signal dynamics (up 
to kHz frequency range) with a sufficiently fast VSD and a high-speed camera.

VSD imaging of barrel cortex in the anesthetized rat revealed that following a 
single-whisker stimulation an initially highly localized cortical activity (at the lo-
cation of the principal barrel column) rapidly spreads across the entire barrel field 
within 50 ms, with particularly high speed along the whisker row representation 
[18]. In follow-up studies on mouse neocortex, the field-of-view of VSD imaging 
was expanded to comprise nearly the entire dorsal surface of the neocortex, covering 
even both hemispheres [36, 37]. This global view uncovered that shortly after the 
S1 activation in the hemisphere contralateral to the single-whisker stimulus, another 
focal activation spot appears in the motor cortex, triggering a secondary wave of 
activity in frontal regions (Fig. 5.1c). In addition, S1 regions in the hemisphere ip-
silateral to the stimulus are activated with a delay too. These examples demonstrate 
the brain-wide dimension of cortical processing, even following a simple brief stim-
ulus, mediated via the dense cortico-cortical connections, here particularly from S1 
to M1 [36, 38]. While high temporal resolution and direct read out of membrane 
potential changes are clear advantages of the VSD imaging technique, it is difficult 
to perform repeated measurements over long time periods using synthetic organic 
VSDs, which may also present potential pharmacological side effects [39].

The development and application of voltage-sensitive fluorescent proteins (VS-
FPs) represents a highly promising alternative to organic dyes. Stable and long-
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term expression of these genetically-encoded voltage indicators (GEVIs) can be 
achieved using either viral delivery or in transgenic mice (e.g., VSFP-Butterfly1.2, 
JAX® Mice, Stock Nr. 023528), potentially even targeting specific cellular sub-
types. VSFPs have been applied, for example, to resolve whisker-evoked single-
trial responses in the barrel cortex map [40, 41]. Further transgenic mouse lines 
have now become available [42]. Recently, new sensitive and fast VFSPs have been 
introduced, e.g., ‘Arch’ [43], ‘ArcLight’ [44], ‘MacQ’ [45], or ‘ASAP1’ [46]; in 
vivo applications of these new indicators are currently gaining momentum with 
great prospects of novel opportunities to chronically study fast cortex-wide signal 
flow patterns and oscillatory phenomena during behavior.

Wide-Field Fluorescence Imaging of Calcium Indicators
Besides fluorescent voltage indicators, the most prominent indicators of neuronal 
activity are calcium indicators. In fact, fluorescent calcium indicators still are the 
best characterized and most widely used indicators due to their large dynamic range 
and superior signal-to-noise ratio. In all neurons, the generation of an action poten-
tial is associated with the activation of voltage-gated calcium channels, causing a 
brief influx of calcium ions and thus allowing calcium indicators to serve as ‘action 
potential detectors’. The action-potential evoked change in intracellular calcium 
concentration is reported as a transient fluorescence change, typically lasting for a 
few hundred milliseconds in the cell soma [47, 48]. Calcium indicators furthermore 
can uncover localized calcium influx in dendrites, axons, and in pre- and postsyn-
aptic structures, where calcium ions also exert important physiological functions as 
second messenger.

Since the introduction of the first genetically-encoded calcium indicator (GECI) 
‘cameleon’ [49], the palette of available GECIs has largely expanded. Indicators 
have steadily become more sensitive, meanwhile outperforming the best traditional 
small-molecule indicators such as Oregon Green BAPTA-1. One class of GECIs 
is composed of a single fluorescent protein (FP) attached to a calcium-binding do-
main that triggers a conformational switch and thus translates calcium binding into 
a fluorescence change. A second class of GECIs consists of two FPs linked via a 
calcium-binding domain such that the distance and relative orientation between the 
FPs—and therefore the ‘fluorescence resonance energy transfer’ (FRET) between 
them—are modulated in a calcium concentration-dependent manner. By reading out 
the fluorescence signal emissions in two spectral windows, these indicators enable 
ratiometric measurements, which normalize for various factors including motion 
artifacts and can be calibrated in terms of absolute calcium concentrations. At pres-
ent, the most popular GECIs are the newest single-FP GCaMP indicators [50, 51] 
and the best variants of ratiometric dual-FP GECIs, designed with a linker derived 
from either calmodulin [52, 53] or troponin [54, 55].

Following up on earlier work using the synthetic calcium indicator Oregon 
Green BAPTA-1 [56] GECIs are now employed for wide-field fluorescence imag-
ing of cortical activity. A standard method to induce GECI expression is viral deliv-
ery, especially using adeno-associated virus (AAV) constructs with neuron-specific 
promoters [57]. For example, virally induced expression of ‘yellow cameleon 3.60’ 
(YC-3.60) in mouse barrel cortex was employed to repeatedly map the location 
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and spread of whisker-evoked activity in the barrel cortex over several weeks [58] 
(Fig. 5.1d). Using a transgenic GCaMP3 reporter line [59], large-scale calcium 
signals were mapped across even larger areas of the somatomotor cortex using a 
similar approach [60]. Care had to be taken in this study to separate the green cal-
cium indicator fluorescence changes from confounding autofluorescence and in-
trinsic optical signals. Recently, transgenic mice with widespread GECI expression 
(e.g., GCaMP6f line, JAX® Mice, Stock Nr. 024107) have been introduced that will 
be extremely useful for wide-field in vivo imaging, in particular when additional 
specificity is achieved by restricting expression to only particular cortical layers or 
neuronal subtypes [42].

Cellular Resolution Two-Photon Calcium Imaging
Two-photon excited fluorescence imaging is the key technology that enables high-
resolution imaging at substantial depths in cortical tissue [61]. Two-photon calcium 
imaging is widely used to study neuronal population activity as well as subcellular 
calcium dynamics in dendrites and dendritic spines in mouse neocortex [48, 62, 63] 
(Fig. 5.1e and f). Two major paradigm shifts have occurred during the past decade 
and are still ongoing. First, after an initial phase, in which studies were mainly car-
ried out in anesthetized rats or mice [64–67] the field by now has largely shifted to-
wards imaging in awake, head-restrained animals, following the initial key demon-
strations of the feasibility of such experiments [68, 69]. Crucially, cortical imaging 
in awake animals enables direct observation of neocortical microcircuit dynamics 
while the brain is in action, best when it is performing a meaningful, task-relevant 
computation [70] (see below). The second shift seen over the past years is the pro-
gressive transition from synthetic calcium indicators to GECIs, fostered by con-
tinual improvements of the latter and the advent of sophisticated expression strat-
egies. While bulk-loading with small-molecule indicators continues to be highly 
suitable for revealing population activity patterns [65, 71, 72], the game-changing 
advantage of GECIs is the possibility of long-term monitoring of the same neurons 
and populations over weeks and months [73]. This feature has enabled for instances 
the investigation of how neuronal activity in mouse barrel cortex reorganizes dur-
ing sensory deprivation induced by whisker trimming [32] or during learning of a 
whisker-dependent task [74]. Besides opening the door for such longitudinal studies 
of changes in network dynamics during plasticity and learning, long-term repeated 
imaging also turns out helpful in a practical sense for working with well-habituated 
mice over extended time periods and for making the efforts to train mice in specific 
behavioral tasks worthwhile.

Local network activity is usually assessed by imaging field-of-views containing 
tens to several hundred neurons and acquiring time series of two-photon images 
with frame rates of about 10 Hz for standard and > 50 Hz for resonant scanning 
systems. Free laser scanning techniques for visiting soma after soma can acquire 
population data with even higher temporal resolution [75, 76]. Irrespective of which 
laser scanning technique is applied, population calcium imaging in the end provides 
a multivariate time series data set, containing the time course of action potential-
evoked calcium signals for all measured neurons and thus reflecting network dy-
namics in a high-dimensional state space (with the number of neurons as number 
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of dimensions). In principle, the neural spike patterns underlying the calcium sig-
nals can be estimated from the indicator fluorescence traces using deconvolution 
techniques [77–80], but much of the analysis can also be carried out on the cal-
cium signals directly. With increasing numbers of neurons being monitored, i.e., 
sampling network dynamics in even higher-dimensional state space, the demand 
is now increasing for (semi-)automatized methods for data pre-processing (motion 
correction, temporal alignment, ROI selection, etc.) and for the application of more 
sophisticated population analysis tools [81, 82], e.g., for decoding behavioral vari-
ables in awake mice [79, 83].

Finally, the high spatial resolution of two-photon microscopy enables in vivo 
imaging of subcellular events, in particular of localized activity in dendrites and at 
individual synapses (Fig. 5.1f). Thereby, it has become feasible to reveal the spatio-
temporal pattern of dendritic activation in the living brain [48], which is essential 
in order to understand single-neuron computation, i.e., the input-output transfor-
mation of a particular cell type. A first goal is to map the spatial distribution of 
activated synapses by analyzing sensory-evoked subthreshold calcium signals in 
dendritic spines over substantial portions of the dendritic tree, e.g., following stimu-
lation of different whiskers [84]. Early mapping studies of this sort utilized classical 
synthetic calcium indicators loaded via whole-cell recording pipettes, but the new-
est generation of GECIs clearly is capable of resolving single spine activity [50]. 
Therefore, extended studies of mapping synaptic input patterns, especially during 
behavior, can be expected for the coming years. A second major goal is to deter-
mine in how far and under what conditions the non-linear properties of dendrites 
become essential. Many neuronal dendrites in principle are capable of producing 
localized regenerative potentials (‘dendritic spikes’), especially when synaptic in-
puts are clustered and arrive synchronously. If, how and when this special mode of 
dendritic integration is relevant is still being worked out in current studies. For ex-
ample, while most studies agree that NMDA-type glutamate receptors are crucially 
involved in localized dendritic excitability and calcium signaling, it is still debated 
under what conditions synaptic integration is rather linear or non-linear, as illus-
trated by two recent studies on layer 4 neurons in barrel cortex reaching opposite 
conclusions [85, 86]. Further in vivo imaging studies are required to uncover the 
rules for integration of sensory inputs during specific behavioral conditions in the 
different neuronal cell types.

Spontaneous Activity and Whisker-Evoked Responses 
During Anesthesia

Using these various imaging methods, what have we learned about the neocor-
tical representation of whisker movements and touch at the level of cells, local 
circuits, and cortical hemispheres? Before considering active whisker movements 
and touch-induced mechanical stimulation, let us first ask what type of spontane-
ous activity is found in the neocortical network because it is continually active, 
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whether during sleep, anesthesia, or wakefulness. VSD imaging studies revealed 
spontaneous waves of activity that travel across cortex, encompassing the barrel 
field and other areas beyond [36, 37, 87]. During anesthesia, these waves occur at a 
slow frequency (~ 1 Hz) and correlate well with local field potential (LFP) measure-
ments and with UP and DOWN state membrane potential fluctuations as observed 
in pyramidal neurons with whole-cell patch pipettes [87]. Interestingly, the spatial 
dynamics sometimes closely resembles the whisker-evoked activation patterns, an 
observation that also holds for other sensory modalities and presumably reflects 
the underlying large-scale functional connectivity across cortical areas [37]. On the 
cellular level, a consistent finding of electrophysiological and imaging studies is 
that spontaneous action potential firing rates in layer 2/3 pyramidal neurons are 
low, typically below 0.5 Hz [66, 88], and that baseline rates increase only slightly 
(~ 30 %) in awake animals [68]. Juxtacellular recordings from deeper L5 neurons 
revealed higher baseline firing rates [88], which is hard to compare to optical stud-
ies at present because calcium imaging of infragranular layers has remained more 
challenging (but see [89, 90]).

On all scales, neural responses to whisker stimulation have been measured under 
anesthesia. Wide-field imaging studies confirm the spatial activation patterns men-
tioned above, showing an initial activation spot in S1 followed by a second wave 
of activity emerging from M1 (Fig. 5.2a). Zooming in on the local circuitry in S1 
two salient response characteristics have been identified: sparseness and heteroge-
neity. Layer 2/3 neurons elicit action potentials in response to a whisker stimulus 
only with a low probability of 0.1–0.4 [66, 67]. Consistently, only a fraction of 
neurons exhibit suprathreshold responses for a given trial. Moreover, this sparse 
population activity is quite heterogeneous, it is not normally distributed but displays 
a skewed, long-tailed distribution with only few percent of strongly responding 
cells [32]; many neurons show weaker and less reliable responses and a substantial 
pool mostly remains silent. The functional implications and potential underlying 
mechanisms of such a sparse and heterogeneous distribution of neuronal network 
activity are currently being worked out (for review see for example [73, 91, 92]). On 
the subcellular level, dendritic spine calcium imaging of layer 2 neurons revealed 
distinct synaptic input patterns when neighboring whiskers of anesthetized mice 
were stimulated [84]. However, a substantial number of spines were activated by 
both whiskers, suggesting that these ‘shared inputs’ arrive from neurons that have 
already integrated the two streams of information.

An important question that so far has been primarily examined under anesthesia 
is whether feature selectivity maps, analogous to orientation preference maps in 
visual cortex, exist in the barrel cortex. One possibility is that the cortical responses 
depend on the direction of whisker deflection (rostro-caudal, ventral-dorsal). In-
deed, whisker direction selectivity maps were found inside individual barrel col-
umns using two-photon calcium imaging in rats [93], consistent with earlier electro-
physiological work [94]; such maps, however, appeared only in adult animals (with 
enriched environment) and were not found in young animals [66, 93]. Recently, 
another type of feature selectivity was described: Population responses of layer 2/3 
neurons were examined with two-photon calcium imaging when whiskers were 
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Fig. 5.2  Cortical representations of passive and active whisker touch. a Hemisphere-wide cortical 
activation pattern as revealed with VSD imaging in response to contralateral C2 whisker stimula-
tion (three time points after stimulation shown). A similar pattern of first S1 then M1 activation is 
seen under three different conditions (3 different mice). (Adapted from Ferezou et al. 2007 [36] 
with permission). b Local circuit activation in layer 2/3 in mouse barrel cortex in response to active 
texture touch of a sandpaper. ΔR/R changes of the GECI YC-Nano140 are shown at two time 
points t0 and t1, just before and during touch. The whiskers are pushed backwards upon contact 
and the animal stops rhythmic whisking during the touch period. Neuron 1 shows activity cor-
related with whisking whereas another neuronal subset, including neuron 2, responds during the 
contact period. (Unpublished data from the Chen et al. 2013b study [80]). c Two-photon imaging 
of distal dendrites of L5 pyramidal neurons in barrel cortex of an awake, head-fixed mouse. The 
mouse touched with its whiskers a vertical pole presented at different positions as part of a object 
localization task. Left: Zoomed-in two-photon images from L1 dendrites. Middle: Dendritic cal-
cium transients with color-coded amplitude in many trials (each row one trial), sorted according to 
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made to contact textures of different coarseness using artificial whisking [95]. The 
results suggest that distinct subsets of neurons exhibit preference for different tex-
ture coarseness and that these subsets could be organized in spatial clusters and in a 
columnar fashion. It will be interesting in the future to relate these findings obtained 
under anesthesia to neuronal response patterns evoked by texture touches in awake 
animals.

Cortical Representations of Free Whisking and Touch 
Events in Awake Mice

Several studies have started to apply in vivo imaging methods to investigate corti-
cal activity in the whisker system of awake animals. Most of these studies are now 
taking advantage of head-fixed paradigms as it turns out that both rats and mice 
can be well trained to tolerate head fixation [69, 96]. A first question is what activ-
ity patterns occur during spontaneous ‘active whisking’ in free air. Calcium imag-
ing of neurons in M1 revealed a relative high fraction of active layer 2/3 neurons, 
which were classified as ‘whisking neurons’ based on their increased activity during 
whisking and their ability to decode this behavioral feature [79]; other neurons cor-
related better with different behavioral features such as object touch or licking. In 
contrast, using virally induced YC GECIs, we found that the majority of active layer 
2/3 neurons in S1 was down-modulated in their activity during free-air whisking 
but we could also detect a small fraction of neurons (< 10 %) exhibiting increased 
activity [97]. Presumably excitatory as well as inhibitory neurons are among these 
up-modulated neurons but there is also evidence for some cell-type specificity. For 
example, PV-positive interneurons were always down-modulated, which is con-
sistent with a whole-cell recording study showing reduced firing of fast-spiking 
interneurons during whisking [22]. Thus, in the supragranular layers of S1 barrel 
cortex a heterogeneous picture is observed and the same can be expected for other 
cortical layers and areas. It will be highly informative to employ calcium imaging 
techniques to determine the sign and strength of modulation for all major cell types 
throughout S1, M1, and further areas during the simple behavior of voluntary free-
air whisking.

During whisker touch events, either ‘passive’ for a quiescent mouse or ‘active’ 
as induced by whisking, VSD imaging across brain hemispheres has shown a se-
quential pattern of first S1 and then M1 activation in awake mice similar to the one 
observed during anesthesia (Fig. 5.2a) [36]. The exact pattern of activation did, 

whether a touch occurred or not. Right top: Averaged calcium signals aligned to onset of touch for 
trials with C2 whisker touch (Touch C2), with touch from whiskers other than C2 (Touch non-C2) 
and with no touch (Non-touch). Right bottom: Averaged calcium signals for trials with different 
object locations. Colors correspond to object locations (measured as the distance of the pole from 
the centre of the whisker pad along the anterior–posterior axis). (Adapted from Xu et al. 2012 [98] 
with permission)
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however, depend on the behavioral state such that the spread of activity in S1 and 
particularly the activation of M1 and frontal regions was decreased in trials in which 
the mouse was either whisking or when the stimulus did not induce a whisking reac-
tion [36]. The tight interplay between S1 and M1 has also been observed in cellular 
imaging studies. For example, in layer 2/3 of barrel cortex, distinct sparse subsets 
of neurons are activated upon active touch of a sandpaper, some tightly correlated 
with the touch period but others correlated with whisking behavior (Fig. 5.2b) [80]. 
A two-photon imaging study of activity in distal apical tuft dendrites of L5 pyra-
midal neurons showed a clear correlation of dendritic calcium signals with touch 
events and interestingly an additional dependency on the object location (Fig. 5.2c) 
[98]. These studies of neural touch responses in awake mice thus have uncovered 
functional correlations of the activity in areas, neurons, or dendrites with particu-
lar aspects of a touch event. As for free-whisking, it will be essential in the com-
ing years to expand such types of studies to other cortical regions, layers, and cell 
types in order to obtain a more comprehensive picture of the neural representation 
of whisker touch in the cortical circuitry. The question remains whether neuronal 
correlations simply reflect sensory or motor variables or whether neuronal activi-
ties are causative for driving behavior. Addressing this issue will be important to 
fully understand how the neural circuit controlling and processing whisker touches 
operates. Specific manipulations such as infraorbital nerve transection, localized 
lesions, or controlled silencing of neural elements using optogenetics and pharma-
cogenetics will help to dissect causal relationships in the dynamic neural network 
of the whisker system.

Cortical Dynamics During Tactile Behavioral Tasks

In order to understand sensory processing in the cortex, it is necessary to observe 
activity patterns under experimental conditions, in which tactile information is used 
to drive behavior. In order to study how cortical circuits determine behaviorally-
relevant parameters such as “where” a stimulus is in the environment and “what” it 
represents, tasks have been developed for object localization and object discrimi-
nation [1]. Since mechanical stability is a fundamental requirement for imaging 
calcium dynamics in awake animals with standard two-photon microscopes, these 
tasks have been adopted to head-fixed conditions, which also provide a high degree 
of stimulus control and behavioral read-out. The mouse is presented with sensory 
stimuli belonging to two different categories (e.g. anterior vs. posterior position or 
smooth vs. rough texture). The task of the mouse is to determine the category of a 
given stimulus and respond with predefined actions such as licking a water port or 
pressing a lever to obtain reward. During a “go/no-go” task, the animal must initiate 
an action to obtain a reward following “go” stimuli and withhold the action upon 
“no-go” stimuli [99]. During a two-alternative forced choice (2AFC) task [100, 
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101], the animal makes one out of two actions based on the stimuli, e.g., licking one 
of two water ports positioned to the left or right of the mouth. Each task has its ex-
perimental advantages and disadvantages. In the go/no-go task, only the stimuli in 
“go” trials are potentially rewarding, thus no-go trials can be useful in isolating sen-
sory responses without the potential influence of reward anticipation or response. 
On the other hand, it can be hard to judge whether no-go trials may also result from 
a lack of engagement in the task. In 2AFC tasks both categories of stimuli have 
similar reward predicting values which allows a better readout of reaction time and 
behavioral state where trials, in which animals fail to respond, can signal lack of 
motivation or attention. As the animal is supposed to actively respond in each trial, 
assessment of pure sensory representations may be more difficult, however.

Thus far, object localization during head-fixed tasks has been assessed by pre-
senting a pole along different positions relative to mouse’s head. Population imag-
ing in layer 2/3 of S1during this task has verified that tactile responses to touch are 
sparse in this layer with only 10–20 % of neurons showing touch-related activity 
on average [19, 80]. In layer 2/3 of M1, neurons showed correlations with sensory 
or behavior variables and in well-trained mice neuronal subsets were discrimina-
tive for distinguishing trial types such as hits, false alarms, and correct rejections 
(Fig. 5.3a, b, c) [79]. The sub-cellular resolution of two-photon microscopy pro-
vides the unique opportunity to directly observe axonal and dendritic activity during 
behavior. Activity of long-range inputs can be isolated by imaging spiking-related 
calcium signals of axons in a region innervated by projection neurons from distant 
cortical or subcortical areas (Fig. 5.3d, e, f). Calcium imaging of M1 axons in-
nervating S1 has demonstrated that M1 sends information about whisking motor 
behavior directly to S1 during active tactile sensation [83]. How motor information 
is integrated into S1 has been studied by complementary work, in which calcium 
signals were measured in dendritic apical tufts of L5 neurons in S1 [98]. The results 
suggest that dendrites can non-linearly integrate M1 input carrying information 
about whisker position with ascending sensory input conveying touch information 
in order to compute the object position (see Fig. 5.2c).

Object identification has been studied using a texture discrimination task in which 
mice are trained to report between different panels of sandpaper with different de-
grees of coarseness (Fig. 5.3g). Calcium imaging of retrogradely labeled S2-pro-
jecting and M1-projecting neurons demonstrate that the activity of patterns of these 
subsets of neurons during texture discrimination differed compared to during object 
localization (Fig. 5.3h, i). This finding provides a cellular basis for how S1 can sup-
port different modes of sensory processing as demanded upon by behavior [80].

It is an open question as to whether the responses observed in sensorimotor cor-
tex during behavior are hardwired within the cortical circuitry or are shaped during 
learning. Chronic calcium imaging using genetically-encoded calcium indicators 
provides new opportunities for observing potential changes in cellular responses 
during perceptual or procedural learning. Initial studies monitoring L2/3 activity 
in whisker M1 during learning of an object localization task suggest that individual 
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Fig. 5.3  Behavior-related activity of specific elements in cortical circuitry during whisker-based 
go/no-go tasks. a Object detection task. The head-fixed mouse has to detect the presence of a pole 
presented along the antero-posterior axis. Whisker movements are monitored with a high-speed 
camera, neuronal population activity in whisker M1 with two-photon calcium imaging. b In this 
study M1 was targeted for GCaMP3 calcium imaging by first injecting a virus causing expres-
sion of the red marker tdTomato and then guiding GCaMP3-virus injection by imaging the area 
of the red axonal projections in M1. c Example calcium transients (normalized in amplitude) for 
two example M1 neurons, sorted according to behavioral outcome. Cell A is active during the 
whisker sampling period (grey-shaded time period) and shows little trial-type dependence, cell 
B is active after sensory sampling during licking. (a-c) adapted from Huber et al. 2012 [79] with 
permission. d Object localization task in another study, with several go positions and a single 
no-go pole position in front, similar to (a). e In this case axonal projections to S1 originating from 
M1 were made to express GCaMP3 and the terminal axonal arborizations were imaged in S1. 
 f Calcium transients for two example ROIs representing two axons, sorted according to trial type 
(only correct trials shown). While axon 1 shows activity before and during whisking sampling 
periods, axon 2 is mainly active in trials with strong whisker touches. (d-f) adapted from Petreanu 
et al. 2012 [83] with permission. g Texture discrimination task. The mouse has to judge the coarse-
ness of presented sandpapers and lick for a water reward when the target P100 texture is presented. 
Whisker movements are monitored with a high-speed camera, neuronal population activity in 
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L2/3 neurons seem to be pre-wired to represent particular motor variables such 
as whisking or licking through activation of subsets of neurons [79]. However, 
while population-level representations were stable, the timing and reliability of 
single neuron responses were dynamic and tracked with motor behavior changes 
associated with improved task performance. This suggests that a broad repertoire 
of neuronal responses exist in M1 that is selected for during learning. To what 
extent S1 responses are shaped in a similar manner during learning remains to be 
determined.

Conclusions

Looking forward, the imaging methods and molecular techniques developed thus 
far now presents new opportunities to obtain a comprehensive understanding of 
vibrissa function in the neocortex during behavior that is integrative along mul-
tiple spatial and temporal scales. On the single-neuron level, imaging synap-
tic activation patterns during behaviors, either by functional measurements of 
axonal pathways [83, 102] or by direct observation of postsynaptic signals in 
dendrites with single spine resolution [50], should be highly informative. Such 
experiments could shed light on the principles of dendritic integration under rel-
evant behavioral conditions. Population imaging of specific neuronal cell types 
as defined by molecular profile, laminar location, and anatomical connectivity 
will reveal the functional properties of individual circuit components and their 
interactions that can be used to determine the computations they perform across 
different behavioral contexts. Wide-field or large-scale imaging across cortical 
areas may allow us to better resolve the actual signal flow and understand how 
local circuit information is exchanged and transformed for sensorimotor integra-
tion or feature extraction.
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barrel cortex with two-photon calcium imaging. h Labeling strategy to identify projection neurons 
from S1 to S2 and M1, respectively, using injection of a retrograde infecting AAV6 construct and 
fluorescently-labeled cholera toxin B subunit (CTB), respectively. In this study the GECI yellow 
cameleon-Nano140 was applied. i Example calcium transients for two neurons in one session, 
sorted according to behavioral condition. Each row represents the color-coded ΔR/R change in one 
trial, aligned to the first moment of touch (dashed line). Average calcium transients are shown at 
the bottom. Note that the S2-projecting neuron (S2P) is highly discriminative for correct rejection 
(CR) versus Hit trials, while the M1-projecting neuron (M1P) shows no discriminative power. (g-i) 
adapted from Chen et al. 2013b [80] with permission
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Chapter 6
The Rodent Vibrissal System as a Model to 
Study Motor Cortex Function

Shubhodeep Chakrabarti and Cornelius Schwarz

Abstract The function of mammalian motor cortex was one of the first problems 
studied in neuroscience. But until today, the major principles of the workings of 
motor cortex have remained conjectural. It is clear that motor cortex holds a topo-
graphic map of body parts. However, does that necessarily imply that motor cortex 
itself undertakes the challenging task of converting movement plans (i.e. intended 
trajectories and effects of actions) into low level motor commands appropriate for 
driving the muscles? Many decades of research on motor function has shown that 
this is not entirely true by revealing the existence of dedicated networks, the so-
called central pattern generators (CPGs). Many, if not all of them, are located sub-
cortically, and are likely to take over this task. Unfortunately the detailed circuitry 
and cellular elements of CPGs are only vaguely known. More recent work has elu-
cidated continuous as well as discontinuous (discrete) mapping of motor cortex to 
movement. In the quest to understand motor cortex-CPG interactions, discontinui-
ties are important because they allow us to dissect how neighboring motor cortex 
sites connect to different CPGs for different purposes—driving the very same mus-
cles. The rodent whisker motor system is a decidedly modular system. Neighboring 
cortical areas drive very distinct whisker movements used by the animals in differ-
ent contexts. We review the state of art in this system and argue that the modularity 
of the whisker system together with its great accessibility makes it a promising 
candidate for a model system for the investigation of motor cortex—CPG interac-
tions on the cellular and network level—a highly valuable tool for the subsequent 
understanding of the more complex and continuously organized motor cortex of the 
arm/hand/finger system in primates.



S. Chakrabarti and C. Schwarz130

Keywords Motor cortex · Whisking · Central pattern generator · Topography · 
Motor planning · Rhythmic whisking region

Motor Cortex Organization -General Principles

Introduction

The idea of the existence of a cortical region responsible for the control of differ-
ent muscle groups was first promulgated by Hughlings Jackson in the 1870s [1], 
based on his observation of seizures or muscle twitches travelling across adjacent 
body parts in epileptic patients. These ‘marching spasms’, led him to postulate that 
the representation of these muscle groups were related to each other in the brain. 
Such a cortical area was indeed demonstrated by Gustav Fritsch and Eduard Hitzig 
[2] in their pioneering experiments involving electrical stimulation in dogs. Their 
experiments, as well as later work by David Ferrier [3, 4], showed that the electri-
cal stimulation of the surface of the pre-central gyrus caused twitching or muscle 
contractions in various body parts, with movements elicited ‘which vary in distri-
bution as the electrodes are moved from place to place in the region, but remain 
very regularly similar under repeated application of the stimulus to any one and the 
same spot’ [5]. This attractive idea of functional topography or ‘localization’ in the 
cortex was enthusiastically received [4–7]) and soon became the established view 
amongst neurophysiologists and anatomists investigating the motor functions of 
the cerebral cortex. However, since the early days the exact nature of the observed 
topography or functional localization in primary motor cortex (M1), as we now 
know it, was intensely debated. For example, even in his very early manuscripts, 
Ferrier noted that the areas of electrical stimulation ‘have no exact line of demarca-
tion from each other and where they adjoin, stimulation is apt to produce conjoint 
the effect peculiar to each’ [8], thus suggesting that these topographically orga-
nized functional modules were by no means mutually exclusive but characterized 
by considerable convergence and overlap. Further, the anatomical classification 
of the pre-central gyrus as motor cortex was found to be simplistic and the gyrus 
was soon sub-divided, based on histological parameters, into pre-motor and motor 
cortices [9].

The Nature of Topography in the Motor Cortex

The improvement and refining of stimulation techniques over the next 50 years and 
the establishment of intracortical microstimulation (ICMS) by Hiroshi Asanuma 
and colleagues in the 1960s and 1970s, allowed cortical motor maps to become 
increasingly refined and a number of motor map representations were described in 
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different species such as the human [10, 11], the monkey [12, 13], the dog [14], the 
cat [15, 16], the mouse [17–19], and the rat [20]. Using ICMS, Asanuma and his 
coworkers were able to evoke movement of body parts by advancing an electrode 
to layer V of the motor cortex and using only micro-ampere current levels, thus 
limiting the current spread within cortex [12, 21–23]. The detailed cortical motor 
maps elucidated using ICMS, clearly showed that M1 consisted of a heterogeneous 
‘mosaic of small discrete zones’ with particular muscles receiving convergent input 
from a wide area of cortical surface. Further, from an anatomical perspective, the 
existence of long range horizontal connections in motor cortex [24, 25], and the 
large divergence/convergence of widespread cortico-spinal motor cortex neurons 
onto motoneurons [26–32], presumably integrating diverse inputs to diverse sets 
of muscles, strongly argue against the presence of a precise map of muscles in M1. 
Marc Schieber postulated that the cortical representations on the larger scale that 
had been described earlier could have in fact been due to the concurrent excitation 
of many such scattered zones with high currents [22].

The Progression from Topography to Functional Modules

Thus, the nature of the M1 representation and specifically its output map has been 
the subject of intense speculation following the studies in the late 1970s and early 
1980s demonstrating the mosaic like pattern of the motor cortical map which pos-
sessed only a very basic topography. These findings led to the idea that movements 
(rather than muscles) were represented in the vertebrate motor cortex. An expres-
sion of this notion was the idea, first formulated by Apostolos Georgopoulos and 
colleagues, that variables describing the trajectories of movements, like the direc-
tion of movement, rather than patterns of muscle activity are coded by motor cortex 
[33–36]. Michael Graziano and colleagues addressed this debate in the early 2000s 
by demonstrating that long trains of electrical stimulation elicit complex, behavior-
ally relevant, multi-joint movements such as feeding and defensive postures and 
that the sites evoking these various movements were clustered on the surface of 
M1. Comparing trajectory endpoints of those complex movements evoked from 
neighboring points on the cortical surface, they suggested that large parts of pri-
mary motor and premotor areas map trajectory endpoints in 3D space surrounding 
the body [37–41]. This phenomenon is unlikely to be generated by direct connec-
tions of motor cortex to spinal motoneurons, because activation patterns of ICMS 
are bound to be highly artificial, and therefore not appropriate for coordinating 
movements from the animals’ own natural repertoire. Which and where, then, are 
the downstream circuits that can be activated by ICMS to evoke naturalistic move-
ments? A possible solution to this problem comes from the observation that the 
movements described by the Graziano group resemble the force fields obtained 
in the work of Emilio Bizzi by direct spinal stimulation in frogs. Force fields are 
movements that end at a certain end point irrespective of the initial position of the 
moved limb [42, 43]. It is  therefore feasible that functional modules characterized 



S. Chakrabarti and C. Schwarz132

by their specific connections to varied and dedicated (subcortical) central pattern 
generators (CPGs) contribute to the ICMS-evoked movements. Another possibil-
ity is that cortico-cortical projections are part of the CPG and are able to drive 
muscles in a meaningful way by activating cortico-spinal projections remote from 
the directly stimulated site. The latter is, however, a conceptually difficult view as 
it reduces the local cortical circuits in M1 to an on/off switch that merely activates 
other cortical circuits. The reason is the already mentioned fact that ICMS severe-
ly disrupts local cortical activity: highly synchronous rhythmic activity directly 
evoked by the electrical pulses is accompanied by a strong activation of inhibitory 
circuits leaving no room for the devolution of naturalistic local neuronal dynamics 
[44]. Thus, if cortico-cortical projections are involved, the ICMS-evoked move-
ments are the expression of activity in coupled cortical sites minus the one that is 
directly activated. Further, it fails to explain why the local disruptive activity has 
no impact on the performance of the movement at all. We therefore support the 
more parsimonious explanation that subcortical CPGs take the major part in gen-
erating these movements. The existence of subcortical CPGs is well documented 
and their circuitries are thought to be hardwired, a factor that adds weight to the 
view that they are a major contributor to the generation of naturalistic movements 
as seen with long ICMS.

CPGs have long been known to drive rhythmic movements such as sniffing, 
whisking, licking, mastication, and locomotion in different mammals [45–47]. In 
more simple examples of rhythmic movement, like mastication and whisking, it 
has been demonstrated that cortical microstimulation is able to drive the CPG 
[46, 48]. The CPG dedicated to generate whisking movements in rats, has now 
been discovered and its sub-cortical location has been confirmed [47]. The excit-
ing part of this discovery—to be elaborated in more detail below and in Chap. 7 
by Moore, Deschênes and Kleinfeld—is that the CPG is confined to a small cluster 
of cells in the reticular formation, thereby affording an excellent opportunity to be 
targeted and studied in its entirety on the cellular and micro-circuit level. The case 
of locomotion is more complex. Although not activated by simple microstimula-
tion in M1, a large body of work, originating with Charles Sherrington and Gra-
ham Brown, making use of spinalized and deafferented animals, indicates that a 
CPG for locomotion exists on the spinal level in vertebrates including cats, dogs 
and monkeys [49, 50]. Further, the performance of the spinal CPG for locomo-
tion can be improved by electrical stimulation and pharmacological intervention 
[45, 51, 52]. The situation in the monkey arm and hand motor system is even 
more elaborate. The challenge here is that arm/hand and finger movements gener-
ate trajectories that are continuously mapped in 3D space and that a respective 
continuous mapping has been found in the motor cortex [38]. Thus, if CPGs for 
these movements exist, they would have to be organized in a continuous fashion as 
well: an incremental change in location within M1 would result in an incremental 
change of activation and/or recruited subset of a presumed reaching CPG. With 
respect to the quest to prove the existence of CPGs and to elucidate their proper-
ties, these are complicating factors and do not constitute favorable experimental 
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preconditions, because incremental changes can always be interpreted as incre-
mental different neuronal activity in motor cortex driving the muscles directly. 
For instance, it has been recently demonstrated that motor cortex population ac-
tivity shows signs of quasi-rhythmicity expressed as rotatory components in the 
state space trajectory of population firing [53, 54]. These findings clearly liken 
what can be called motor cortex attractor dynamics to rhythmic activity classi-
cally attributed to CPGs. For hand reaching movements in primates at least, these 
results therefore, could be interpreted in favor of motor cortex participation in 
CPG activity (i.e. transforming motor plans to concrete patterns of muscle activity 
and sending such signals directly to the muscles), an idea fitting the mentioned 
existence of direct connections between motor cortex and motoneurons in these 
animals. However, the fact that complex and naturalistic arm and hand movements 
can be readily evoked by ICMS in M1 [38], omitting any preparatory activity and 
completely disrupting local neuronal dynamics, speaks against this view. Thus, 
whatever the reason might be for rotatory attractor dynamics during preparation 
and execution of reaching movements in motor cortex, rotatory attractor dynamics 
do not seem to be necessary for the type of arm/hand movements observed with 
long ICMS in motor cortex.

In summary, at present it is not clear which signals M1 holds—ideas and con-
vincing underlining evidence range from abstract variables within an attractor net-
work [54], via dynamic variables [55, 56] to kinematic variables [33]. Whatever 
M1 does, it becomes increasingly clear that it organizes movements on a rather 
abstract control level. The detailed conversion of M1 signals into detailed muscular 
commands is largely done by sub-cortical CPG networks of quite variable degrees 
of complexity. In primates this statement seems to be generally true as well, despite 
the existence of direct connections of M1 (and S1) to motoneurons [32]. Our lack 
of knowledge about the organization of even the simplest of these CPGs may thus 
be the main reason why deciphering the M1 signals strikes us as an insurmountable 
problem. The general abstinence of M1 from direct muscular activation does not 
mean that the mentioned signals—from attractor to kinematics—are not needed 
on its level of organization. They all are plausible constituent parts of sensorimo-
tor and cognitive processes leading to the generation of flexible and meaningful 
movement. However, we still do not know whether and in which form each of these 
signals must be fed to the varied CPGs to realize the intended movement. The con-
sequence in the search for promising experimental strategies is that we need simple 
model systems in which CPGs are organized in a very simple, accessible fashion. 
Also we deem it advantageous if motor cortex mapping is discrete with quite dif-
ferent classes or types of movement mapped within the confines of motor cortex 
topography. This would allow us to find out if discontinuous changes of movements 
evoked from neighboring cortical sites are matched by corresponding changes of 
sub-cortical connections to entirely different CPGs—greatly increasing the chances 
to identify their existence. In the rest of this article we will review the rat vibrissal 
motor system and argue that its modularity offers great potential to be highly useful 
for the outlined experimental strategy.
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The Organization of the Rat Vibrissal Motor Cortex 
(VMCx)

Spatial Extent and Motor Map of Rat Motor Areas

The rat M1 was first studied using surface stimulation [57] before several investiga-
tors further elucidated these maps in great detail using ICMS [20, 58, 59–62]. The 
first ICMS-based map of rat M1 [20] confirmed the location of M1 to be in the fron-
tal and dorsomedial areas of neocortex and a movement map that represents large 
body parts in a topographical fashion (Fig. 6.1). M1 agranular cortex is composed 
of a lateral and medial agranular area (AGl and AGm). AGm occupies an area of ca. 
1.5 mm along the midline and stretches down the medial bank bordering there to 
cingulate cortex. AGl is a wedge-shaped patch of motor cortex sandwiched by AGm 
medially and S1 laterally. AGm and AGl differ in the relative thickness of layers 3 
and 5. Layer 3 is prominent in AGl, but thins toward AGm within a transition zone 
(TZ). Layer 5 shows the reverse tendency—it is relatively thick in AGl and then 
thins down in TZ to reach medium thickness in AGm [63–65]. An ICMS study [60] 
and an in vivo intracellular study [66] revealed that the border between AGm and 
AGl aligns with the border between the vibrissal and the trunk/paw representations. 
Matching this observation, AGm sends its major projection to the superior collicu-
lus while AGl’s main target is the spinal cord [60].

The degree to which M1 extends toward the frontal pole and its functional 
boundaries with either premotor [60, 67–69] or prefrontal [70] cortices are yet to 
be determined. The rostral parts of AGm and medially adjoining dorsal anterior 
cingulate area (ACd) have been referred to as ‘dorsal shoulder region’ [70]. The 
dorsal shoulder includes regions with cortico-spinal projections from which fore-
limb, hindlimb and vibrissal motor responses can be evoked using low threshold 
ICMS [60, 61, 71] but otherwise show connectivity patterns to other cortical areas, 
the thalamus, amygdala and basal ganglia and functional properties, that align 
well with those reported from prefrontal and premotor areas in primates [70]. We 
will refer to this area as the premotor and prefrontal area (PMPF) acknowledging 
that more detailed work has to be done to delineate possible subareas and identify 
its specific functions. The rostral extent of M1 is farthest on the lateral convexity 
reaching approx. 5 mm anterior to Bregma with large representations of tongue 
and jaw movements. Closer to the midline, the anterior limit of M1 reaches to ap-
prox. 3 mm anterior to Bregma with vibrissae and neck representations bordering 
PMPF. On the medial bank AGm is delimited along its total rostro-caudal extent 
by the ACd holding eyelid and oculomotor representations that have been likened 
to the frontal eyefield in primates [20, 60, 72].

The representation of the vibrissae within M1 (VMCx) is confined to the AGm, 
and appears to be largely magnified, occupying around 20 % of the motor cortical 
area. Some authors have found single vibrissae responses, but no study so far has 
been able to come up with a generally accepted topographic map of the vibrissal 
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pad. Rather the number of moving whiskers was reported to depend on the type 
and depth of anesthesia. Evoked movements in awake animals and lightly ketamine 
anesthetized animals were observed to encompass many if not all whiskers while 
other anesthetics, and generally deep anesthesia decreased number of moving whis-
kers [48, 72]. Even single cell intracellular stimulation in vivo consistently yielded 
movement of several whiskers, supporting the hypothesis that muscle synergies 
rather than individual muscles are represented in VMCx [66].

Fig. 6.1  A surface map of the rat sensorimotor cortex. The primary somatosensory cortex ( S1) 
and tactile, partly multimodal, association areas are depicted in light red. Motor areas are in light 
green and premotor/prefrontal areas in light blue. Classification of areas using functional criteria 
has been shown in black and that using cytoarchitectonic criteria in blue. The strong colors indicate 
whisker representations. The modularity of the primary motor cortex ( M1) whisker representation 
( VMCx) is indicated. The rhythmic whisker area ( RW) reaches the dorsal surface of the neocor-
tex but likely extends well into the medial bank. The barrel cortex recipient transition zone ( TZ) 
is located on the dorsal surface of the neocortex. Frontal RF and whisker representations in the 
premotor/prefrontal cortex ( PMPF) are little investigated. Their delineation is unclear and within 
PMPF the detailed topography of limb and head representations is not consistent in the data avail-
able today. To indicate this uncertainty, these modules have been paled in color and limits are 
depicted by broken lines. ACd dorsal anterior cingulate cortex, AGm medial agranular cortex, AGl 
lateral agranular cortex. Thick broken lines indicate borders between AGm and AGl and between 
AGl and S1. S2 secondary somatosensory cortex, AGm houses the head and whisker representa-
tions while AGl houses trunk and limb representations (indicated by arrows), PV, PL, PM posterior 
ventral, lateral and medial cortex, Aud auditory cortex, Vis visual cortex. Med. Bank medial bank 
of the hemisphere (the parts of the map extending into the medial bank are folded up for clarity. 
Rhin. Fiss. rhinal fissure. The coronal section line corresponding to anterior–posterior coordinate 
0 is labeled Bregma
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The Connectivity of the Rodent Vibrissal Motor Cortex (VMCx)

Cortical Connections

Rodent vibrissal motor cortex (VMCx) is densely connected with virtually all 
other vibrissal representations in the cortex including the primary and secondary 
somatosensory areas (S1 and S2), the multimodal areas located around S1 (pos-
terolateral, PL, -medial, PM, -ventral, PV, and perirhinal areas PR), and VMCx in 
the contralateral hemisphere. The arguably most important afferent projection to 
VMCx originates from S1 barrel cortex (BCx). The predominant source of these 
afferents are septal columns, the slabs of barrel cortex that separate barrel columns 
from each other and receive signals from the paralemniscal pathway [64, 73–83]. 
The BCx-VMCx projection is likely the main source of tactile inputs to the VMCx 
as tactile responses are largely abolished after inactivation of BCx [74, 76, 84]. 
There is an interesting anisotropy of projection with respect to rows and arcs of 
barrel columns that correspond to the rows and arcs of whiskers on the whisker 
pad [85]. Septal regions located along rows show significantly greater conver-
gence of afferent fields in VMCx, than the one along arcs [86]. The BCx-VMCx 
projection is reciprocal and involves L2/3 and L5a neurons in both structures 
[76, 80, 84, 87, 88]. Importantly, BCx projections do not reach the whole VMCx 
but are limited to an area of about 1 mm extent in the medio-lateral direction strad-
dling TZ [64]. VMCx regions medial to TZ, like the so-called rhythmic whisking 
area (RW), do not respond to whisker touch [89]. These facts will be discussed in 
detail in the next chapter.

S2 terminals intermingle with the ones originating from S1 in the TZ [64, 77, 82] 
while projections from the posterior parietal cortex (PPC, some refer to this area as 
posterior-lateral and/or posterior-medial areas PL, PM) terminate in AGm adjoining 
the TZ [64, 77, 90, 91]. VMCx connections to other somatosensory areas located 
lateral to S2, PV and PR, have been reported as well, but the exact termination zone 
within AGm, TZ and AGl has not been determined [77, 79, 82, 92, 93].

The VMCx on both hemispheres are strongly interconnected with each other 
[81, 94]. When compared in detail [77] the bilateral interconnection of VMCx is 
significantly stronger than the one found in M1 forelimb representation. This may 
well have implications for the bilateral co-ordination of whisking as has been ob-
served in many behavioral studies [95–97].

Thalamic Connections

Apart from its extensive cortical connections, VMCx has both afferent and efferent 
connections with various thalamic nuclei. The main thalamic nuclei which are re-
ciprocally connected with the ipsilateral VMCx are the mediodorsal group of nuclei 
(MD), the centrolateral group (CL) and the medial aspect of the posterior nucleus 
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(POm). In addition, mirroring the extensive reciprocal connections between VMCx 
of both hemispheres, the ventrolateral group of thalamic nuclei (VL) receive pro-
jections from both ipsilateral as well as contralateral VMCx [81, 98–102], perhaps 
related to the need to bilaterally coordinate whisker movements [98, 99].

The reciprocal projections between the POm and the VMCx have been hypothe-
sized to play a vital role for the gating of ascending information via the paralemnis-
cal pathway by descending motor commands—an example of sensorimotor integra-
tion occurring at the corticothalamic level. VMCx might be involved in the gating 
of sensory transmission through the thalamic station of the paralemniscal pathway 
(POm) by releasing it from the inhibitory drive of the zona incerta [103–105].

Other Sub-Cortical Connections

In addition to the thalamus, VMCx also projects to several other sub-cortical struc-
tures such as the ponto-cerebellum [106], dorsolateral neostriatum [99, 107], and 
the claustrum [108, 109]. Which then are the critical pathways conveying VMCx 
activity to the vibrissal musculature? Direct connections of the VMCx to the mo-
toneurons in facial nucleus innervating the vibrissal pad have been reported to be 
either absent or extremely sparse [81, 110–112], so that, in our view, direct control 
of motoneurons can be assumed to be of minor importance. VMCx, however, does 
project strongly to a number of intermediate structures in the midbrain and brain-
stem that project in turn to the facial nucleus and thus must be considered candidate 
projections connecting VMCx to distinct CPGs driving vibrissal movements and 
coordinating them with head and body movements. Specifically, candidates for an 
oligosynaptic connection between VMCx and the facial nucleus have been reported 
to be the reticular formation, superior colliculus, nucleus ambiguus and the deep 
mescencephalic nucleus, the periacqueductal gray, the interstitial nucleus of the me-
dial longitudal fascicularis, and the red nucleus [81, 110, 112, 113].

Functional Modules in Rat Vibrissal Motor Cortex

As discussed for the primate motor cortex in the introduction, there is mounting 
evidence that VMCx is systematically connected to different CPGs, and thus, rep-
resents different types of whisker movement in a modular fashion. At present four 
such candidate modules can be distinguished. There are three presumptive modules 
in VMCx, two of which have been identified by the different kinds of movements 
evoked by long ICMS in awake animals, a smaller caudo-medial one evoking rhyth-
mic whisking (RW) and a larger fronto-lateral one evoking whisker retraction ac-
companied with other face but also body movements (RF) [48]. RF as originally 
defined by the study of Haiss and Schwarz can be further sub-divided into two 
areas. One located between the AGm and AGl and therefore named the transitional 



S. Chakrabarti and C. Schwarz138

zone (TZ) is distinguished by sensorimotor connectivity [64] whereas a frontal area, 
frontal RF, is devoid of tactile inputs. Both give rise to retraction movements with 
long ICMS, but the TZ differs greatly from RW and frontal RF by the reception of 
the strong afferent inputs from BCx. A fourth possible module is located rostral to 
M1 in vibrissal representation of PMPF [61, 70] (Fig. 6.1).

It appears likely that the functional properties of frontal RF and its delineation 
from the whisker representations in the PMPF has never been studied in detail. The 
dorsal shoulder region shows clear separation of its limb representation from those 
in M1 but has confluent representations of the head and whiskers [61] (i.e. with 
frontal RF). Based on connectivity [61] and visuomotor function [114] PMPF may 
be analogous to the premotor cortex of primates. Others likened its connectivity 
and function to prefrontal areas in monkeys [70]. PMPF and frontal RF, and their 
delineation, continue to be poorly defined. Long ICMS stimulation in the awake 
animal in these frontal areas as well as more detailed experiments aimed at func-
tional properties of these areas are missing. In the following we therefore focus on 
the two modules that were analyzed in functional terms by several studies, the RW 
and the TZ (Fig. 6.2).

Fig. 6.2  Modules of VMCx as seen in the plane spanned by the anterior-posterior and the medial-
lateral stereotactic axes. Coordinates used in previous studies to record VMCx neurons are indi-
cated by dots,or rectangles, and functionally defined VMCx modules by colored patches. Other 
abbreviations as in Fig. 6.1. It is likely that most if not all previous studies that did not functionally 
characterize the recorded area using ICMS landed in TZ
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RW

Guided by the work of Graziano in the monkey, and an earlier study in the rat, 
describing separate whisker protraction and retraction motor regions [71], Haiss 
and Schwarz [48] used long pulse trains at 60–100 Hz in awake, chronically im-
planted rats. They found that VMCx could be sub-divided into two distinct regions, 
that caused whisker retraction and complex face movements (RF), and another that 
caused naturalistic rhythmic whisking without any other movements (RW). The 
presence of RW and RF modules were confirmed also in the mouse VMCx [115].

The rhythmic whisking trajectories initiated by electrical stimulation in the RW 
region were virtually indistinguishable from self-initiated whisking and occurred at 
natural frequencies [48] (Fig. 6.3a). Under anesthesia, depending on the anesthetic, 
these rhythmic movements are either strongly reduced or absent [48, 116]. Electro-
physiological recordings in RW in awake whisking rats [89] revealed that kinemat-
ics of whisker movement is coded exclusively on a slow time scale (in the range of 
seconds) excluding any contribution of RW to the computation of whisker trajec-
tories on a stroke-by-stroke level which typically happens in the frequency range 
between 7 and 12 Hz (Fig. 6.3b). Two independent variables describing whisker 
movements are encoded. One is the whisker position and the other is either velocity, 
intensity or frequency (the three latter variables appeared highly correlated within a 
typical whisking trace). Preparatory activity before onset of whisker movement was 
not found (but see [117]) and many neurons are in fact active during whisker rest 
and decrease their firing rate during movement. These findings are not compatible 
with the notion of a low level motor function of RW and fit the known presence of 
a rhythmic whisking CPG located in the ventral part of the intermediate band of the 
reticular formation (vIRt, medial to the ambiguous nucleus pars semicompacta and 
near the pre-Bötzinger complex) [47] (Fig. 6.3c). The slow positional RW signals 
can be interpreted as coding for the set point (i.e. the average whisker position dur-
ing a whisking bout) while slow velocity/intensity/frequency signals may set gen-
eral parameters of rhythmic movements around that set point. Further, RW may pro-
vide a go (movement cells) and stop signal (rest cells). These high level movement 
signals together with the confined location of the rhythmic whisking CPG in the 
brainstem are promising cornerstones for future establishment of a model system of 
M1-CPG interaction. Neural activity in the rhythmic whisking CPG shows phase 
locking to different phases of the whisker rhythm. Following CPG inactivation, 
rhythmic whisking is abolished [47] (Fig. 6.3c). Once the connectivity of RW and/
or other modules to the rhythmic whisking CPG is morphologically clarified, this 
model system has a good chance to be simple and confined enough to be amenable 
to decipher the functionality of local CPG circuits and their modulation by corti-
cofugal terminals. The possibility that RW lacks significant preparatory activity and 
conveys information about the whisking trajectory of the past as well as the one in 
the future, suggests that RW may causally influence as well as monitor whisking 
movement [89]. An interesting further possibility would involve the reciprocal in-
teraction of RW with the rhythmic whisking CPG.
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Fig. 6.3  Functional organization of RW and rhythmic whisking CPG. a Rhythmic whisking 
evoked by long ICMS in RW. The line above the whisker trace on the left indicates the duration 
of 60 Hz ICMS. Right: Individual strokes, one evoked by ICMS ( thin line) and another volun-
tarily generated by the rat ( thick line). Note the close similarity between the two. Modified to 
demonstrate recent data from Haiss and Schwarz (2005). b Unitary recordings from RW in awake 
head-fixed animals engaged in a whisking task. Top: Coherence between the spike train and the 
whisker position trace. The coherence function of all RW units is low and flat, excluding any 
significant stroke-by-stroke coding in RW (line colors: gray: individual single ( n = 301) and multi 
units ( n = 261); red: median of distribution; yellow 90 % percentile). Center: Color coded tuning 
curves for position ( left) and velocity ( right) calculated from spike trains of 301 single units. The 
tuning strength (rainbow color code violet-blue-green-yellow-red) is scaled in normalized units. 
Note that the neurons’ tuning curves were ordered according to the coefficient of the first principle 
component obtained from the sample of tuning curves to reveal different types of tuning (i.e. lines 
in the two panels do not correspond to the same cell). Bottom: Average Shannon information car-
ried by a single RW spike about the whisker trajectory at a certain latency. Information transferred 
from different whisking variables is shown. A bootstrap procedure using scrambled spike trains 
indicated that the majority of RW neurons convey significant information about the whisker trajec-
tory. Importantly, information about a large interval around the spike (time 0) is present, making a 
pure causal role of RW for whisker movement unlikely. Modified to demonstrate recent data Gerd-
jikov et al., (2013)c The rhythmic whisking CPG. Top: Two whisking traces ipsilateral and contra-
lateral of the electrolytic lesion in the medulla are shown. Rhythmic whisking requires intactness 
of the lesioned site in the medulla. Bottom: Effective lesion ( red symbols) sites in the medulla as 
seen in the frontal ( left) and horizontal plane ( right). The location of the rhythmic whisking CPG 
is in the ventral intermediate band of the reticular formation (vIRt). Abbr.: FN: facial nucleus, IO: 
inferior olive. Ambiguus: Nucleus ambiguous. Modified to demonstrate recent data from Moore et 
al., (2013). See Chap. 10 in this volume for more detailed discussion
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Another phenomenon that deserves clarification arose from experiments in RW 
of awake mice. Rhythmic whisking evoked from ICMS responses [115] has been 
shown to dependent on the function of the barrel cortex [118]. If barrel cortex func-
tion is blocked, ICMS at sites within VMCx, hitherto eliciting retraction typical for 
RF, changed to elicit rhythmic whisking typical for RW. A systematical assessment 
of this finding across M1 sites that do and do not receive BCx projections has not 
been performed, so it is not clear if the BCx dependent RF sites were located within 
TZ.

TZ

We define TZ as a zone that responds to long ICMS with whisker retraction move-
ments, and receives direct tactile inputs originating from septal columns in BCx 
as described using tract tracing and electrophysiology [64, 73–83]. Judged from 
reported coordinates of electrode penetration all of the studies discussed below are 
likely to have recorded TZ activity (Fig. 6.2). We therefore discuss them tentatively 
here, under the heading of TZ. The inactivation of S1 barrel cortex has been shown 
to abolish sensory responses from M1 of anaesthetized rats to peripheral whisker 
stimulation [74, 76, 84]. Such responses were reported to be either low-pass filtered 
version of BCx responses [119], or fast transients followed by a strong inhibition, 
like the responses known from BCx [76, 84]. Whether these discrepancies are due 
to differences in preparation (anesthesia) or differences in recorded sites within M1 
must await experimental clarification. Using LFP recordings, M1 neurons, most 
likely located also in TZ were reported to represent the rhythmicity of the move-
ment [120]. Unit recordings at around the same sites, did not confirm that whisker 
rhythm was a major determinant of M1 neurons’ activity. Modulation of unit firing 
rate with the whisker rhythm was weak and infrequent [121]. Over-representing 
the best of these rare units in a probabilistic model enabled Hill and coauthors to 
reconstruct the detailed whisker trajectory from synthesized population activity. 
However, whether such a biased read-out is actually realized in M1 remains an 
open question. It is further not clear how the suggested coding for detailed whisker 
trajectory [121] can be reconciled with the whisker retraction and other body move-
ments observed with long ICMS form this area [48]. A closer match between ICMS-
evoked movements and the neuron’s movement representation was found in a study 
employing an orientation task [122] that likely reports about TZ recordings as well 
(Fig. 6.2). These authors found that individual neurons coded well for the direc-
tion of an orientation response, which typically consisted in whole body orientation 
movements with concomitant whisker retraction. Inactivation of the studied M1 site 
resulted in deficits of task related orientation movements. Further, the significant 
correlation of spike activity with orientation direction, present even in a memory 
period before execution of the movement found by Erlich and coauthors, together 
with the earlier results with long ICMS [48] argues in favor of a role of this area 
in the coordination of whisker, head and body movements. The CPG intercalating 
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these movement signals with muscles is likely to be spread out more widely involv-
ing brainstem (whiskers, face, neck) as well as spinal circuits (body). Differential 
analysis of brainstem connectivity of RW and TZ should help to clarify this ques-
tion in the future.

Summary and Outlook

We hold that the VMCx in rodents promises to be a relatively simple and use-
ful model system for understanding how motor cortex contributes to, and realizes 
movements. A widely accepted view is that motor cortex acts on diverse sub-cor-
tical circuits, the CPGs, which take over the task to interpret the rather abstract, 
high level motor commands issued by motor cortex and transform them to low 
level motor instructions driving the muscles. It is worth pointing out that this view 
originates from studies in the primate motor system, which does show direct pro-
jections from M1 to motoneurons, and thus does not require to posit the existence 
of neuronal structures intercalated between M1 and motoneurons. The reason for 
the unique presence of the direct projection in primates and its detailed function is 
unknown. But the naturalistic movements in primates observed with long ICMS 
which disrupts local neuronal dynamics, is a clear indication that the main bulk of 
low level control of motoneurons/muscles is carried out by external CPGs. In mon-
keys the trajectories of reaching movements evoked by long ICMS are mapped in 
a continuous fashion on the surface of the cortex. However, there are instances, in 
which the mapping becomes discrete and modular because entirely different types 
of movements are mapped. In the primate motor system such an instance is an area 
in which defensive movements are mapped next to reaching movements involv-
ing the same muscles. Further, discrete modules may be mapped on a scale too 
small to be differentiated by ICMS. Arguably, such discontinuities are most promis-
ing as these are the instances where neighboring cortical sites likely take effect on 
disjunctive CPGs, and thus allow to dissect these connections and the associated 
CPGs. The VMCx offers a model system to investigate just that in great detail. 
Albeit the VMCx is only in the course of being established as model system, and 
a lot of detailed knowledge is still lacking, it seems clear that the simple whisker 
movement are not mapped continuously in M1 but in a modular fashion. Two mod-
ules controlling two different modes of whisker movements, rhythmic explorative 
whisking (RW), and whole body orientation movements together with whisker re-
traction (RF/TZ), have been outlined. The respective cortical modules coding for 
these different movement contexts are adjoining on the cortical surface but must be 
assumed to connect to widely differing CPG networks. Two other possible modules 
(frontal RF and PMPF) await to be characterized in greater detail. The modularity 
and discreteness of this motor system offers great promise to make headway in the 
understanding how motor cortex interacts with CPGs to realize the intended move-
ment. The roadmap to make use of the vibrissal motor system for this purpose, is 
first a detailed and complete mapping of connectivity of the mentioned cortical 
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modules to sub-cortical structures. Second, the simplicity of the rhythmic whisking 
CPG recently found (Moore et al., 2013) needs to be exploited—best combining in 
vivo work with an in vitro slice preparation—to find out in detail how the CPG is 
internally organized and how motor cortex connects to identified cellular elements 
of the CPG.
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Chapter 7
The Central Pattern Generator for Rhythmic 
Whisking

David Kleinfeld, Martin Deschênes and Jeffrey D. Moore

Abstract Whisking and sniffing are predominant aspects of exploratory behavior 
in rodents. We review evidence that these motor rhythms are coordinated by the 
respiratory patterning circuitry in the ventral medulla. A region in the intermedi-
ate reticular zone, dorsomedial to the preBötzinger inspiratory complex, provides 
rhythmic input to the facial motoneurons that drive protraction of the vibrissae. 
Neuronal output from this region is reset at each inspiration by direct input from 
the preBötzinger complex. High frequency breathing, or sniffing, has a one-to-one 
coordination with whisking while basal respiration is accompanied by intervening 
whisks that occur between breaths. We conjecture that the preBötzinger complex, 
which projects to neighboring premotor regions for the control of other orofa-
cial muscles, functions as a master clock to coordinate orofacial behaviors with 
breathing.

Keywords Whisking · Sniffing · Exploratory behavior · Respiratory patterning 
circuitry · Ventral medulla · preBötzinger complex

Some 50 years ago Welker [1] observed that whisking and sniffing by rodents ap-
peared to be synchronous. More than a curious observation, it leads to the sugges-
tion that breathing may be at the root of all rhythmic orofacial behaviors. We now 
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understand the basis for Welker’s observation and, in this review, summarize the 
hunt for the neuronal circuitry that controls rhythmic exploratory whisking by rats 
[2]. This is followed by a discussion of the potential role of sniffing as carrier signal 
that binds different orofacial sensory inputs.

Before we begin our narrative on whisking, it is worth considering an abbreviat-
ed wiring diagram of the anatomy of the vibrissa sensorimotor system [3] (Fig. 7.1), 
as such circuit maps can constrain the potential mechanisms that generate behavior. 
The business end of the rodent vibrissa system is the mystacial pad, which includes 
the muscles that drive the follicles and the sensory fibers that innervate the fol-
licles. Each follicle holds one vibrissa, a long hair, the compresses the follicle upon 
deflection. We see that the nervous system already forms a feedback loop at the lev-
el of the brainstem, from the trigeminal ganglion inputs through interneurons in the 
trigeminal nuclei and back to the facial motoneurons that drive the muscles. This di-

Fig. 7.1  The anatomy of the vibrissa somatosensorimotor system. Major pathways from the 
vibrissae to the brainstem and up through neocortex are shown. Abbreviations: PrV, principal 
trigeminal nucleus; SpVO, SpVI, SpVM, and SpVC, spinal nuclei oralis, interpolaris, muralis, 
and caudalis, respectively; VPMdm, dorsomedial aspect of the ventral posterior medial nucleus 
of dorsal thalamus; Po, medial division of the posterior group nucleus; nRt, nucleus reticularis; 
ZIv, ventral aspect of the zona incerta; SC, superior colliculus; and vIRT, the vibrissa region of the 
intermediate reticular zone and the central pattern generator for whisking. Black arrows indicate 
excitatory projections while red arrows are inhibitory projections. Adapted from [3]
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synaptic feedback loop is the shortest sensorimotor pathway [4], and it is paralleled 
by loops that involve the cerebellum, by loops that involved the midbrain, e.g., the 
superior colliculus, and by loops that involve the forebrain, the most extensive of 
which includes vibrissa primary sensory (vS1) and primary motor cortices (vM1).

What is the nature of whisking? Rodents will whisk in air as they explore a 
novel environment and search for objects and conspecifics [5]. The nature of 
whisking can change upon contact with a surface, especially as the animal turns 
and whisking is no longer symmetric [6, 7]. Here we focus on the case of rhythmic 
symmetric whisking by rats [8], in which an epoch of whisking appears almost 
periodic (Fig. 7.2). This suggests that, from a mathematical perspective, whisk-
ing may be conceived as a rhythmic process, with a rapidly evolving phase and 
a slowly evolving envelope, i.e., amplitude and midpoint, much like the signals 
in AM radio. Formally, we can define the angle of a vibrissa relative to the face 
as θ(t), which evolves according to θ(t) = θamplitude(t) · cos [φ(t)] + θmidpoint(t) with 
dφ(t)/dt = 2πfwhisk, where fwhisk is the instantaneous whisking frequency [9]. This 
definition raises an interesting question. Does the brain drive whisking through a 
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Fig. 7.2  Decomposition of 
rhythmic whisking into a 
varying phase component 
and slowly varying envelope 
parameters. a Schematic of 
the angular parameters and 
the representation of phase in 
the whisk cycle. b Top panel 
shows vibrissa angular posi-
tion, θ(τ). Lower panels show 
the phase, φ(τ), as calculated 
from the Hilbert transform, 
along with the amplitude, 
θamplitude, and midpoint, 
θmidpoint, of the whisking angle 
calculated from individual 
whisk cycles. Broken vertical 
lines indicate wrapping of 
phase from π to –π. The red 
line in the top panel is the 
reconstruction calculated 
from θ = θamplitude•cos[φ] + 
θmidpoint at each time point. 
Adapted [11]
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combination of signals, each with a different time-scale as implied by the math-
ematical decomposition, or is there a single control signal with a broad range of 
frequencies? Past experimental results suggest that nature has chosen to control 
whisking through narrow band signals that code on the scale of the fast rhythm, 
i.e., roughly 10 Hz, and the slowly evolving envelope, i.e., roughly 1 Hz. First, 
Pietr et al. [10] showed that systemic infusion of an agonist of endocannabinoid 
receptors leads to a decrease in the amplitude of whisking, while infusion of an 
antagonist to these same receptors leads to high-amplitude whisking without varia-
tion in amplitude (Fig. 7.3a). Critically, in both cases the pharmacological inter-
ventions had no effect on the frequency of whisking (Fig. 7.3b). Second, Hill et al. 
[11] showed that the firing patterns of neurons in vM1 cortex preferentially report 
the slowly varying amplitude and midpoint of a whisking bout independent of the 
rapidly varying phase (Fig. 7.4). These data suggest that the rapidly varying phase 
and the slowly varying change in the envelope of whisking are controlled by sepa-
rate mechanisms.

0.25
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0.75

1.00

b
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Fig. 7.3  Effect of a cannabinoid receptor type 1 agonist and an antagonist on whisking kinemat-
ics. a Typical traces of vibrissa angle executed by an animal four hours after administration of Δ9-
THC, an agonist (dark gray), vehicle (black), or SR141716A, an antagonist (light gray). Vertical 
calibration bar corresponds to 50°. b Cumulative probability distribution functions of protraction 
amplitudes and whisking durations across all animals. Adapted [10]
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We now revisit Welker’s [1] observation regarding the synchrony of whisking 
and sniffing. Quantitative, concurrent measurements of breathing and whisking 
in head-restrained and freely moving rats reveal key aspects of their coordination 
[2, 12] (insert in Fig. 7.5). First, breathing over a wide range of rates can occur 
without substantial whisking (Fig. 7.5a). To test whether whisking can also occur 
without breathing, a puff of ammonia was applied to the snout to inactivate the 
central inspiratory drive [13] and temporarily inhibit respiration. Critically, rats 
can whisk during such a disruption in breathing (Fig. 7.5b), which implies that 
the oscillator for breathing and the putative oscillator for whisking are separately 
gated. While sniffing is indeed accompanied by a one-to-one relation with whisk-
ing (Fig. 7.5a), basal breathing is accompanied by whisks that are coincident with 
an inspiration, which we denote “inspiratory-locked whisks”, and also “interven-
ing whisks” that occur between successive breaths and successively decrease in 
amplitude (Fig. 7.5c). Therefore there is an incommensurate many-to-one relation 
between whisking and breathing. These data imply that there are separate, or sepa-
rable, oscillators for breathing and whisking.

q q

q q

Fig. 7.4  Neurons in vM1 cortex report the amplitude and midpoint of rhythmic whisking. Firing 
rate profiles for two example units in vM1 cortex as a function of slowly varying parameters, i.e., 
amplitude and midpoint, of vibrissa motion (Fig. 7.2). The left and middle columns are profiles of 
units that show different relative modulation. Each plot is calculated by dividing the distribution 
of the respective signal at spike time by the distribution of that signal over the entire behavioral 
session. Green lines are fits from a smoothing algorithm along with the 95 % confidence band. 
The right column shows composite data across units and illustrates that, on average, the rate 
is unaffected by whisking, consistent with the presence of units that both increase ( green) and 
decrease ( red) their rate with increasing angle; blue dots correspond to a non-monotonic change. 
Adapted [11]
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The detailed timing between whisking and breathing was quantified though a 
frequency-ordered plot of the correlation of whisking with breathing across a large 
data set of whisks (Fig. 7.6). Vibrissa protractions are time-locked to the onset of 
inspiration across the entire range of breathing frequencies. Basal respiration cycles 
are accompanied by multiple whisks per breath, with an instantaneous whisking 
frequency of approximately 8 Hz for the intervening whisks. These data imply a 
unidirectional connection from the breathing oscillator [14–16] to a putative CPG 
for whisking and that the breathing rhythm can reset the whisking rhythm.

Where is the pattern generator for the fast, rhythmic vibrissa motion? One pos-
sibility is that rapid whisking is generated by the previously discussed disynaptic 
feedback loop in the brainstem. That is, sensory signals generated by the motion of 
the vibrissa could directly drive the facial motoneurons, which would in turn gener-
ate a new sensory signal, and so on. The frequency of whisking would depend on 
the presence of propagation delays in this circuit. Against this hypothesis, lesion of 
the sensory nerve (infraorbital nerve in Fig. 7.1) has minimal effect on whisking [1, 
8, 17]; in fact the rhythmic pattern becomes more stable [8]! Similarly, lesioning 
of any of a large number of midbrain and forebrain nuclei only minimally inter-
rupt whisking [1, 18]. This leads to the hypothesis that an oscillator which drives 

Fig. 7.5 Simultaneous measurements of vibrissa angular position (blue) and breathing (red). 
a Measurement showing epochs of breathing without whisking and sniffing with whisking. b Mea-
surement showing an epoch of whisking without breathing. c Measurement showing breathing 
with intervening whisks between inspirations. These data illustrate phase resetting of whisking 
by breathing (Fig. 7.6). (insert) Procedure to measure whisking via videography and breathing via 
a thermocouple in a head-restrained rat. The additional chamber is a port for electrode measure-
ments. Adapted [2]
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whisking is located in the brainstem. But where? Given the close phase relation-
ship between whisking and breathing, the neighborhood of the ventral respiratory 
column in the medulla [19] is a parsimonious guess. A role for breathing in the 
control of whisking is further suggested by the shared facial musculature between 
the two behaviors [20, 21]. Lastly, the CPGs for chewing, i.e., the oral portion of the 
gigantocellular reticular nucleus [22], for airway control, i.e., the ambiguus nucleus 
[23], and for licking, i.e., the medial edge of the parvocellular reticular formation 
bordering the IRt, are located near each other [24] and near the preBötzinger com-
plex, which has been demonstrated to generate the inspiratory breathing rhythm 
[14, 25]. This collective proximity is consistent with the need to synchronize orofa-
cial behaviors [26]. In particular, the coordination of whisking with breathing and 
the resetting of whisking by inspiration suggests that a brainstem whisking CPG is 
reset, and possibly driven, by the preBötzinger complex.

The difference in the basal respiration, at frequencies < 3 Hz, and whisking pat-
terns provides a signature to discriminate between breathing and potential whisking 
neuronal centers [2] (Fig. 7.5c). As a control, we first recorded multiunit spiking 
activity within the preBötzinger complex as well as the rostral ventral respiratory 
group in awake rats,. We observed units whose spiking occurred in phase with inspi-

Fig. 7.6  Reset of whisking by inspiration. Rasters of inspiration onset times ( red) and protraction 
onset times ( blue) relative to the onset of inspiration for individual breaths are ordered by the dura-
tion of the breath; green arrow accounts for the 30 ms lead of inspiratory drive to facial muscles 
as opposed to the measured inspiration [46]. Whisk and inspiration onset times are significantly 
correlated during both sniffing and basal respiration. Adapted [2]
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ration and with vibrissa protraction during inspiratory-locked whisks (Fig. 7.7a and 
red dots in Fig. 7.7c). Critically, the activity did not track the intervening whisks. 
In contrast, we located a subset of units in the intermediate band of the reticular 
formation (IRt) whose spiking was tightly phase-locked to the protraction of both 
inspiratory-locked and intervening whisks (Fig. 7.7b and blue dots in Fig. 7.7c). 
These units are potential pre-motor drivers of the intrinsic muscles that serve rhyth-
mic whisking (Fig. 7.2a) and are henceforth referred to as “whisking units”. They 
are located in the ventral part of the IRt, medial to the ambiguus nucleus and im-
mediately dorsomedial to the preBötzinger complex. We denote this new region the 
vibrissa zone of the IRt (vIRt) (Fig. 7.1). 

Fig. 7.7  Units in the intermediate reticular formation (IRt) that report inspiration versus protrac-
tion. a Concurrent recordings of breathing ( red), whisking ( blue), and multiunit activity ( black) 
in the preBötzinger complex. The location of the recording site is labeled with Chicago sky blue 
and is shown in a sagittal section counterstained with neutral red. LRt denotes the lateral reticular 
nucleus, FN the facial nucleus, Amb the ambiguus nucleus, and IO the inferior olive. b Multiunit 
spike activity in the vibrissa zone of the intermediate reticular formation. The section is coun-
terstained with neutral red. c The recording sites for all data imposed on a three dimensional 
reconstruction of the medulla. Whisking units are located medial to the preBötzinger complex in 
the IRt. Adapted [2]
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The hypothesis that whisking units in the vIRt constitute the oscillator for whisk-
ing predicts that activation of this region will lead to prolonged, autonomous rhyth-
mic whisking [2]. Indeed, microinjection of the glutamate receptor agonist kainic 
acid in the vicinity of the vIRt is a salutary means to induce prolonged rhythmic 
vibrissa movement, near 10 Hz, in the lightly anesthetized rat (Fig. 7.8a). The fre-
quency of whisking decreases over time as the effect of the intravenous anesthesia 
declines, while the frequency of breathing remains a constant basal rate. This im-
plies that the chemical activation is sufficiently strong to decouple rhythmic pro-
traction from breathing. The ability to induce whisking in an immobile animal fur-
ther provides a means to stably record from units whose firing times were coherent 
with rhythmic protraction (Fig. 7.8b). We identified neuronal units that spiked in 

Fig. 7.8  Injection of kainic 
acid activates the vIRt, which 
drives facial motoneurons 
and induces whisking. 
a  Vibrissa motion ( blue), 
breathing ( red), intrinsic 
( green) and extrinsic ( black) 
electromyogram (EMG). 
b Polar plots of the coher-
ence between spiking activity 
and vibrissa motion at the 
peak frequency of whisk-
ing. Open circles represent 
multiunit activity and closed 
circles represent single units. 
The green bar represents the 
coherence of the EMG for 
the intrinsic muscle (panel 
b) with vibrissa motion. 
(Inserts) Spiking activity 
of neuronal units in the vIRt 
( black) in relation to vibrissa 
motion ( blue). Adapted [2]
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synchrony with protraction, as in the case of the units identified during intervening 
whisks in the behaving animal (Fig. 7.7c), as well as units that spiked in anti-phase. 
Injection of an anterograde tracer in the vIRt led to labeling of axon terminals in 
the ventrolateral part of the facial nucleus, where motoneurons that innervate the 
intrinsic muscles are clustered [2].

The above results provide evidence for the sufficiency of neurons in the vIRt to 
drive rhythmic protraction. We now consider the necessity of the vIRt for rhythmic 
motion and test if a lesion to this zone suppresses whisking [2]. First, small electro-
lytic lesions of the vIRt abolish whisking on the side of the lesion, while whisking 
persists on the contralateral side (Fig. 7.9a). Critically, lesions within the vIRt that 
were as small as 200 µm in diameter were sufficient to severely impair whisking 
on the ipsilateral side, whereas off-site lesions have minimal effects on whisking 
(Fig. 7.9c). Qualitatively similar results were found with ibotenic acid or Sindbis 
viral lesions (Fig. 7.9c). These data lead to the conclusion that units in the vIRt play 
an obligatory role in the generation of whisking.

Fig. 7.9  Lesion of the vIRt impairs ipsilateral whisking. a Example of whisking bout following 
an electrolytic lesion. b Composite histological results across all lesion sites were mapped onto a 
three dimensional reconstruction of the medulla and selected anatomical substructures. The lesion 
centroids are denoted with symbols, with circles for electrolytic lesions, triangles for lesion via 
transport of Sindbis virus, and squares for chemical lesion by ibotenic acid. Adapted [2]
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The behavioral (Figs. 7.5 and 7.6) and physiological (Figs. 7.7 and 7.8) data 
suggest that neurons in the inspiratory CPG reset an oscillatory network of whisk-
ing units in the vIRt that can drive protraction of the vibrissa concurrent with each 
inspiration. We assessed this hypothesized connection by tract tracing methods [2]. 
Injections of tracer into the preBötzinger complex (Fig. 7.10a), identified by the 
phase relation of units relative to breathing (Fig. 7.10b), led to dense anterograde 
labeling of terminals in the vIRt, in the same region where we observed whisking 
units and where lesions extinguished ipsilateral whisking (Fig. 7.10c). These results 
support a direct connection from the preBötzinger complex to the vIRt.

We next delineated the projections from neurons in the vIRt to facial motoneu-
rons [2]. Tracer was injected in the lateral aspect of the facial nucleus (Fig. 7.11a), 
and we observed a number of retrogradely labeled cells in the vIRt (Fig. 7.11b). A 
detailed map of the location of cells that were retrogradely labeled from this injec-
tion reveals the spatial extent of the high-density cluster of facial projecting vIRt 
cells (Fig. 7.11c). In toto, these and previous [27, 28] patterns of neuronal labeling 
in the IRt support a direct connection from the vIRt to the facial nucleus and thus 
substantiate the role of the vIRt as a premotor nucleus. This zone functions as the 
premotor pattern generator for rhythmic whisking and is part of a larger circuit 
whereby cells in nuclei that are obligatory for inspiration [25, 29, 30] reset the phase 
of vIRt units with each breath (Fig. 7.12).

We conclude that whisking concurrent with sniffing is effectively driven on a 
cycle-by-cycle basis by the inspiratory rhythm generator, while intervening whisks 
between successive inspirations result from oscillations of the whisking units in 

Fig. 7.10  Anatomical evidence that preBötzinger units project to the vibrissa zone of the IRt. 
a Recording of a single inspiratory unit in the preBötzinger complex, together with breathing. 
b Injection of the anterograde tracer biotinylated dextran amine through the same pipette used 
to record (panel a). c Labeling of axons and terminals in the vIRt from cells in the preBötzinger 
complex. Adapted [2]

a

b c
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vIRt [2]. This result bears on the generation of other rhythmic orofacial behaviors, 
for which licking is particularly well described. First, tongue protrusions are coor-
dinated with the respiratory cycle [31]. Second, like the vIRt facial premotoneurons, 
a cluster of hypoglossal premotoneurons are concentrated dorsomedially to the pre-
Bötzinger complex within the IRt [24, 32] and, further, are driven by bursts of spikes 
that are locked to inspiration [33]. Third, the output of units in the hypoglossal IRt 
zone locks to rhythmic licking [34]. Lastly, infusion of an inhibitory agonist into 

Fig. 7.11  Anatomical evidence that the facial nucleus receives input from the vibrissa zone of 
the IRt. a Injection of retrograde tracer Neurobiotin™ ( green) into the facial nucleus (FN). Label-
ing with α-choline acetyl-transferase highlights motoneurons in the facial nucleus ( red). b Retro-
grade labeling of neurons in the vIRt ( white arrow). Labeling with α-choline acetyl-transferase 
highlights neurons in the ambiguus nucleus ( red). c Compendium of the locations of cells that 
were retrogradely labeled from the facial nucleus with Neurobiotin™, superimposed on a three 
dimensional reconstruction of the medulla. Note labeled cells in the vIRt, located between coronal 
planes spaced 500 µm apart and that span 200 µm along the lateral-medial axis. pFRG denotes the 
parafacial respiratory group and PCRt the parvocellular reticular nucleus. Adapted [2]

a

b c
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the IRt blocks licking [35]. These past results are consistent with a model in which 
preBötzinger units reset the onset of bursting in a network of hypoglossal premotor 
neurons in the IRt zone, in parallel with our circuit for whisking (Fig. 7.12).

A final issue concerns the potential binding of touch-based and olfaction-based 
sensory inputs. In the vibrissa system, the spike rate of neurons in vS1 cortex 
(Fig. 7.1) is modulated by the phase of the vibrissa in the whisk cycle [36–40]. In 
particular, the spike rate of neurons in layers 4 and 5a is most pronounced when 
the vibrissae contact an objects at a particular phase [38] (Fig. 7.13, b). Different 
neurons have different preferred phases so that all phases in the whisk cycle, corre-
sponding to contact upon retraction as well as protraction, are covered. In contrast, 
the output of the same neurons appears untuned when contact is plotted as a func-
tion of absolute contact angle (Fig. 7.13c).

Tuning of the neuronal response in terms of phase implies that the rodent codes 
touch in a coordinate system that is locked to the CPG for whisking. It is of interest 
that neurons in the olfactory bulb tend to spike in phase with breathing, as opposed 
to spiking in a manner time-locked to the presentation of an odorant [41] (Fig. 7.14). 
When rodents are actively exploring, the precise one-to-one phase locking between 
whisking and sniffing (Fig. 7.5a) could ensure that spikes induced by both tactile 
and olfactory stimuli occur with a fixed temporal relationship to one another, with a 
delay that corresponds to a particular location and smell. This implies that sensory 
inputs from touch, which enter the brain at the level of the brainstem, and inputs 
from smell, which enter the brain at the rostral pole, can in principle be linked by the 

Fig. 7.12  Schematic of the brainstem circuitry that generates whisking in coordination with 
breathing. The neurotransmitters refer to glycine (Gly), glutamate (Glu), and γ-aminobutyric acid 
(Gaba) that were found from in situ hybridization measurements [2]
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breathing rhythm via computations in downstream neurons [42]. Thus, coordination 
by the output of the preBötzinger complex can ensure that orofacial behaviors do 
not confound each other as well as serve to perceptually bind concurrent tactile and 
olfactory inputs [43]. Whether the binding mechanism further involves coherent 
transient theta-band oscillations in neocortical and hippocampal circuits remains an 
open issue [44, 45].

a

b

Fig. 7.13  Evidence that neurons in vS1 cortex encode contact with an object relative to the phase 
of the vibrissae in the whisk cycle a The scheme used to measure the spike response of units in 
vS1 cortex as animals rhythmically whisk first in air then whisk to touch a contact sensor. Vibrissa 
position is determined from videography while contact is determined via displacement of the sen-
sor. A critical aspect of this behavioral task is that touch is recorded across all phases of the whisk 
cycle; the case shown here is touch soon after the onset of retraction ( red dot). b The left plot 
shows the peak values of the touch response as a function of phase in the whisk cycle ( left panel 
in Fig. 7.2a). The uncertainty represents the 95 % confidence interval. A smooth curve through this 
data defines the phase of maximal touch response, (red dot and corresponding dot in panel a). The 
right plot is the same data parsed according to the angular position of the vibrissa upon contact. 
The angle is measured relative to the midline of the animal’s head ( right panel in Fig. 7.2a). Unlike 
the case for phase, there is no significant tuning for angle. Adapted [38]
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Fig. 7.14  Odor response in olfactory bulb in a representative neuron in the olfactory bulb of an 
awake mouse. a Schematic of the experiment. A head-fixed animal was positioned in front of the 
odor delivery port. It was implanted with intranasal cannula to derive the breathing cycle from 
the measured pressure and a multi-electrode chamber. b Raster plots for single unit spikes from a 
mitral or tufted neuron in the olfactory bulb in response to an odor stimulus. The data is displayed 
as synchronized by odor onset. The blue bands show the respiration cycles for each trace. c The 
same data as used for panel b after alignment to the onset of inspiration and temporally warped by 
breathing, so that it is now in phase coordinates. The uniformity of the blue bands indicates that 
the individual respiration cycles are now aligned. Adapted [41]
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Chapter 8
Functional Principles of Whisker-Mediated 
Touch Perception

Miguel Maravall and Mathew E. Diamond

Abstract In the progression of events wherein the rodent whisker sensory system 
constructs a percept of the world around the animal, neurons exercise distinct func-
tional roles; here we review recent progress in our understanding of the principles 
for response organization in the system. The whisker’s mechanical properties and 
anchoring to the follicle shape the forces transmitted to specialized receptors. The 
sensory and motor systems are intimately interconnected, giving rise to two forms 
of whisker-mediated sensation: generative and receptive. The sensory pathway 
exemplifies fundamental concepts in computation and coding: hierarchical feature 
selectivity, sparseness, adaptive representations, and population coding. The central 
processing of signals can be considered a sequence of filters. At the level of cortex, 
neurons represent object features by a coordinated population code which encom-
passes cells with heterogeneous properties.

Keywords Feature selectivity · Sensory encoding · Decoding · Population code · 
Adaptation · Texture

Introduction

In the process that culminates in sensing and identifying an object, the starting point 
is the encoding of physical parameters by sensory receptors. A growing set of in-
vestigations focuses on transformations along sensory pathways as a means to un-
derstand the conversion from raw physical signals into sensations and percepts [1]. 
This review aims to identify computations mediating those transformations in the 
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rodent whisker system, an “expert” system [2], but which are likely to generalize 
across systems [3].

Each sensory system is optimized for collecting information in particular ways. 
Touch is a proximal sensing system—it entails putting sensors into contact with an 
object to determine its identity, properties or location. Recent reviews have empha-
sized computations specific to the whisker pathway [2, 4–6]. The intricate loops 
connecting “sensory” and “motor” circuits in the whisker system can be understood 
in terms of the need to meld sensory and motor information—motor output gener-
ates sensory input, sensory input modulates motor output [5, 7–11]. In contrast, the 
system’s serial structure is comparatively simple: the sequential pathway from re-
ceptors to somatosensory cortex is only three synapses long—very short compared 
to the visual and auditory systems [7, 12]. In this review, we focus on computations 
along the receptor-to-cortex ascending pathway; nevertheless a complete picture 
of tactile sensation will only be achieved by understanding how sensory and motor 
computations are woven together [7, 13].

Mechanical Forces in the Follicle

As in any sensory pathway, transduction from physical entities into action potentials 
constrains all later processing. Input signals encounter the sensory fiber terminal at 
the whisker base, in the follicle of the mystacial pad [14–18] (Fig. 8.1a). The proper-
ties and position of an object contacted by a whisker are encoded into fluctuations in 
mechanical energy shaped by the interaction between the whisker’s motion, its me-
chanical properties (e.g. compliance—the ability to flex or yield elastically to force) 
and properties of the contacted object. The whisker-follicle junction is rigid, allow-
ing robust transmission and readout of the forces induced by whisker motion [19].

The form of whiskers (Fig. 8.1a) determines their mechanical behavior. Bending 
stiffness decreases from whisker base to tip due to taper [20], and the concomitant 
increase in flexibility enables the slippage of whiskers during object exploration 
[21, 22]. Additional flexibility is achieved by their hollow structure [23].

Methods for tracking whisker motion [24–29] have allowed detailed analysis 
of how whiskers interact with objects during behavior [30, 31]. Rodents modulate 
the duration and position of contact during exploration, maximizing the number of 
whiskers that touch the surface and minimizing “impingement”: this favors contact 
near the tip and enhances the relative impact of vibrational stresses [32, 33]. The 
combination of whisker measurements with models of whisker deflection has begun 
to specify bending [22, 34] and changes in forces at the whisker base [19, 20, 22, 35]. 
Contact-induced whisker deformations can be decomposed into a slow bending 
component and a transient vibrational component [36]; the relative contributions 
of different components depend on the specific interaction of the whisker with the 
object of interest [19, 20, 37]. The nature of a whisker stimulus could therefore po-
tentially be decoded by comparing the relative magnitudes of the slow and transient 
components over time. This would require those components to be effectively and 
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separately transduced by mechanoreceptors: exactly which components are trans-
duced, and how, is a crucial issue for future work [38].

When whiskers sweep across a textured surface (Fig. 8.1b), they are trapped 
and released by surface ridges and grains [28, 29, 39–45]. These brief (~ 2 ms) 
“stick-slip” events cause transient, high-frequency vibrations [41]. The conse-
quent sequence of fluctuations in mechanical energy can provide a signature of 
texture [39, 41]. Stick-slip events excite primary sensory neurons and their targets 
[39, 41, 42, 45]. However, differences in “stick-slip” events across trials are not 
well-correlated with trial-to-trial choices in a texture discrimination task [45]; since 
“stick-slip” events do not account for perceptual choices, additional differences in 
whisker motion evoked by contact with the texture must therefore contribute to the 
choice as well.

Other physiological factors may also contribute to the mechanical forces that 
come into play during whisker motion. Follicle compliance likely varies during 
whisking and is modulated by the engorgement of the blood sinus that surrounds 
each follicle complex [18, 46–50]. Forces are also modulated by the intrinsic mus-
culature of the whisker pad. Recently, models have been proposed for overall whis-

Fig. 8.1  Input forces to the sensory system and the ascending pathway. a The force acting upon 
a whisker during contact, and thus transmitted to the receptors in the follicle, is illustrated. The 
object at position X strikes a whisker of length L at a distance C from the skin and at angle θ 
away from the whisker’s resting angle, inducing a force F. b Illustration of a single large stick-
slip event. One frame from a high-speed (1000 frames/second) video is shown in gray scale. The 
whisker traces have been enhanced to increase their visibility. While the rat palpated the surface to 
judge the groove spatial frequency, one whisker was tracked through a sequence of frames and the 
traces, from violet to light blue, shows the whisker position over 1 ms timesteps. The whisker tip 
was blocked in a groove and then sprung free as the rat retracted the whisker shaft in the posterior 
direction. c Principal sensory pathways to the cortex are illustrated schematically. TG neurons 
send a peripheral branch to the skin and a central branch into the trigeminal nuclei (TN) of the 
brainstem. Axons from TN cross the midline to reach the thalamus, terminating in VPM and the 
posterior medial nucleus, POm. Thalamic neurons project to BC. Blue, red, and green lines repre-
sent parallel pathways that carry different sorts of tactile information, as reviewed elsewhere. (a 
adapted personal communication from A. Hires and K. Svoboda; b adapted from [45]; c adapted 
from [7])
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ker pad motion [49] and activation of the motor mechanical system consisting of 
whiskers, follicles and muscles [51].

Transduction of Touch into Neuronal Signals

Transduction is carried out at the terminals of neurons whose cell body resides in 
the trigeminal ganglion (TG; Fig. 8.1c). Each follicle is innervated by ~ 200 neurons 
[15, 52]; each TG neuron innervates a single follicle [53]. The many mechanorecep-
tor types, distributed differentially across the follicle, have diverse response proper-
ties and are best activated by distinct forces with particular (slower or faster) time 
courses.

Models for transduction in the follicle-sinus complex capture diverse responses 
of receptors [54, 55]. A simple model using a single process to account for the inter-
action between whisker and receptors predicts responses to passive stimulation of 
the main functional classes of primary afferent neurons (slowly and rapidly adapt-
ing, SA and RA) [55].

Given the diversity of receptor types and spatial distributions, it is not surprising 
that both of the principal functional classes of primary afferent neurons, slowly and 
rapidly adapting (SA and RA), in fact comprise a rich variety of feature combina-
tions. Thus, each neuron displays distinct sensitivity to the location, direction and 
velocity of whisker displacements evoking lateral forces [39, 53, 56–64], to the pat-
tern of axial forces [63], to whisking phase [60, 65, 66] and to contact, detachment 
or their combinations [60, 62].

As a population, TG neurons represent the space of dynamical features of one 
whisker through a high-dimensional code (~ 200, counting each neuron as a di-
mension) (see Feature selectivity) [67]. This permits rapid information encoding: 
specific patterns of forces (e.g. [20]) may engage subsets of neurons to “label” the 
stimulus. Whisker motion patterns are richly represented by the TG population, 
allowing several population-based decoding schemes for any task. For example, 
information present across the population likely permits instantaneous comparison 
of the relative magnitudes of different force components (see Mechanical forces 
in the follicle). Intriguingly, each TG neuron projects to multiple target neurons 
within a column of the principal trigeminal nucleus (“barrelette”), and individual 
barrelette neurons receive convergent inputs of different afferent types (SA, RA): 
thus, TG population signals are decoded in a “one-to-many” and “many-to-one” 
manner [68].

A requirement for TG to implement a fast population code based on relatively 
small numbers of spikes is that spike generation be precise. Indeed, TG neurons 
respond with highly reliable firing patterns [39, 53, 55, 56, 58, 60, 61, 69] and are 
among the most temporally precise neurons yet discovered in the animal kingdom 
[39, 67, 69]. Response jitter is on a timescale of tens of microseconds, comparable 
to that underlying bat echolocation or representations of interaural time difference 
(reviewed in [70]).
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To summarize, TG neurons convey information packaged in a high-temporal 
precision code where different neurons encode diverse physical properties. The 
speed of peripheral encoding and the small number of synapses—just three—from 
receptors to somatosensory cortex (Fig. 8.1c) are reflected in the finding that the 
responses of cortical neurons already carry texture information (i.e., correlate with 
the identity of a texture) within 20 ms after whisker contact [71, 72].

Active Sensing

Active sensing systems are purposive and information-seeking [73]: active sens-
ing entails control of the sensor apparatus in whatever manner allows the brain to 
optimize the collection of task-relevant information. Although the concept of sensor 
apparatus control applies to all modalities, it is perhaps most evident in the modality 
of touch. Recent evidence indicates that whisker-mediated sensation occurs through 
two modes of operation.

In the generative mode (Fig. 8.2a), the animal moves its whiskers to actively 
seek contact with objects and palpate them: the animal generates the percept by 
its own motion [33]. Tasks involving the generative mode include wall following 
[74], gap measurement [75], texture discrimination [43–45, 72, 76], and object lo-
calization [77, 78]. In the generative mode, whisker-mediated perception has been 

Fig. 8.2  Two modes in which rodents collect tactile information. Both panels are single frames 
from high-speed (1000 frames/s) video; the whisker traces have been enhanced to increase their 
visibility. a During generative sensing, the rat moves its head and whiskers to create dynamic inter-
action between the whisker tips and the object. This mode of sensing is critical when the object 
is immobile and the mechanical energy must originate in the animal’s motor system. The image 
is taken as the rat judges the spatial frequency of grooves on the object surface. b During recep-
tive sensing, the object provides mechanical energy. Since the rat’s percept could be confounded 
by its own motor output, the head and whiskers remain motionless. The image is taken as the rat 
perceives the vibration of the flat plate. (a adapted from [45]; b adapted from [86])
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put forward as a process where sensory and motor systems dynamically converge, 
through repeated contacts, until both neuronal representations reach a stable state 
[77, 79].

In the receptive mode (Fig. 8.2b), the animal places its whiskers on an object 
and is frequently observed to immobilize its whiskers to optimize signal collec-
tion. Tasks include detection and discrimination of vibrations applied to whiskers 
[75, 80–86] and discrimination of the width of an aperture [87].

Feature Selectivity

Neurons early in sensory processing are sensitive to the presence of particular fea-
tures in a stimulus. Feature selectivity can be approximated by treating the neu-
ron as a device that (1) linearly filters its input and (2) responds by applying a 
nonlinear threshold function to the filtered stimulus [88, 89]. Variants and gen-
eralizations of such linear-nonlinear models predict trains of action potentials 
in TG [39, 61, 67, 90–92], the ventral posterior medial thalamic nucleus (VPM) 
[90, 93] and the barrel cortex (BC) [94, 95]. Neurons are selective to temporal 
features of whisker motion (Fig. 8.3). For subcortical neurons, filtering is typi-
cally simple in that a single, short-duration feature (e.g., instantaneous velocity) 
predicts a neuron’s response [67, 93]. These features are conserved from TG [67] to 
VPM [93] (Fig. 8.3b, c), though VPM processing differs in other important aspects 
(discussed below). In contrast, BC neurons are also sensitive to temporal features 
(Fig. 8.3d, e), but have more complex, high-dimensional selectivity: multiple fea-
tures, sometimes in combination, are necessary to explain a neuron’s firing [94, 
95]. Cortical neurons respond to nonlinear dynamical features such as speed (the 
absolute value of velocity) [39, 94, 95] and are sensitive to patterned or correlated 
motion between whiskers [95] (Fig. 8.3f). Subcortical tuning curves indicate faith-
ful representation of filtered stimulus magnitude, while cortical curves indicate the 
detection of events that exceed background by some proportion [90, 93, 94]. Until 
there is evidence that can be explained only by alternative models, our view is that 
the high-dimensional selectivity of cortical neurons is, to a first approximation, the 
result of convergence of neurons with simpler properties.

Early studies described nonlinear integration of the motion of multiple whiskers 
in cortex (reviewed in [96]); such findings were given a new framework by recent 
research on multiwhisker correlations [95]. Multiwhisker selectivity allows neu-
rons to construct “apparent global motion” (the appearance of overall coordinated 
motion of whiskers, such as that generated by multiple whiskers sliding across an 
object) from sequential deflection of adjacent whiskers. This may potentially permit 
neurons to extract information about macroscopic object shape and configuration—
where macroscopic refers to objects whose size spans a large number of whisker 
tips [97]. Interestingly, a neuron’s directional sensitivity to apparent motion is not 
predicted by its directional sensitivity to motion of its principal whisker. Neurons 
in VPM can also display selectivity to apparent global motion [98], although more 
weakly than in the cortex [98, 99].
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Fig. 8.3  Feature selectivity. a “Ideal” filters for extraction of position, velocity and acceleration 
values. Note similarity between these waveforms and those in the remaining panels. b Examples 
of filters for TG neurons in rats. Each neuron extracts a distinct, rapid feature. c Examples for 
VPM neurons. d BC neurons are sensitive to multiple features in combination. Features are of 
longer duration than those comprising subcortical filters, signifying longer temporal integration. 
e Dataset of linear filters for barrel cortex neurons sensitive to single-whisker stimulation, sorted 
by the relative phase of the filter waveform. f Distribution of barrel cortex sensitivity to stimuli 
with different degrees of interwhisker correlation. Each whisker received a stimulus waveform 
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Most studies of feature selectivity have relied on delivering controlled whisker 
stimulation to anesthetized animals; as yet, no study has directly compared tun-
ing properties under anesthesia with response properties of the same cells during 
behavior. However, feature selectivity properties have strong parallels in animals 
performing discrimination tasks. Whisker contact modulates the firing rate of BC 
neurons in behaving animals [41, 72, 100–103] (S.A. Hires et al. abstract in Soc 
Neurosci Abstr 2012, 677.18): responses correlate with features including force 
magnitude, frequency of stick-slip events and maximum curvature. Similar sensory 
parameters are also represented in the primary motor cortex, where subsets of neu-
rons encode touch and couple sensory input to learned motor programs [10, 11].

Sparsification

In the whisker pathway, activity levels change systematically from stage to stage, 
a change that can be quantified as “sparseness”—the fraction of neurons that 
are active and encoding information at any moment [102, 104–106] (Fig. 8.4a). 
The computational advantages of sparse activity have been reviewed else-
where [106–109]. Sparseness can reduce overlap (correlation) between activity pat-
terns, facilitate learning, discrimination and categorization, and limit energy expen-
diture. A representation where individual neurons are more sensitive to high-level 
features ( Feature selectivity) is a step towards the “concept” representations found 
at the final stage of cortical processing [1, 110].

In whisker-mediated touch perception, activity in subcortical populations is rela-
tively high and sparseness increases (i.e. the fraction of active neurons decreases) at 
more central stations of the sensory pathway, peaking in layers 2/3 of barrel cortex 
([41, 102, 111–116]; reviewed in [106, 107]) (Fig. 8.4a). For example, in behaving 
animals, stick-slip events during texture exploration elicit low-probability, precisely 
timed cortical responses [41]. Mechanisms underlying sparsification are being ex-
amined [117].

Response Heterogeneity

A striking finding is that neurons responsive to the same whisker diverge markedly 
in their responses to a given peripheral event. Neurons within the same column can 
participate strongly, or not at all, in the encoding of objects contacted by the cor-
responding whisker [41, 72, 102, 103, 118]. This heterogeneity occurs from TG to 

comprising a component shared with all other whiskers (“Common input”) and an independent 
component (“Independent inputs”), with the degree of commonality controlled through correla-
tion parameter c. Neurons could be classified into cells preferring stimuli with a strong common 
component (‘global’) or independent component (‘local’). (a and c adapted from [93]; b from [67]; 
d-f from [95])
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all layers of BC, with two important properties. First, neurons within each network 
(e.g. layer or sublayer of a column) are tuned to diverse stimulus properties. Second, 
neurons have diverse activity levels.

Diverse Tuning Properties

Tuning to stimulus features is heterogeneous at every stage where it has been as-
sessed ( Feature selectivity) [67, 93, 95] (Fig. 8.3). Since the preferred stimulus 
features of neurons in VPM are similar to those in TG, heterogeneity is partly in-
herited from stage to stage [67, 93]. Higher-level features in cortex are also hetero-
geneous across neurons, providing a rich representation of stimuli [95]. Neurons 
in animals performing sensory discrimination tasks also display diverse selectivity 
for sensory features, as do fibers projecting into BC from motor cortex [11, 103, 
119] (S.A. Hires et al., abstract in Soc Neurosci Abstr 2012, 677.18). Neurons with 
different feature selectivity are spatially intermingled within each barrel column  
[120–122].

Fig. 8.4  Firing rate heterogeneity and population coding in BC. a Spike rates during pole localiza-
tion in head-fixed mice. Each circle is one neuron and colored bars indicate laminar boundaries. 
Median activity level differs across cortical layers, yet within each layer there is marked vari-
ability. b Single-neuron and population discrimination performance for 9 experimental sessions 
of a texture discrimination task in freely moving rats. Each gray square corresponds to a separate 
neuronal cluster (a single unit or multiunit spike train that could not be further sorted into constitu-
ents); each black circle, to a population of simultaneously recorded clusters (3–7 separate clusters 
constituted each population). Sessions ranked in order of performance. P value is the probability 
that the discrimination performance of a neuron or population arose by chance; horizontal gray 
line, p = 0.05. Individual neuronal clusters are variable and often perform below chance ( p > 0.05). 
However, every population performs well above chance. (a adapted from [102]; b from [118])
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Diverse Activity Levels

Although mean activity levels differ systematically from stage to stage ( Sparsifica-
tion), within each stage there is a wide variability in activity and responsiveness 
among individual neurons [106] (Fig. 8.4a). For example, during a pole localization 
task in mice, the most active 10 % of BC neurons generated approximately 50 % of 
spikes [102]. In the supragranular layers, where activity is sparsest, studies under a 
range of conditions have nevertheless found a subset of highly active neurons num-
bering ~ 20–30 % of the population [102, 103, 121–124].

The fraction of responsive neurons in a particular condition could reflect selec-
tivity to the stimuli presented. If so, sparse, heterogeneous responses would reflect 
the failure of stimuli to engage most neurons. However, the finding that many neu-
rons exhibit low firing rate under a variety of behaviors and forms of stimulation 
[41, 102, 103, 116, 124], even when stimulation systematically explores a large 
region of parameter space [95], suggests that sparse firing is more a property of 
neurons than an outcome of inadequate stimulus sets.

Responsiveness correlates with spontaneous activity levels [116, 124]. Further, 
the relative activity level of strongly responding BC neurons is stable [116, 124], 
despite changes in tuning properties over time [124]. Thus, some neurons appear 
intrinsically more active and generate more spikes irrespective of their specific tun-
ing. In layer 2/3, the more active neurons (those generating more spikes) receive 
more excitation and less inhibition [116, 123] and appear to lie at one extreme of a 
gradient of responsiveness and of excitatory synaptic input strength [125].

Some of the heterogeneity in responses correlates with differences in neuronal 
projection pattern: layer 2/3 cells that project to motor cortex have different excit-
ability than those projecting to secondary somatosensory cortex [119] and respond 
differently during tactile tasks [103].

Spiking Precision, Timing-Based Representations,  
and Synchrony

As described above, TG responses display reliable and precise timing. Timing pre-
cision remains high across the pathway: typical response “jitter” (spike time stan-
dard deviation across trials) under equivalent conditions is ~ 0.2 ms in TG, ~ 0.4 ms 
in VPM and ~ 1–2 ms in BC [39, 67, 126].

The pressure driving temporal precision is unlikely to be a need to limit variation 
in absolute timing, because jitter is orders of magnitude smaller than the trial-to-
trial variability observed in naturalistic exploratory behavior [2, 39, 45]. The re-
quirement, instead, is for sharp relative timing, enabling precise temporal patterning 
of spikes across neurons—either to permit sensory responses to be referred to the 
animal’s own whisking motion, or to facilitate activity propagation.

A sensory whisking signal, i.e., a response sensitive to the whisking motion, 
is found in at least a subset of TG neurons ( Transduction of touch into neuronal 
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signals). Information about both whisking amplitude and midpoint is relayed to BC 
[10, 11, 127, 128]. BC neurons can show a small modulation of membrane potential 
by whisking phase [100, 129], allowing contact responses to vary with phase. The 
whisking phase signal combined with the amplitude and midpoint references could 
enable reconstruction of whisker position and of the location of objects relative to 
the animal’s face [5, 101, 130].

Sensory codes based on temporally patterned spikes can convey more informa-
tion than spike count-based codes [131, 132]. In BC, latency differences across 
populations can code for whisker identity [133, 134]; similarly, in other somatosen-
sory pathways including human primary afferents, first-spike latencies can convey 
most of the relevant stimulus information [135, 136]. Spike patterns both in TG and 
in BC can discriminate texture in a manner decodable by an ideal observer [71].

Decoding spike timing information requires a temporal reference. When the sys-
tem is in the generative mode, the reference can be the whisking signal, as above. A 
reference also present in receptive mode, or when a stimulus appears unpredictably, 
is the stimulus-evoked population activity itself, both in the form of collective activ-
ity oscillations (see Interactions between emergent activity and tactile responses) 
and of synchronous spiking across subsets of neurons [81, 131, 132, 137]. Which 
neuronal subsets become synchronously coactive in, e.g., VPM, depends on the 
particular stimulus [138, 139] (M. Bale et al. abstract in Soc Neurosci Abstr 2011, 
704.14). Therefore, the identity of the synchronous subset can convey robust stimu-
lus information [140, 141]. Dynamic changes in synchrony across subpopulations 
of neurons can likely be decoded downstream, as neurons are sensitive detectors of 
small changes in synchrony across an afferent population [141, 142].

Synchronous activation allows activity to propagate reliably in the thalamocor-
tical pathway, where individual synaptic connections are weak on average [143]. 
However, full, precise synchrony across a large part of the presynaptic population 
is unlikely to be required, as some thalamocortical and intracortical connections 
can be effective enough to shape postsynaptic activation [144–146]. Instead, ac-
tivity propagation may occur via partial synchrony across subsets of neurons that 
change over time, such that a certain combination of neurons respond simultane-
ously to each event in the stimulus, but the specific combination changes from event 
to event. This enables both robust activity propagation, because multiple neurons 
respond coactively, and rich population representations, because the combinations 
of neurons that become coactive do so based on a shared preference for the specific 
stimulus event [140, 141]. Indeed, selective, sparse synchronous activation of sub-
sets of cells is a hallmark of cortical responses during texture exploration in awake 
rats [41].

Spike Timing Information and Behavior

Is the information in spike timing used during behavior? In a radial distance dis-
crimination task, precise (ms) timing of contacts within the whisking cycle was 
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not crucial, because uncertainty in contact time introduced by whisker azimuthal 
jitter had no effect on performance [20]. In a pole localization task, mice detected 
whether the pole fell in the target region by maintaining their whiskers approxi-
mately within the region and waiting for the object to strike the whisker [78]. This 
maximized the difference in number of contacts and in spike counts between posi-
tive and negative trials [102]. Consistent with use of a spike-count but not a timing 
code, optogenetic stimulation in layer 4 increased count and fooled animals into 
detecting a “phantom pole”; jittering stimulation timing within a whisk caused no 
appreciable effect [147].

How do these results, obtained for a task where the mouse’s strategy was not 
based on spike timing, generalize to other situations? In texture discrimination 
tasks, as discussed above, sequences of ms-scale fluctuations in whisker motion 
differ according to texture [29, 40–42, 45], and neurons can carry texture informa-
tion by sequences of spikes [41, 71]. Further data from behaving rats are required 
to evaluate spike timing as a candidate code for texture [43, 148]. Future work on 
the relevance of spike timing may test how animals solve whisker-mediated tasks 
that require a timing-based strategy. However, even more powerful would be the 
demonstration that a task potentially solvable with a non-timing scheme, such as 
entire-stimulus spike count, is actually solved using spike timing. This test could be 
accomplished, for instance, if a behavioral deficit were induced by jittering spike 
timing for two stimuli that evoke different spike counts.

Response Dynamics and Adaptation

Adaptation, the accommodation of response levels to ongoing or repeated stimula-
tion, occurs across species and sensory modalities [149]. Responses evolve over 
time because of variation in how the sensors encounter the object and because of 
dynamics inherent to neuronal responses.

In one adaptation paradigm, repeated whisker stimulation decreases responses to 
successive deflections (reviewed in [96]), sharpening tuning properties of BC neu-
rons, including selectivity to whisker identity [150] and direction of motion [139, 
151]. This adaptation enhances discrimination between stimuli of different ampli-
tudes or delivered at different sites, at the expense of outright detectability of the 
weakest stimuli [152, 153]. An enhanced ability of neuronal responses to encode 
different stimulus magnitudes is also found during adaptation to sinusoidal whis-
ker stimulation, suggesting a common functional effect [154, 155]. Intriguingly, 
regular-spiking (putative excitatory) cortical neurons adapt more weakly to stimuli 
repeated at irregular intervals than at a constant rate [156], while putative inhibitory 
neurons do the opposite [157]. This behavior is echoed in the finding that human 
subjects experience an increase in the perceived intensity of a vibration when noise 
is introduced [157]. Thalamic adaptation to repetitive stimulation is under cortical 
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control, implying a rich repertoire of response dynamics depending on cerebral state 
[158].

In another paradigm, BC neurons modify their firing rate and sensitivity accord-
ing to the ongoing statistical distribution of stimuli. Changes in the overall scale 
(variance or “contrast”) of a stimulus distribution elicit compensatory adjustments 
in neuronal sensitivity (gain), thus maintaining the information conveyed about the 
stimulus [94, 159]. TG and VPM neurons also display adaptation and gain adjust-
ment under changes in variance [90]. Individual neurons at each subcortical stage 
display variable adaptive behavior, ranging from fixed gain to full gain rescaling 
[90]. This diversity may enable each subcortical population to preserve representa-
tion of both relative and absolute magnitudes. Because responses to dynamic stimu-
li adapt over multiple timescales, adaptation allows neurons to encode components 
of whisker stimuli with different time courses (e.g. fast, high-frequency vibrations 
or slow modulations in whisking waveform) [160].

Adaptation reflects use-dependent changes in availability and strength that are 
inherent to biophysical mechanisms. Different forms of stimulation affect distinct 
biophysical mechanisms, with overlapping roles. Adaptation to repeated stimulation 
relies mostly on synaptic mechanisms, including short-term depression [161]. The 
underlying changes are complex and sensitive to specific stimulation parameters: 
e.g., small-amplitude stimuli sometimes elicit stronger adaptation than large-am-
plitude stimuli [162]. Adaptation to noise stimulus statistics likely recruits intrinsic 
membrane mechanisms [163, 164]. In summary, adaptation in the whisker system 
has the effect of refining stimulus representations in a context-dependent manner.

Coordination in Barrel Cortex Populations

The heterogeneity of functional properties across neurons raises the issue of how 
populations collectively represent information. Is activity coordinated or is each 
neuron’s message independent? How many neurons must an “observer” (experi-
menter or downstream cell) sample to extract a robust sensory message? Is it neces-
sary to “listen” to the “best” neurons? The answers to these questions provide con-
straints on the transfer of information between cortical regions. Correlations among 
neurons in a population condition the amount of information that can be conveyed: 
measuring the relationship between quantity of information versus number of neu-
rons can provide knowledge on how the activities of different neurons are related, 
and on the subset of neurons that is required to communicate any given message.

In rats performing a texture discrimination task, some neurons, taken alone, 
nearly match the animal’s performance, while others carry no readily apparent tex-
ture signal [72]. Randomly sampled clusters comprised of as few as 3–7 neurons 
can be linearly combined to robustly discriminate texture even in cases where no 
individual neuron represents the stimuli [118] (Fig. 8.4b). The robust collective sig-
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nals arise from synergistic interactions between heterogeneous neurons, confirming 
long-standing theoretical proposals [165–168]. Population representations of sen-
sory and motor parameters in motor cortex during a pole localization task saturate 
for comparable-sized groups (~ 2–6 neurons) [10]. Thus, population representations 
of parameters underlying whisker-based tasks are redundant in the sense that they 
are likely to allow multiple decoding schemes: for example, downstream neurons 
receiving input from distinct subgroups of BC neurons can each receive a robust 
message [118]. Moreover, population representations of task parameters remain 
stable even when individual neurons are plastic [10].

In sum, downstream neurons can extract texture identity through a simple, ro-
bust decoding scheme involving linear synaptic weighting [118]. The robustness 
of linear decoding schemes applies across cortical areas and is a candidate for a 
fundamental algorithm of cortical computation [169–172].

Interactions Between Emergent Activity  
and Tactile Responses

Neuronal populations often display structured collective activity, most prominently 
in the form of rhythmic oscillations [173, 174]. In cortex, oscillations are shared by 
a large fraction of the neurons in a region [175–185] and are synchronized across 
nearby neurons [186]. The relative power of different oscillation frequency ranges 
correlates with different network states, such as sleep, quiet wakefulness, or active 
attentive exploration [100, 173, 186]. The existing state when a whisker stimulus is 
experienced can profoundly affect responses [100, 184, 186–194].

In return, sensory input alters the state of activity [191, 195]. Ongoing stimula-
tion entrains “spontaneous” cortical activity fluctuations [195]. This entrainment 
is gated by the thalamus: sensory input is relayed via the thalamus, and changes in 
thalamic activation modulate cortical state [106, 196] and switch between differ-
ent cortical activity patterns [197]. Fluctuations in different oscillatory frequency 
bands can act as separate biological channels for whisker information: independent 
signals are provided by slow, large (“up–down” state) oscillations shared across 
the local network and by faster (> 20 Hz) synaptic activity specific to each neu-
ron [195]. [Note however that up–down slow oscillations are rarely found dur-
ing periods of active exploration [100, 186].] Interestingly, oscillatory fluctua-
tions can also provide an internal reference for spike timing: sensory information 
about a whisker stimulus is conveyed by spike timing relative to the phase of the  
fluctuations [195].
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Conclusions and Outlook: The Neuronal Activity 
Underlying Whisker-Mediated Behavior

This review documents recent progress in understanding the functional principles 
governing how whisker-mediated tactile stimuli are translated into patterns of neu-
ronal activity distributed across networks. We conclude by highlighting experimen-
tal paradigms that offer the opportunity to attack many remaining questions. How 
does the feature detection framework translate to the behaving sensory system? Can 
sensory neurons integrate “local” features over time to generate a “global” stimulus 
representation? Can such a global representation be transferred to other brain re-
gions for storage and manipulation?

In a delayed-response pole localization task, a mouse must use generative sens-
ing (Fig. 8.2a) to localize an object, but then delay its choice until hearing a go cue. 
This forced time interval between sensation and action enables the flow of activity 
leading from one to the other to be mapped [198]. Combining this task with op-
togenetic inactivation of activity in defined cortical areas has revealed that while 
somatosensory cortex is necessary for acquisition of sensory information, several 
regions of frontal cortex are involved in the conversion of the sensory input into the 
motor response by which the mouse indicates its choice [198].

In the localization task outlined above, cortical activity between the pole contact 
and the go cue could encode a memory of the recent sensation, the planning of a 
future action, or (more likely) some combination of the two. A recent paradigm en-
ables dissection of the neuronal activity underlying different phases of a perceptual 
decision process. In this task, rats must use receptive sensing (Fig. 8.2b) to perform a 
tactile delayed comparison behavior [86]. By placing its whiskers on a flat plate ac-
tuated by a motor, the rat receives two stimuli, “base” and “comparison,” separated 
by a variable inter stimulus delay (Fig. 8.5a). Each stimulus is a vibration, generated 
as a series of velocity values sampled from a normal distribution (Fig. 8.5b). The rat 
must judge which stimulus has greater velocity standard deviation (Fig. 8.5c). The 
temporal separations between stimuli and, later, between the second stimulus and 
the time of response permit analysis of the neuronal activity specifically underly-
ing sensation, memory, decision and action selection. For instance, during the inter 
stimulus delay, the rat must remember the base stimulus, yet there is no information 
available allowing action planning until the comparison stimulus is presented. The 
delay thus entails a purely sensory representation.

Moreover, the stimulus is exactly the sort of “noise” used to map neuronal fea-
ture selectivity through reverse correlation methods. The design allows the inves-
tigator to examine the algorithms of whisker-mediated perception that underlie be-
havioral performance.
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Fig. 8.5  Behavioral task designed for the study of functional principles of whisker-mediated touch 
perception. a Structure of a single trial. The rat, immobile, awaits the tactile stimuli during a pre 
stimulus delay. It then receives the base stimulus and the comparison stimulus, separated by the 
inter stimulus delay. During the post stimulus delay, the rat awaits the go cue, which signals that 
it may withdraw and make a choice. All time intervals and stimulus parameters are under experi-
menter’s control and may be varied across trials. b Stimuli are composed of a series of velocity 
values where the sampling probability of a given velocity value is given by a normal distribu-
tion with mean = 0 and standard deviation = σ. A sample base stimulus, of 400 ms duration, is 
shown by the blue trace and a comparison stimulus, also of 400 ms duration, by the red trace. The 
underlying normal distributions for the two stimuli are shown by the dashed lines. In this case, 
σcomparison > σbase. Time and velocity scales to the right. The “noisy” vibrations depicted in color 
are of the form suited to uncover the features that drive sensory neurons. c Sketches depicting one 
trial. Once the rat has positioned its snout in the nose poke and its whiskers on the plate connected 
to the motor ( left panel), the trial begins. The rat remains immobile in this position until hearing 
the go cue. At that point the rat withdraws from the nose poke (middle panel) and turns to either the 
left or right reward spout ( right panel), in this case to the right. The task is based upon a perceptual 
rule: if σbase > σcomparison, the left spout is rewarded; if σcomparison > σbase, the right spout is rewarded. 
(The figure is adapted from the study presented in [86])
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Chapter 9
Location Coding by the Whisking System

Tess Baker Oram, Eldad Assa, Per Magne Knutsen and Ehud Ahissar

Abstract The rodent whisking (vibrissal) system is an active sensing system, 
which is well suited to the study of sensory encoding and decoding since it is suf-
ficiently traceable at anatomical, functional and behavioral levels. Our topic herein 
is the process by which whisking rodents can encode and decode sensory stimuli to 
build complex perceptions of their external environment, using object localization 
as a representative case.

Keywords Object localization · Closed-loop · Active sensing · Sensory encoding · 
Localization behavior

Abbreviations

2DG 2-Deoxy-D-glucose
BG Basal ganglia
BPN Brainstem premotor nuclei
Cer Cerebellum
FN Facial nucleus
IO Inferior olive
IoN Infraorbital nerve
M1 Primary motor cortex
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MCx Motor cortex
NPLL Neuronal implementation of a phase locked loop
PD Phase detector
PLL Phase locked loop
POm Medial sector of the posterior nucleus
Pn Pontine nucleus
PrV Primary trigeminal nucleus
RN Red nucleus
S1 Primary somatosensory cortex
S1L4 Layer 4 of the primary somatosensory cortex, or barrel cortex
S1L5a Layer 5a of the primary somatosensory cortex
S1L5b Layer 5b of the primary somatosensory cortex
S2 Secondary somatosensory cortex
S2L2/3 Layers 2/3 of the secondary somatosensory cortex
S2L4 Layer 4 of the secondary somatosensory cortex
S2L6 Layer 6 of the secondary somatosensory cortex
SC Superior colliculus
SpVi Interpolar trigeminal nucleus
TG Trigeminal ganglion
TN Trigeminal nucleus
VL Ventrolateral thalamic nucleus
VPMdm Dorsomedial section of the ventral posterior medial nucleus
VPMvl Ventrolateral section of the VPM
ZI Zona incerta

Object Localization, Whisking Systems, and Active Sensing

Rats and mice are nocturnal animals whose habitats consist of confined, dark spaces 
[1, 2]. In this type of environment there are low light levels and sound is greatly attenu-
ated. Thus, these rodents cannot solely rely on either vision or audition for the sensory 
input required for object localization [2, 3]. In what appears to be a successful adapta-
tion to this niche, rats and mice have developed a specialized extension of the somato-
sensory system in which whiskers on their snouts are used to gather sensory informa-
tion from their proximal environment. This specialization is known as the whisking, 
or vibrissal, system. Essentially all therian mammals, except humans, possess highly 
sensitive whiskers [4, 5]. The murine whisking systems of rats and mice are of particu-
lar interest as these animals actively whisk to sense their environment [6].

Active sensing is a perceptual process in which the motor actions of an organism 
are both influenced by and affect the sensory information received by the organism. 
The whisking system of rats and mice has served as a prime animal model of active 
sensing. Sensory signals generated by mechanoreceptors in the whisker follicles 
provide input to the whisking system, which in turn responds by sending motor 
signals to the mystacial pad muscles controlling whisker movement. As sensory in-
formation acquired by the whiskers co-determines whisker movement, the whisking 
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system forms a “closed loop” (Fig. 9.1). Similarly, almost all mammalian sensory 
systems form such motor-sensory-motor closed loops.

Closed-loop control of sensation implies that brain regions cannot be divided 
categorically into “motor” and “sensory” stations. As all stations anatomically im-
plicated as being part of a vibrissal system are part of a closed-loop, they are all 
affected by and themselves affect sensory and motor functions, albeit to different 
degrees. For example, the primary somatosensory cortex (S1) can play a significant 
role in the control of whisker motion [7] and the primary motor cortex (M1) can 
process somatosensory and proprioceptive signals [8–12].

Fig. 9.1  Closed loop structure of the whisking system. BG basal ganglia, BPN brainstem premo-
tor nuclei (arbitrarily divided to two oval circles), Cer cerebellum, FN facial nucleus, IO inferior 
olive, MCx motor cortex, Pn pontine nucleus, POm medial sector of the posterior nucleus, RN 
red nucleus, S1 primary somatosensory cortex, S2 secondary somatosensory cortex, SC superior 
colliculus, TG trigeminal ganglion, TN trigeminal nucleus, VL ventrolateral thalamic nucleus, 
VPMdm dorsomedial section of the ventral posterior medial nucleus, VPMvl ventrolateral section 
of the VPM, ZI zona incerta. (Reprinted with permission from [62])
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In whisking animals, behaviors that reflect a goal of “minimal impingement” or 
“maximum contact” are examples of active-sensing strategies that require the recruit-
ment of closed sensori-motor loops. Under normal conditions, rats employ a “minimal 
impingement” strategy in which they lightly contact obstacles with as many whiskers 
as possible [13, 14]. In contrast, rats that receive no sensory input from the whiskers, 
for example following deafferentation of the infraorbital nerve (IoN) which carries all 
of the sensory input from the whiskers to the brain, whisk without regard to the position 
of an object, often contacting and bending the whiskers until they pass it [15].

While sensory and motor systems are frequently considered in isolation, it is 
obvious that these systems have a high degree of interaction, and it is upon this 
interface that active sensing systems are built. Active sensing is beneficial in that 
sensory signals both determine and are determined by motor actions, giving these 
systems adaptive abilities that allow them to be more sensitive to specific sensory 
features. It is believed that it is this adaptive sensitivity that allows active sensing 
systems to complete fine perceptual tasks [16].

The Whisking System of Rats and Mice—Anatomy  
and Pathways

There are several anatomical features of the whisking system that facilitate its use 
as a model system for studying object localization. These features are particularly 
conducive to the examination of sensory information and motor commands; and 
therefore enable the study of encoding and decoding algorithms of specific behav-
iors, including those of object localization.

Rats and mice have about 35 whiskers (there are individual variations) arranged 
in 5 rows (A-E) and 7 columns (1–7) on the mystacial pad. Whiskers are moved in a 
characteristic oscillatory whisking motion at frequencies between 5 and 25 Hz (mice 
typically employ higher frequencies than rats) by sets of intrinsic and extrinsic muscles 
that lie in the mystacial pad [17]. Sensory signals are collected by mechanoreceptors in 
the whisker follicle [18] and are conveyed from the whisker follicle through the IoN to 
the brainstem. The cell bodies of the IoN sit in the trigeminal ganglion (TG).

At the level of the brainstem, sensory information is divided into anatomically 
distinct afferent pathways [19], which are likely to be functionally segregated in 
the follicle by virtue of mechanoreceptor specialization [18]. The whisking system 
contains at least six pathways that carry information from the whisker follicle to the 
cortex [20]. Here, we will focus on the three major pathways that are indicated in 
being involved in object localization. These pathways are well separated anatomi-
cally and functionally at the level of the thalamus.

The lemniscal pathway passes from the whisker follicle to the primary trigemi-
nal nucleus (PrV) in the brainstem [21–23], then through the dorso-medial sector 
of the ventro-posterior-medial nucleus of the thalamus (VPMdm) and directly on 
to the barrels in layer 4 of the primary somatosensory cortex (S1L4, also known as 
the barrel cortex) and to layer 5b in S1 (S1L5b) [21, 22, 24–31]. This pathway con-
tains topographic projections of the whiskers in the PrV (“barrelettes”), the VPMdm 
(“barreloids”) and the S1L4 (“barrels”) [25, 32–34]. These structures are somato-
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topically mapped according to the whiskers’ grid-like arrangement on the mystacial 
pad. Neurons in each barrelette, barreloid and barrel structure principally responds 
to a single whisker, leading to traceability of sensory signals from the whisker to 
the cortex within the lemniscal pathway [24, 35–39]. The extralemniscal pathway 
passes through the caudal part of the interpolar trigeminal nucleus (SpVi) [40], then 
through the ventro-lateral sector of the VPM (VPMvl) and on to the septa in S1L4 
and layers 2 and 3 of the secondary somatosensory cortex (S2L2/3) [37, 40, 41]. 
The paralemniscal pathway passes first through the rostral part of SpVi [21–23, 
42], then through the posterior complex of the thalamus (POm) to layer 5a of the 
somatosensory cortex (S1L5a) and layers 4 and 6 of the secondary somatosensory 
cortex (S2L4, S2L6) [40, 43, 44]. All three thalamic nuclei (VPMdm, VPMvl and 
POm) receive cortical feedback signals from layer 5 or 6 of the primary sensory 
cortex [45–52], from the secondary somatosensory cortex [46, 53] and from layer 6 
of the primary motor cortex [54, 55].

It has been shown in electrophysiological data from anesthetized, artificially 
whisking rats, and 2-Deoxy-D-glucose (2DG) and c-Fos studies in behaving rats 
that the separation between the pathways is also preserved at the functional level; 
the lemniscal system carries whisking and touch signals, the extralemniscal path-
way carries touch information, and the paralemniscal pathway carries information 
relevant to the control of whisker motion, as well as nociceptive information [37, 
56–59]. According to this specialization, the extralemniscal pathway carries infor-
mation that, together with the information conveyed by the paralemniscal pathway, 
is sufficient for recoding the location of external objects by neuronal firing rates 
[60–62], while the lemniscal pathway carries information that should be sufficient 
for object identification [62].

The motor neurons that innervate the extrinsic and intrinsic muscles are all locat-
ed within the facial nucleus (FN) in the brainstem and project from the FN through 
the facial nerve to the mystacial pad. Thus, the FN forms a funnel through which all 
the motor signals to the whiskers flow. Therefore, the motor output of the whisking 
system can be predicted given a certain pattern of activity in the FN [63, 64]. While 
many other structures—including but not limited to S1, M1, the superior colliculus, 
the cerebellum, the basal ganglia and multiple pre-motor nuclei in the brainstem—
are involved in the whisking system motor pathways, these structures will not be 
discussed here in depth.

Neural Encoding of Object Location by Primary Afferents

Each whisker follicle is innervated by 100–200 primary afferents that encode the 
vibrations, movements and deflections of a single whisker [65]. All TG afferents 
that originate in a whisker follicle have single-whisker receptive fields [66]. Due 
to sensory-motor loop dynamics, it is difficult to study the response properties of 
these primary afferents in awake, behaving animals. Thus, in order to character-
ize the primary afferents, an ‘artificial whisking’ paradigm was developed for use 
in anesthetized animals [67]. In artificial whisking, naturalistic whisking patterns 
are generated by electrical stimulation of motor regions in the brain or of the mo-
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tor nerves innervating the mystacial musculature. It is possible to record from the 
TG while inducing artificial whisking in order to determine how whisker afferents 
respond to different whisking patterns and touch events in the absence of sensori-
motor feedback.

Using this protocol, it was found that the primary afferents of the TG encode 
information that is, in principle, sufficient to determine object location [67, 68]. On 
the basis of TG firing patterns during whisking, three major classes of neurons have 
been characterized (Fig. 9.2) [67]: Touch, Whisking and Whisking/Touch. Touch 
neurons respond only to touch and not to whisking in air; there are three sub-types 

Fig. 9.2  Receptor types. 
Examples of the different 
classes of trigeminal ganglion 
( TG) cells that respond 
to movement and contact 
events. Whisking/Touch cells 
are not shown. (Reprinted 
with permission from [97])
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of Touch cells: Contact cells respond briefly (response duration of ~ 12 ms) and 
with a short latency (~ 3 ms) when a whisker contacts an object, Pressure cells re-
spond throughout whisker-object contact and Detach cells respond when the whis-
ker detaches from the object. Upon contact, Touch cells respond with spiking rates 
of varying intensity that depend on the radial location of the object. Across the 
population of TG afferents, the rate of Touch responses drops and fewer afferents 
respond with increasing radial distance [68]. Whisking cells respond only to whis-
ker movement, and not to object contact (if such contact does not affect the move-
ment of the follicle). Additionally, a class of cells referred to as Whisking/Touch 
cells consists of cells that respond during whisking and increase their firing upon 
and during touch. If the whiskers are neither moving nor being touched, baseline 
firing rates of TG afferents are practically zero [67].

A Theoretical Model for Neuronal Encoding and Decoding

The following model for the encoding and decoding of object location is consistent 
with electrophysiological and behavioral studies. During whisking the three cylin-
drical coordinates of object location—azimuth, radius and elevation (all relative to 
the head of the animal)—are encoded by three neuronal orthogonal (independent) 
coding schemes: time code, rate code and labeled line code, respectively [60, 69] 
(Fig. 9.3). Time code is a coding scheme in which the timing of spike occurrences 
holds information about encoded events. Rate code is a coding scheme in which the 
rate at which spikes occur in a neuron encodes event related information. Finally, 
a labeled line code is a coding scheme in which the identity of the spiking neuron 
holds information. Examples of labeled line codes are those based on retinotopic, 
tonotopic and somatotopic anatomic organizations.

Fig. 9.3  Orthogonal coding. Proposed orthogonal encoding scheme of object location. During 
exploration, whisker movements are mainly along the horizontal plane. Upon contact with an 
object (sphere) the timing of the contact response (latency to spikes) encodes the azimuthal coor-
dinate. The elevation (vertical coordinate) is encoded by the identity of contacting whiskers. The 
radial coordinate is encoded by the intensity of activation (rate and count of evoked spikes) due 
to bending and mechanical forces acting upon whisker shaft. These three codes for location are 
orthogonal and the spatial dimensions can thus be encoded independently of each other. (Reprinted 
with permission from [97])
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A useful feature of orthogonal coding is that individual neuronal afferents can 
convey information about all of the spatial coordinates of an external object si-
multaneously to different, specialized decoding (read-out) circuits, each tailored 
to decode a particular variable. The specific read-out mechanisms in the whisking 
system have yet to be discovered; yet, we will herein suggest several possibilities.

The transformation (decoding) of temporal contact information to spatial loca-
tion requires reference signals that hold information about the whisker position or 
phase. These reference signals are compared with touch timing signals (such as 
those from Touch cells) to obtain spatial information. Re-afference signals could 
be generated internally (corollary discharges derived from motor commands), by 
proprioceptive receptors situated in muscles or by mechanoreceptors responsive to 
whisker motion. Re-afferent signaling of whisker motion has been observed in the 
TG (Whisking cells), the somatosensory thalamus [37] and the primary and sec-
ondary somatosensory cortices [70–75]; in all of these studies, a peripheral origin 
of signaling was indicated either by known anatomy or by specific experimental 
manipulations. A comparison between the Touch cells and the ‘reference’ Whisking 
signals, which would extract the azimuthal coordinate of object location, could be 
implemented by phase-locked loops (PLLs) or phase detectors (PDs) [67, 76, 77] 
(Fig. 9.4).

PLLs are widely used to decode or control temporally-modulated periodic sig-
nals in electronic circuits. The neuronal implementation of PLLs (NPLLs) includes 
two basic components, an intrinsic frequency-variable oscillator and a PD. The PD 
is used to compute the phase shift between a reference input frequency (e.g. re-
afferent whisking signals) and an intrinsic frequency (e.g. local cortical oscillators). 
The phase shift is then used to drive the intrinsic frequency towards the reference 
frequency. This closed-loop mechanism ensures the gradual convergence of the in-
trinsic frequency to the reference input frequency, and could be used to transform 
the temporal contact information carried by the Contact cells into a rate code that 
encodes contact location; the rate of spikes at the output of the NPLL would be 
proportional to the phase of the whisking cycle, and thus to the location, at which 
the contact occurred. In order for this to happen, both Whisking and Contact cells 
would need to be fed into the NPLL; the periodic whisking signals would tune 
the frequency of intrinsic oscillators during free-air whisking and then phasic con-
tact input would be summed with the oscillating signal, resulting in different spik-
ing rates in the NPLL output for contacts occurring at different phases along the 
whisking cycle (Fig. 9.4b). While the existence of the elements required for NPLL 
functioning is evident in all sensory modalities [76, 78–80], whether, and in what 
conditions, these circuits function as NPLLs is not yet known.

NPLLs make use of neuronal phase detectors (wide-phase coincidence detec-
tors). A recent breakthrough in the understanding of the activation mechanisms of 
POm neurons showed that these neurons are activated by the temporally-coincident 
firing of their two strongest inputs: the peripheral and the cortical [81]. This AND-
like function is exactly what turns a neuron into a PD [82], thus supporting an NPLL 
implementation by POm-S1 loops.
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Another, somewhat simpler, potential recoding mechanism is also enabled by 
an array of PD neurons when each of them receives input from dedicated Whisking 
cells and Contact cells. A given PD neuron, in this case, will fire only if the contact 

Fig. 9.4  Possible encoding-decoding schemes. a Spatiotemporal scheme. Outputs of Whisking 
cells (W) and a Contact cell (C) are fed separately into an array of cells that function as coinci-
dence or phase detectors (X). Horizontal object positions are coded, from posterior to anterior (6°, 
14°, and 21°, respectively). The output of the detector array provides a spatial code of horizontal 
object position (firing profiles). b Temporal scheme. Outputs of a population of Whisking cells 
(W) and a Contact cell (C) are summed and then fed into a thalamocortical neuronal implementa-
tion of a phase-locked loop (NPLL) circuit of the paralemniscal pathway. Temporal dispersion 
along this pathway broadens the responses. The NPLL is composed of a thalamic phase detector 
(X; implemented by a set of “relay” cells), cortical inhibitory neurons (I), and cortical oscillators 
(~). The thalamic neurons transfer only those input spikes that coincide with the cortical gating 
feedback (‘Gate’ pulse). Thus, responses to more posterior locations, which decay earlier than 
those to more anterior positions, will yield fewer spikes. As a result, horizontal object position is 
encoded by the spike count of the thalamic neurons. (Reprinted with permission from [67])
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occurs within a specific range of phases around the phase represented by its input 
Whisking cell. Using this mechanism, the temporal contact information is recoded 
as a labeled line code. Recoding of the azimuthal angle via phase detectors has 
been observed in the cortex; responses of certain cortical neurons in layers 4 and 5 
indicate a conjunction of object contact with a specific angular phase of the whisker 
[83].

Radial object position has been found to be primarily encoded by a population 
rate code [68]. The reading of a population rate code can be implemented by neural 
integrators, peak detectors, attractor neural networks or synfire chains [67, 84]. En-
coding of vertical object location (elevation) is assumed to be determined by anato-
my and a whisker-identity based labeled-line code [60, 84]. The vertical coordinate, 
elevation, encoded by labeled-lines, could be read out by threshold detectors—a 
labeled-line neuron whose firing crosses a given threshold would code for an object 
at its labeled elevation.

Behavioral Aspects of Object Localization

Behavioral studies of whisker-based object localization have primarily taken two 
directions: (1) changing the conditions under which objects are perceived by re-
moving sub-sets of whiskers, and thus addressing the relevance of single versus 
multi-whisker cues; and (2) training animals to localize objects close to their per-
ceptual limits in order to enable characterization of motor strategies [69, 85–88]. 
The behavioral studies reviewed here attempt to isolate the optimal behavior for 
localization along each spatial dimension (azimuth, radius and elevation) by hold-
ing object location constant in two dimensions and varying location only along the 
third dimension (Fig. 9.5).

The acuity with which rats can localize objects along the azimuthal dimension 
depends primarily on whisking kinematics and on the extent and conditions of prior 
training [69]. The identity and number of whiskers contacting objects is typically not 
relevant to acuity along the azimuthal dimension [69]. Two independent studies of 
azimuthal object localization [69, 87] agree on the following: (1) rats can be trained 
to accurately localize an object with a single whisker, provided they first learn the 
task using at least four whiskers; (2) whisker movements are required to accurately 
localize an object, and the power of whisking (the energy put into whisking during 
a task) correlates with acuity of localization (higher power leads to higher acuity); 
and (3) localization of an object relative to another accessible object used as a fixed 
reference (‘differential localization’) is more accurate than allocentric localization 
without a fixed reference. During localization without any reference, perceptual 
acuity was found to be close to the whisker spacing limit (~ 20°) [87]. Azimuthal 
acuity during a horizontal localization task that has a fixed reference is an order of 
magnitude better than the limit imposed by the spacing of adjacent same-row whis-
kers (roughly 1 and 20°, respectively), a performance level that constitutes whisk-
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ing hyperacuity [69]. Furthermore, it was found that only a single whisker on each 
side of the snout is required for accurate differential bilateral localization.

All of these findings preclude encoding of location along the azimuthal dimen-
sion by only comparing the identity of whiskers contacting the objects (i.e. a whis-
ker-identity based labeled line code). Instead, available kinematic variables of the 

Fig. 9.5  Behavioral evidence of spatial encoding. a Horizontal object localization. Rats can be 
trained to discriminate the relative horizontal offset ( h) between two vertical poles. Left Rats 
require all or a significant subset of the whiskers to be intact to learn this localization task. Middle 
With training, rats can also learn to localize the objects accurately with a single whisker intact 
on each side of the snout. Right The performance in an experimental session can be measured by 
the localization threshold, which indicates the smallest difference in horizontal offset that a rat 
was able to discern. These performance thresholds were often smaller than the average horizontal 
distances between neighboring whiskers on the same row (the C2 whisker was located at h = 0, 
and the gray lines indicate the average distances of C1 and C3 whiskers from the C2 whisker in 
individual test trials). Black dots indicate the lowest thresholds obtained by individual rats, some 
as low as 0.24 mm (adapted from [69]). b Radial object localization. Left Rats can be trained to 
classify presented apertures as being either narrow or wide in the radial dimension [86]. Right 
Performance (success rate) in this radial discrimination task is positively correlated with the num-
ber of intact whiskers; performance drops as whiskers are gradually trimmed, reaching chance-
performance if only a single whisker is left intact on each side of the snout. c Vertical localization. 
During whisking, movement primarily occurs along the horizontal plane. Here, the horizontal 
and vertical movements of individually tracked whiskers from B, C, and D rows were measured 
20 mm from the whisker base. The results were obtained with stereo-videography and 3D recon-
structions [90, 91]. (Reprinted with permission from [60])
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whiskers, such as the relative angles and contact-times of the whiskers, may be used 
as primary cues for the purpose of azimuth encoding. And, indeed, a recent study 
has shown that azimuthal localization consists of two stages. During the first stage, 
the time difference between consecutive bilateral contacts is correlated with the 
azimuthal difference of the two objects relative to a rat’s head, while in the second 
stage the bilateral whiskers’ azimuthal difference is correlated with the azimuthal 
difference between the objects [89].

Behavior during localization of objects along the radial axis differs from azi-
muthal localization in several respects. Rhythmic whisker movements are neither 
required nor typically observed during radial localization [86]. Instead, the whiskers 
are brought in to contact with objects through head and body movements. Further-
more, performance correlates with the number (though not the identities) of intact 
whiskers available to the rat [86]. These observations rule out a simple labeled-
line code since the identities of whiskers used in localization do not influence per-
formance. Furthermore, the suppression of whisker motion suggests that temporal 
cues are not important in radial localization. Instead, the observation that whisker 
trimming impairs radial acuity in proportion to the number of removed whiskers, 
suggests that radial object location is encoded by a sensory cue that is accumulated 
across all whiskers.

Unlike azimuthal and radial localization, the encoding of the vertical object co-
ordinate (elevation) is assumed to be straightforward, as whiskers primarily move 
within the horizontal plane (translations along the posterior-anterior axis and rota-
tion around the follicle), and make only small vertical movements during normal, 
rhythmic whisking [90, 91]. Roughly, a given whisker moves within a plane con-
fined to an elevation determined by the location of the whisker on the whisker pad. 
Therefore, the vertical coordinate of an object can be specified by the contacting 
whisker’s location on the whisker pad (up to the spacing of adjacent same-column 
whiskers), constituting a labeled-line code.

Conclusion

The complex and delicate processes by which the nervous system builds percep-
tions from sensory stimuli are not yet understood. The whisking system can be 
used as a model system in the study of the encoding and decoding of sensory 
signals in perception. It has been found that by using a combination of anatomi-
cal, electrophysiological, behavioral and theoretical approaches, it is possible to 
form a comprehensive scheme of the way in which the vibrissal system is used in 
the process of object localization. Similarly, coding schemes have been proposed 
for texture [92–94] and shape [95, 96] perception using the whisking system. It 
is our hope that an understanding of the anatomical, physiological and behavioral 
mechanisms of these perceptions will eventually lead to a greater understanding of 
mammalian perceptual ability and methods for its restoration in cases of injury and  
disease.
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Chapter 10
The Robot Vibrissal System: Understanding 
Mammalian Sensorimotor Co-ordination 
Through Biomimetics

Tony J. Prescott, Ben Mitchinson, Nathan F. Lepora, Stuart P. Wilson,  
Sean R. Anderson, John Porrill, Paul Dean, Charles W. Fox,  
Martin J. Pearson, J. Charles Sullivan and Anthony G. Pipe

Abstract We consider the problem of sensorimotor co-ordination in mammals 
through the lens of vibrissal touch, and via the methodology of embodied com-
putational neuroscience—using biomimetic robots to synthesize and investigate 
models of mammalian brain architecture. The chapter focuses on five major brain 
sub-systems and their likely role in vibrissal system function—superior colliculus, 
basal ganglia, somatosensory cortex, cerebellum, and hippocampus. With respect to 
each of these we demonstrate how embodied modelling has helped elucidate their 
likely function in the brain of awake behaving animals. We also demonstrate how 
the appropriate co-ordination of these sub-systems, with a model of brain architec-
ture, can give rise to integrated behaviour in a life-like whiskered robot.
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Keywords Sensorimotor co-ordination · Biomimetic robot · Embodied 
computational neuroscience · Layered architecture

Research on active vibrissal touch has the potential to help us understand, perhaps 
even rethink, many of the key computations underlying sensorimotor co-ordination 
in the mammalian brain.

Consider, for instance, the task of visually-guided reach and grasp which is 
widely studied in both humans and primates. Work in humanoid robotics might de-
compose this task as the following steps: (i) identify a potential target in peripheral 
vision based on a rapid analysis of superficial salient features (colour, shape, move-
ment); (ii) orient to and fixate on the object using foveal vision to form an internal 
3-dimensional model of the object and of its key properties (shape, size, texture, 
and so forth); (iii) in parallel, form a second set of representations of the position 
and orientation of the object in space relative to those of the body, arm, and hand; 
(iv) match the first, “what?”, model with a variety of stored “templates” in order 
to determine whether this particular item is, indeed, a suitable target for reaching; 
(iv) apply algorithms to the computed “where?” representations of the object and 
body, and make use of knowledge of the kinematic and dynamic properties of the 
arm, hand, and digits, to determine appropriate movement trajectories; (v) execute 
the planned movements largely ballistically but using some sensory feedback in the 
final approach, to locate, enclose, and lift the object in an effective way.

Now consider the capacity of an animal such as the Etruscan shrew, the smallest 
living terrestrial mammal—and known to be a remarkably efficient predator—to lo-
calise, identify, and entrap an agile prey insect using only its whiskers [1]. The prob-
lem is similar in many ways to that of human (or humanoid) sensory-guided reach-
ing. The visual periphery compares to the macrovibrissae (the longer actuated facial 
whiskers on either side of the snout), and the visual fovea to the microvibrissae (the 
shorter non-moving whiskers on the upper lip and chin) and other tactile sensory 
surfaces around the mouth. The orienting system, as in primate vision, is likely to 
have the superior colliculus at its core, and will be driven by a very rapid but coarse 
analysis of features in the whisker signals via a midbrain loop that co-ordinates 
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movements of the whiskers, head and trunk. Further analyses of the whisker signals, 
from both the macro- and micro-vibrissae will involve the somatosensory cortices, 
and pathways through to the temporal lobes. These will likely involve the decom-
position of sensory signals into components (self-motion, object properties such as 
shape, texture, etc.), but may also require the reintegration of decomposed features 
into more complete representations of the target. Alongside determination of object 
properties, information about the prey animal’s spatial position and orientation will 
also have to be computed from the same set of vibrissal deflection signals. The 
decision of whether to make an attack will then depend on a comparison of com-
puted features with remembered patterns corresponding to previously successful 
(and unsuccessful) attacks. Whilst this process will likely involve cortical systems 
(including hippocampus) it will ultimately involve decision-making mechanisms 
in basal ganglia to decide if the template fits, and, if so, whether the attack option 
is appropriate right now (as opposed, say, to further approach behaviour or avoid-
ance). Planning and execution of the strike will also involve the motor cortex, and 
midbrain and brainstem motor systems which, together with the cerebellum, will 
co-ordinate precision orienting with biting, and may use additional sensory infor-
mation from the vibrissae to accurately adjust the final phases of the strike.

Despite the above similarities, however, a number of features of the shrew vibris-
sal system might lead us to think rather differently about this problem from the way 
we initially conceived our example task of human visually-guided reach.

First, rather than being able to fixate and examine the target at leisure, the ani-
mal must make do with signals from a few fleeting contacts between the vibrissal 
tips and a small number of unknown locations on the target [2]. Further, both the 
sensors themselves and target are moving rapidly, the latter with unknown direc-
tion and speed. In other words, this is a task, where information about the target is 
relatively sparse, and where timing and dynamics are crucial. The urgency of the 
required response means that the preparation of attack behaviour will likely occur 
alongside the processing of vibrissal signals to determine object properties—so that 
the former can be put into effect as soon as the weight of evidence lies in its favour. 
In other words, this task is perhaps more similar to the challenge faced by a batter 
trying to hit a moving ball in fading light—the target object suddenly and rapidly 
appears out of nowhere, and a successful response must be executed within a criti-
cal and narrow time window.

Second, the shrew’s brain is tiny [3]. Not only must its predation behaviour be 
accomplished with 20,000 times fewer neurons that a human might utilise for reach 
and grasp, we also know from the speed of the attack (which can be as little as 80 
milliseconds [4]) that the shrew achieves its goal in a far smaller number of pro-
cessing steps. Whatever phases are necessary for decomposition of sensory signals 
and their reconstruction as object representations, these will necessarily involve a 
small number of processing sites each made up of relatively few neurons. The con-
struction of complex internal models, for comparison against rich templates, looks 
decidedly improbable in this system. More likely, key features are rapidly extracted 
and mapped, across a small number of synapses, into representations of their po-
tential for action. Indeed, the step of “representing” the prey insect itself may even 



216 T. J. Prescott et al.

be missed out entirely. This animal may encode information about objects in its 
tactile world only in terms of their potential as affordances [5] to guide different 
forms of approach, avoidance, or consummatory behaviour. Thus this is a system in 
which we can explore what is the minimum amount of internal transformation and 
representation needed in order to support complex, sensory-guided behaviour; and 
in which we can discover how active sensing systems [6] merge perception into ac-
tion, via closed loop control [7], without the two ever being truly separate.

Overall, then, while understanding this system will not directly answer the ques-
tion of how the human brain performs reach-and-grasp, the study of vibrissal-guid-
ed behaviour could help us understand many aspects of mammalian sensorimotor 
control and perhaps rethink a number of assumptions based on more primate-centric 
analyses of brain processing.

In this chapter we consider five major brain sub-systems and their likely role in 
vibrissal system function—superior colliculus (SC), basal ganglia (BG), primary 
somatosensory cortex (S1), cerebellum, and hippocampus—bearing in mind the 
behavioural domain of whisker-guided predation in animals such as the shrew or 
rat. One of these, the somatosensory cortex, is specialised for tactile processing, 
but shares many aspects of its computational architecture with other areas of mam-
malian cortex. The remaining four (basal ganglia, cerebellum, superior colliculus 
and hippocampus) are more “general purpose” in the sense that they appear to have 
some characteristic function that operates in a similar way across different sensory 
modalities or motor functions but that is also tuned, in some appropriate manner, 
to the particular requirements of processing and control for vibrissal touch. We are 
therefore hopeful that the insights obtained by studying the role of each of these 
sub-systems in the vibrissal processing of rodent-like mammals will generalise to 
understanding their functional capacities in other domains too. Each of these sys-
tems is the subject of a vast neuroscientific literature that we cannot even begin to 
summarise here. We therefore restrict our focus to providing a brief outline of the 
hypothesized functional role of each system in vibrissal touch and then describe 
how we have investigated this from an embodied computational neuroscience per-
spective [8, 9] that seeks to develop and test systems-level computational models of 
neural circuits embedded within the control system of biomimetic robots.

One might ask why we bother to build robot models of animals and their nervous 
systems? One answer, suggested the neurobiologist Valentino Braitenberg [10], is 
that synthesis (engineering a model of a biological system) is quite different from 
analysis (reverse-engineering an existing biological system); thus, in building a ro-
bot model of our target animal, that mimics sufficiently some aspects of its body, 
brain and behaviour, we can expect to learn a good deal about the original creature. 
Another answer is that a robot model should allow us to conduct experiments that 
will help us better understand the biological system, and moreover would be impos-
sible (or at least much more difficult) to perform in the original animal [11, 12]. 
Finally, neurobiological studies have shown us that the brain nuclei and circuits that 
process vibrissal touch signals, and that control the positioning and movement of 
the whiskers, form a neural architecture that is a good model of how the mammalian 
brain, more generally, co-ordinates sensing with action. Thus, a further reason for 
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building biomimetic robot models is to provide improved insight into brain archi-
tecture as a whole. Indeed, by building robotic whisker systems—see examples of 
our whiskered robots in Figure 10.1—we consider that we are taking significant 
steps towards building an integrated robotic model of the mammalian brain.

A Control Architecture for Behavioural Integration  
in Vibrissal Touch

We begin our consideration of the sensorimotor co-ordination for vibrissal touch 
by addressing the overall problem of behavioural integration, or behavioural coher-
ence, that is central to the task of building life-like systems [13]. Living, behav-

Fig. 10.1  Biomimetic whiskered robots. a Whiskerbot. b Scratchbot. c Shrewbot. d Generation 2 
Biotact Sensor. Each robot has a snout configured with an array of moveable artificial whiskers. 
Different mechanisms have been explored for whisker actuation and for sensory transduction in 
the different devices. We have also gradually evolved the overall design of the whisker morphol-
ogy and of the neuromimetic control architecture. The most recent model systems (Shrewbot, 
G2 Biotact Sensor) feature arrays of individually actuated whiskers with intrinsic transduction 
systems based on Hall effect sensors that can measure whisker deflection in three dimensions. 
For further details of the ‘evolution’ of our whiskered robots see [11, 105, 106]. Photos by Martin 
Pearson (Whiskerbot, Scratcbot, Biotact Sensor) and Tony Prescott (Shrewbot)
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ing systems display patterns of behaviour that are integrated over space and time 
such that the animal controls its effector systems in a co-ordinated way, generat-
ing sequences of actions that maintain homeostatic equilibrium, satisfy drives, or 
meet goals. How animals achieve behavioural integration is, in general, an unsolved 
problem in anything other than some of the simplest invertebrates. What is clear 
from the perspective of behaviour is that the problem is under-constrained since 
similar sequences of overt behaviour can be generated by quite different underlying 
control architectures [14]. This implies that to understand the solution to the integra-
tion problem in any given organism is going to require investigation of mechanism 
in addition to observations of behaviour. In this regard, physical models—such as 
robots—can prove useful as a means of embodying hypotheses concerning alterna-
tive control architectures whose behavioural consequences can then be measured 
observationally [11]. Research with robots has repeatedly demonstrated forms of 
emergent behaviour [15]—the appearance of integrated behavioural sequences that 
are not explicitly programmed—demonstrating the value of this embodied testing 
for suggesting and testing candidate mechanisms.

The biological literature provides a range of different hypotheses concerning the 
mechanisms that can give rise to behavioural integration; here, we highlight two—
behavioural and salience map competition.

The neuroethology literature suggests a decomposition of control into behav-
ioural sub-systems that then compete to control the animal (see [16, 17] for a re-
view). This approach has been enthusiastically adopted by researchers in behaviour-
based robotics (see, e.g. [18]) as a means of generating integrated patterns of behav-
iour in autonomous robots that can be robust to sensory noise, or even to damage 
to the controller.

An alternative hypothesis emerges from the literature on spatial attention, par-
ticularly that on visual attention in primates including humans [19]. This approach 
suggests that actions, such as eye movements and reaches towards targets, are gen-
erated by first computing a ‘salience map’ that integrates information about the 
relevance (salience) to the animal of particular locations in space into a single topo-
graphic representation. Some maximisation algorithm is then used to select the most 
salient position in space towards which action is then directed. It is usual in this lit-
erature to distinguish between the computation of the salience map, the selection of 
the target within the map, and orienting actions that move the animal, or its effector 
systems, towards the target. In the mammalian brain these different functions may 
be supported by distinct (though overlapping) neural mechanisms [20].

Of course, the approaches of behavioural competition and salience map com-
petition are not mutually exclusive and it is possible to imagine various hierarchi-
cal schemes, whereby, for instance, a behaviour is selected first and then a point 
in space to which the behaviour will be directed. Alternatively, the target location 
might be selected and then the action to be directed at it. Finally, parallel, interact-
ing sub-systems may simultaneously converge on both a target and suitable action 
[21]. We recently investigated the hypothesis that a salience map model can be used 
to generate action sequences for a biomimetic whiskered robot snout mounted on 
a mobile robot platform, and compared this with an earlier control model based on 
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behaviour selection [15]. Both control systems generated life-like sequences which 
alternate between exploration and orienting behaviour, but in the salience map ver-
sion these higher-level behavioural ʻboutsʼ were an emergent consequence of ac-
tions determined by following a shifting focus of spatial attention (determined by 
a salience map) rather than resulting from the alternation of distinct behavioural 
primitives.

In the mammalian brain, sensorimotor loops involving the cortex, superior col-
liculus, basal ganglia, cerebellum and hippocampus may interact to implement 
a control system similar to this hypothesised salience map model. Figure 10.2 
summarises the multi-level loop architecture used in our recent biomimetic ro-
bot Shrewbot, which is derived from our general understanding of the control ar-
chitecture of the rat vibrissal system. We cannot represent the whole brain in our 
model from the outset, and there is no general agreement on the function of some 
of the neural centres. Since the robot must generate behaviour if we are to experi-
ment with it, our breakdown of the control system into modules is by function, but 
the particular breakdown chosen is deeply inspired by our understanding of brain 
anatomy. This places us in a strong position to hypothesise relationships between 
structure and function in the neural system, and these hypotheses are a major out-
come of our robot work. Here, the component ‘selection mechanism’, modelled on 
the mammalian basal ganglia and superior colliculus, is responsible for selecting 
and driving the majority of movements of the robot's body (neck and wheels). Be-
low this system, motor systems implement control commands, and low-level reflex 
loops support some rapid responses to current conditions (for instance, whisker 
protraction is inhibited by contact with the environment [22]). Above this system, 

Fig. 10.2  Model of brain 
architecture for control of a 
whiskered mobile robot. The 
abstract components of the 
model can be mapped to key 
sub-systems in the mamma-
lian brain (see text). Figure 
reproduced from Fig. 2 of 
[15] with permission from 
Springer
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we are beginning to add more cognitive components that modulate selection. The 
component labelled ‘abstraction’ [23] gleans additional information about what has 
been contacted by the vibrissal sensors in a manner analogous to processing centres 
such as the somatosensory cortex. Elsewhere, the component labelled ‘allocentric 
memory’ retains a memory of the robot's past spatial experience and thus models 
some of the functionality of the mammalian hippocampal system [24, 25]. ‘Signal 
conditioning’ indicates the importance of early processing of sensory signals to, for 
instance, distinguish components of the signal that may be due to the organism’s 
(or robot’s) own movement rather than to contact with the external world. Some 
neurobiological evidence, and our own modelling work, suggest an important role 
for the cerebellum in this regard [26, 27].

Orienting the Tactile Fovea with the Superior Colliculus

To demonstrate the capacity of this architecture for generating integrated behaviour 
we have focused on the problem of orienting to interesting or novel stimuli detected 
by the robot vibrissae. To develop our model of orienting we first assume a ‘tactile 
fovea’ [28], as the region of the snout with the highest density of microvibrissae, 
and focus on the key component of orienting behaviour in rodent-like mammals of 
bringing the fovea to a target. For instance, when faced with a task of discriminat-
ing between multiple objects, rat behaviour can be described as foveation (targeting 
the sensory fovea) to each discriminandum in sequence [28]. In our control archi-
tecture, then, the selection mechanism thus drives movements of the fovea with its 
output being the desired instantaneous velocity of the foveal position. In this model 
the movement of the remaining nodes of the animal/robot are unconstrained at the 
level of the selection mechanism and, instead, are determined at the level of the 
body (i.e. the motor system). Specifically, nodes such as the neck joints, and body 
are ‘enslaved’ to the fovea, and move so as to carry the fovea towards its target as 
smoothly and directly as possible. One could say that our robots are ‘led by the 
nose’. This is, of course, a simplification of biological behaviour, though we have 
been surprised by how life-like (and practical) the resulting behaviour can be.

In primates, foveation is well studied with respect to the visual system and is 
known to be mediated by the Superior Colliculus (SC) [19]. In rats, stimulation of 
SC can evoke not only eye movements [29], but also orienting-like movements of 
the snout, circling, and even locomotion [30]. Recent neurobehavioural evidence 
also directly implicates SC as having a major role in rodent prey capture [31]. More 
generally, the SC appears to be a very plausible location to integrate tactile signals 
for spatial attention. It has the right inputs with signals arriving from the vibrissae 
via the trigeminal sensory complex [32], and with further inputs converging from 
several relevant areas of cortex including S1 [32–34]. The organization of the SC 
is topographic in both its sensory and motor aspects, with a sensory topography ap-
propriate to encoding a salience map centred on the foveal region of the snout [35, 
36] and motor maps suitably configured to generate orienting head movements [30]. 
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Inspired by these facts, we have developed a model of foveal velocity vector gen-
eration that mirrors the features of SC—that is, we employ a topographic saliency 
map driven by sensory input and modulated by information from mid- and upper-
brain, with a simple motor output transform that drives foveation to the most salient 
region of local space [15]. In the case of our robots, salience is excited by whisker 
contact and endogenous noise and suppressed by a top-down ‘inhibition-of-return’ 
signal from an allocentric memory component that lowers the salience of regions 
that have recently been foveated. The selection task, then, is to choose between 
foveation targets in nearby space.

This saliency map model of tactile attention has recently been extended to in-
corporate the regulation of vibrissal movement [37]. To evaluate the model we 
tested it within a simulated two-dimensional environment containing configurable 
‘obstacles’, under conditions analogous to those used in behavioural experiments 
[38–41], and showed that it exhibits many of the modulations of whisker movement 
previously reported and summarised in Fig. 10.3 [37]. The model can also account 
for anticipatory aspects of active vibrissal control (see e.g. [38, 42]) that cannot 
be the outcome of purely reflexive mechanisms. Here again the SC is implicated 
as a key sub-system in the rodent brain. Stimulation of SC can generate modula-
tory (non-periodic) whisker movements [43] suggesting a role in determining the 
protraction amplitude of the whiskers. Accordingly, SC outputs directly target the 
facial nucleus which is the motor nucleus that drives the whisker musculature [44]. 
The receptive fields of SC neurons that are sensitive to deflection of single mac-
rovibrissae are large and overlapping under anaesthesia [36]. Since the whiskers 
sweep back and forth during exploration this raises the possibility that, in the awake 
behaving animal, vibrissal receptive fields in SC are actually sharply tuned, but 
encode target locations in a head-centred spatial map (that might be contacted by 
moving whiskers) rather than contacts on distinct macrovibrissae per se.

The Role of the Cortex and Basal Ganglia  
in Decision-Making

Whilst the SC provides a mechanism that can control the orienting movements of 
the head and sensory systems, it is only one of many structures involved in iden-
tifying and selecting targets for foveation. Studies in primates implicate sensory 
processing in cortical areas [45] coupled with action selection in the basal ganglia 
(BG) [17, 46, 47] as critical substrates for the decision-making aspects of target 
selection. Our research with whiskered robots is helping us to analyse the contribu-
tions of these different neural systems to perceptual decision making in the mam-
malian brain.

The last two decades have seen major advances in our understanding of deci-
sion making as statistically optimal inference from noisy and ambiguous sensations 
using Bayesian probability theory [48]. A Bayesian approach to the task of classi-
fication involves recording the likelihoods of measurements from example sensory 
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data. Given new test data, these likelihoods can be used with Bayes’ rule to calculate 
the posterior probability of the test data being drawn from each trained class, that is, 
the likelihood of the data belonging to any given category given the history of past 
data. Within the broader class of Bayesian classifiers the approach of sequential 
analysis [49] operates by applying Bayes’ rule repeatedly to accumulating evidence 
for competing perceptual hypotheses, derived from time series of sensory data, un-
til a preset threshold is reached. This method can be likened to a process that has 
been observed in parietal cortex when monkeys are required to make perceptual 
judgements about visual motion direction and where individual neurons have been 
recorded that noisily ramp-up their firing rates until reaching a decision threshold 
[50–52].

Using our whiskered robots, we have explored the possibility that sequential 
Bayes can provide an effective general classifier for object properties detected 

Fig. 10.3  Model of the regulation of whisking behaviour by spatial attention. Top-left. A mix of 
exogenous ( tactile) and endogenous ( other) influences affect the locus/region of spatial attention. 
This locus drives head movements and is responsible for the modulation of whisker movements 
from whisk to whisk. Bottom-left. Three frames from an overhead video of a rat executing an 
orient to an unexpected contact. Centre. The implementation used to test the model—additional 
components are a simple oscillator to generate periodic whisking ( OSC), an implementation of 
inhibition-of-return ( IOR) to generate sufficiently rich orienting behaviour for testing, and a physi-
cal model of whisker/environment interactions. Right. Comparison of results from current model 
a and recordings of rat behaviour, b under three analyses, from top: Contact-induced asymmetry 
(see, e.g. [39])—if an animal approaches a surface at an oblique angle then protraction of whiskers 
ipsilateral to the surface is reduced ( red color/dark shading inside boundary), whilst protraction 
of whiskers on the contralateral side is increased (blue color/light shading); Head-turning asym-
metry (see, e.g. [41])—as an animal turns the whiskers typically move asymmetrically as if to 
anticipate obstacles in the direction of the turn; Spread reduction during contact (see. e.g. [38])—
whilst exploring a surface the whiskers are brought closer together with the effect of increasing 
the number of whisker-surface contacts. (Adapted from Figs. 2, 3, 7 and 8 of [37] which should be 
consulted for further explanation of the model and results)
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using vibrissal sensors. Examining characteristics such as texture, radial distance 
to contact, speed of object movement and novelty, and using a range of robot plat-
forms deploying different strategies for the control of whisker movement and posi-
tion, we have shown that sequential Bayes is reliable, accurate (hit rates of > 90 % 
on several tasks), and out-performs a number of competing classification methods 
such as spectral templates, maximum likelihood, and multi-layer neural networks 
[23, 53–56]. That a classification method that matches with primate data can oper-
ate effectively with signals from artificial whiskers gives hope that a single theory 
of perceptual decision-making can be developed that will apply equally to primate 
vision and rodent vibrissal touch. The further implication of these studies is that a 
common memory format (log likelihoods) could be used to encode tactile memo-
ries for object properties. These models also have the potential to address questions 
about the nature of tactile memory in animals such as the Etruscan shrew since the 
ability to classify objects (for instance, as prey items that can be attached) requires 
efficient and compact memory traces, and the ability to make timely and appropri-
ate decisions based on accumulating evidence.

Alongside evidence that cortex accumulates evidence for competing hypotheses, 
converging evidence from neurobiology and computational modelling, is showing 
that the BG anatomy maps onto a network implementation of an optimal statistical 
method for hypothesis testing that provides for timely and efficient selection of an 
appropriate response [57–59]. As noted above, in the sensory component of this 
process, evidence for the alternative interpretations of a stimulus accumulates in 
neuronal “evidence bins” (e.g., that a visual stimulus is moving right rather than 
left) and this accumulated evidence competes within the BG to elicit an action (e.g., 
press right lever or left lever). In the vibrissal system, the substantial projections 
from layer 5a of S1 cortex to the striatum—the major input structure of the BG—
could provide a neural substrate for decision-making in relation to tactile object 
properties. We have used insights from experimental data, and from recent record-
ings in cortical areas during decision-making tasks (e.g. [60]), to revise and extend 
existing primate-based computational models of the decision-making process [54, 
59] and are in the process of exploring the implications of these revisions for deci-
sion-making in embodied robotic models.

The Vibrissal Somatosensory Cortices—Feature Maps  
for Detecting Behavioural Affordances

Within the parietal lobes of all mammals there are localised cortical areas that are 
more specialised towards particular sensory modalities—such as somatosensation, 
vision, audition and vestibular sensing—and other areas that are more multisensory 
in nature. In vibrissal specialists, such as rats, mice and shrews, the somatosensory 
areas devoted to the region of the snout are massively expanded compared to those of 
most mammals. In these species, multiple somatotopic maps of the body have been 
identified, the principal ones being labelled primary and secondary somatosensory 
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cortex (S1 and S2). Whilst both of these areas have large domains devoted to the 
vibrissae, barrel-like aggregates of neurons (“barrels”) have been identified only 
in S1. The size of the area of cortex devoted to the large macrovibrisae appears to 
reflect the high innervation levels of the whisker follicles (see also discussion of 
cortical area size in [61]). In the mouse, S1 cortex represents approximately 13 % of 
the cortical surface area in total and 69 % of the somatosensory cortex [62].

In rats and mice, S1 barrels exist for both the large and motile macrovibrissae 
in the posteriomedial barrel field (PMBF) and for the smaller non-actuated mi-
crovibrissae in the anterolateral barrel field (ALBF) [63], however, research has 
almost entirely focused on the larger barrels found in PMBF because of their ease of 
stimulation via the macrovibrissae. S1 and S2 are reciprocally connected with each 
other and also, via the corpus collosum, with their contralateral other halves [64]. 
S1 is also connected with a number of other cortical regions including the motor and 
perirhinal cortices. Other major S1 projection areas include the thalamic areas from 
which it receives input (VPM and POm), the reticular nucleus of the thalamus, and, 
of particular interest here, sub-cortical targets in the basal ganglia, pontine nuclei 
(cerebellum), and superior colliculus [64].

For a vibrissal-specialist like the Etruscan shrew, successful prey capture is criti-
cally dependent on accurate and rapid detection of tactile stimulus velocity. This 
leads to the general question of how the brain might extract movement direction 
and speed from patterns of vibrissal deflection. Since it was first proposed, Jeffress’ 
place theory [65] has been a dominant model for understanding how sensory motion 
is encoded in the brain [66]. The idea is that coincidence detector neurons receive 
input from sensors after delays governed by the distance of each neuron from the 
corresponding signal sources. The inter-sensor time difference is then encoded by 
the location of neurons that are active because their connection delays exactly com-
pensate the inter-sensor stimulation interval. The place theory therefore suggests 
an important role for neural geometry in computing the motion of sensory stimuli. 
Despite being a general theory of neural computation, most of the evidence for the 
place theory is provided by studies of the auditory system of auditory specialists 
such as the barn owl. The evidence from studies of mammalian auditory systems is 
inconclusive, for example, rabbit auditory cortex neurons are tuned to much longer 
inter-aural delays than can be accounted for by known axonal connection velocities 
[67], and evidence from other sensory modalities is sparse.

In order to provide a further test of the generality of the place theory, we sought 
to apply it to a model of tactile stimulus processing in rodent barrel cortex [68]. We 
asked whether model cortical neurons receiving synaptic inputs via delays governed 
by realistic connection geometry and plausible axonal propagation speeds would 
match the range of real responses to paired stimulation of adjacent whiskers. Vali-
dating this hypothesis we recreated, in simulation, the broad range of spiking pat-
terns displayed by layer 2/3 barrel cortex neurons when adjacent whiskers are de-
flected through the range of inter-stimulus intervals, as measured electrophysiologi-
cally by Shimegi et al. [69]. These biological experiments have shown that, when 
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two adjacent whiskers are stimulated in a sequence with a few milliseconds inter-
val, the responses of cortical neurons depends strongly on their positions (whether 
closer to the barrel of the first or second whisker), and are typically stronger than the 
sum of the responses to independent whisker deflections for a specific time interval 
(Fig. 10.4 left). Our modelling results (Fig. 10.4 right) showed—consistent with 
a place theory interpretation—that this broad range of recorded response profiles 
emerges naturally from the connection geometry as a function of the anatomical 
location of the neuron. In practical terms, the result that stimulus-evoked responses 
can be predicted by neuron location is important because it suggests that neural ge-
ometry needs special consideration as we construct theories of cortical processing.

Further consideration of the role of neural geometry may lead to predictions 
about sensory processing in species that maintain map-like representations com-
pared with those that do not. For example, whilst individual neurons in rodent pri-
mary visual cortex respond selectively for the orientation of visual edges, they are 
arranged randomly in the cortex with respect to their orientation preference [70]. 
Presumably rodents would therefore be poor at using map-dependent mechanisms 
to extract stimulus velocity in the orientation domain (i.e., when extracting infor-
mation about image rotation), compared to primates that have smooth topologi-
cal maps for orientation preference and so might use place-coding mechanisms. In 
more general terms, evidence supporting the place theory from a tactile mammalian 
sensory system provides new insight into understanding how the brain represents 

Fig. 10.4  Spatiotemporal interactions of cortical responses to paired whisker stimulations. The 
left panel shows experimental data replotted from Fig. 8e of [69] with permission from Society 
for Neuroscience. The right panel shows the behaviour of our model [68]. In both panels, the 
response facilitation index—computed as the ratio between the response to a paired stimulation 
of adjacent whiskers A and B and the linear sum of the responses to either A or B separately—is 
shown as a function of the time interval that separated the two whisker deflections. Figure repro-
duced from [68]
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moving sensory input. Finally, in the context of the vibrissal system, and the bar-
rel cortex, this study provided a novel account of the fusion of information at the 
multi-whisker level that both explained existing data, by casting it within a general 
and powerful framework (place theory), and made testable predictions that could be 
investigated experimentally.

A key feature of the mammalian sensory cortices is the presence of self-organ-
ising topological maps. Cortical maps for features of each sensory modality can 
be highly plastic and shaped by a combination of physical and environmental con-
straints [71, 72]. We recently conducted a series of experiments driving map self-
organisation with activity patterns representing tactile stimulation of an array of ar-
tificial whiskers, in order to predict the organisation of object representations in the 
somatosensory cortex [73]. Inputs to the model were patterns of activity in simulat-
ed layer 4, encoding the spatial location and direction of whisker deflections caused 
by tactile stimuli that varied in shape, direction and speed. Layer 4 activity patterns 
were then remapped as layer 2/3 activity patterns using distance-dependent signal-
ling delays in the layer 4 to layer 2/3 projection, to additionally encode the relative 
timing of whisker deflections [68]. This model represents a biologically grounded 
method by which to map the full spatial-temporal pattern of multi-whisker inputs 
to an essentially spatial representation of the stimulus across layer 2/3. Layer 2/3 
activity patterns representing the range of multi-whisker stimulus patterns could 
thus be presented to a self-organising map model of postnatal development in layer 
5, using an approach that we have shown previously to recreate known topological 
feature maps in layer 2/3 [74].

Our model of layer 5 map self-organisation, like our previous model for lay-
er 2/3 map self-organisation, is based on the LISSOM (Laterally Interconnected 
Synergetically Self-organising Map) algorithm originally developed to capture the 
self-organising properties of primate visual cortex [75]. In our barrel cortex model, 
responses across the cortical sheet became organised into coextensive topological 
maps, wherein iso-feature contours for tactile stimulus shape, direction, and speed 
preferences intersected at right angles (see Fig. 10.5). The model therefore makes 
the critical prediction that orthogonal tactile feature spaces are represented in the 
somatosensory cortex by orthogonal feature maps (and hence by orthogonal spa-
tial codes). A series of controlled simulation experiments suggested further that (i) 
speed and shape selective neurons align to regions of low selectivity in and between 
direction pinwheels, (ii) direction, shape, and speed maps are acquired in develop-
mental sequence, (iii) stimulus direction is resolved by afferent projections to layer 
5, whereas shape and speed are resolved by subsequent recurrent interactions in 
layer 5. These findings constitute specific, testable predictions about the develop-
ment of functional maps and object representations in somatosensory cortex, i.e., 
that maps for the tactile motion direction implied by multi-whisker deflection se-
quences emerge earlier and more robustly than lower-order feature maps represent-
ing e.g., stimulus shape and speed. These modelling predictions were validated in 
experiments that connected self-organising networks to an artificial sensor array 
stimulated by a table-top positioning robot [73].
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The Cerebellum Viewed as an Adaptive Filter and Forward 
Model

In experiments with the Scratchbot robot platform we occasionally observed that 
the robot would orient (foveate) as if to a target when no object is in fact pres-
ent. On further investigation it appeared that on these occasions the sensory signal 
generated by active whisking is wrongly interpreted as contact with a target. This 
empirical observation in our biomimetic robot contrasts with the lack of reports of 
such ‘phantom’ orienting in normal rats. On the other hand, it has been shown that 
in rats sensory signals are generated by whisking movements. Specifically, a study 
by Leiser and Moxon reported that trigeminal ganglion cells of the rat fired during 
active whisking in air with no object contacts but were silent when the whiskers 
were at rest [76]. The implication of this result is that whisker sensory signals may 
include self-generated artefacts during whisking. The fact that the robot does show 
phantom orienting and rats appear not to suggests that, unlike the robot, rats can 
discriminate between the component of a sensory signal that originates from an 
external source and the component that is self-generated by its own whisking move-
ments. We can ask the question: how is this discrimination achieved? This leads us 
to suggest that the rat may actively cancel self-generated sensory signals—what we 
might call ‘self-induced’ or ‘self-generated’ noise.

Interestingly, noise cancellation in biological systems has a well-investigated 
precedent—interference cancellation in passive electro-sensing in electric fish (for 
review see Bell et al. [77]). Of particular interest here is the evidence that suggests a 
cerebellar-like structure performs the function of noise cancellation in these animals 
[77, 78]. Additionally, this cerebellar-like structure is thought to act analogously to 
an adaptive filter [79, 80], linking biological noise cancellation to both the signal 
processing literature [81] as well as the adaptive filter model of the cerebellum [82]. 
In humans, a similar capacity to predict or cancel self-induced sensory signals is 
indicated by our inability to entertain ourselves by self-tickling (as opposed to be-
ing tickled by someone else). In this case, functional MRI data [83] also indicates a 
role for the cerebellum in predicting sensory signals due to self-movement thereby 
making them seem less amusing!

The above considerations led us to the hypothesis that rats may use their cerebel-
lum to generate a signal which cancels the effects of self-generated whisking noise 
on incoming sensory signals from the whiskers (see [26, 84] for a review of the 
wider literature on the role of the cerebellum in sensory noise cancellation). Our 
first step in investigating this hypothesis was to determine whether our proposed 
mechanism would work in principle, by using it to achieve noise cancellation in a 
whisking robot [26]. The step had two goals, first to solve the practical problem of 
noise cancellation in the robot, and secondly to provide a theoretical basis for study-
ing noise cancellation in whisking animals. Our approach was to use inspiration 
from the signal processing literature to form a prototype hypothesis of a whisking 
noise cancellation scheme.
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The subject of noise cancellation has been studied in the signal processing lit-
erature since the 1960s (for early references see Widrow et al. [81]). Much of the 
formative work was conducted by Bernard Widrow and was linked as an appli-
cation problem to the least-mean-squares (LMS) adaptive filtering algorithm. The 
generic noise cancellation scheme is illustrated in Fig. 10.6, for detailed explana-
tion see [26]. The weights of the adaptive filter in the noise cancellation scheme 
(Fig. 10.6a) are adjusted by removing the correlations in the clean signal from the 
reference noise, implemented via the LMS rule. In the context of whisking, the self-
generated noise is thought to be caused by the movement of the whisker, either by 
inertia of the whisker base in the follicle or the whisker musculature pressing and 
activating the mechanoreceptors [76]. Ultimately, this activation is caused by the 
motor command to the whisker plant. Hence, we regard the motor command (either 
high- or low-level) as the reference noise, which is correlated with the noise signal 
but uncorrelated with signals related to object contacts. In our proposed whisking 
noise cancellation scheme (illustrated in Fig. 10.6b) the cerebellum learns to predict 
self-generated noise from the motor commands that cause the whisker movements. 
Hence, the cerebellum learns an internal forward model of the whisker dynamics 
that transform motor commands into sensory signals.

Adaptive Filter Model of the Cerebellum In the above whisking noise cancella-
tion scheme we use the adaptive-filter to computationally model the cerebellum, as 
originally proposed by Fujita [82]. The mapping of this scheme onto the cerebellar 
microcircuit is illustrated in Fig. 10.7. We have previously investigated the com-
putational properties of this model for adaptive motor control [85–88], and oth-
ers have proposed that it could be used in principle to learn forward models (see 
[84] for review). However, our vibrissal noise study was, to our knowledge, the 
first instance of the adaptive-filter model of the cerebellum being applied to learn-
ing a specific forward model (i.e. of whisker dynamics) for the purposes of noise 
cancellation.

To develop and validate our proposed whisking noise cancellation scheme we re-
corded experimental data from Scratchbot during ‘free’ whisking (i.e. with no object 
contacts). Note that free-whisking is an ideal scenario to test the noise cancellation 
scheme because during free whisking the whisker sensory signal should be zero. 

Fig. 10.6  Noise cancellation schemes. a A generic adaptive noise cancellation scheme, see for 
instance Widrow and Stearns [81], b A proposed biological whisking noise cancellation scheme. 
See [26] for further details
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Hence, whilst the whisker dynamics are unknown and therefore the optimal cerebel-
lar filter is also unknown, the output of the cancellation scheme is known: it should 
be zero. Therefore it is straight-forward to evaluate the performance of the noise 
cancellation scheme during free-whisking. Figure 10.8 shows example results of 
the application of the cerebellar noise cancellation algorithm to free-whisking data.

In a further extension of our sensory noise cancellation model [27] we have 
shown that the addition of sensory information from the whiskers allows the adap-
tive filter to learn a more complex internal model that performs more robustly than a 
forward model based on efference copy signals alone, particularly when the whisk-
ing-induced interference has a periodic structure. More generally, our analysis of 
the whisking noise cancellation scheme reveals that the functional role of the cere-
bellum may be to learn a forward model of the whisker/follicle dynamics. This links 
to separate speculation over the functional role of the cerebellum in motor control 
and sensory processing, where it has been suggested that the cerebellum can learn 
a variety of forward and inverse models in control and state estimation tasks, see 
for instance [89, 90]. Our development of the whisking noise cancellation scheme 
from a theoretical basis has led to a number of experimental predictions relating to 
the functionality of different components of the cerebellar micro-circuit: (i) that the 
mossy fibres transmit a copy of motor command, (ii) that the Purkinje cell output 
is an estimate of the self-induced noise signal, (iii) that the climbing fibre teaching 
signal is an estimate of the ‘clean’ whisker sensory signal, and (iv) that the superior 
colliculus is the target of the cerebellar output and acts to compare predicted and 
actual sensory signals [27].

Cerebellar/Collicular Algorithms for Orienting and Predictive Pursuit Cerebellar 
circuits are likely to be important for fast predictive control of ballistic movements 
needed for tasks such as prey tracking and capture since cerebellar damage is known 
to impair predictive aspects of motor behaviour [91]. An important role might lie in 
the calibration of sensory maps used to generate fast orienting movements. We have 
hypothesised [92] that the known extensive cerebellar-collicular connectivity (see 

Fig. 10.7  Schematic diagram of the organization of the cerebellar microcircuit and its interpreta-
tion as an adaptive linear filter. a Simplified architecture of cerebellar cortex, b Adaptive filter 
model of the cerebellum. (Adapted from Fig. 1a, b of [84] with permission from Nature Publishing 
Group)
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[27, 93]), together with the adaptive filter cerebellar architecture described above, 
could play a role in calibrating predictive topographic maps in the colliculus. We are 
currently investigating how this model can be employed in a predictive architecture 
in which features appear in the salience map at their predicted rather than their cur-
rent positions.

The cerebellum may also calibrate sensory information that provides input to 
the predictive system. For example, as described above, we have developed a corti-
cal algorithm for estimating contact timing for a target moving through the robotic 
whisker array illustrated in Fig. 10.9 left [73]. Figure 10.9 (centre) shows target 
velocities recovered from these timings, whilst incorporating a cerebellar learning 
element produced a more accurate calibration as shown in Fig. 10.9 (right).

Tactile Self-Localisation and Mapping in the Hippocampus

The lifestyle of any small mammal, even one as tiny as the Etruscan shrew, requires 
the capacity to know where you are at all times with respect to key locations such as 
the nest, important feeding sites, and significant danger zones. Indeed, as we have 
seen above, simply to explore space efficiently using vibrissal touch requires some 
long-term memory of locations you have visited in the recent past, and the capacity 
to update an estimate of your own position as you move around. In the mammalian 
brain the hippocampal system is known to be important in building and maintaining 
representations of the environment (the ‘place cell’ system [25]) and in maintaining 
estimates of changes in position determined through path integration (the ‘grid cell’ 

Fig. 10.8  Results from applying the noise cancellation algorithm to the free-whisking sensory 
signal. a Low frequency linear noise cancellation in the range 0–5 Hz. b High frequency nonlinear 
noise cancellation (up to 100 Hz). See [26] for further details
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system [94]). Recent data also demonstrates that the hippocampus also encodes tac-
tile information that describe the environmental context obtained through vibrissal 
touch [95].

The principal input structures of the hippocampus are the superficial layers of 
Entorhinal Cortex (EC). EC projects to Dentate Gyrus (DG) which is believed to 
increase the sparcity of the encoding generated by the EC. Both EC and DG project 
to CA3, which also receives strong recurrent connections that are disabled [96] by 
septal acetylcholine (ACh). CA3 and EC project to CA1, which in turn projects to 
the deep layers of Entorhinal cortex, there is also a back-projection from CA3 to 
DG [97]. Although the classical view of hippocampus is as a single loop, there is 
also a second loop—EC and CA1 project to Subiculum (Sub), which projects to the 
midbrain Septum (Sep) via fornix. Septal ACh and GABA fibres then project back 
to all parts of hippocampus. Figure 10.10 summarises many of these connections.

There have been two broad schools of hippocampal modelling one based on 
acquiring spatial sequences, and the other on the notion of auto-associative memory 
including pattern reconstruction based on partial or noisy input (see [98] for review). 
However, the objectives of both auto-associative and spatial sequence memories 
can be combined by a general Bayesian filter with noisy observations, which infers 
the (hidden) state of the world. Such a filter that maintains just a single estimate of 
the current state-of-the-world (e.g. of location in a spatial map) is known as a ‘uni-
tary particle filter’. We have developed a model of a spatial learning in the rodent 
hippocampus [98], viewed as a unitary particle filter, by mapping key structures in 
the hippocampal system onto the components of a Temporal Restricted Boltzmann 
Machine—a probabilistic algorithm for learning sequence data developed by re-
searchers in machine learning (see, e.g. [99]). The algorithm approximates Bayesian 
filtering to infer both auto-associative de-noised percepts and temporal sequences, 
that is, it can clean-up and fill-out incoming sensory patterns and can use these to 

Fig. 10.9  Cortical algorithm for contact timing. a A planar target is moved through a robotic 
whisker array on an xy-plotter through eight speeds and eight directions to generate a set of multi-
whisker deflection patterns, b plot of target velocities recovered from the relative timing of whis-
ker responses, as computed using a cortical velocity-encoding algorithm based on [73]; plotted 
against the x and y components of the stimulus motion velocity, the distortion of the cortical esti-
mates compared to a regular grid of true velocities is clear, c estimation of the motion velocities are 
improved by cerebellar correction after randomised representation of the data set
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recall or forecast sequences of places visited during navigation. The mapping to the 
hippocampal system (see Fig. 10.10) proposes a novel role for the subiculum, and 
for ACh from the septum, in detecting when the animal has become lost (by detect-
ing a mismatch between predicted and actual sensory signals). A follow-up paper 
[100] extended this model to include online learning of connections to and from the 
simulated hippocampal CA3 region.

Building on our computational models of hippocampus, we have developed tac-
tile Self-Localisation and Mapping (tSLAM) for whiskered mobile robot platforms. 
tSLAM provides a robot with a means of mapping and navigating a novel environ-
ment by touch information alone, something which has never previously been de-
veloped in robotics. A critical step, was the development of a hierarchical Bayesian 
‘blackboard’ architecture [101] to investigate how to fuse information from multiple 
local tactile feature reports to recognise objects in the world. This work also involved 
developing techniques for online head-centric spatial localisation of whisker con-
tacts, and their subsequent world-centric transformation. To achieve tSLAM we have 
developed a particle-filter based mapping and localisation algorithm, taking odom-
etry (path integration) and tactile information from the robot in real-time. This infor-
mation is then integrated into an occupancy grid map, and a current position estimate.

Fig. 10.10  Model of spatial memory in the hippocampal system viewed as a particle filter. Struc-
tures are labelled with UML notation indicating many-to-many fully connected links ( * → *), one-
to-one links ( 1 → 1) and many-to-one links ( * → 1). Thick lines are ACh projections, thin lines are 
glutamate. The model implements a spatial memory system for location based on multisensory 
signals from tactile, visual, and path integration signals. See text for abbreviations showing the 
proposed mapping to regions of the rodent hippocampal system. Reproduced from Fig. 1 of [98] 
with permission from IEEE
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The tSLAM system has now been piloted on two whiskered robot systems—
Crunchbot, a modified Roomba vacuum-cleaner robot with a small array of static 
whiskers [101], and Shrewbot a robot with multiple actively controlled whiskers 
and a 3 degrees-of-freedom neck (see Fig. 10.1 and [102]). In the case of the Shrew-
bot platform, odometry derived from the robot base and neck were passed at regular 
intervals (in phase with the whisking) to a population of particles each maintaining 
an estimate of head pose and location within a 2-dimensional occupancy grid. The 
importance of each particle was calculated by fusing the likelihood that each whis-
ker in the array is at the estimated location in the map based on tactile information 
sampled throughout the previous whisk. The screen shot shown in Fig. 10.11 shows 
a one hour experimental run of Shrewbot in a 3 m diameter arena. The pink regions 
representing areas of the map that have a high probability of occupancy, the dashed 
white line representing ground truths taken from the over head video camera. The 
dashed white representation of Shrewbot is its ground truth location, whilst the 
solid representation is the current best estimate of pose and location taken from the 
particle with highest importance (cloud visible as red dots near the head).

We have also used the Shrewbot platform to model the active touch based hunt-
ing behaviour of the Etruscan Shrew [103]. A study of vibrissal-guided predation 
of insects by the shrew [2] identified three distinct phases of hunting behaviour: 
search, contact and attack. The search phase was reproduced on Shrewbot using 
the tactile attention based model of action selection described above, whereby the 
locus of attention drives the orienting behaviour of the robot between subsequent 
whisks. Upon making contact, an internal geometric model of two classes of ob-
ject was compared to the sparse 3-dimensional tactile information derived from the 
whisker array. The two classes of object were vertical “walls” and the dome shaped 
covering of a mobile robot referred to as “preybot” (see Fig. 10.12). Shrewbot’s re-

Fig. 10.11  Tactile Self-localisation and Mapping (tSLAM) in the Shrewbot whiskered robot plat-
form. Screen shot taken from a combined video of overhead camera view ( right) with an appro-
priately scaled and rotated 2d occupancy grid representation of the arena in a typical particle after 
approximately 1 h of whisker based tactile exploration ( left). Figure reproduced from multimedia 
supplement to [102] with permission from IEEE
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flexive whisker control strategies [104] caused an increase in the whisking set angle 
similar to that reported in [2] as well as an increase in the number and frequency of 
whiskers making controlled contacts with the object. This information was collated 
into a “prey belief” metric that influenced the decision to either attack the object 
(preybot) or to ignore it (walls). In parallel to the attack decision process, the centre 
of mass of the preybot was also estimated. To accommodate the relatively sparse in-
formation from whisker contacts, some of the known characteristics of the preybot 
were used to better infer its location and orientation and hence its affordances as a 
potential “prey” object. The velocity of the preybot was derived from this informa-
tion and thence a prediction of where a particular point on that robot (in this case 
the tail) should be in the near future. This location in space was then set as the target 
for an attack.

Conclusion

In this chapter we have briefly summarised an extensive programme of work aimed 
at describing and simulating, in biomimetic (robotic) models, the control architec-
ture for sensorimotor co-ordination in the vibrissal touch system of small mammals. 
We have shown how the evolution of our robot models has progressively captured 
more-and-more of the important features of the biological target system including 
morphology, sensory transduction, motor control, and internal processing. Focus-
ing initially on the problem of orienting to vibrissal contacts we have shown that 
models of the superior colliculus and basal ganglia can be combined to generate 
sequences of exploratory and orienting movements that allow the robot to explore 
an environment, and orient to unexpected contacts, in a life-like way. Our robot 
experiments also revealed a need to pre-process sensory signals in order to distin-
guish real physical contacts from ‘ghost’ contact signals induced by the whisking 
movements of the artificial vibrissae. This led to a novel hypothesis about the role 
of the cerebellum in vibrissal processing and the demonstration that adaptive filter 
algorithms modelled on cerebellar microcircuitry can be effective in predicting/can-
celling self-induced sensory noise. The task of developing integrated sequences of 
movements in whiskered robots also revealed the need for spatial memory systems 

Fig. 10.12  Tactile identification and tracking of a target in a whiskered robot. Snapshots taken 
with an overhead camera of Shrewbot approaching the “preybot” during hunting behaviour. The 
images indicate: search ( frame 1), contact ( frame 2 and 3), attack ( frame 4) and a return to search 
( frame 5). Figure reproduced from Fig. 3 of [103] with permission from Elsevier
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that could effectively encode and remember the location of object contacts and al-
low the robot/animal to maintain a good estimate of its position in space. To make 
these systems more effective in identifying, and responding appropriately, to tactile 
environmental affordances, we are also developing models of cortical systems (par-
ticularly of primary somatosensory cortex), and have shown that model basal gan-
glia circuits can make timely decisions between alternatives based on cortical en-
codings of vibrissal touch signals. Whilst we have yet to realise the full architecture 
shown in Fig. 10.2 in a single robot, our latest robotic models show a capacity for 
integrated behaviour that has surprised and impressed exhibition and conference au-
diences into thinking that they are observing something like a ‘robot animal’. From 
the perspective of understanding brain architecture, we also consider that we have 
made important steps towards understanding and demystifying the neural-basis for 
sensorimotor co-ordination in mammalian brains including our own.
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Chapter 11
Impact of Monoaminergic Neuromodulators 
on the Development of Sensorimotor Circuits

Dirk Schubert, Nael Nadif Kasri, Tansu Celikel and Judith Homberg

Abstract State dependent changes in sensorimotor control are critical for interac-
tions with the environment and are modulated by three principal monoaminergic 
neuromodulators: serotonin, dopamine and norepinephrine (noradrenaline). The 
neuromodulatory neurotransmitter release starts during embryonic development 
and transiently exerts neurotrophic actions that cease after the first 2–3 postnatal 
weeks in rodents. Particularly during these early postnatal weeks neuronal pro-
jections along sensorimotor circuits are most sensitive to experience-dependent 
development. This implies that early changes in neuromodulatory action will have 
long-lasting consequences, contributing to the normal range of individual differ-
ences in sensorimotor integration up to neurodevelopmental disorders like autism 
spectrum disorders. To delineate these neurodevelopmental processes we review 
herein (1) the basics of the three principal neuromodulators, (2) the organization of 
neuromodulatory innervation of sensorimotor circuits, (3) how targeted manipula-
tion of neuromodulation during development affect the anatomical and functional 
organization of sensorimotor circuits and their behavioral correlates, and (4) how 
alterations in the anatomical and functional organization of these circuits contrib-
ute to sensorimotor deficits in adulthood, for example in brain disorders. Finally 
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(5) we discuss the evidence for a developmental switch for neuromodulator neu-
rotransmitter action in sensorimotor integration, and propose that neuromodulatory 
influences during early postnatal development is critical for sensorimotor function 
in adulthood.

Keywords Sensorimotor · Serotonin · Dopamine · Noradrenaline · 
Norepinephrine · Neurodevelopment · Brain disorders

Abbreviations

5-HT Serotonin
AC Adenylate cyclase
AMPA α Amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
COMT catechol O-methyl transferase
DA Dopamine
DAT Dopamine transporter
DRN Dorsal raphe nucleus
E Embryonic day
EPSC Excitatory Postsynaptic Current
IP3 inositol trisphosphate
KO Knockout
LC Locus Coeruleus
M1 Primary motor cortex
MAO Monoamine oxidase
Mo7 Facial motor nuclei
MRN Median raphe nucleus
NE Norepinephrine = noradrenaline
NET Noradrenaline transporter
P Postnatal day
Pr5 Principal trigeminal nucleus
PLC Phospholipase C
PIP2 Phosphatidyl inositol bisphosphate
PMBSF Posteromedial barrel subfield
S1 Primary somatosensory cortex
SERT Serotonin Transporter
Tph Tryptophan hydroxylase
VL ventrolateral nucleus of the thalamus
VMAT Vesicular monoamine transporter
VPM Ventroposteromedial nucleus of the thalamus
VTA Ventral Tegmental Area
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Monoaminergic Modulation of Sensorimotor Control

In the wild, most rodents are nocturnal and often navigate underground tunnels 
using their whiskers and sense of smell as the primary sensory organs [1–4]. Rats 
and mice, for example, use their whiskers to identify tactile targets of interest [5–8], 
discriminate surface features [9–12] and guide their locomotion [13, 14].

Rats and mice move their whiskers back-and-forth to scan the tactile space sur-
rounding their snout. Frequency and amplitude of whisker motion depend on the 
mode of exploration. In the absence of an object within their tactile space, actively 
whisking animals protract and retract their whiskers with low frequency and large 
amplitude [8]. Upon contact with a target, whisking amplitude is reduced while 
frequency is increased [15]. The adaptive nature of sensory exploration by whisker 
touch is controlled by multiple sensorimotor closed-loop [16–21] whose develop-
ment is shaped by neuromodulatory neurotransmitters during early postnatal brain 
development. In particular monoamines, such as dopamine, noradrenaline and sero-
tonin got more and more into focus of interest as they, by acting on various sets of 
specific receptors, not only modulate activity in the mature sensorimotor system but 
also during the early ontogeny of the brain. The impact of monoamines on the de-
velopment and shaping of networks of the sensorimotor system depends on the on-
togeny of neurotransmitter release sites as well as the availability (expression level) 
and functional state of the different types of monoamine receptors. Both, mono-
aminergic innervation as well as monoaminergic receptor expression is undergoing 
changes and modulation during brain development. Abnormalities in the temporal 
or spatial pattern of the development of monoaminergic systems have been found to 
lead to distorted sensorimotor function and sensory perception.

In this chapter, after providing a general overview of the structure and function 
of the dopaminergic, serotonergic and norepinephrinergic system, we will highlight 
the anatomical organization and development of monoaminergic innervation of the 
rodent sensorimotor system. In the final sections we will illustrate how manipula-
tion or dysfunction of monoaminergic modulation can alter the function of the sen-
sorimotor system and how this can be relevant for neurological disorders in human 
such as depression, attention deficit disorders and Parkinson’s disease.

Principal Monoaminergic Neuromodulators 
in the Mammalian Brain

Dopamine

Dopamine (DA) is one of the three monoaminergic neuromodulators, classified as 
a catecholamine, regulating specific behavioral components. DA-releasing neurons 
disperse into three major pathways according to their anatomical location and func-
tion [22]. The nigrostriatal pathway consists of dopaminergic neurons that project 
from the substantia nigra into different parts of the striatum. These neurons are 



246 D. Schubert et al.

important for motor control. The mesolimbic pathway includes neurons that project 
from the ventral tegmental area (VTA) to the nucleus accumbens, the amygdala and 
hippocampus. These brain areas are responsible for memory formation, motivation 
and emotional responses, and are able to arouse reward and desire. The third path-
way is called the mesocortical pathway. It contains neurons, which also originate in 
the VTA but terminate in various areas of the neocortex, ranging from prefrontal to 
occipital cortical areas.

Five distinct DA receptors are known to be present in the mammalian brain, 
all encoded by a gene family which has emerged from gene duplications followed 
by selection of the duplicated genes [23]. DA receptors are divided into two main 
families: the dopamine D1-like receptors and the dopamine D2-like receptors. 
The dopamine D1-like receptor family consists of the D1 and D5 receptors and 
both stimulate adenylate cyclase (AC) through the Gs-protein that intracellularly 
coupled to these receptors. D2, D3, and 4 represent the D2-like receptors which 
inhibit AC through Gi. Dopamine synthesis is mediated in a two-step process by the 
enzymes tyrosine hydroxylase and aromatic L-amino acid decarboxylase. In neu-
rons, DA is packaged after synthesis into vesicles by VMAT (vesicular monoamine 
transporter). DA breakdown is mediated by two pathways. The first one involves 
reuptake via the DA transporter (DAT), then enzymatic breakdown by monoamine 
oxidase (MAOA and MAOB). In the prefrontal cortex, which is extensively inner-
vated by the dopaminergic axons, however, there are very few DAT proteins, and 
DA is inactivated instead by reuptake via the norepinephrine transporter (NET), 
presumably in neighboring norepinephrine neurons, followed by enzymatic break-
down by catechol-O-methyl transferase (COMT). Hence, drugs and genetic factors 
targeting these receptors or enzymes will alter dopaminergic neurotransmission and 
affect the development and function of the sensorimotor system.

Norepinephrine (Noradrenaline)

Norepinephrine (NE), also known as noradrenaline, is the other catecholamine. NE 
is synthesized from DA by DA β-hydroxylase [24]. It is released from the adrenal 
medulla into the blood as a hormone, and is also a neurotransmitter in the central 
nervous system and sympathetic nervous system, where it is released from norad-
renergic neurons in the locus coeruleus (LC). Like DA, NE is stored in synaptic 
vesicles and released into the synaptic cleft upon an action potential, whereby it can 
bind to both presynaptic and postsynaptic adrenergic receptors. These are classified 
as α and β adrenergic receptors, and for each of these metabotropic G-protein cou-
pled receptors subtypes have been identified. α Receptors have the subtypes α1 and 
α2, which are linked to inhibitory G-proteins, and β Receptors have the subtypes 
β1, β2 and β3, which are linked to Gs proteins. NE is taken up by the noradrenaline 
transporter (NET) and presynaptically degraded by COMT and MAO. As a stress 
hormone, norepinephrine affects parts of the brain, such as the amygdala, where at-
tention and responses are controlled [25]. NE also mediates sensory and nociceptive 
responses, through the sensory cortices [26], and therefore environmental, pharma-
cological or genetic manipulation is expected to alter sensory perception.
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Serotonin

Serotonin (5-HT) is a monoaminergic neurotransmitter, which is synthesized in the 
raphe nuclei. The raphe nuclei are clustered in the brainstem. Serotonergic neurons, 
particularly those located in the dorsal and median raphe nuclei, project to wide-
spread brain regions, and thereby serotonin is implicated in many different cen-
tral processes, including the regulation of emotion (amygdala), cognitive functions 
(prefrontal cortex), sleep, sexual and eating behavior (hypothamalus), learning and 
memory (hippocampus), as well as sensory perception (sensory cortices).

5-HT is derived from the essential amino acid L-tryptophan, and its synthesis 
is mediated by the enzymes tryptophan-hydroxylase (TPH), and 5-hydroxy-tryp-
tophan-decarboxylase. Like other neurotransmitters, 5-HT is transported into the 
vesicles near the presynaptic membrane of neurons by VMAT. Upon fusion of the 
vesicle with the cell membrane, 5-HT is released into the synaptic cleft, where it 
can diffuse and bind to receptors. There are 15 genes encoding 5-HT receptors in 
mammalian brains: HTR1A, HTR1B, HTR1D, HTR1E, HTR1F, HTR2A, HTR2B, 
HTR2C, HTR3A, HTR3B, HTR4, HTR5A, HTR5B, HTR6 and HTR7. All of them 
code for G-protein coupled receptors, except for the 5-HT3A and 5-HT3B recep-
tors, which are ligand-gated ion channel receptors [27, 28]. The presynaptic 5-HT1B 
receptor can be found in rodents and autoregulates 5-HT release, while in humans 
the 5-HT1D receptor fulfils this purpose [28]. The presynaptic 5-HT1A receptor is 
located in the raphe nuclei and regulates the firing of serotonergic raphe neurons 
that project to widespread regions in the brain, as well as to the spinal cord. The 
5-HT1A and 5-HT1B/D receptors, as all other 5-HT receptors, are also found post-
synaptically, and mediate a myriad of signaling pathways. Serotonin signaling is 
terminated through the presynaptically located 5-HT transporter (SERT). The SERT 
is integrated in the presynaptic cellular membrane and imports 5-HT from outside 
the cell into the cytosol [29]. Degradation of 5-HT is mediated by monoamine oxi-
dase A (MAOA). Particularly the existence of 15 5-HT receptors render the 5-HT 
system as the most complex monoaminergic system, and offers multiple targets for 
modulation of sensory systems.

Anatomy of the Neuromodulatory Systems: 
A Sensorimotor-Centric View

If one focuses on the whisker related systems, the rodent sensorimotor system en-
compasses two major systems: (i) the topologically precisely organized somato-
sensory system, in which of ascending fiber connections link the sensory periphery 
(whiskers) via specific nuclei in the brain stem and thalamus to the whisker related 
primary somatosensory cortex (S1; barrel cortex) and (ii) the whisker related mo-
tor system in which the primary motor cortex (M1) controls whisker movement by 
the pathways via motor related nuclei of the thalamus and the brain stem. On the 
cortical level S1 and M1 show extensive bidirectional intracortical connections, 
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which is important for the somatosensory system to work as an active sensory sys-
tem. Even though there are more brainstem, midbrain and cortical regions involved 
in the whisker sensorimotor system of rodents, in this chapter we will focus on 
selected core regions, i.e. for the somatosensory ascending pathway the principal 
trigeminal nucleus (Pr5) in the brainstem, the ventroposteromedial (VPM) nucleus 
and on the cortical level S1, and for the descending motor system on the cortical 
level M1, the ventrolateral nucleus (VL) in the thalamus and the facial motor nuclei 
Mo7 in the brainstem.

For the development of the sensorimotor system and the correct topological pat-
terning of the somatosensory system in particular, the first two postnatal weeks 
are critical. During this phase monoaminergic neuromodulators play not only an 
important role in modulating the neural activity within and between the networks of 
S1 and M1, but also in ensuring proper organization of local and global structural 
connectivity and therefore in cortical maturation [30, 31].

How monoamines affect the structural organization and neural activity during 
development depends on the temporal and spatial profile of innervating monoami-
nergic fibers, of the expression of specific monoaminergic transporters systems and 
the expressions of the various monoaminergic receptors [32]. Eventually, for all 
three monoaminergic systems discussed in this chapter the modulation of the vari-
ous parts sensorimotor system is achieved by projections that arise from a surpris-
ingly small number of monoaminergic neurons, each of which located in special-
ized nuclei in the brain [33, 34].

To understand the neuromodulatory impact on the development and activity of 
the sensorimotor system it is necessary to understand the different temporal and 
spatial profiles of axon innervation and regional, layer and cell type specific recep-
tor expression of the DA, NE and 5-HT systems in the sensorimotor system during 
development.

Sensorimotor-Centric View of the Dopaminergic System

Dopaminergic Innervation of the Sensorimotor System

The neocortex is extensively innervated by DA axons originating mainly from the 
ventral tegmental area (VTA) [35–37]. Even though the “classical” and most dense 
dopaminergic innervation is found in the prefrontal and anterior cingulate cortex 
[38, 39], dopaminergic projections originating from neurons in the VTA also target, 
less densely, both sensorimotor related cortical areas M1 and the medial part of 
S1 [35] (Fig. 11.1). In S1, anatomical studies imply a pattern of thin dopaminergic 
axon bundles that indicate a columnar innervation pattern. Furthermore, the cortical 
innervation is not uniform across layers but layer specific: approximately 90 % of 
the dopaminergic fibers in M1 and S1 innervate the deep cortical layer VIb [40, 41] 
(Fig. 11.1).
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Dopaminergic fibers in the deeper layers of S1 and M1 belong to a particular 
class of mesocortical dopaminergic projections (Class 1 afferents; [42]), which dif-
fer from the dopaminergic projections targeting other cortical areas and which there 
target superficial cortical layers (Class 2 afferents). Dopaminergic class 1 afferents 
(i) originate from neurons in the VTA, (ii) develop largely prenatally, reaching the 
targeted cortical areas at around birth [43], (iii) give rise to few collaterals and 
(iii) possess a high dopamine content. After reaching the cortex, from the early 
developmental stage on, the general innervation pattern already resembles that of 

Fig. 11.1  Dopaminergic innervation of the rodent sensorimotor system. Upper panel: Simplified 
overview of major afferent and efferent pathways and structures of the sensorimotor system and 
the main origins and projections of the dopaminergic system ( red) targeting the sensorimotor sys-
tem. The afferent projections and main processing structures of the lemniscal somatosensory path-
way within the central nervous system are given in green, the efferent motor related projections in 
blue. Lower left panels: relative layer specific density of dopaminergic innervation of the primary 
somatosensory ( S1, green) and primary motor cortex ( M1, blue) in the mature rodent brain. The 
dark shaded area in layer IV of the S1 represents a barrel structure. Lower right panel: Ontogeny 
of dopaminergic innervation of the S1 ( green) and M1 ( blue), representing changes in the rela-
tive density of innervation between prenatal and adult state. Pr5 principal trigeminal nucleus in 
the brainstem; VPM ventroposteromedial nucleus of the thalamus; S1 BF barrel field of the pri-
mary somatosensory cortex; M1 BF barrel field associated primary motor cortex, VL ventrolateral 
nucleus of the thalamus; Mo7 facial motor nuclei of the brainstem; VTA ventral tegmental area
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the mature cortex with the intracortical axon collaterals progressively increasing in 
density (Fig. 11.1). The preferential intracortical targets of synapses formed by the 
dopaminergic axons are excitatory pyramidal cells in layer VI [44].

In the rodent sensorimotor system the direct dopaminergic innervation seems to 
be focused on the cortical areas only. In rats the somatosensory related VPM and 
motor system related VL in the thalamus lack dopaminergic innervation of motor 
and somatosensory related thalamic nuclei [45] (Fig. 11.1), whereas in primates 
they are sparsely innervated.

Besides the direct monosynaptic dopaminergic innervation, one also has to con-
sider an indirect dopaminergic modulation of the sensorimotor system, especially 
of M1. Activity in M1 is known to be modulated via basal ganglia - cortex circuits 
[46]. Dopaminergic projections originating from neurons in the substantia nigra 
are targeting and thus influencing the activity in the basal ganglia and therefore 
enabling indirect dopaminergic modulation of M1 activity.

Dopamine Receptor Expression in the Sensorimotor System

As described in section “Sensorimotor-centric view of the dopaminergic system” 
DA acts through two distinct, biochemically and pharmacologically defined G pro-
tein coupled receptor families [47]: D1-like (D1 and D5) and D2-like receptors (D2, 
D3, D4). Along the sensorimotor axis D1, D2 and D3 receptors are of particular 
relevance.

In the rodent brain D1 receptors are the most abundant receptors. While they 
show relatively low expression in thalamic nuclei [48] and the brainstem [49], in 
the cortex they are typically expressed in the entire cortical column except in LIV, 
showing peak expression in layers V and VI [48, 50–52]. In the sensorimotor system 
D1 receptors show an almost identical expression density in S1 and M1 [53, 54].

D2 receptor expression shows a widespread ubiquity in the brain, however with 
relatively lower expression densities then D1 receptors [49, 55]. In brainstem and 
thalamus the D2 expression level is generally low. However, in the S1 and M1 
cortex D2 receptors are more prominently expressed and display a layer specific 
pattern. The D2 receptors are almost exclusively expressed in corticostriatal and 
corticocortical neurons of layer V, with generally higher expression levels in rostral 
than caudal cortical areas [51, 55, 56]. Taken together, while in the cortex D1 re-
ceptors are more widely expressed across cortical layers, D2 receptors expression 
shows strong similarities with the cortical innervation pattern of the dopaminergic 
axons [55].

Considering a modulating role of the dopaminergic system in the development 
of the sensorimotor system, D3 receptor expressions show remarkable properties, as 
they show a transient expression in the somatosensory cortex. Unlike D1 receptors, 
D3 receptors are expressed almost exclusively in layer IV of S1, showing a pattern, 
which corresponds to the layer IV barrels [57]. D3 receptor expression, which be-
comes detectable at around postnatal day P4-5, reaches a peak in expression at P14 
and then declines again. This temporal expression profile of D3 receptors is very 
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different from those of other dopamine receptors of the D1 or D2 subfamilies. The 
similarity of the spatial and temporal profile of D3 receptor expression with the 
critical phase for barrel formation in S1 indicates a potential role in cortical matura-
tion also for dopamine.

Sensorimotor-Centric View of the Norepinephrinergic System

Norepinephrinergic Innervation of the Sensorimotor System

The largest density of norepinephrinergic (NE) neurons within the mammalian 
brain is located in the LC of pons. From three subparts of this region all cortical and 
subcortical parts of the sensorimotor system receive partially extensive noradrener-
gic innervation [58–60] (Fig. 11.2). The noradrenergic neurons of the dorsoventral 
extent of the LC give rise to ipsilateral projections into both sensorimotor associ-
ated cortical areas M1 and S1 [34, 59, 61]. The ventral subdivision of LC contains 
neurons that project, again mainly ispilaterally, into the VPM and VL in the thala-
mus [34, 59]. In the brainstem, somatosensory nucleus Pr5, and the facial motor 
nucleus Mo7 both receive divergent ipsi- and contralateral projections from a small 
number of noradrenergic neurons in the ventral margin of the LC (Fig. 11.2). The 
widespread innervation of the sensorimotor regions implies the potential relevance 
of NE modulatory role in vibrissal sensorimotor integration [34, 59].

The noradrenergic neurons of the LC begin to differentiate at E10 to E13 [62, 63] 
and by E17 the axonal projections of these neurons start to innervate the cortex [60, 
64] (Fig. 11.2). This early anatomical presence of noradrenergic projections enables 
this monoaminergic system to not only modulate ongoing network activity but also 
to influence neurodevelopment, including development of neurons in the cortex 
and even that of other monoaminergic systems, such as the serotonergic system [65, 
66]. After reaching the cortex in the vicinity of the cortical plate [67], noradrener-
gic axons gradually innervate all cortical layers during the following weeks. In the 
mature brain the intracortical distribution of the noradrenergic innervation of M1 
and S1 is nearly identical: the number of noradrenergic terminals is about twice as 
high in cortical layer I than in layers II/III and then progressively decreases towards 
the deep layer VI [41, 60, 64, 68] (Fig. 11.2). Since dopaminergic terminals in the 
sensorimotor cortical areas mainly occupy the deep layer VIb, the two types of 
monoamine innervations could be considered as displaying some complementarity. 
The functional implications of this monoaminergic innervation pattern for cortical 
development and modulation of cortical activity still needs to be investigated.

Norepinephrine Receptor Expression in the Sensorimotor System

Noradrenergic innervation of the cortex and other brain regions is important in reg-
ulating excitability of individual cells, synaptic transmission and network function. 
The corresponding receptors, α1-, α2- and β1-adrenoceptors, are widely distributed 
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in the brain. The effects of adrenoceptors are heterogeneous [69] and can be pre- as 
well as postsynaptic. Generally α2-adrenoceptors have been found to alter synaptic 
transmission [69], and activation of α1- and β-adrenoceptors depolarizes pyramidal 
neurons [70, 71] and alters action potential firing behavior [69, 70, 72].

The expression of α1 and α2-adrenoceptors shows regional specificity with par-
tially very dense expressions. In the cortical areas M1 and S1, as well as in the motor 
related nucleus of the brain stem α1A, α1B, α2A and α2C- adrenoceptors are being 
expressed [73]. In the cortical areas α1 A-adrenergic receptor mRNA expressed 

Fig. 11.2  Noradrenergic innervation of the rodent sensorimotor system. Upper panel: Simplified 
overview of major afferent and efferent pathways and structures of the sensorimotor system and 
the main origins and projections of the adrenergic system ( orange) targeting the sensorimotor 
system. The afferent projections and main processing structures of the lemniscal somatosensory 
pathway within the central nervous system are given in green, the efferent motor related projec-
tions in blue. Lower left panels: relative layer specific density of noradrenergic innervation of the 
primary somatosensory ( S1, green) and primary motor cortex ( M1, blue) in the mature rodent 
brain. The dark shaded area in layer IV of the S1 represents a barrel structure. Lower right panel: 
Ontogeny of noradrenergic innervation of the S1 ( green) and M1 ( blue), representing changes 
in the relative density of innervation between prenatal and adult state. Pr5 principal trigeminal 
nucleus in the brainstem; VPM ventroposteromedial nucleus of the thalamus; S1 BF barrel field of 
the primary somatosensory cortex; M1 BF barrel field associated primary motor cortex, VL ven-
trolateral nucleus of the thalamus; Mo7 facial motor nuclei of the brainstem; LC Locus coeruleus
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highest in the superficial layers II/III, moderate in the deeper layers V/VI and weak-
est in layer IV of S1, whereas α1B-adrenergic receptor expression is spatially more 
limited to the deeper layers V and VI. α2A receptors are expressed in all layers, 
but in the adult strongest in superficial layers I-III and deep layer VI [74]. In the 
thalamic VPM and VL nuclei α1A and α2A receptors are weakly or not expressed 
at all. Unlike for the cortex and Mo7, α2B adrenoceptors display strong expression 
in the thalamus [73, 75–77]. The most restricted set of adrenoceptors is found in 
the Pr5 of the brainstem, where only α2-adrenoceptors are expressed prominently 
[73]. Of the three types of β-adrenoceptor, in terms of expression level only the β1-
adrenoceptors seem to be of direct relevance for the sensorimotor system. In con-
trast to the regional specificity of α- adrenoceptors expression, β1-adrenoceptors are 
widely distributed over all sensorimotor system related brain regions at a relatively 
low expression level [78–80]. β1-adrenoceptors show no distinct regional specific-
ity, but layer specificity in adult M1 and S1 cortex, where the receptor expression is 
most abundant in layers II/III [80].

Similar to the expression patterns, the ontogeny of the different adrenoceptors 
is heterogeneous and depends on both receptor type and brain region. In rats dis-
tinct expression of α1-adrenoceptors in general starts at around birth [81, 82] and 
increases until expression reaches a peak after the 3rd postnatal week [83]. Subse-
quently, α1-adrenoceptor expression is reduced to moderate levels, which is typi-
cal for the adult brain. α2-adrenoceptors mRNA expression shows more sequential 
timelines of expression: whereas α2A-adrenoceptors are expressed prenatally in 
many brain regions, α2B and α2C-adrenoceptors are expressed only after birth [77, 
84, 85]. α2A-adrenoceptors are strongly expressed until P1 in sensorimotor related 
brainstem and thalamic nuclei [84] as well as in the cortex. Subsequently there is 
generally a reduction in mRNA expression, with the exception of the brainstem nu-
clei: after early postnatal reduction, expression is up-regulated again until it reaches 
a transient peak at around P7-P14 [84]. There also are several other brain regions 
which transiently express α2-adrenergic receptor mRNA, which is suggestive of 
specific roles of these receptors in brain development [74]. In contrast to α2A- adre-
noceptors, α2 C adrenoceptors appear in the early postnatal phase and α2B after the 
first postnatal week [74, 77, 85]. Similar to this, β1-adrenoceptor expression show 
a more postnatal development [86]. The receptor density increases sharply between 
postnatal days 10 and 21 and subsequently declines again after 6 weeks of age [87].

Sensorimotor-Centric View of the Serotonergic System

Serotonergic Innervation of the Sensorimotor System

The cerebral cortex is extensively innervated by serotonergic axons originating 
from a relatively small number of neurons located mainly in the median raphe nu-
clei (MRN) and the mesencephalic dorsal raphe nuclei (DRN) [88–90]. The DRN 
is of particular relevance for the sensorimotor system. DRN neurons give rise to 
the dense serotonergic projections into the motor and somatosensory areas [91, 92]. 
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In the mature brain projections from DRN neurons are region, layer and target cell 
specific [93] and depend on the subdivisions of the DRN in which they are located 
[94, 96].

Serotonergic neurons in the midline subdivision of the DRN densely project ipsi-
laterally into both S1 and M1 [94] (Fig. 11.3) whereas neurons of the lateral wing of 
the DRN were found to innervate Pr5 in the brainstem and VPM as well as VL in the 
thalamus. Furthermore, serotonergic axon collaterals of the lateral wing of the DRN 
target mainly contralaterally the facial motor nuclei (Mo7) in the brainstem [94]. 

Fig. 11.3  Serotonergic innervation of the rodent sensorimotor system. Upper panel: Simplified 
overview of major afferent and efferent pathways and structures of the sensorimotor system and 
the main origins and projections of the serotonergic system ( dark blue) targeting the sensorimotor 
system. The afferent projections and main processing structures of the lemniscal somatosensory 
pathway within the central nervous system are given in green, the efferent motor related projec-
tions in blue. Lower left panels: Relative layer specific density of serotonergic innervation of the 
primary somatosensory ( S1, green) and primary motor cortex ( M1, blue) in the mature rodent 
brain. The dark shaded area in layer IV of the S1 represents a barrel structure. Lower right panel: 
Ontogeny of serotonergic innervation of the S1 ( green) and M1 ( blue), representing changes in the 
relative density of innervation between prenatal and adult state. Pr5 principal trigeminal nucleus 
in the brainstem; VPM ventroposteromedial nucleus of the thalamus; S1 BF barrel field of the pri-
mary somatosensory cortex; M1 BF barrel field associated primary motor cortex, VL ventrolateral 
nucleus of the thalamus; Mo7 facial motor nuclei of the brainstem; DR dorsal raphe nucleus
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The divergence of the axonal projections of DRN neurons implies subdivision spe-
cific functional roles of 5-HT modulation [33, 95]: The projections of DRN neurons 
of the lateral wing into the sensorimotor brainstem nuclei suggest a role of 5-HT in 
modulating the integration of somatosensory and motor functions at the medullary 
and thalamic level. The projections of DRN neurons in the midline division of the 
DRN suggest a modulating role in signal processing and signal propagation within 
and across the cortical sensorimotor networks.

Whereas the different subdivision specific projections in the mature brain imply 
different modulatory functions of 5-HT in the sensorimotor system, the ontogeny of 
the serotonergic system indicates that 5-HT also plays a role during brain develop-
ment and maturation. In the mature brain the distribution of serotonergic fibers in 
the cortex is relatively uniform across the different layers [96] (Fig. 11.3), however 
during brain development the innervation pattern and number of collaterals undergo 
partially transient, partially progressive changes.

In rodents, at around embryonic day (E) 11–15, serotonergic neurons start to be 
generated in the raphe nuclei [31, 62, 96], and they subsequently grow projections 
into the various brain regions. Similar to the noradrenergic system, when reaching 
the cortex, serotonergic axons enter in the vicinity of the cortical plate [96]. From 
there, during corticogenesis, serotonergic axon collaterals grow into all layers of the 
developing cortex following the inside-out sequence. Consequently, the serotoner-
gic innervation parallels the development of intracortical neural connectivity [97]. 
After birth, the density of serotonergic axon arborisation in the cortex and number 
of synapse onto cortical neurons increases continuously, until by the end of the 3 rd 
week the distribution pattern of innervation becomes characteristic for the mature 
cortex (Fig. 11.3). Whereas during development in M1 the distribution pattern of se-
rotonergic axons remains relatively uniform across the different layers, S1 displays 
a transient, layer specific 5-HT hyperinnervation [97–99] (Fig. 11.3). In the early 
stages of postnatal development of rats the serotonergic axons form dense clusters 
in S1 layer IV, which correspond to the barrel structures. After reaching a peak at 
around P7, by the end of the second postnatal week the density of the serotonergic 
axons gets distinctively reduced, while throughout the cerebral cortex the progres-
sive increase in density of the serotonergic innervation becomes more and more 
apparent. This transient region and layer specific hyperinnervation by serotonergic 
neurons of the DRN, which coincides with the critical period of cortical network 
formation in S1, already indicates that within the sensorimotor system 5-HT is of 
particular importance for the development and maturation of the somatosensory 
system.

Serotonin Receptor Expression in the Sensorimotor System

The 5-HT receptor family consists of at least 15 receptor subtypes [100]. How-
ever, of particular interest for the sensorimotor system are postsynaptic 5-HT1A, 
5-HT1B, 5-HT2A and 5-HT3 receptors.
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5-HT1A receptors can be found as auto- and heteroreceptors. As autoreceptors 
they are typically expressed on cell bodies of DRN, where they mediate a reduction 
in the firing rate [101–104] associated with a reduction of 5-HT release.

As heteroreceptors they can induce presynaptic inhibition in intracortical glu-
tamatergic terminals [105, 106] and modulate neuronal firing by increasing potas-
sium conductance [107, 108]. Heteroreceptors are expressed in pyramidal neurons 
and interneurons mainly of the deeper layers V to VI of S1 and M1 [109–114]. In 
the sensorimotor related brainstem nuclei and the thalamus only low expression 
levels have been reported [109, 112]. Similar to 5-HT1A receptors, also 5-HT1B re-
ceptors can act as both auto- and heteroreceptors. Autoreceptors can mediate a 5-HT 
inhibition of 5-HT release in various territories of 5-HT innervation [101, 104, 115]. 
As heteroreceptors, they induce presynaptic inhibition of neurotransmitter release, 
including acetylcholine [116, 117], glutamate [118], and GABA [119]. Both, auto-
receptors as well as heteroreceptors in the adult brain are mainly expressed at axon 
preterminals [103]. In the mature rat sensorimotor system 5-HT1B heteroreceptors 
are expressed with moderate density in the deeper layers IV to VI of S1 and M1 
whereas at this age these heteroreceptors are almost absent within sensorimotor 
related nuclei of the thalamus and the brain stem [112]. However, in young rats 
(P8) 5HT1A heteroreceptors are also densely expressed in layer IV of S1. These 
receptors are not expressed in cortical neurons but on the terminals of thalamocorti-
cal axons originating from neurons in the VPM [120, 121]. The ontogeny of this 
particular transient expression is described in detail below.

5HT1 receptors in general start to be expressed in S1 and M1 after the first post-
natal week and reach mature expression density after 3 weeks [122]. However, on 
layer specific level the changes are more complex: in both cortical areas in the 1st 
postnatal week 5-HT1 receptors are almost uniformly expressed across the cortical 
layers. Subsequently, the relative expression density in the middle layers (layer IV 
in S1, lower layer III in M1) decreases whereas the relative expression in layer V in-
creases, creating a more bi-laminar distribution pattern with the prevalence of layer V 
expression typical for the adult cortex [122]. The reduction of general 5-HT1 expres-
sion density in S1 layer IV might be explained with a dramatic change in 5-HT1B 
receptor expression: 5-HT1B receptors are transiently expressed by thalamocortical 
projection most densely into S1 layer IV. However the expression of these 5-HT1B 
heteroreceptors disappears after the second week of life [120, 121, 123, 124].

In respect to the transient expression profile of 5-HT1B in S1 one also has to 
consider the transient co-expression of the 5-HT specific transporter (SERT; [120, 
125, 126]). The level of extracellular 5-HT is tightly controlled by SERT activity. At 
mid-gestation (E11 in mice) expression of the SERT gene begins in the 5-HT neu-
rons of the raphe nuclei, but expression soon transiently extends to non-serotonergic 
neurons, including the principal projection neurons of the VPM most extensively 
targeting S1 layer IV. The SERT expression in glutamatergic VPM axon termi-
nals ends rapidly during the 2nd post-natal week, coinciding with the changes in 
5-HT1B receptor expression and with the critical phase of maturation of S1 [27, 83, 
127]. The timing of this transient co-expression of SERT and 5-HT1B receptor in-
dicates the important role of 5-HT level regulation and 5-HT2B receptor activation 
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on glutamate release at thalamocortical synapses in layer IV of the developing S1 
[120, 125–128].

Activation of 5-HT2A receptors has been shown to induce depolarization and a 
reduced potassium conductance [129, 130]. In juvenile and adult S1 and M1 these 
receptors are expressed most prominently in individual deeper layer cortical py-
ramidal and interneurons [111, 112, 114, 131–133] and, more widespread but less 
densely, in cells of S1 layer IV [111]. The morphology of the neurons that express 
5-HT2 receptors indicates a prevalence of non-pyramidal GABAergic cells [111, 
134, 135]. Compared to the cortical areas, expression in sensorimotor related tha-
lamic and brainstem nuclei is generally absent or at best weak only [111–113, 136, 
137]. 5-HT2A expression in the sensorimotor related cortical areas of rats starts 
in the early postnatal phase at around P0–7. In the second postnatal week the den-
sity of receptor expression generally increases until it develops a transient hyper-
expression at around P14-20 [138]. Thereafter, as for the expression of other types 
of 5-HT receptor, 5-HT2A receptor density drops until after 1 month one finds the 
mature expression pattern and density, which is sparse in the adult sensorimotor 
cortex areas [111, 113, 135, 138].

Ligand gated 5-HT3 ion-channels are particularly important for neuromodula-
tion along the sensorimotor circuits [100]. In S1 and M1 they are expressed on 
subpopulations of cortical GABAergic interneurons, mainly in superficial layers 
I- III but also in deeper layer V [139]. In these interneurons they are thought to 
induce fast excitation [107, 140] by which they can mediate inhibition of pyramidal 
neuron activity. Furthermore, 5-HT3 receptors are very densely expressed in both 
the somatosensory and motor related brainstem nucleus Sp5 and Mo7 [140–144]. 
In the thalamus 5-HT3 receptor expression is, if detectable at all, generally very 
low [145, 146].

Information about the ontogeny of 5-HT3 receptor expression is relatively 
sparse, but the temporal profile of mRNA expression in various brain regions indi-
cates that 5-HT3 is an early manifestation of the serotonergic phenotype [147, 148]. 
Transcripts of mRNA are detectable in the subventricular zone as early as at E14.5. 
From this zone, neurons migrate to the cortical plate, where the respective mRNA 
transcripts are detectable at E16.5. At birth, mRNA is present in the superficial 
cortical layers. The early developmental onset and spatiotemporal profile of 5-HT3 
receptor transcription supports the notion that 5-HT3 might play a role in prolifera-
tion, differentiation and migration of neurons in the central nervous system [148].

Sensorimotor Circuit (Mal)Formations After Targeted 
Manipulation of Neuromodulation During Development—
the Case for Serotonin

Studies on the neuroanatomical consequences of early-life perturbations of mono-
aminergic systems have been primarily concentrated on 5-HT which allows a com-
prehensive overview about the link between the development and function of the 
rodent serotonergic system and the sensorimotor system.
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Anatomical Changes in Sensorimotor Pathways 
and Local Networks

The 5-HT is the first monoaminergic system to develop in the brain. At mid-gesta-
tion (E11 in mice) expression of the SERT gene begins in the 5-HT neurons of the 
raphe nuclei, but expression soon extends to non-serotonergic neurons, including 
the principal projection neurons of the sensory systems (thalamus, retina, somato-
sensory cortex), the corticolimbic pathways (hippocampus (E14–E15), and the pre-
frontal/cingulate cortex (P0). SERT expression in non-serotonergic neurons ends 
rapidly during the second post-natal week, coinciding with the maturation of the 
barrel cortex [149]. This strongly suggests that 5-HT has a modulatory role in the 
development of the barrel cortex. The serotonergic innervation of the barrel cortex 
is provided by the DRN, as electrical stimulation of area enhanced the responsive-
ness of barrel cortex neurons to principal whisker deflection [150]. Further evidence 
for a modulatory role of 5-HT is provided by the finding that neonatal depletion of 
5-HT with selective neurotoxins cause a delay in the formation of the barrel field 
[151], and isocaloric malnutrition (decreasing serotonin levels by 50 %) delayed 
the development of barrels with two days [152]. A delay in the formation of the 
barrel cortex is also seen when 5-HT levels are increased during the first postnatal 
week, either through knockout (KO) of SERT (decreased removal of 5-HT from 
the synaptic cleft) or MAOA (decreased 5-HT breakdown). Both types of KO in 
mice lead to a lack of barrels due to disrupted clustering and segregation of the 
thalamocortical fibers [153–156]. In SERT KO rats, however, barrels are smaller 
in size but are clearly visible [157]. When glucose utilization was measured in the 
barrel cortex, SERT KO mice showed a decrease in glucose utilization in the bar-
rel cortex, as measured by 2-deoxy[14 C]glucose uptake during unilateral whis-
ker stimulation in awake mice. Hence, also in SERT KO mice the barrels are not 
completely lost as the anatomical studies suggested. This effect in SERT KO mice 
was restored by lowering 5-HT levels using the selective tryptophan hydroxylase 
inhibitor p-chlorophenylalanine at P0 and P1 [158]. Furthermore, it was shown us-
ing [14 C]-iodoantipyrine mapping that fear conditioning, a process during which 
the animals learn an association between environmental stimuli and foot shocks, 
reduced regional blood flow in the somatosensory cortex in SERT KO mice. This 
is also indicative for reduced somatosensory function in mice characterized by high 
developmental 5-HT levels [159].

Whereas MAOA is not selective for 5-HT reuptake, and increases 5-HT, DA and 
NE levels, it was found that pharmacological inhibition of 5-HT synthesis, but not 
catecholamine synthesis, restored the normal barrel patterns in MAOA knockout 
mice [160]. Furthermore, double KO of MAOA and VMAT2 (the transporter re-
sponsible for the packaging of neurotransmitter in vesicles), resulted in a selective 
increase in 5-HT levels but profoundly reduced DA and NE levels. In addition, the 
MAOA/Vmat2 double KO was associated with a failure of thalamocortical axons 
and granular neurons to form barrels, like in single MAOA knockout mice [161]. 
Chen and coworkers [162] were able to rescue the barrel less phenotypes using fore-
brain-specific MAOA transgenic mice. These animals carried the human MAOA 



25911 Impact of Monoaminergic Neuromodulators on the Development …

transgene, and exhibited lower levels of 5-HT, NE and DA in the forebrain com-
pared to MAOA KO mice. Another study employed clorgyline, a MAOA inhibitor 
also increasing 5-HT levels. Clorgyline treatment from P0 to P7 disrupted the for-
mation of barrels of mice. Most severe effects were obtained during treatment at P0 
to P4, suggesting this period as most sensitive to the developmental effects of 5-HT 
[163]. In line, Kesterson and coworkers [164] showed that clorgyline treatment 
from P0 to P6 delayed the organization of the thalamocortical afferents. In another 
study employing clorgyline treatment at P0 to P6 it was found that the percentage 
of posteromedial barrel subfield (PMBSF) in the barrel cortex was significantly in-
creased compared to control treatment in a dose dependent manner, and as a result 
barrels were completely fused [165]. This fusion of barrels matches well with the 
barrel pattern observed in SERT KO rats [157]. MAOA KO not only affects barrel 
cortex formation, but also cortico-cortical innervation, as was elucidated by visu-
alization of zinc-containing axon terminals, which are known to originate from the 
somatosensory cortex. In MAOA KO mice the zinc staining did not reveal signs of 
barrel compartmentalization. Yet, the laminar pattern of zinc staining in the somato-
sensory cortex matured faster in MAOA KO (P8) than in wild-type (P12) rats [166].

5-HT exerts its neurotrophic actions through 5-HT receptors and their down-
stream signaling pathways. Almost all 5-HT receptors have been, in one way or 
another, implicated in the developmental functions of 5-HT, which include control 
of proliferation, migration, cell death, and synaptogenesis [27]. For instance, the 
growth of thalamocortical neurons is under the control of the serotonin receptor 1B 
(5HT1B; [156] and SERT [167], which are both transiently expressed in the somato-
sensory (barrel) during early postnatal life [168]). Activation of the 5HT1B recep-
tor leads to a depression of the presynaptic release of glutamate, which on its turn 
leads to a decrease in the synchronization of the coordination of axon and dendrite 
development (see also section III-ii). The 5-HT1B receptor does so by modulating 
cAMP production. Downstream protein kinase A (PKA)-mediated signals are in-
volved in the response of axons to attractive guidance factors, such as netrins [169], 
or to repellent molecules, such as ephrins [170]. In primary cultures of thalamocorti-
cal neurons it was found that 5-HT increased neurite outgrowth, and that these ef-
fects were mimicked by a 5-HT1B receptor agonist [171]. Furthermore, single axon 
reconstructions of the thalamocortical neurons revealed that the 5-HT1B receptor 
influenced the production and retraction of collateral axon branches on thalamic 
axons [167]. In nutritionally restricted rats with delayed development of thalamo-
cortical fibers SERT immunoreactivity was decreased, and 5-HT1B receptor avail-
ability increased [172]. The effect of MAOA and SERT may also be mediated via 
the 5-HT1B receptor, since simultaneous MAOA and 5-HT1B receptor, as well as 
SERT and 5-HT1B receptor, knockout rescued the barrelless phenotype as observed 
in the single MAOA and 5-HT1B knockout mice [156, 167]. Because 5-HT1B bind-
ing in the barrel cortex is evident between P4 and P16, it may be that 5-HT1B recep-
tors regulate peripherally-induced activity of thalamocortical axons [168].

Besides the involvement of the 5-HT1B receptors, the 5-HT3 receptor, an ion 
channel, may be involved in the development of thalamocortical fibers as well. It 
has been shown that in utero increases in 5-HT through SSRI (selective serotonin 
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reuptake inhibitor) treatment decreased the dendritic complexity of cortical layer 
2/3 neurons, an effect that could be prevented by 5-HT3 receptor antagonism and 
5-HT3 knockout in mice [173]. 5-HT3 receptors are located at Cajal-Retzius neu-
rons in cortical layer 1 and there can trigger the release of the glycoprotein reelin, 
which mediates the outgrowth of neurons. Finally, 5-HT may exert its effects trough 
the BDNF (brain-derived neurotrophic factor) system, since double MAOA and 
TrkB (BDNF receptor) KO mice exhibited more severe barrel cortex phenotypes 
than single MAOA knockout mice [174].

Sensory Information Encoding During (or in the Absence of) 
Monoaminergic Neuromodulation

Besides that 5-HT influences the neuroanatomy of the barrel cortex, the monoamine 
also affects the physiological properties of the barrel cortex. It has been shown that 
in thalamocortical slices of P5-P9 mice 5-HT reduces monosynaptic EPSCs evoked 
by low frequency internal capsule stimulation and relieves the short-term depression 
of EPSCs evoked by high-frequency stimulation. Furthermore, 5-HT was found to 
reduce the presynaptic release of glutamate, based on the observation that 5-HT 
similarly reduced the AMPA-kainate and NMDA components and the paired pulse 
depression of thalamocortical EPSCs. These effects were mediated by the 5-HT1B 
receptor, because these effects of 5-HT could be mimicked by a 5-HT1B agonist. 
Furthermore, 5-HT had no effect in 5-HT1B KO mice. These data show that in the 
developing barrel cortex the 5-HT1B exerts activity-dependent regulation of thala-
mocortical EPSCs [123]. The role of 5-HT in the functioning of the barrel cortex 
has been further examined using visual deprivation, which is based on the concept 
that adaption to sensory deprivation in one modality (e.g., visual cortex) increases 
plasticity and retuning neuronal circuits in other remaining modalities. It was found 
that visual deprivation led to increases in extracellular 5-HT levels in the barrel 
cortex. Thereby, 5-HT facilitated the delivery of the AMPA receptor subunit GluA1 
into layer 4 − 2/3 synapses. This resulted in synaptic strengthening and a sharpening 
of the functional whisker-barrel map; the relative response of surrounding whiskers 
to the response evoked by stimulation of the principal whiskers was lower in rats 
exposed to visual deprivation than in control rats.

Behavioral Consequences of Arrested Sensorimotor 
Circuit Development

At the behavioral level SERT KO mice show decreased whisker function, as mea-
sured in the gap-crossing task. In this task the animals have to cross a gap be-
tween two platforms, and use their whiskers to sense the platform across the gap 
[159]. SERT KO mice and rats also show exploratory changes in the open field and 
reduced social interactions, including decreased play and aggression [175–177], 
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which may be related to reduced whisker function as well. MAOA KO mice also 
show altered exploratory behavior, and this could be rescued by controlling 5-HT 
levels during early postnatal life [156]. Since MAOA KO leads to a barrelless phe-
notype, this finding implies that there is a direct relationship between exploratory 
behavior, whisker function and neuroanatomical features of the barrel cortex.

Outlook: Role of Sensorimotor Circuit Deficits 
in Brain Disorders

Serotonin

Monoaminergic changes during early life development do not only experimentally 
reveal the mechanisms of cortical development, but can also lead to symptoms of 
brain disorders. SSRIs are among the most frequently prescribed drugs for the treat-
ment of depression and anxiety-related disorders. SERT inhibition by SSRIs leads 
to an accumulation of 5-HT in the extracellular space. Because SSRIs have proven 
to be safe in adults, SSRIs are the drugs of choice for treating depressed pregnant 
and postpartum women [178]. Yet, as most SSRIs reach the fetus via the placenta 
[179] and are detectable in breast milk and breast-fed infants [180], a significant 
number of unborn and newborn children are exposed to SSRIs during critical phas-
es of neurodevelopment. Amongst others, perinatal administration of SSRIs is as-
sociated with blunted somatosensory responses in children [181], which may point 
towards functional changes in the somatosensory cortex. Furthermore, it has been 
demonstrated that prenatal exposure to SSRIs leads a decrease in head circumfer-
ence of unborns [182]—which is possibly indicative for decreased development 
- and autism-like symptoms in children, particularly in those that were exposed to 
SSRIs during the first trimester of pregnancy [183]. Since autism is associated with 
distortions in sensory information processing [184], prenatal SSRI exposure in hu-
mans may affect the development of the somatosensory cortex.

Rodent studies revealed more detailed effects of prenatal SSRI exposure on de-
velopment of the somatosensory cortex. For instance, chronic paroxetine treatment 
in rat pups at P0 to P8 resulted in partial disruption of the organization of thalamo-
cortical fibers in barrel fields [185]. Furthermore, Lee [186] showed that SSRI treat-
ment at P0 to P6 in rats lead to sensorimotor learning deficits in the gap-crossing 
test. This was associated with thinned out terminal clusters of TCAs in layer IV 
barrels and altered dendritic organization of the spiny stellate neurons, the domi-
nant population of excitatory neurons in the barrels. Strikingly, these behavioral and 
structural alterations may resemble those seen in SERT KO rats [127]. Furthermore, 
prenatal SSRI exposure and SERT KO are both associated with decreased social 
interactions [177, 187–190], which thus link to the finding in humans that prena-
tal SSRI exposure leads to autism-related symptoms [183]. In other words, there 
is emerging evidence that both prenatal or early postnatal SSRI treatment (in ro-
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dents corresponding to the last trimester of pregnancy) lead to neurodevelopmental 
changes that point towards autism-like behavioral outcomes [191]. Since autism is 
characterized by hyperserotoneamia [192], increased 5-HT immunoreactive axons 
[193] and alterations in SERT binding [194], and animal models of autism show 
changes in the outgrowth of serotonergic neurons as well as alterations in SERT 
function [195], it is tempting to speculate that early life increases in 5-HT lev-
els sets up the development of the somatosensory cortices and other brain circuits 
that are manifested as autism-like symptoms. However, more research is needed to 
evaluate whether the effects of prenatal SSRI exposure, SERT KO and autism on 
development of the somatosensory cortex are similar. For instance, whereas SERT 
KO rodents model the human SERT polymorphism (5-HTTLPR; [196]), evidence 
for an association between the 5-HTTLPR and autism is weak [197]. Furthermore, 
desensitization of the 5-HT1A receptor is found in SERT KO rodents [198], but 
not in mice treated with SSRIs as neonates [199], whereas the 5-HT1A receptor is 
hypersensitive in the SERT Ala56 mutant mouse model for autism [195]. To what 
extent there are similarities between SERT KO and prenatal SSRI exposure in rats 
regarding barrel cortex function and structure is currently under investigation.

Dopamine

Parkinson’s disease (PD) is a neurodegenerative disorder that is characterized by 
asymmetric onset of resting tremor, rigidity, and bradykinesia in the limbs followed 
by postural instability. Other clinical manifestations, include sensory symptoms (eg, 
pain and tingling), hyposmia, sleep alterations, depression and anxiety, and abnor-
mal executive, working memory-related functions [200]. The hallmark of PD pa-
thology is the loss of the dopaminergic neurons in the SN and their terminals in the 
striatum, which results in striatal dopamine deficiency [201]. It has been estimated 
that classical PD symptoms appear when 80 % of striatal dopamine and 50 % of the 
nigra compacta cells have been lost. Since sensorimotor dysfunction is considered 
to mark the initial stages of PD, reduced dopamine input to cortical and subcortical 
brain structures, particularly those in the sensorimotor network, has been proposed 
as one of the hallmarks of Parkinson’s disease (PD). Of interest therefore is the 
recent observation that PD patients show structural and functional deficits in sen-
sorimotor connections. Specifically, using diffusion-weighted magnetic resonance 
imaging and resting-state functional MRI, cortical-subcortical connections of the 
sensorimotor cortex with the putamen and thalamus were found to be reduced com-
pared with associative and limbic connections to these regions [202]. These obser-
vations strengthen the general idea that reduced dopamine contribute to sensorimo-
tor dysfunction in PD patients.

Attention-deficit/hyperactivity disorder (ADHD) is another neurodevelopmental 
disorder that is common in children and is characterized by developmentally inap-
propriate, persistent and impairing levels of inattention, impulsiveness and hyper-
activity. The most prominent theory for ADHD’s neurological mechanism is the 
DA hypothesis. It is based on the malfunctioning or decreased functioning of the 
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D4 and D2 receptors and DAT, causing abnormally low levels of DA in the brain 
[203]. Current treatments are geared towards increasing DA levels by means of 
psychostimulants, which exerts short-term therapeutic effects. Beside hypereactiv-
ity and inattention, ADHD is also associated with sensorimotor deficits and altered 
neural processing of somatosensory stimuli, including impaired discrimination of 
light touch and temperature, weakened intensity processing and atypical pain pro-
cessing [204–206]. Of interest, a recent study showed increased thickness in the pri-
mary somatosensory cortex (SI) in adults but not in adolescents of ADHD patients, 
suggesting that sensorimotor brain regions are altered in ADHD [207]. Whether the 
structural changes in the sensory cortex are directly related to the impaired motor 
and somatosensory function in these individuals and whether they are caused by 
altered dopamine levels during development has further to be investigated.
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