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 In order to multiply, all cells must go through a series of highly regulated and ordered 
events in order to complete a cell division cycle, or cell cycle. Understanding the dynamic 
interaction of small molecules, genes, and proteins that facilitate such a sophisticated bio-
logical process remains a challenging scientifi c problem. Oscillatory networks underlie the 
cycle of cell division, a process that in addition to driving both reproduction and the devel-
opment of living systems also facilitates proliferative diseases and cancer. In  Cell Cycle 
Oscillators , expert researchers discuss recent progress in the fi eld from both holistic and 
reductionist perspectives. Moreover, they provide the latest developments in molecular 
biology techniques, biochemistry, and computational analysis used for studying oscillatory 
networks. Written in the highly successful Methods in Molecular Biology series format, 
chapters include introductions to their respective topics, lists of the necessary materials and 
reagents, step-by-step, readily reproducible laboratory protocols, and key tips on trouble-
shooting and avoiding known pitfalls. We hope you will agree that this book brings together 
a unique collection of protocols that cover standard, as well as novel and more specialized, 
techniques. Because of this range, the protocols will be useful for those new to the fi eld as 
well as the more experienced scientist. Importantly, we hope these techniques will be used 
to gain further insight into the complex and incompletely understood processes that are 
involved in the cell cycle and its regulation by oscillatory networks. Lastly, we would also 
like to thank all the authors for their excellent contributions, John Walker for his expert 
advice and assistance, and Springer Press for all their efforts.  

  Oxford, UK     Amanda     S.     Coutts    
 London, UK      Louise     Weston     
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Amanda S. Coutts and Louise Weston (eds.), Cell Cycle Oscillators: Methods and Protocols, Methods in Molecular Biology, 
vol. 1342, DOI 10.1007/978-1-4939-2957-3_1, © Springer Science+Business Media New York 2016

    Chapter 1   

 Cell Cycle Control: A System of Interlinking Oscillators 

           Randy     Y.  C.     Poon    

    Abstract 

   The cell cycle is the sequence of events through which a cell duplicates its genome, grows, and divides. Key 
cell cycle transitions are driven by oscillators comprising cyclin-dependent kinases and other kinases. 
Different cell cycle oscillators are inextricably linked to ensure orderly activation of oscillators. A recurring 
theme in their regulation is the abundance of auto-amplifying loops that ensure switch-like and unidirec-
tional cell cycle transitions. The periodicity of many cell cycle oscillators is choreographed by inherent 
mechanisms that promote automatic inactivation, often involving dephosphorylation and ubiquitin- 
mediated protein degradation. These inhibitory signals are subsequently suppressed to enable the next cell 
cycle to occur. Although the activation and inactivation of cell cycle oscillators are in essence autonomous 
during the unperturbed cell cycle, a number of checkpoint mechanisms are able to halt the cell cycle until 
defects are addressed. Together, these mechanisms orchestrate orderly progression of the cell cycle to pro-
duce more cells and to safeguard genome integrity.  

  Key words     APC/C  ,   Cell division  ,   Cell growth  ,   Checkpoints  ,   Cyclin-dependent kinases  ,   Cyclin  , 
  DNA replication  ,   Mitosis  ,   Phosphorylation  ,   pRb  ,   Proteolysis  ,   Ubiquitin-mediated degradation  

1      Introduction 

 The cell cycle is the sequence of events through which a cell dupli-
cates its genome, grows, and divides into two daughter cells. It 
encompasses one of the most fundamental properties of life. 

 The cell cycle is divided into four phases (Fig.  1 ). After cell 
division, daughter cells undergo a period of growth (G 1 ) when cel-
lular macromolecules including proteins, RNA, and membranes 
are synthesized. G 1  is followed by a period of DNA synthesis (S). 
After another period of growth (G 2 ), cells undergo mitosis (M), 
during which the DNA is divided equally into two daughter cells, 
cumulating in cytokinesis. Most nondividing cells exit the cell cycle 
at G 1  into quiescence (G 0 ).

   Progress in the past several decades has revealed that the eukary-
otic cell cycle is driven by an evolutionarily conserved engine com-
posed of a family of protein kinases called cyclin-dependent kinases 
(CDKs). Although the orderly progression of the cell cycle depends 



4

on a number of factors, the sequential switching on and off of dif-
ferent CDKs to promote different stages of the cell cycle remains a 
good approximation (Fig.  1 ). Accordingly, the activities of CDKs 
are stringently regulated by mechanisms including protein–protein 
interaction, phosphorylation, and ubiquitin-mediated proteolysis. 

 This review summarizes the fundamental concepts of cell cycle 
oscillators. Although the basic mechanisms of cell cycle control are 
conserved in all eukaryotic cells, details such as the complexity of 
protein families involved and checkpoint regulation do vary between 
organisms and between embryonic and somatic cells. Here the 
emphasis is placed on the somatic cell cycle of mammalian cells. 

   The cell cycle is steered by successive waves of cell cycle oscillators. 
Myriad mechanisms are developed to ensure that cell cycle  regulators 
are turned on and off a timely fashion and in proper order. These 
oscillators are characterized by several features, including (a) an 
activating mechanism; (b) an auto-amplifying loop to ensure switch-
like cell cycle transitions; an additional kick-starting mechanism 
may also be involved; (c) an auto-inactivating mechanism that auto-
matically turns off the oscillator; (d) a mechanism to prevent the 

1.1  Anatomy 
of a Cell Cycle 
Oscillator

CDK4/6

Cyclin D

CDK2

Cyclin E

CDK2

Cyclin A

CDK1

Cyclin A

CDK1

Cyclin B

G1

G2

S

M G0

R

  Fig. 1    The cell cycle and cyclin–CDK complexes. The cell cycle is divided into four 
phases: Gap 1 (G 1 ), DNA synthesis (S), Gap 2 (G 2 ), and mitosis (M). Most nondivid-
ing mammalian cells exit the cell cycle at G 1  into a quiescent state (G 0 ). After 
passing the restriction point (R), a cell is committed to another round of cell cycle 
and becomes independent of proliferation stimulants. The cyclin–CDK complexes 
involved in different periods of the cell cycle are shown       
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reactivation of the oscillator during the same cell cycle; and a way to 
remove this inhibitory signal during the next cell cycle; and (e) a 
stimulator of the next oscillator in the cell cycle (Fig.  2 ). Not all of 
these features are present in every cell cycle oscillator. Emphasis is 
placed in the subsequent sections to identify these components in 
each cell cycle oscillator.

      Once passed the restriction point, the cell cycle can be viewed as a 
succession of autonomous oscillators ( see  Subheading  2 ). However, 
the free running of the cell cycle engine is restrained by surveil-
lance mechanisms termed checkpoints. By temporarily halting the 
cell cycle, checkpoints ensure that each stage of the cell cycle is 
completed before the next stage is initiated. 

 In general, checkpoints include a sensor that monitors cell 
cycle defects, a transducer that transmits and amplifi es the signal, 
and an   effector that stop the cell cycle. Several major checkpoints, 
including those that monitor proper spindle assembly, completion 
of DNA replication, and DNA damage are discussed here.   

2      Entering the Cell Cycle and G 1 –S 

 Whether a cell stays in the cell cycle depends on the integration of 
extracellular signals from cell surface receptors responding to mito-
genic growth factors and growth inhibitory factors. This decision 

1.2  Checkpoints: 
Putting a Break on Cell 
Cycle Oscillators
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  Fig. 2    Cell cycle oscillators. Due to the periodic nature of the cell cycle, activating 
mechanism of a cell cycle oscillator is followed by an inactivating one. The latter 
then has to be suppressed to enable a subsequent cell cycle. Several features are 
frequently found in cell cycle oscillators, including ( a ) an activating mechanism; 
( b ) an auto-amplifying and a kick-starting mechanism; ( c ) an auto- inactivating 
mechanism; ( d ) a mechanism to prevent the reactivation of the oscillator during 
the same cell cycle; and a way to remove this inhibitory signal during the next cell 
cycle; as well as ( e ) a stimulator of the next oscillator in the cell cycle ( blue )       
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is made at a transition toward the end of G 1  called the restriction 
point (R). Cells exit the cell cycle into G 0  if insuffi cient mitogenic 
signals are present to overcome the restriction point. After passing 
the restriction point, a cell is committed to another round of cell 
cycle and becomes independent of external stimuli. Mechanistically, 
the restriction point involves phosphorylation of the retinoblas-
toma gene product pRb by G 1  cyclin–CDK complexes (Fig.  3 ). 
After DNA damage, the G 1 –S cell cycle engine is suppressed by the 
G 1  DNA damage checkpoint.

     Transcription of D-type cyclins (D1, D2, and D3) increases when 
quiescent cells are stimulated with growth factors. The strong 
dependence of cyclin D expression on extracellular mitogenic cues, 
coupling to the relatively short half-live of the protein (~30 min), 
enables cyclin D to act as an effective mitogenic sensor that con-
veys extracellular signals to the cell cycle. 

 The promoters of D-type cyclins are under the control of mul-
tiple cell surface receptors and signaling pathways [ 1 ]. For exam-
ple, activation of RAS–RAF–MEK–ERK signaling cascade, either 

2.1  Cyclin D 
as a Mitogenic Sensor 
for the Cell Cycle
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  Fig. 3    Regulation of G 1 –S. Both the transcription and stability of cyclin D increase when quiescent cells are 
stimulated to enter the cell cycle by extracellular growth signals. Hyperphosphorylation of pRb by cyclin D–
CDK4/6 releases pRb from E2F, allowing E2F to activate transcription. Increased E2F-dependent transcription 
enables cells to pass through the restriction point (R). Among other genes, E2F increases the expression of 
cyclin E and cyclin A, which activates CDK2 and further boosts the phosphorylation of pRb in a positive feed-
back loop. Sequestering of p21  CIP1 / WAF1   and p27  KIP1   by cyclin D–CDK4/6 further increases the activity of cyclin 
E–CDK2. Cyclin E–CDK2 also reduces p27  KIP1   by targeting it to SCF SKP2 -dependent degradation. Resetting pRb 
to a hypophosphorylated state is carried out by PP1 at the end of mitosis       
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in response to soluble growth factors binding to cell surface tyro-
sine kinase receptors or extracellular matrix (ECM) binding to 
integrins, activates the transcription of cyclin D1. This is mediated 
by the downstream transcription factors AP-1 (including members 
of the FOS, JUN, and ATF families) of the RAS signaling pathway. 
In addition, RAS also activates AKT/PKB through phosphoinosit-
ide 3-kinase (PI3K). AKT/PKB then phosphorylates and inacti-
vates GSK-3β, thereby preventing β-catenin from degradation; the 
accumulated β-catenin then recruits the TCF/LEF family of tran-
scription factors to activate cyclin D1 transcription. In this connec-
tion, activation of β-catenin by the canonical Wnt signaling pathway 
also increases the transcription of cyclin D1. As degradation of 
cyclin D1 involves phosphorylation by GSK-3β (at residue threo-
nine (Thr) 286, generating a phosphodegron that is recognized by 
the ubiquitin ligase SCF FBX4 ), inhibition of GSK-3β by AKT/PKB 
also has an additional effect of stabilizing cyclin D1 protein [ 2 ].  

    Once cyclin D is synthesized, it binds and activates two cyclin- 
dependent kinases, CDK4 and CDK6. The cyclin D–CDK4/6 
complexes then phosphorylate the retinoblastoma gene product 
pRb (and the related p107 and p130) [ 3 ]. 

 One of the key functions of pRb (and related proteins) before 
it is phosphorylated by cyclin D–CDK4/6 (hypophosphorylated) 
is to sequester E2F. Several members of the E2F family (E2F1-3) 
bind DP proteins (DP1 or DP2), forming transcription factors 
critical for transcribing genes important for entry into S phase [ 4 ]. 
Hypophosphorylated pRb inhibits E2F by both blocking the trans-
activating domain as well as recruiting other proteins to repress 
E2F-mediated transcription. One mechanism involves the associa-
tion of pRb with chromatin remodeling enzymes including histone 
deacetylase (HDAC), thereby indirectly targeting HDAC to the 
promoters bound by E2F–DP [ 3 ]. This represses the transactiva-
tion of the promoter through chromatin remodeling. 
Phosphorylation of pRb by cyclin D–CDK4/6 releases pRb from 
E2F (removing HDAC at the same time), liberating E2F–DP 
complexes to activate transcription. Hyperphosphorylation of pRb 
is initiated by cyclin D–CDK4/6, but is then maintained by cyclin 
E–CDK2 and cyclin A–CDK2. Unlike that of cyclin D, the expres-
sion of cyclin E and cyclin A is independent of extracellular signals. 
A large number of genes, many yet to be characterized, are tran-
scriptionally activated by E2F–DP complexes. Among these are 
cyclin E and cyclin A, which activate CDK2 and further increase 
the phosphorylation of pRb. The pRb–E2F pathway therefore 
functions as a switch to convert graded growth factor stimulations 
into an all-or-none E2F response. 

 Several members of the E2F family including E2F4 and E2F5 are 
transcriptional repressors. During G 0 , E2F4 and E2F5 repress E2F-
responsive genes that promote entry into G 1 . Following mitogenic 
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stimulation, phosphorylation of pRb by cyclin–CDK complexes 
results in the release of E2F repressors and the accumulation of newly 
synthesized E2F activators (E2F1-3) [ 4 ]. 

 Negative regulators of the G 1  cyclin–CDK complexes includ-
ing CDK inhibitors can modulate the threshold of the restriction 
point. Binding of cell surface receptors by TGF-β stimulates a sig-
naling pathway involving Smad proteins, eventually leading to the 
synthesis of p15  INK4B   [ 5 ]. As a cyclin D-specifi c inhibitor, p15  INK4B   
inhibits cyclin D–CDK4/6 by blocking the formation of the 
complexes. It also has an additional effect of displacing the 
p21  CIP1 / WAF1  /p27  KIP1   that normally associates with cyclin D–
CDK4/6 to redistribute to other cyclin–CDK complexes. The 
protein p27  KIP1   is further stabilized by TGF-β signaling through 
destruction of SKP2 [ 6 ]. 

 The levels of some of the CDK inhibitors are modulated 
during the cell cycle. For example, p27  KIP1   is degraded by the 
ubiquitin ligase SCF SKP2  complex. SKP2 itself is destroyed by 
APC/C CDH1  during G 1  [ 7 ,  8 ]. The accumulation of p27  KIP1   con-
ferred by APC/C CDH1  therefore contributes to the inhibition of 
CDK2 activity during G 1 . When cyclin D accumulates during G 1 , 
it drags p21  CIP1 / WAF1   and p27  KIP1   away from cyclin E–CDK2 com-
plexes, thereby liberating cyclin E–CDK2 from the CDK inhibi-
tors. For cyclin D–CDK4/6 complexes, the kinase activity 
towards pRb is actually unaffected by p21  CIP1 / WAF1   and p27  KIP1   
(in fact, these proteins stimulate the formation of cyclin D–
CDK4/6 complexes). 

 After cyclin E–CDK2 is turned on, it phosphorylates p27  KIP1   
and stimulates SCF SKP2 -dependent degradation of p27  KIP1  . This in 
turn allows more cyclin E–CDK2 to be activated to promote G 1 –
S. As described above, signaling by RAS activates AKT/PKB. AKT/
PKB also phosphorylates p21  CIP1 / WAF1   and p27  KIP1   and blocks their 
nuclear accumulation, thereby preventing these CDK inhibitors 
from acting on the G 1  cyclin–CDK complexes. 

 Phosphorylation of pRb is reset to the hypophosphorylated 
state by the phosphatase PP1 at the end of mitosis, at a time when 
the levels of cyclin D, cyclin E, and cyclin A are at their lowest dur-
ing the cell cycle [ 9 ]. The overcoming of the restriction point 
becomes once again dependent on extracellular cues and the accu-
mulation of cyclin D.  

   DNA damage occurring during G 1  phase activates a checkpoint 
that pauses the cell cycle to allow time for DNA repair. The molec-
ular mechanism underlying this checkpoint is comprised of a 
p53-dependent mechanism that feeds into the pRb pathway [ 10 ]. 
In the absence of DNA damage, p53 is suppressed by one of its 
own transcriptional targets called MDM2 in a negative feedback 
loop. MDM2 binds to the amino (N)-terminal transactivation 
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domain of p53 and inhibits p53-mediated transcription, shuttles 
p53 out of the nucleus, and promotes ubiquitin-dependent degra-
dation of p53. The last effect is due to the fact that MDM2 is itself 
an ubiquitin ligase. 

 DNA damage activates sensors that facilitate the activation of 
the PI3K-related protein kinases ATM and ATR. They in turn acti-
vate the checkpoint kinases CHK1 and CHK2. ATM/ATR, 
CHK1/CHK2, and other DNA damage-activated protein kinases 
phosphorylate the N-terminal region of p53. Phosphorylation of 
these sites abolishes the MDM2–p53 interaction, leading to a rise 
in p53 level and transcriptional activity. 

 One of the transcriptional targets of p53 is the CDK inhibitor 
p21  CIP1 / WAF1  . The accumulated p21  CIP1 / WAF1   then binds and inhibits 
cyclin A/E–CDK2. This diminishes the phosphorylation of pRb, 
thereby stopping the cell cycle in G 1  phase ( see  Subheading  2.2 ). 

 Another important control of the p53 pathway comes from 
the  INK4A  gene, which encodes both the CDK inhibitor p16  INK4A   
and a protein called p14  ARF  . The inhibition of p53 by MDM2 is 
interrupted by p14  ARF   because it sequesters MDM2 to the nucleo-
lus. The  INK4A  gene is generally activated in response to onco-
genic stresses. The ensuing increase in p16  INK4A   and p14  ARF   reduces 
cyclin D–CDK4/6 activity and elevates p53 expression, respec-
tively. Both of these events eventually suppress pRb phosphoryla-
tion and arrest the cell cycle in G 1 .   

3     Control of S Phase 

 The key issues concerning the regulation of S phase are (1) how 
DNA replication occurs only in S phase, and (2) how replication is 
initiated once and once only per cell cycle (Fig.  4 ). Centrosome 
duplication also occurs during S phase and is in part coupled with 
the mechanisms that govern DNA replication. The replication 
checkpoint is responsible for delaying S phase progression and pre-
venting mitosis in the presence of stalled replication forks.

      Although it is well established that initiation of DNA replication 
occurs at chromosomal locations known as origins of replication,  S. 
cerevisiae  is the only known eukaryote with a defi ned initiation 
sequence. Several proteins, including origin recognition complex 
(ORC, which is composed of ORC1-6), CDC6, and CDT1 are 
assembled at the origins of replication during G 1 . This facilitates 
the loading of double hexamers of the MCM2-7 core helicase, 
forming the so-called pre-replication complex (pre-RC). The for-
mation of pre-RC on origins is called origin licensing [ 11 ]. 

 During G 1 –S transition, the origins are activated by CDK2 and 
another kinase called CDC7. CDK2 is activated by cyclin A and 

3.1  Initiation 
of S Phase

Cell Cycle Oscillators



10

cyclin E and CDC7 is activated by a protein called DBF4 (ASK in 
humans) [ 12 ]. Higher eukaryotes contain a second DBF4-like 
protein called DRF1 or ASKL1. Similar to cyclin–CDK pairs, while 
the level of CDC7 remains relatively constant during the cell cycle, 
the level of DBF4/ASK oscillates during the cell cycle, being 
absent during G 1  and accumulating during S and G 2 . Similar to 
cyclin A and cyclin E, transcription of  DBF4 / ASK1  is activated 
during late G 1  and S phase by E2F. 

 CDK2 and CDC7 phosphorylate components of the pre-RC 
including the MCM2-7 complex, thereby triggering the recruit-
ment of two helicase co-activators, CDC45 and GINS. The 
MCM2-7 helicase is then activated and unwinds the origin. The 
single-stranded DNA is subsequently stabilized by binding to rep-
lication protein A (RPA). Finally, the unwound DNA facilitates the 
recruitment of DNA polymerases and other components of the 
DNA synthesis machinery to initiate DNA synthesis. 
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CDC6CDT1

MCM2-7

ORC

CDC6CDT1

MCM2-7
PP
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  Fig. 4    Regulation of S phase. Initiation of DNA replication occurs at origins of replication. During G 1  phase, the 
origins are licensed by binding to the pre-replication complex. During G 1 –S transition, cyclin A, cyclin E, and DBF4 
are transcriptionally activated by E2F. Pre-replication complex components including MCM2-7 are phosphory-
lated by cyclin A/E–CDK2 and DBF4–CDC7, thereby stimulating the recruitment of CDC45 and GINS. This activates 
the MCM2-7 helicase to unwind the origin. Finally, the unwound DNA allows the recruitment of DNA polymerases 
and other components of the DNA synthesis machinery to initiate DNA synthesis. After DNA replication, several 
mechanisms including degradation of CDC6 and binding of CDT1 to newly synthesized geminin prevent re-repli-
cation. These mechanisms are reset later in G 1  (including the removal of geminin by APC/C shown in the fi gure)       
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 Cyclin A/E–CDK2 also coordinates the initiation of DNA rep-
lication with the centrosome cycle [ 13 ]. The centrosome is located 
near the nucleus and contains the microtubule organizing center, 
playing important roles in the establishment of the interphase cyto-
plasmic microtubule network and bipolar mitotic spindles. Since 
each daughter cell receives just one centrosome after cell division, 
the centrosome has to duplicate once before the next mitosis. 
Centrosome duplication occurs during S phase and is coupled to 
the cell cycle, at least in part, by the activity of cyclin A/E–CDK2.  

   Once the genome has been replicated, formation of the pre-RC is 
inhibited by multiple mechanisms until the next cell cycle. Cyclin 
E is degraded by the ubiquitin ligase SCF FBW7  after S phase, thereby 
turning off the cyclin E-CDK2 kinase activity. The phosphodegron 
recognized by SCF FBW7  is created by CDK2-dependent autophos-
phorylation as well as by GSK-3β. On the other hand, DBF4/
ASK1 is degraded by APC/C only after mitosis. 

 The accumulation of CDK activity during late G 1 , S, and G 2  
prevents the reassembly of the pre-RC through several mecha-
nisms. Although cyclin E is degraded during S phase, the expres-
sion of cyclin A persists till mitosis. CDK-dependent phosphorylation 
excludes MCM2-7 from the nucleus, targets CDT1 and CDC6 for 
degradation, and dissociates ORC from the chromatin. 
Furthermore, accumulation of geminin during S and G 2  results in 
the formation of a tight geminin–CDT1 complex, thereby pre-
venting CDT1 from loading onto the pre-RC. 

 Cyclin A–CDK2 also phosphorylates E2F1 and E2F3, decreas-
ing their DNA binding capability and terminating the transcription 
of genes involve in S phase control [ 14 ,  15 ]. SCF SKP2 -dependent 
degradation of E2F1 during S and G 2  further limits the activity of 
E2F after S phase [ 16 ]. Several members of the E2F family includ-
ing E2F7 and E2F8 are transcriptional repressors. After G 1 –S, 
these transcriptional repressor E2Fs attenuate the transcription of 
genes activated earlier by E2F1-3. They also directly repress the 
expression of transcriptional activator E2Fs such as E2F1 [ 4 ]. 
Together, these mechanisms prevent the expression of E2F- 
activating genes after G 1 –S. 

 Assembly of the pre-RC can occur again in early G 1  because 
destruction of cyclin A and cyclin B during mitosis provides an 
environment of low CDK activity. Proteolysis of geminin by 
APC/C during mitosis also unleashes CDT1 to form the pre-
 RC. Hence, APC/C resets the mechanisms that safeguard re- 
replication during the previous cell cycle.  

   Stalled replication forks activate a checkpoint involving ATR [ 17 ]. 
Replication fork progression is disrupted by either an insuffi cient 
supply of nucleotides or lesions and obstacles on the DNA. Several 
proteins including ATRIP, Claspin, and TopBP1 are involved in 
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recruiting ATR to single-stranded DNA present at the stalled 
replication forks. Specifi cally, ATR is activated by binding to the 
single- strand binding protein RPA-coated single-stranded DNA. 
The activated ATR then phosphorylates and activates CHK1. 
CHK1 subsequently activates WEE1 and inactivates CDC25 ( see  
Subheading  4.2 ). Consequently, this alters the inhibitory phos-
phorylation status of CDKs, tipping the balance towards inhibi-
tion of the cyclin–CDK complexes involved in both replication ( see  
Subheading  3.1 ) and mitotic entry ( see  Subheading  4 ). Hence, the 
replication checkpoint regulates origin fi ring, replication forks pro-
gression, as well as preventing untimely mitosis. These mechanisms 
provide the cell with time to restart or repair the stalled replication 
forks. Signifi cantly, the checkpoint is essential during unperturbed 
S phase even in the absence of exogenous stresses.   

4     G 2 –Mitosis 

 Several dramatic events occur during mitosis, including chromo-
some condensation, nuclear envelope breakdown, formation of 
mitotic spindles, attachment of chromosomes to the mitotic spin-
dles, and separation of sister chromatids. In essence, mitosis is driven 
by the activation of CDK1 (Fig.  5 ). Working in concert with a num-
ber of kinases and phosphatases, the activation of CDK1 is character-
ized by feedback mechanisms that ensure CDK1 is activated rapidly.

     The key event for mitotic entry is the activation of CDK1. Although 
CDK1 is present at constant levels throughout the cell cycle, it is 
active only during mitosis due to regulation by several mechanisms 
including binding to cyclins and phosphorylation. 

 The mitotic cyclins (cyclin A and cyclin B) are synthesized and 
destroyed around the time of mitosis (cyclin A also functions in S 
phase) [ 18 ]. Mammalian cells contain two A-type cyclins (A1 and 
A2) and three B-type cyclins (B1, B2, and B3). While cyclin A2 is 
present in all proliferating somatic cells, cyclin A1 is critical only dur-
ing spermatogenesis. Cyclin B1 is the major mitotic cyclin partner of 
CDK1. Cyclin B2 is co-expressed with cyclin B1 in the majority of 
dividing cells but is less abundant. The expression of cyclin B3 is 
restricted to developing germ cells and in the adult testis. 

 A salient characteristic of the mitotic cyclins is their periodicity. 
Cyclin A starts to accumulate during late G 1 , continues through S 
phase and G 2 , before being rapidly destroyed during mitosis. Cyclin 
B is synthesized and destroyed slightly later than cyclin A. The cell 
cycle expression of cyclin A and cyclin B is regulated at the levels of 
transcription and proteolysis [ 18 ]. For example, several transcrip-
tion factors, including B-MYB, E2F, FOXM1, and NF-Y, regulate 
the mRNAs of cyclin B1 so that they accumulate during G 2  and 
diminish after mitosis. The sharp decrease of the mitotic cyclins at 
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the end of mitosis, however, is caused mainly by proteolysis involv-
ing APC/C-dependent mechanisms ( see  Subheading  5 ).  

    The defi ning characteristic of CDK1 activation is a system of feed-
back loops that converts the slow accumulation of cyclin B into an 
abrupt activation of CDK1. Monomeric CDK1 is inactive and 
unphosphorylated. On binding to cyclin B, the kinase activity of 

4.2  Feedback 
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  Fig. 5    Regulation of mitotic entry and exit. After cyclin B is synthesized and bound to 
CDK1, the complex is kept in an inactive state by WEE1/MYT1- dependent phosphory-
lation of CDK1. Dephosphorylation of CDK1 by members of the CDC25 phosphatase 
family during G 2 –M transition activates cyclin B–CDK1. Cyclin B–CDK1 activation is 
autocatalytic because CDK1 activates CDC25 and inactivates WEE1/MYT1. Initial 
activation of CDC25 may be carried out by PLK1, which in turn is activated by Aurora 
A and Bora. During early mitosis, APC/C CDC20  is turned on by cyclin B–CDK1 and other 
mitotic kinases. However, its activity is suppressed by MAD2 from the spindle-
assembly checkpoint. Once all kinetochores are properly attached, the spindle-
assembly checkpoint is silenced to allow APC/C CDC20  activation. APC/C then targets 
several proteins including cyclin B, PLK1, Aurora A, and securin to ubiquitin-mediated 
degradation. Proteolysis of securin releases separase, which in turn cleaves cohesin 
to allow sister chromatid separation. Reactivation of CDK1 during G 1  is safeguarded 
by another APC/C complex involving CDH1. APC/C also resets conditions required for 
forming of the pre-replication complex for the next S phase (not shown)       
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CDK1 is initially suppressed by inhibitory phosphorylation of 
CDK1 Thr14/Tyr15  by MYT1 and WEE1 [ 19 ]. WEE1 is a dual- 
specifi city kinase that phosphorylates tyrosine (Tyr) 15 (but not 
Thr14). MYT1, a kinase that is normally bound to the endoplas-
mic reticulum and Golgi complex, can phosphorylate both Thr14 
and Tyr15, but has a stronger preference for Thr14. 

 At the end of G 2 , the stockpile of inactive cyclin B–CDK1 
complexes is rapidly activated by members of the CDC25 phos-
phatase family (A, B, and C) [ 20 ]. CDC25B is believed to be the 
initial activator of cyclin B–CDK1 at the centrosomes. This is fol-
lowed by the complete activation of cyclin B–CDK1 by CDC25A 
and CDC25C in the nucleus. Signifi cantly, active CDK1 activates 
more CDC25 and inactivates WEE1 by directly phosphorylating 
these proteins. Hence, a small amount of active cyclin B–CDK1 
can lead to a rapid and complete activation of all the complexes by 
this autocatalytic loop. Phosphorylation of WEE1 by CDK1 (as 
well as by PLK1) also creates a phosphodegron for SCF βTrCP - 
dependent degradation. Thus cyclin B–CDK1 is essentially a 
biphasic switch system that becomes autocatalytic once a critical 
portion is activated.  

   Given that the activation of cyclin B–CDK1 is autocatalytic, how 
the initial batch of cyclin B–CDK1 is activated becomes a salient 
issue. The available data indicate that the multifunctional protein 
kinase PLK1 may initiate the system by activating CDC25 and 
inactivating WEE1/MYT1 [ 21 ]. 

 In addition, PLK1 also promotes the translocation of cyclin B 
into the nucleus during prophase [ 22 ]. During G 2 , binding of 
the export mediator CRM1 to the nuclear export sequence (NES) 
of cyclin B1 promotes cytoplasmic localization of cyclin B1. 
Phosphorylation of residues in the NES by kinases including CDK1 
and PLK1 is important for the nuclear translocation of cyclin B1, 
presumably by disrupting the CRM1–cyclin B1 interaction. This 
mechanism enables the localization of cyclin B1–CDK1 to the 
nucleus (involving binding of cyclin B1 to importin-β) when the 
complexes are active. 

 The activation of PLK1 involves phosphorylation by Aurora A, 
an event that is assisted by a protein called Bora [ 23 ]. Binding of 
Bora to PLK1 is stimulated by cyclin B–CDK1, thereby creating 
another positive feedback loop in the activation of cyclin B–CDK1. 
PLK1 then phosphorylates Bora and generates a phosphodegron 
motif that is recognized by the ubiquitin ligase SCF βTrCP , targeting 
Bora for degradation [ 24 ]. Degradation of Bora allows the redistri-
bution of Aurora A from a cytoplasmic Bora-containing complex 
to a TPX2-containing complex at the mitotic spindle. Activation of 
Aurora A during mitosis involves binding to cofactors such as 
TPX2 and autophosphorylation of a residue in the T-loop. 

 Both Aurora A and PLK1 are also important for various cen-
trosome functions, including centrosome separation, maturation, 
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and mitotic spindle formation. Separation of duplicated and 
matured centrosomes in late G 2  is crucial for the formation of 
bipolar mitotic spindles. At the end of mitosis, both Aurora A and 
PLK1 are degraded by APC/C CDH1 -mediated ubiquitination.  

   Phosphorylation events during mitosis are reversible. To ensure 
that mitotic cells do not reverse to G 2 , it is important both to 
maintain the activities of the mitotic kinases as well as to suppress 
the phosphatases that counteract the kinases’ actions. 

 Greatwall (MASTL in humans) is a kinase that phosphorylates 
ARPP19 and α-endosulfi ne (ENSA), promoting their inhibition of 
the phosphatase PP2A–B55. As PP2A–B55 is a major phosphatase 
that dephosphorylates cyclin B–CDK1 substrates, Greatwall activ-
ity is important for maintaining the phosphorylation of CDK1 
substrates during mitosis [ 25 ]. 

 Greatwall also regulates the activation of CDK1 by maintain-
ing the phosphorylation of CDC25, thereby keeping CDK1 in a 
Thr14/Tyr15-dephosphorylated state. Greatwall itself appears to 
be activated during mitosis by CDK1 in a feedback loop. At the 
end of mitosis, Greatwall is reset to an inactive state by PP2A–B55- 
dependent dephosphorylation of an essential CDK phosphoryla-
tion site (Thr194). Dephosphorylation of ENSA/ARPP19 is 
mediated by the phosphatase FCP1 [ 26 ].  

   The G 2  DNA damage checkpoint involves the activation of the 
protein kinases ATM/ATR followed by CHK1/CHK2 similarly to 
the G 1  DNA damage checkpoint. CHK1/CHK2 then activates 
WEE1 and inactivates all three isoforms of the CDC25 family 
(CDC25A, CDC25B, and CDC25C). Together, these mecha-
nisms promote CDK1 Thr14/Tyr15  phosphorylation, leading to the 
inactivation of CDK1 and cell cycle arrest in G 2  [ 27 ]. 

 CDC25C is inactivated by CHK1/CHK2-dependent phos-
phorylation both directly and indirectly through the creation of 
a 14-3-3 binding site. Binding of 14-3-3 to CDC25C masks a 
proximal nuclear localization sequence, thereby anchoring 
CDC25C in the cytoplasm and preventing effi cient access to 
cyclin B–CDK1. The centrosomal CDC25B is also phosphory-
lated by CHK1, creating a docking site for 14-3-3 that disrupts 
access to CDK1. In contrast to other CDC25 isoforms, CDC25A 
is targeted for rapid degradation by CHK1/CHK2. CDC25A 
stability is usually controlled by APC/C CDH1  complexes during 
early G 1  and by SCF βTrCP  complexes during interphase. 
Importantly, the SCF βTrCP -mediated degradation of CDC25A is 
enhanced after DNA damage through phosphorylation by 
CHK1. In addition to acting on CDC25, CHK1/CHK2 also 
appears to phosphorylate and activate WEE1 by promoting 
14-3-3 binding.   
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Maintain the Mitotic 
State

4.5  The G 2  DNA 
Damage Checkpoint
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5     Mitosis–G 1  

 The key event in mitotic exit is the onset of anaphase, which is 
driven by APC/C-dependent ubiquitination. Degradation of 
APC/C substrates including cyclin B and securin promotes several 
events during mitotic exit, including sister chromatid separation, 
spindle disassembly, chromosome decondensation, cytokinesis, and 
reformation of the nuclear envelope. How to keep APC/C inacti-
vate before all the chromosomes are attached to the spindle cor-
rectly is the major feedback that orchestrates mitotic exit (Fig.  5 ). 

   Bipolar spindle formation and proper attachment of chromosomes 
are highly regulated to ensure that chromosomes are segregated 
equally to the daughter cells. Several kinases that are targeted to unat-
tached kinetochores, including CDK1, PLK1, and NEK2, phos-
phorylate key kinetochore proteins such as HEC1 and contribute to 
the stabilization of microtubule–kinetochore interactions [ 19 ]. 

 The chromosomal passenger complex (CPC, composed of 
Aurora B, Borealin, INCENP, and Survivin) plays a major role in 
spindle assembly and cytokinesis. CPC localizes to the kineto-
chores and chromosomes during early mitosis and functions in 
microtubule–kinetochore interactions, sister chromatid cohesion, 
and the spindle-assembly checkpoint. CPC corrects mis- 
attachments of chromosomes until they are bioriented and under 
tension. CPC is relocated to the central spindle at anaphase and 
subsequently to the midbody to promote cytokinesis [ 28 ]. 

 Once all kinetochores are properly attached, the ubiquitin 
ligase APC/C is activated to degrade the mitotic cyclins and other 
proteins [ 29 ]. Both A- and B-type cyclins contain a short sequence 
at the N-terminal region known as the destruction box (D-box). 
The D-box targets the mitotic cyclins to the multi-subunit ubiqui-
tin ligase APC/C. Two targeting subunits called CDC20 and 
CDH1 are involved in facilitating the ubiquitination of cyclins by 
APC/C. While CDC20 is present only during mitosis, CDH1 
remains constant during the cell cycle, but only associates with 
APC/C during G 1 . The ubiquitinated cyclins are then rapidly 
degraded by a constitutively active proteasome complex. 

 Importantly, activated cyclin B–CDK1 stimulates the activity 
of APC/C CDC20  through phosphorylation of several subunits of 
APC/C and CDC20. APC/C is also phosphorylated and acti-
vated by PLK1. Hence, cyclin B primes its own destruction and 
ensures that APC/C CDC20  is activated only after mitotic entry. 
However, the activity of APC/C CDC20  is suppressed by the spindle-
assembly checkpoint until all the all kinetochores are properly 
attached ( see  Subheading  5.2 ). 

 In addition to cyclin B, APC/C CDC20  also degrades several 
substrates including securin and geminin [ 30 ]. Degradation of 

5.1  APC/C Drives 
Mitotic Exit
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securin is important for sister chromatid separation during anaphase. 
After DNA is replicated, sister chromatids are tethered together by 
cohesin, a ring-shaped complex consisting of four SMC subunits. 
This involves a cohesin-interacting protein called sororin, which 
protects the removal of cohesin by PDS5 and WAPL. Cohesin is 
removed from chromosomes in a two-step manner during mitosis: 
while cohesin at the chromosome arms is removed during early 
mitosis, the centromeric cohesin is protected until anaphase. 

 During prophase, CDK1, PLK1, and Aurora B collaborate to 
phosphorylate cohesin and sororin, inducing WAPL-dependent 
removal of cohesin from chromosome arms. However, a pool of 
cohesin at centromeres is protected by Shugoshin (SGO1). The pri-
mary signal for localizing SGO1 to centromeres is BUB1 (a compo-
nent of the spindle-assembly checkpoint)-dependent phosphorylation 
of histone H2A Ser121 . SGO1 interacts with the phosphatase PP2A, 
thereby keeping cohesin and sororin in a hypophosphorylated state 
and maintaining centromeric cohesion. During metaphase-anaphase 
transition, proper kinetochore–microtubule attachment creates ten-
sion across sister kinetochores and triggers the removal of SGO1. 
Kinetochore tension also silences the spindle-assembly checkpoint. 
This allows the APC/C CDC20  to degrade securin, leading to activa-
tion of the protease separase. Separase then cleaves centromeric 
cohesin to facilitate sister- chromatid separation. 

 Another substrate of APC/C CDC20  is geminin. Degradation of 
geminin by APC/C CDC20  releases CDT1, a subunit required for the 
initiation of DNA replication ( see  Subheading  3 ). Hence, by simul-
taneously destroying the mitotic cyclins, securin, and geminin, 
APC/C CDC20  coordinates several important processes during the 
mitosis–G 1  transition and prepares the cell for the next S phase. 

 In addition to CDC20, APC/C can also associate with a tar-
geting subunit called CDH1 [ 30 ]. In contrast to APC/C CDC20 , 
APC/C CDH1  is turned off during mitosis because phosphorylation 
by cyclin B–CDK1 alters the conformation of CDH1 and prevents 
its interaction with APC/C. Destruction of cyclin B at anaphase 
therefore relieves the inhibition of APC/C CDH1 , enabling it to 
degrade CDC20 and take over the task of degrading any remaining 
or newly synthesized cyclin B during G 1 . Finally, APC/C CDH1  is 
also responsible for destroying several important mitotic regulators 
including PLK1, CDC25A, Aurora A, and SGO1. 

 During late G 1 , E2F is released from pRb and activates the 
transcription of cyclin A ( see  Subheading  2 ). Cyclin A–CDK com-
plexes then phosphorylates CDH1 and inhibits its association with 
APC/C. APC/C CDH1  and APC/C CDC20  are also turned off by 
binding to EMI1, which begins to accumulate at late G 1  (also tran-
scriptionally activated by E2F). EMI1 has to be removed subse-
quently to allow APC/C to function in mitotic exit. This is achieved 
by PLK1-dependent phosphorylation, targeting EMI to ubiquitin- 
mediated degradation by SCF βTrCP .  

Cell Cycle Oscillators
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    The spindle-assembly checkpoint is activated by either the presence 
of unattached kinetochores or the absence of tension between 
paired kinetochores [ 31 ]. Consequently the spindle-assembly 
checkpoint ensures that chromosomes have achieved correct bipo-
lar attachment to the mitotic spindles before cyclin B and other 
proteins are degraded by APC/C (Fig.  5 ). 

 Unattached kinetochores attract several components of the 
checkpoint sensors (including BUB1, BUBR1, BUB3, CENP-E, 
MAD1, MAD2, and MPS1), catalyzing the formation of diffusible 
complex called mitotic checkpoint complexes (MCC, components 
include MAD2, BUBR1, and BUB3). These checkpoint compo-
nents act as signal transducers, resulting in the inhibition APC/
C CDC20  through the sequestration of CDC20 by MAD2. Binding 
to CDC20 requires a conformational change of MAD2 from a less 
stable open conformation (known as O-MAD2) to the more stable 
close conformation (C-MAD2). Although the mechanism remains 
incompletely understood, several lines of evidence suggest that 
C-MAD2 can convert more C-MAD2 from O-MAD2 in an auto-
catalytic manner [ 32 ]. 

 Once all kinetochores are properly attached, the spindle- 
assembly checkpoint is silenced to allow APC/C CDC20  activation. 
Several mechanisms have been implicated in switching off the check-
point, including those that involve PP1 [ 33 ] and a MAD2- binding 
protein called p31 comet  [ 31 ]. However, the precise mechanism of 
how p31 comet  inactivates MAD2 remains incompletely understood.      
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    Chapter 2   

 Model Organisms for Studying the Cell Cycle 

           Zhaohua     Tang    

    Abstract 

   Regulation of the cell-division cycle is fundamental for the growth, development, and reproduction of all 
species of life. In the past several decades, a conserved theme of cell cycle regulation has emerged from 
research in diverse model organisms. A comparison of distinct features of several diverse model organisms 
commonly used in cell cycle studies highlights their suitability for various experimental approaches, and 
recaptures their contributions to our current understanding of the eukaryotic cell cycle. A historic perspec-
tive presents a recollection of the breakthrough upon unfolding the universal principles of cell cycle control 
by scientists working with diverse model organisms, thereby appreciating the discovery pathways in this fi eld. 

 A comprehensive understanding is necessary to address current challenging questions about cell cycle 
control. Advances in genomics, proteomics, quantitative methodologies, and approaches of systems biol-
ogy are redefi ning the traditional concept of what constitutes a model organism and have established a new 
era for development of novel, and refi nement of the established model organisms. Researchers working in 
the fi eld are no longer separated by their favorite model organisms; they have become more integrated into 
a larger community for gaining greater insights into how a cell divides and cycles. The new technologies 
provide a broad evolutionary spectrum of the cell-division cycle and allow informative comparisons among 
different species at a level that has never been possible, exerting unimaginable impact on our comprehen-
sive understanding of cell cycle regulation.  

  Key words     Cell-division cycle ( cdc ) phenotype  ,   Checkpoints  ,   Yeast genetics  ,   Maturation-promoting 
factor (MPF)  ,   Cyclin-dependent kinases (Cdks)  ,   Protein kinases  ,   Phosphorylation  ,   Domino model  , 
  Clock model  

1      Introduction: Why Is Cell Cycle Regulation Important? 

 The development of model organisms has been driven by the fun-
damental questions that stimulate biologists and the amenability of 
species for experimental investigation in laboratories. Historically, 
cell function has been mainly elucidated from studies using a few 
unicellular organisms—primarily  Escherichia coli  and yeasts; what 
we have learned about animal development has been largely based 
on the genetics of the fruit fl y and worm, as well as exploration 
of the frog and mouse; our understanding of the molecular and 
developmental biology of plants came from examining  Arabidopsis . 
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The cast of conventional model organisms is considerably small 
compared with the biodiversity that exists on Earth, but they have 
been serving as the representatives of individual groups in research 
to address a variety of biological questions, constituting the core of 
biological knowledge [ 1 ]. 

 This chapter provides a review of several diverse model organ-
isms commonly used in cell cycle analyses, including yeasts, frogs, 
fruit fl ies, and mammalian cells. A traditional meaning of the term 
model organism is: a life-form that has been established as an experi-
mental system with common tools and reagents accessible to the 
community members, who focus on the model to seek answers to 
questions about biology [ 2 ]. Model organisms are crucial for a com-
prehensive understanding of a biological process at any scale. 
However, since every organism may be limited by its suitability for 
only specifi c types of approaches, each system may harbor imperfec-
tions, and a single route to discovery may bear biases in research, 
such as in cell cycle studies. Comparing the mechanisms of cell cycle 
regulation among different organisms deciphers whether conclusions 
being reached independently can be generalized across species. 

 Research in eukaryotes as divergent as yeasts, frogs, fruit fl ies, 
and mammalian cells has revealed the conservation of the funda-
mental principles in cell cycle regulation. At the same time, the 
unique features of cell cycle control in various organisms studied 
have helped, and will continue to help, illuminate how fi delity of 
the cell cycle can be achieved in different ways (for review,  see  refs. 
 3 – 6 ). Historically, cell cycle research communities based in differ-
ent model systems, often in isolation from one another, have 
gained insight into the general principles that underlie the cell 
cycle control in all eukaryotic cells. Changes in technologies with 
the availability of complete genome sequences from many species, 
are reframing our concept of what consists of a model organism [ 1 , 
 2 ]. These advances have greatly facilitated informative comparisons 
between different species and have increased interactions among 
organism-based cell cycle research communities, thereby enabling 
fresh and exciting opportunities in this fi eld. 

   A great variety of organisms have evolved on Earth with diverse 
shapes, sizes, and lifestyles that nonetheless all work under a com-
mon framework of cellular mechanics. In 1838, botanist Matthias 
Schleiden and zoologist Theodor Schwann proposed “all organ-
isms are composed of essentially like parts, namely cells”—the cell 
theory [ 5 ]. The cell theory states that:

    1.    All life forms are made from one or more cells.   
   2.    Cells are the smallest form of life.   
   3.    Cells only arise from preexisting cells.    

  It took 20 years for Rudolf Virchow, a German pathologist to 
add the third tenet of the cell theory about cell reproduction. He 

1.1  The Cell 
as a Structural Unit 
of Life
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discovered that cancer is an uncontrolled growth of cells—hyper-
plasia in its extreme form, as he put it:  ominis cellula e cellula  [ 7 ]. 
That constitutes the above third tenet of the cell theory. 

 After the birth of the cell theory, the cell biology fi eld was for-
ever changed. While life on Earth consists of immensely diverse 
forms, the cell theory provides us with an operational defi nition of 
life: the cell as a common basic unit for all organisms, the appear-
ance of which can be drastically diverse. Amazingly, the principles of 
cell cycle regulation in all eukaryotes are fundamentally the same. 

 Eukaryotic organisms can grow quite large and develop many 
different tissues types. For example, adult humans are composed of 
about 10 13  (ten trillion) cells that all arise from a single fertilized egg 
via subsequent cell divisions. Furthermore, the cell-division cycle is 
still indispensible after reaching the adult stage, as cellular renewal is 
crucial for functional physiology of multicellular organisms. A 
human body loses 10 9  cells each day and reforms its entire skin every 
7 days. Without this regeneration ability, we would lose the lining of 
our intestines in 2 days; our skin would fall apart in 3 weeks; and our 
blood cells including red blood cells would run out in 4 months. 
Afterwards, we would only have some organs left. This necessary 
regeneration is accomplished via the cell-division cycle of precursor 
cells of various types. During a human life-span, the cells in the body 
undergo about 10 16  (ten thousand trillion) divisions [ 8 ].  

   “ Cells do it all :  heredity ,  development ,  disease ,  and death. ” [ 4 ]. 
There are more than 200 types of different cells in a human body 
and not every cell can divide forever. Two classes of stem cells, 
embryonic stem (ES) cells and adult stem cells, are responsible for 
replenishing old, dying cells [ 9 ]. The distinctions between them 
are their growth and developmental potentials. Embryonic stem 
cells are pluripotent cells that can divide indefi nitely and generate 
all types of cells in the body. Adult stem cells are multipotent cells 
that possess limited ability to proliferate and are more restricted in 
what they can become. Both embryonic and adult stem cells are 
capable of responding to particular differential factors in the envi-
ronment and developing into the corresponding precursor cells. 
Blood precursor cells will become mature blood cells and skin pre-
cursor cells will become mature skin cells, and so on. Therefore, 
the fate of these cells in a normal environment from then on is 
more or less determined, not to say it cannot be reversed based on 
recent studies on induced pluripotent stem (iPS) cells [ 10 ]. 

 In addition to the essential cell-division cycle for organism 
development and renewal, programed cell death, known as apop-
tosis, is required for normal development. Interestingly, about a 
hundred thousand cells are produced every second in a human by 
mitosis, and a similar number of cells die by apoptosis through a 
physiological suicide process [ 11 ]. On the other hand, cells that do 
not kill themselves can go awry in many ways. Errors in cell 
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division routinely occur and mutations can accumulate to activate 
oncogenes, which promote cell growth and division, and/or inac-
tivate tumor-suppressor genes, which restrain cell growth and divi-
sion, leading to cancer in complex organisms such as mice and 
humans. In a sense, every time a cell divides, it is at risk of produc-
ing errors that may contribute to cancer development in humans. 
The risk for individuals increases with age due to the genetic muta-
tions accumulated as one’s life span extends.  

   Remarkably complex adaptations have evolved in living organisms; 
however, humans are still very vulnerable to a wide range of dis-
eases. Cancer perhaps is among the most enigmatic and tragic of 
illnesses, because it is derived from the cells of our own body that 
have escaped the normal controls of the cell cycle. Furthermore, 
cancer is not rare. In the US, the cancer incidence is one in every 
three people and the mortality rate is one in every four people. 
Three people are diagnosed and one person dies of cancer every 
minute. Globally, cancer causes eight million deaths per annum. It 
is anticipated that a woman in the US has a 39 % chance, while a 
man has a 45 % chance of being diagnosed with some type of cancer 
in their lifetime [ 7 ]. The startling fact is that tumors affl icting us are 
not foreign parasites that have acquired sophisticated strategies for 
attacking our bodies; tumors are made of our own cells turned 
against us. Cancer cells arise as variants from normal cells in that 
they have lost their usual controls for growth and division [ 7 ]. Yet 
cancer is complex, since it comprises numerous ways to fl ee from 
cell cycle controls, gain growth advantages, and become cancerous. 
In this sense, cancer is not one disease but many types of diseases. 

 Natural selection has only a limited ability to prevent cancer. It 
has provided some defenses for the survival of species involved, but 
these measures tend to delay the diseases until late in life rather 
than eliminating it entirely. Since most cancer occurs in the post- 
reproductive period, it is unlikely to be selected against, as the cri-
terion of a species’ fi tness is its reproducibility. Moreover, as some 
scientists argue, the selective pressure may even have resulted in 
tools that help tumors grow [ 12 ]. 

 Evolutionary forces have apparently favored some genes that 
promote proliferation and migration during organism growth and 
development. These genes may get hijacked by cancer cells and be 
turned on when they would normally be silent after the develop-
mental stages. The ability of some gene products to stimulate new 
blood vessel formation and aggressive growth serves a tumor just as 
it does a placenta. Therefore, natural selection is not natural perfec-
tion. It lacks the power to erase cancer from humans, partly due to 
its focus on reproduction rather than on longevity of species [ 12 ]. 

 In principle, at a cellular level, aging starts with a reduced abil-
ity in cell growth and division, fi nally reaching the senescence state 
without reentry into the cell cycle, whereas cancer development 
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begins with unrestrained proliferation and genomic instability 
during growth and division. Without understanding the normal 
balances and checks that ensure the orderly cell-division cycle, 
we cannot design effective strategies for cancer prevention and 
treatment.   

2    Basic Properties of the Cell-Division Cycle 

  What is the cell - division cycle ? The cell cycle is the universal process 
by which cells reproduce, and it underlies the growth and develop-
ment of all living species. There are four successive phases of a stan-
dard eukaryotic cell cycle: G 1  (growth phase 1), S (synthesis phase), 
G 2  (growth phase 2), and M phase (Fig.  1 ). During interphase (G 1 , 
S, and G 2 ) a cell grows continuously and in M phase it divides. DNA 
replication is confi ned to a part of interphase known as S phase.

  Fig. 1    Four successive phases of a standard mitotic cell cycle of eukaryotes. G 1  
(growth phase 1 or gap 1), S (synthesis phase), G 2  (growth phase 2 or gap 2), and 
M phases. M phase consists of mitosis (nuclear division) and cytokinesis (cell sepa-
ration). A cell grows continuously during interphase (G 1 , S, and G 2 ) and divides in M 
phase. DNA replication is confi ned to a part of interphase known as S phase       
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   The M phase consists of nuclear division/mitosis and cell sepa-
ration/cytokinesis, the changes during which are visible under a 
microscope. Although a typical M phase only occupies a small frac-
tion of the cell cycle, it is the stage that has dramatic morphological 
changes. The other much longer part of the cell cycle is known as 
interphase with relatively less discernible morphological changes 
(Fig.  1 ). At metaphase-anaphase transition, the chromosome pairs 
fi rst line up to form the mitotic spindle plate and then quickly 
break apart from each other and race to the spindle poles (Fig.  2 ). 
The precision and concerted manner of the process is very striking. 
There is no doubt that a decisive switch is at work to ensure the 
event occurs rapidly, accurately, and completely.

   The central issue of cancer prevention is the fi delity of the cell 
cycle, that is, all eukaryotic cells must replicate their DNA during 
S phase, only replicate once per cell cycle, and distribute the result-
ing identical copies of genetic information to daughter cells at 
mitosis (Fig.  3 ). It is important to understand not only how the 
cell-division cycle is accomplished, but also how its precision is 
achieved. The high fi delity of mitotic chromosome transmission is 
necessary in order to ensure the genome stability. Usually errors 
occur once in 10 5 –10 6  divisions. There are three major restriction 

  Fig. 2       A cell in anaphase. Lengthening microtubules push the two sets of chro-
mosomes apart.  Blue : chromosomes,  green : mitotic spindle. (Image captured by 
Roy van Heesbeen posted on   http://upload.wikimedia.org/wikipedia/com-
mons/9/91/Anaphase_IF.jpg    )       
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points or important transitions in the cell cycle: the start or a 
restriction point before the G1–S transition to initiate DNA repli-
cation, the G2–M transition to enter mitosis, and the metaphase–
anaphase transition to exit from the mitosis (Fig.  4 ). These phase 
transitions are discrete points of cell cycle control.

    What is a phase transition of the cell-division cycle? It is a uni-
directional change in the state of the cell cycle. The fi delity of the 
cell cycle requires that each phase transition occurs at the right 
time in the right order, which is stringently monitored. Two types 
of processes must be coordinated for a cell to divide. First, the ini-
tiation of a transition is dependent upon the completion of a previ-
ous transition. For example, the initiation of mitosis must be 
coupled to the completion of DNA replication, in order to exert 
the checkpoint control on the precise phase transitions. All eukary-
otic cells synthesize their DNA during S phase, replicate DNA only 
once per cell cycle, and distribute the resulting identical copies of 
genetic information to daughter cells at mitosis. When mammalian 
cells such as baby hamster cells in S phase are treated with an inhib-
itor of DNA synthesis, for example, aphidocolin or hydroxyurea, 
the cells halt in S phase and will not progress into mitosis until the 
inhibitor is removed and DNA replication has been completed. 
However, in the presence of 2 mM caffeine, cells enter mitosis 
without fi nishing DNA replication, increasing the genomic insta-
bility of the cells [ 13 ]. These experiments indicate that incom-
pletely replicated DNA blocks the onset of mitosis, while caffeine 
disconnects the coupling between DNA replication and mitosis. 

 Second, the cell size must be coordinated with the progression 
of the cell-division cycle. Eukaryotic cells can complete cell cycle 

  Fig. 3    Two critical steps of the cell-division cycle: DNA replication and nuclear division. To produce healthy 
cells, eukaryotes must accurately replicate their DNA during S phase and precisely distribute the resulting 
copies of genetic information to daughter cells at mitosis       
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events such as DNA replication during S phase and chromosome 
segregation at mitosis in less time than it takes to double in size. If 
cells keep dividing without attaining a standard size, they would 
become smaller with each generation. Figure  5  shows the relation-
ship between cell growth, cell size, and cell division in a free-living 
organism such as a yeast cell. If cell division continued at an 
unchanged rate when cells are starved, the daughter cells produced 
at each division would become progressively smaller and eventually 
be too small to be viable—mitotic catastrophe. Yeast cells have 
evolved the ability to respond to poor nutritional conditions by 
slowing the rate of cell division in the population — a cell size con-
trol. A cell cannot proceed past a specifi c point in the division cycle 
until it has attained a standard size; thus the rate of cell division 
slows down and cell size remains more or less unchanged.

  Fig. 4    Phase transitions and restriction points of cell cycle control. Phase transi-
tions are unidirectional changes in the state of the cell cycle. The three major 
transitions in the cell cycle are the start or a restriction point before G1–S transi-
tion to initiate DNA replication, G2–M transition to enter mitosis, and the meta-
phase–anaphase transition to exit from the mitosis       
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3       Exploring Mechanisms of Cell Cycle Control in Different Model Organisms 

 Although the fundamental mechanisms of the cell cycle have been 
conserved for a billion years, from yeasts to humans through evolu-
tion, various organisms possess different features in cell cycle regula-
tion. The studies on the cell-division cycle have been conducted in 
diverse eukaryotic systems, but the signifi cance of an analysis relies 
on the suitability of the model organism chosen for addressing the 
questions of interest in cell cycle. Importantly, cell cycle studies in 
different experimental systems allow us to assess the conservation 
and variation in the mechanisms of cell cycle regulation, gaining a 
comprehensive understanding of the cellular process fundamental 
for all eukaryotes. The most commonly used model organisms are 
unicellular yeasts, the early embryos of frogs and fruit fl ies, and 
mammalian cells in cell culture.  What are the features of the cell cycle 
in these different organisms ?  What are advantages and disadvantages 
of each system used as a model organism to examine the regulation of 
the cell cycle ? A comprehensive review of these model organisms with 
respect to cell cycle analyses is valuable for us to appreciate how our 
knowledge of cell cycle control has expanded, how the completion 
of genome sequences has empowered the established model organ-
isms, as well as how systems biology and quantitative approaches 
infl uence the research of the cell cycle. Exciting possibilities are 
emerging and renewed emphasis on cell cycle analyses are created by 
the new technologies developed in the post-genomic era and 
research advances using these model organisms in the past decades. 

  Fig. 5    The coordination of cell size and cell division in free-living yeast cells. Yeast cells have evolved the ability 
to respond to poor nutritional conditions by slowing the rate of cell division in the population—a cell size 
control. If cells keep dividing at an unchanged rate when cells are starved, the daughter cells generated at 
each division would become progressively smaller and eventually unviable, reaching catastrophe       
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      Yeasts belong to unicellular Ascomycota fungi, a branch of eukary-
otes. More than 80,000 living fungi species have been described 
[ 1 ]. These include the models of great importance for genetics, 
 Saccharomyces cerevisiae ,  Schizosaccharomyces pombe ,  Neurospora 
crassa , and  Aspergillus nidulans , as well as animal and plant patho-
gens. The budding yeast  Saccharomyces cerevisiae  and the fi ssion 
yeast  Schizosaccharomyces pombe  are unicellular and considered to 
be among the best genetically tractable organisms for a compre-
hensive understanding of biology. Budding yeast was the eukary-
ote whose genome was sequenced fi rst in 1996 [ 14 ], followed by 
the genome sequence of fi ssion yeast, which was completed in 
2002 [ 15 ]. 5885 and 4914 protein-coding genes have been pre-
dicted in  S. cerevisiae  and  S. pombe , respectively [ 14 ,  16 ]. Research 
employing these yeasts has made tremendous impacts on the eluci-
dation of the biological principles of complex organisms. Moreover, 
comparative genome analysis suggests that  S. cerevisiae  and  S. 
pombe  diverged about 1 billion years ago [ 1 ]. Their genomes share 
no obvious synteny and are quite distinct in their biology (Fig.  6 ).

    S. cerevisiae  was established as an experimental system earlier 
than  S. pombe . It was the fi rst eukaryotic organism to be trans-
formed by plasmids, to have precise gene knockouts, and to have 
its genome sequenced.  S. cerevisiae  has also been the model eukary-
ote for pioneering research in chemical genomics [ 17 – 20 ]. 

3.1  Yeasts

3.1.1  An Overview

  Fig. 6    Morphology of fi ssion yeast  S. pombe  and budding yeast  S. cerevisiae  under fl uorescence microscopy. 
The images were acquired at room temperature with cells grown in rich medium.  Red , DAPI (4′,6′-diamidino-
2- phenylindole) staining has been used to visualize DNA. ( a )  Schizosaccharomyces pombe  cells.  Blue , calcofl uor 
has been used for detecting septa;  green , a GFP (green fl uorescent protein)-tagged RNA processing factor. ( b ) 
 Saccharomyces cerevisiae  cells. The image was captured by Dr. Gretchen Edwalds-Gilbert’s laboratory       
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Although started later, research using  S. pombe  has been particu-
larly infl uential in studies of cell cycle regulation, DNA damage/
repair mechanisms, and chromosome dynamics, including RNA 
interference (RNAi) [ 21 ]. Furthermore, the fi ssion yeast  S. pombe  
harbors less genome duplication compared with other eukaryotes 
so far sequenced and holds the smallest sequenced eukaryotic 
genome, which led to its rising popularity as a eukaryotic model in 
the last decade. Based on current information, out of 4914 protein 
coding genes in  S. pombe , 3385 fi ssion yeast proteins have one or 
more orthologues in humans (  http://listserver.ebi.ac.uk/piper-
mail/pombelist/2013/003783.html    ). Therefore, investigators 
studying mammalian cell biology are increasingly using  S. pombe  to 
test their gene of interest, as it may be present in only one copy, 
bestowing fi ssion yeast the nickname “micro-mammal” [ 22 ]. The 
equivalent logic can be applied to budding yeast  S. cerevisiae , build-
ing the concept of surrogate genetics: testing a gene from one 
organism such as a human gene in the context of another model 
system such as yeasts to provide an assessment of the potential 
function of the gene [ 2 ]. A milestone case for a proof of principle 
is the substitution of a fi ssion yeast cell-division cycle ( cdc ) gene, 
 cdc2 , coding for a master protein kinase in cell cycle regulation, by 
a human orthologous gene,  CDC2  in a cross-species complemen-
tary assay [ 23 ]. ( See  later part of Subheading  3.1 .) In fact, many 
methods now used for complex organisms were fi rst developed and 
optimized in the yeast model organisms. Studying human protein 
homologs in yeasts allows researchers to extrapolate information 
about human proteins and gain insight into genetic networks that 
are more diffi cult to uncover in humans (reviewed in [ 24 ]).  

   Both budding yeast  S. cerevisiae  and fi ssion yeast  S. pombe  are able 
to exist in either a diploid or a haploid state. Although most strains 
of yeasts used in the laboratory are haploid strains, in the wilder-
ness, budding yeast tends to live as a diploid, whereas fi ssion yeast 
prefers to be in a haploid form. The proportion of the life cycle 
they spend in the diploid or haploid state varies, depending on the 
environment. When nutrients are plentiful, budding yeast prolifer-
ate as diploid cells [ 13 ]. If starved, they undergo meiosis to form 
haploid spores. The spores germinate to become haploid cells 
when conditions improve. These haploid cells can then either pro-
liferate or conjugate in G 1  phase to reform diploid cells. In con-
trast, fi ssion yeast typically proliferate as haploid cells. They fuse in 
response to starvation to form diploid cells, and the diploid cells 
promptly undergo meiosis and sporulation. The spores hatch to 
regenerate the haploid cells when nutrients become available again 
[ 25 ]. Thus, the diploid and haploid states are two alternative ways 
for yeast cells to divide.  

3.1.2  The Haploid 
and Diploid State of Yeast 
Life Cycle
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    S. cerevisiae  and  S. pombe  are especially suitable for biological 
research for a number of reasons. The two yeasts are non- pathogenic 
and thus safe to handle. Their reproduction cycles are fast and easy 
to monitor, with doubling times from 90 min for wild-type cells in 
rich medium to a few hours for mutant cells. Both yeasts lend them-
selves to diverse experimental approaches, from genetics to systems 
biology, cytological and biochemical, making them useful for com-
prehensive investigations of biological processes. Moreover, the 
available online resources for the yeast models (yeastgenome.org 
and pombase.org) and supporting research communities facilitate 
data analysis by researchers and students. 

 Although the two yeasts differ from one another in a range of 
features, they share the fact that they have well-established and 
fast-evolving genetic tools.  S. cerevisiae  and  S. pombe  are genetically 
tractable and readily amenable to both classical and molecular 
genetic analyses. They have been used for decades in forward 
genetics, to identify genes important for a process of interest, 
including cell cycle regulation [ 26 ,  27 ]. They are also the only 
eukaryotes with collections of genome-wide gene deletions avail-
able [ 16 ], allowing systematic reverse genetic analyses for geno-
type–phenotype relationships. The functional analyses in budding 
and fi ssion yeasts have been further facilitated by the availability of 
accurate and well-annotated genome sequences, since they entered 
the post-genomic era more than a decade ago [ 15 ,  28 ,  29 ]. 

 A primary goal of any genetic screen or selection is to identify 
the players in a process of interest or a role of a gene product in 
such a process. The haploid phase of the yeast life cycle expedites 
the isolation of genes involved in a cellular process [ 30 ]. The hap-
loid life cycle of the yeasts is particularly useful in determining the 
normal function of a gene, as it reveals a phenotype rendered by a 
recessive, loss-of-function mutation that is normally masked by the 
presence of the other allele in a diploid cell. Another advantage of 
yeast genetics is the availability of nutritional and drug markers. 
Inserting a marker, for example a marker that complements a spe-
cifi c nutritional requirement, in the gene locus of interest disrupts 
the gene and the subsequent expression of the marker can be con-
veniently selected for generating the null mutant. If successful, an 
auxotroph (supply-dependent) for a particular nutrient would be 
conferred a prototroph (self-suffi cient) for that nutrient, confi rm-
ing that the gene has been knocked out [ 31 ]. The isolation of  cdc  
mutants in yeasts allowed scientists to identify important protein 
regulators in cell cycle. 

 Since  S. cerevisiae  and  S. pombe  diverged from the common 
ancestor more than a billion years ago, they are not closer relatives 
to each other than to humans with respect to the evolutionary dis-
tance between them as to each to humans. The divergence between 
the two yeasts actually serves as a useful criterion when we explore 
the conservation of a cellular process. For example, if a relevant 

3.1.3  Advantages 
of Using Yeast Systems 
as Experimental Models
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orthologue is identifi ed in both yeasts, the corresponding gene or 
gene product is likely to be conserved in humans as well.  S. cerevi-
siae  and  S. pombe  differ from each other in a number of aspects, 
including cell cycle organization, heterochromatin, complexity of 
centrosomes and DNA replication origins, and the prevalence of 
introns [ 16 ]. The long evolutionary distance between the two 
yeasts makes their comparison benefi cial for defi ning genes and 
processes common to all eukaryotes. On the other hand, the varia-
tion between the two yeasts in cellular processes, such as the regu-
lation of the cell cycle, is valuable for us to inquire whether 
conserved or alternative mechanisms have been evolved to solve 
identical biological problems that all eukaryotes, including humans, 
face throughout evolution.  

   Both  S. cerevisiae  and  S. pombe  undergo closed mitosis, during 
which the nuclear envelope does not break down. In contrast, 
most multicellular animal cells usually undergo open mitosis: the 
nuclear envelope breaks down (Fig.  7 ) [ 5 ]. Although both are 
yeasts, the cell cycles of  S. cerevisiae  and  S. pombe  have distinct fea-
tures. Fission yeast cells go through a typical eukaryotic cell cycle 
with consecutive G 1 , S, G 2 , and M phases (Fig.  8 ). Conversely, the 
budding yeast cell cycle appears to consist of only clear G 1  and S 
phases; the G 2 /M boundary is fuzzy, as spindle assembly starts to 
occur in S phase (Fig.  9 ) [ 13 ]. Therefore, the control at the G 2 –M 
transition is more visible in fi ssion yeast  S. pombe , while the G 1 –S 
transition— Start , is the major control of the cell-division cycle in 
budding yeast  S. cerevisiae .

3.1.4  Distinct Features 
of the Cell Cycles in  
S. cerevisiae  and  S. pombe 

  Fig. 7    Different morphologies of mitosis between yeasts and animal cells. Both  S. cerevisiae  and  S. pombe  
undergo closed mitosis, at which the nuclear envelope does not break down; while most multicellular animal 
cells usually undergo open mitosis: the nuclear envelope breaks down       
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        Two properties of fi ssion yeast  S. pombe  make it especially suitable 
for analyzing the relationship between cell size and cell cycle. First, 
unlike budding yeast, fi ssion yeast cells divide symmetrically by 
forming a septum in the middle of the cell, thus the cell size at a 
particular position of the cell cycle is well defi ned for a cell. Second, 
fi ssion yeast cells grow only in length, not in diameter; measuring 
individual cell lengths provides a convenient and precise way of 
following cell growth during the cell cycle. Therefore, fi ssion yeast 
as a study system permits detailed analysis of cell size as a parameter 
to follow cell cycle progression. Among the four phases of the cell 
cycle, G 2  is the longest while G 1  may be the shortest or least visible 
in fi ssion yeast. Normally, after completing cytokinesis, two daugh-
ter cells are born passing G 1  (Fig.  8 ). Consequently, G 1 /S control 
is not visible unless the cell entry into S phase is blocked. It is not 
surprising that most of cell-division cycle ( cdc ) mutants originally 
isolated from fi ssion yeast arrest in G 2 . The G 2 –M transition in fi s-
sion yeast therefore acts as a major control in the mitotic cell cycle. 
Because of its distinct cell cycle features, fi ssion yeast has histori-
cally been used as a model organism for genetic studies of G 2 –M 
transition. The research in fi ssion yeast  S. pombe  has contributed 
greatly to our understanding of the mechanisms of mitotic cell 
cycle control, especially for identifying key regulators such as Cdc2 
protein kinase, Cdc25 tyrosine phosphatase, and Wee1 tyrosine 
kinase [ 5 ,  26 ,  32 ,  33 ].  

3.1.5  Fission Yeast 
( Schizosaccharomyces 
pombe ) Cell Cycle

  Fig. 8    Features of the  S. pombe  cell cycle. Fission yeast cells have a typical eukaryotic cell cycle with consecu-
tive G 1 , S, G 2 , and M phases. The major restriction point is at the G 2 –M transition       
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   Since budding yeast  S. cerevisiae  divides asymmetrically by budding 
before entering S phase, it is convenient to follow the progress of 
the cell cycle in living cells by observing the size of the bud. A small 
bud forms early in the cell cycle of budding yeast. The bud enlarges 
continually and ultimately separates from the mother cell. 
Moreover, the ratio between the size of the mother and the bud 
gives a rough estimate of a cell’s position in the cell cycle. Since the 
bud appears after the Start, it provides a morphological marker for 
the event of G 1 –S transition. We can look at the cells under a 
microscope and examine the presence or absence of a bud and 
measure the bud size to assess the cell cycle progression, or a pos-
sible cell cycle arrest at the major control of cell cycle in budding 
yeast—G 1 –S transition [ 34 ].  

   Our present understanding of the cell cycle regulation comes partly 
from a systematic search for mutations in genes encoding compo-
nents of cell cycle machinery in yeasts [ 35 ,  36 ]. Geneticists analyze 
mutants to identify the genetic information responsible for specifi c 
traits. These approaches can be broadly grouped into two catego-
ries: forward genetics and reverse genetics. Forward genetic analy-
ses begin by obtaining mutants that display a specifi c phenotype, 
followed by identifying the particular gene alteration(s) responsi-
ble for the observed trait. Reverse genetic analyses involve targeted 

3.1.6  Budding Yeast 
( Saccharomyces 
cerevisiae ) Cell Cycle

3.1.7  Identifying Key 
Players in Cell Cycle 
Control Using Yeast 
Conditional Mutants

  Fig. 9    Features of the  S. cerevisiae  cell cycle. The budding yeast cell cycle appears to consist of only clear G 1  and 
S phases; the G 2 –M boundary is blurry. The G 1 –S transition— Start , is the major control of the cell-division cycle       
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gene mutation(s) and observation of the resultant phenotype to 
determine the function of a specifi c gene. The logic of reverse 
genetics relies on a “reverse destructive” strategy—targeting a 
gene of interest for a loss of function mutation or deletion and 
observing the resulting phenotype. The possible role of the gene in 
the corresponding process can then be proposed. In this paradigm, 
each gene is analogous to a worker in an automobile assembly line. 
Removing a worker will have a car produced with some missing 
part [ 37 ]. These genetic methods allow researchers to identify and 
assemble a cast of players in phase transitions of the cell cycle. Once 
the gene(s) responsible for a trait has been identifi ed, genetic stud-
ies can branch off in various directions to investigate the mecha-
nisms of the gene function, including biochemical analysis of 
encoded proteins and determination of spatial and/or temporal 
expression patterns. One of the strengths of the yeasts as model 
organisms to study the cell cycle is the wealth of defi ned wild-type 
strains against which other isolated mutants can be compared [ 2 ]. 

 Leland Hartwell and Paul Nurse began to search for mutations 
that affect the cell cycle in budding yeast and fi ssion yeast, respec-
tively in 1970s [ 35 ,  36 ]. They examined collections of temperature- 
sensitive ( ts ) mutants that specifi cally arrest at a discrete stage of 
the cell-division cycle or that divide at a smaller size at the restric-
tive temperature. What are  ts  mutants? Why would it not work to 
simply create a loss-of-function mutation or deletion of a gene? 
Since cell division is essential for viability, a haploid mutant that is 
unable to complete a cell-division cycle cannot be propagated. As 
result, a mutant would be lethal if it harbors a loss-of-function 
mutation or a null deletion in a gene that is required for complet-
ing the cell cycle. To circumvent this problem,  conditional mutants  
are developed for identifying the genes involved in the cell cycle. 
Conditional mutants are the cells in which a gene product is inac-
tive under one condition but not another. The most common con-
ditional mutants used in cell cycle studies are temperature-sensitive, 
cell-division cycle ( cdc ) mutants. In a  ts  mutant the gene product 
can function at a lower temperature, the permissive temperature, 
but not at a higher, restrictive (or non-permissive) temperature. 
For yeasts, the permissive temperature is usually at room tempera-
ture (20–25 °C), and the restrictive temperature is 
35–37 °C. Temperature-sensitive  cdc  mutants can be selected, iso-
lated, and maintained only as conditional mutations. 

 What are the distinct features of  cdc  mutants? Cells in a  cdc  
mutant population growing at a permissive temperature are in vari-
ous stages of the cell cycle and thus are asynchronous. After arrest-
ing at the same stage of the cell cycle at a restrictive temperature, 
they become synchronous (Fig.  10 ) and are ready to progress 
through the cell cycle synchronously upon being released from the 
block by shifting down from the restrictive to a permissive tem-
perature. The affected genes in these mutants are called  cdc  genes, 
which may function in a particular phase transition of the cell cycle. 
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In contrast, non- cdc  mutants may be defi cient in continuous pro-
cesses such as ATP production, necessary for biosynthesis and 
growth throughout all phases; thus, it may halt at any stage of the 
cell cycle as soon as the ATP reservoir runs out.

   To identify genes that are directly involved in the control of 
the cell cycle, the search was focused on two mutant phenotypes. 
In the fi rst type, all of the cells in the same mutant population 
arrest at the same point in the cell cycle— cdc  phenotype at restric-
tive temperature. Cells blocked at the specifi c phase of the cell 
cycle in a particular  cdc  mutant population display similar pheno-
types. For example, the mutations in  CDC28  gene in budding 
yeast or  cdc2  gene in fi ssion yeast result in arrest at the restrictive 
temperature at G 1 –S or G 2 –M transition, respectively. The second 
type of mutations display the so-called  wee  (derived from a Scottish 
word for small) phenotype in fi ssion yeast, as the mutants divides 
at a smaller size than normal cells [ 36 ]. The  wee  mutants are defec-
tive in gene products that normally inhibit passage through the 
G 2 –M transition without attaining a standard cell size [ 38 ]. It has 
been known that Wee1 protein mediates the control of cell size in 
response to the availability of nutrients in the external environment 
and internal synthesis cues, such as DNA replication. 

  Fig. 10     cdc  mutants arrest at a specifi c stage of the cell cycle. Cells in a  cdc  mutant population growing at a per-
missive temperature are asynchronous in the cell cycle. at a restrictive temperature, they are blocked at a specifi c 
stage of the cell cycle and become synchronous.  cdc2   ts   mutant cells are all arrest at G 2 –M transition at 36 °C, since 
 cdc2  +  gene is required for the cell entry into mitosis but it is not functioning at the restrictive temperature       
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 Several dozens of  cdc  genes were originally identifi ed in fi ssion 
yeast and budding yeast by using forward genetics [ 34 – 36 ]. We 
now know probably more than hundreds of genes are cell cycle 
regulated by genome-wide analyses [ 39 ,  40 ]. In human HeLa 
cells, more than 500 genes are implicated in mitosis [ 41 ]. However, 
not all of these genes identifi ed by the forward genetics approach 
are directly involved in regulating the cell cycle. In fact, among the 
genes originally identifi ed as  cdc  genes, substantial numbers of 
those encode proteins that contribute to the mechanics of a cell 
cycle event, such as those that comprise the DNA replication 
machinery for completing S phase. They may not have a role in the 
regulation of cell cycle progression, such as DNA polymerases or 
enzymes that synthesize the precursors for DNA replication, for 
example. On the other hand, forward genetics has not exhausted 
the search for cell cycle regulators yet. Negative regulators of the 
cell cycle, extrinsic to cell cycle progression, including those that 
regulate checkpoints, would be overlooked, as the loss-of-function 
of those genes does not exhibit  cdc  phenotypes. 

 Nonetheless, investigation of yeast cell cycle mutants revealed 
the  cdc2  + / CDC28  +  gene product as a pivotal, decisive component for 
driving the cell into mitosis: when  cdc2  is defective, mitosis fails to 
occur in fi ssion yeast, leading to cell elongation (Fig.  11 , upper part); 
while when  CDC28  is not functional, cells arrest before the Start 
without a bud in budding yeast (Fig.  11 , lower part). Conversely, if 
this master gene is released from the normal control, mitosis or S 
phase takes place prematurely in fi ssion yeast or budding yeast, 
respectively. Most  cdc  mutants of fi ssion yeast exhibit an altered cell 
length at a restrictive temperature. The majority of the  cdc  mutants 
are recessive, temperature sensitive and blocked at the G 2 –M transi-
tion before entry into mitosis at the restrictive temperature. Using this 
forward genetics approach, scientists discovered a cast of important 
players in cell cycle control, including Cdc2/Cdc28 and Wee1 pro-
tein kinases, as well as Cdc25 tyrosine phosphatase [ 38 ,  42 ].

   The early studies of these mutants, defective in cell cycle pro-
gression, also revealed the order of the cell cycle events. If a  cdc  
mutant is blocked in S phase without completing DNA synthesis, 
it cannot initiate a later phase such as mitosis. This sequential order 
of the cell cycle events underlines the concept of checkpoint path-
ways, which are a series of cell signaling events to ensure the proper 
order of phase transition in the cell cycle. The results of these 
genetic studies provide the evidence for the interdependence of the 
cell cycle events—the central idea of checkpoint control in cell- 
division cycle [ 43 ].  

   Although the genetic studies of the  cdc  mutants, including tetrad 
analysis and genetic mapping, defi ned the discrete genes involved 
[ 35 ,  36 ], the molecular nature of the genes and the corresponding 
proteins encoded by these genes were not known. In-species com-
plementation assays were used to clone several  cdc  genes crucial for 

3.1.8  The Cloning 
of the  cdc  Genes
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the cell cycle regulation in yeasts [ 44 ]. For example, cloning the 
 cdc2  +  gene allowed the amino acid sequence of the Cdc2 protein to 
be deducted from the nucleotide sequence of the gene, providing 
valuable clues about its homology to protein kinases [ 45 ]. This 
clue was exciting to researchers in the fi eld, because the pattern of 
protein phosphorylation had been known to change when cells 
enter mitosis, and it had long been suspected that maturation- 
promoting factor (MPF), identifi ed in the frog embryos was a pro-
tein kinase. 

 Generally, all the  cdc  genes can be cloned by using the comple-
mentation assay. We can clone a gene by isolating a DNA fragment 
that would complement a  ts  mutation phenotype. This logic should 
work for all systems in which tools of genetic manipulation are 
available for complementing the phenotype caused by mutations. 
One advantage of the approach is that the selection depends on 
functional rescuing rather than structural similarity. To clone the 
fi ssion yeast  cdc2  +  gene, a library of plasmids containing fi ssion 
yeast DNA fragments was introduced into  cdc2   ts   cells, and the cells 
were then shifted from 25 °C to 35 °C [ 44 ]. Individual recipient 
cells could intake different plasmids from the library. The vast 
majority of cells received a plasmid that did not contain the  cdc2  +  
gene and failed to divide and grow into colonies at 35 °C. But a 
small fraction of cells that received a plasmid containing the  cdc2  +  
gene were capable of restoring the mitotic entry, thereby giving 

  Fig. 11    Schematic presentations of yeast mutants with cell cycle phenotypes. The  upper part  shows wild-type 
cells of fi ssion yeast  S. pombe  at different stages of the cell cycle;  cdc2   ts   and  cdc25   ts   mutants are blocked at 
the G 2 –M transition at 36 °C, giving rise to cell elongation;  wee1   ts   mutants dividing prematurely, resulting in 
small cell size [ 44 ]. The  lower part  illustrates asynchronous wild-type cells of  S. cerevisiae  budding yeast; 
 CDC28    ts   mutants arrest before the Start at the G 1 –M transition at 36 °C without budding [ 31 ]       
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rise to colonies. The plasmids were then recovered, amplifi ed in 
bacteria, and used to determine the sequence of the gene. Other 
genes genetically interacting with  cdc2  +  may also be isolated by this 
method, such as the suppressor of  cdc2  +  gene, which may function 
in the same pathway as  cdc2  +  [ 46 ].  

   The same logic of the in-species complementation assay can be 
applied to isolating orthologous genes in other organisms, the cross-
species complementation assay. In this assay, the source of the DNA 
containing a potential orthologous gene, is from an organism of 
interest. The gene selection is based on the ability of the gene to 
complement the phenotype of interest in yeasts. The fi rst proof-of-
principle work was the milestone work by Lee and Nurse, in which 
they successfully cloned the human  cdc2  +  gene, encoding the protein 
counterpart of Cdc2/Cdc28 protein [ 23 ]. The result demonstrates 
that human Cdc2 and fi ssion yeast Cdc2 protein are true ortho-
logues of each other, based not only on their sequence relationship, 
but also on their functional substitution. It provides convincing evi-
dence for the conservation of the fundamental principles of cell cycle 
regulation for a billion years through evolution. Moreover, it also 
offers a new methodology to identify orthologues in diverse organ-
isms. The strength of the method is the functional selection of 
orthologous genes, which surpasses the sequence-based selections.   

   Many biological processes are best studied in cells that are special-
ized for particular tasks. For example, historically, studies on nerve 
cells have been a principal route to understanding the electrical 
properties of cells, and research in muscle have provided the foun-
dation of our knowledge about how chemical energy is converted 
to movement. Eggs of the frog  Xenopus laevis  are a special type of 
cell very useful for cell cycle studies. The eggs of amphibians, 
marine invertebrates and insects are large cells and they divide very 
rapidly following fertilization in early embryo development. An 
oocyte of a frog  Xenopus  grows for many months in the ovary of 
the mother frog, without dividing, and fi nally matures into an egg. 
Upon fertilization, the egg cleaves very rapidly, initially at a rate of 
one cycle every 30 min, forming a multicellular tadpole within a 
day or two. The cells get progressively smaller as no growth can 
occur until the tadpole begins feeding. 

 What is the distinguishing feature of early embryonic cell cycle 
in frog? In the early embryonic cycle, no cell growth occurs and 
each daughter cell produced from a cell division is half the size of 
the parent cell. Therefore, compared with the standard cell divi-
sion, the duration of the frog egg cycle is extraordinarily short, 
only consisting of alternating S phase and M phase without inter-
vening G 1  or G 2  phase (Fig.  12 ) [ 5 ,  13 ]. The fi rst cell-division cycle 
of a frog embryo lasts 75 min and is followed by 11 synchronous 
cell cycles each 30 min long. The rapid cleavage pattern of the early 
frog embryo determines their unique features of cell division cycle.

3.1.9  Cloning 
of Orthologous Genes 
in Cell Cycle Regulation
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   Because of the specialized rapid cell division of the frog 
embryo, they are very useful for studying the mechanisms of inter-
phase–M phase transition. The early development of the frog  X. 
laevis  embryo provides a particularly powerful system to analyze 
the factors that drive cells into mitosis. A female frog is able to 
produce several thousands of eggs, which can be fertilized in vitro 
to produce a large population of embryos proceeding synchro-
nously through several cell-division cycles. A frog egg is a large 
structure of about 1 mm in diameter. It has 100,000 times more 
cytoplasm than an average somatic cell and is a vast store of macro-
molecules, thus serving as a good resource for biochemically isolat-
ing protein factors of specifi c cell cycle stages. Since the 1970s a lot 
of what we know about the control mechanisms of the mitotic cell 
cycle has been learned from the studies on the interphase–M phase 
transition in the frog egg system [ 3 ]. 

   An inspiring way to illustrate the strength of the frog embryonic 
system is to revisit several experiments crucial for establishing the 
existence of a cytoplasm-based control activity and the molecular 
nature of the activity that operates in all dividing cells to initiate 
phase transitions in the cell cycle.  

   A fully grown oocyte arrests in G 2 , when triggered by hormone, 
the oocyte matures into an egg and arrests in metaphase of the 
meiosis II. Fertilization releases the metaphase arrest, so that the 
egg completes its second meiotic division and enters the interphase 
of the fi rst embryonic cell cycle. Since an immature oocyte arrests 
in meiotic G 2 , whereas a mature egg arrests in meiotic M phase, the 

3.2.1  Identifying 
and Purifying Maturation- 
Promoting Factor (MPF) 
in Frog  Xenopus laevis  
Eggs

3.2.2  Xenopus Oocyte 
Injection Assay

  Fig. 12    Comparison of the early embryonic cell cycle with the somatic cell cycle. The somatic cell cycle con-
sists of four phases while the early embryonic cell cycle alternates between S and M phases without interven-
ing G 1  and G 2  phases       
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abundant source of the cytoplasm can be extracted from these 
embryonic cells at defi ned stages of the cell cycle. Moreover, 
because of their big size, they are amenable for injecting materials 
such as a molecule of interest or protein lysates into them, or for 
extracting out of the cytoplasm. When M-phase cytoplasm from a 
mature egg is injected into a G 2 -phase immature oocyte, the oocyte 
is driven into M phase and completes its maturation (Fig.  13 ) [ 47 ]. 
The cytoplasmic activity identifi ed in the assay was initially called 
maturation-promoting factor (MPF) because it induces the matu-
ration of an immature oocyte into a mature egg.

      Mammalian cells are generally not as large as frog oocytes; there-
fore, it is not as easy to use them for cytoplasmic injections. 
However, we can perform a logically equivalent test by fusing a 
mitotic cell with an interphase cell, so that the nucleus of the inter-
phase cell is exposed to any active components present in the cyto-
plasm of the mitotic cell. In such experiments the interphase cell is 
directly driven into mitosis, no matter whether it is in G 1 , S, or G 2 , 
and whether it has replicated its DNA or not [ 48 ]. This cytoplas-
mic activity is also named MPF—M-phase-promoting factor. It 
became clear several years later that MPF plays a general role in 
mitotic induction in somatic cells of all eukaryotic cells from yeasts 
to humans [ 49 – 53 ].  

   An activated frog egg can be constricted by a loop of fi ne human 
baby hair before it has completed the fi rst division, so that it is split 
into two separate parts: one containing the nucleus, the other not. 
As expected, the nucleated part continues the normal program of 
rapid cleavages. Remarkably, the non-nucleated part also under-
goes a series of oscillations, seen as repeated cycles of contractions 
with almost perfect synchrony with the cleavages of the nucleated 
part. Similar patterns were observed in the famous “bouncing frog 
egg” experiment presented at a cell cycle symposium in 1980 by 

3.2.3  Cell Fusion 
Experiment

3.2.4  Egg Splitting 
and Bouncing Egg 
Experiments

  Fig. 13    Oocyte injection experiment. Injection of the cytoplasm from a mature egg in M phase into an immature 
oocyte in interphase induces the oocyte to become mature and enter M phase       
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Kirschner [ 3 ]. Frog eggs need fertilization to start rapid cleavages 
in nature. Alternatively, we can artifi cially “activate” frog eggs in 
various ways to initiate the mitotic cell cycle. In Kirschner’s 
 experiments, he removed the nuclei from  Xenopus  oocytes and 
observed striking contractions of the enucleated egg, expanding as 
mitosis began and then contracting during interphase. The cycles 
of contractions seen in both egg-splitting and bouncing egg exper-
iments are due to the activity of the MPF in the cytoplasm. The 
peak of the MPF activity overlaps with the onset of mitosis. These 
results provide evidence for MPF as a cytoplasmic oscillator in the 
cleaving  Xenopus  embryo. This oscillator operates even in the 
absence of a nucleus [ 3 ].  

   Although the division cycles in the cleaving embryo can occur in 
the absence of DNA, they cannot occur in the absence of protein 
synthesis: blocking protein synthesis in early interphase prevents 
both the activation of MPF and the next mitosis. Protein synthesis 
was examined in sea urchin eggs by Tim Hunt. The fertilized eggs 
were incubated with water containing the radioactive amino acid, 
 35 S-methionine. Samples were removed at allocated time points and 
analyzed by SDS-PAGE (polyacrylamide gel electrophoresis). The 
experiment revealed a novel class of proteins, appearing in a peri-
odic fashion, although most proteins in sea urchin eggs accumulate 
continuously after fertilization. The family of oscillating proteins 
increases steadily during interphase until the metaphase–anaphase 
transition, at which they are suddenly abolished. The proteins are 
thus given the name of cyclin because of their characteristic cycling 
pattern during the cell cycle [ 54 ]. The result suggests the possible 
model that one or more cyclins need to build up to a threshold 
concentration to activate MPF, and the destruction of cyclin is cou-
pled to the inactivation of MPF and the cell exit from mitosis.  

   The reconstitution of a biological process in a cell-free system is an 
ultimate goal of biochemical research to study the mechanism of a 
biological process at a molecular level. The frog egg has several 
unequaled advantages for such an approach. It is essentially pure 
cytoplasm, containing stockpiles of cellular components. It arrests 
as a single state of the cell cycle, either in G 2  phase as an immature 
oocyte or in M-phase as a mature egg, and it can be made to go 
from one state to the other state of the cell cycle by adding purifi ed 
molecules. Cell-free extracts were developed in 1980s to repro-
duce cell cycle events in vitro. Activated frog eggs are broken open 
by centrifugation. The undiluted cytoplasm is then collected. 
Sperm nuclei are added together with ATP to monitor the alter-
nating M phase and interphase in the “cycling” extracts [ 55 ]. 

 How is the alternating M phase and interphase monitored in 
the  Xenopus  egg extracts? The sperm nuclei undergo de- 
condensation in interphase and condensation at the onset of the 
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mitosis, in parallel with nuclear envelope disassembly and  reassembly, 
respectively, serving as an indicator to distinguish interphase and M 
phase. The extracts reproduce the events of conversion between the 
two phases. We can observe these morphological changes under a 
fl uorescence microscope to follow the cell cycle events occurring in 
the cell-free system (Fig.  14 ). This system makes it possible to char-
acterize functionally the role of a protein in the interphase–M phase 
transition. An inhibitor slows down the transition, while an activa-
tor speeds up the transition. The long arduous work to purify MPF 
from the M-phase extracts was accomplished utilizing this “bio-
chemically tractable” system, as the MPF- enriched fractions of the 
extracts induce the conversion from interphase to mitosis in the 
extracts [ 56 ]. One culminating work was using the frog egg extracts, 
depleted of endogenous transcripts and adding cyclin mRNA back 
to the extracts, to elegantly demonstrate that cyclin alone fulfi lled 
the entire protein synthesis requirement of the interphase–M phase 
transition. Therefore, cyclin is the only protein needed, rather than 
total protein synthesis, for the onset of the mitosis [ 57 ]. Furthermore, 
the linkage of MPF to Cdc2 and ultimately to cyclin was also estab-
lished in this biochemical assay system [ 58 ]. The studies using the 
system provide insights into the molecular nature of the MPF and 
the control mechanisms of the mitotic transition.

       Fruit Fly  Drosophila melanogaster  is a valuable model organism for 
cell cycle studies. The components of the cell cycle control system 
in  Drosophila  are structurally and functionally similar to humans. 
Particularly, both fruit fl ies and humans share common develop-
mental and physiological constrains that are unique for  multicellular 
organisms [ 59 ]. The generation time of  Drosophila  is 2 weeks and 
it is relatively easy to grow and maintain them in a laboratory. 

3.3  The Fruit Fly 
 Drosophila 
melanogaster 

  Fig. 14    Reproducing mitotic cell cycle in a cell-free system of frog egg extracts. The sperm nuclei undergo 
de-condensation in interphase and condensation at the onset of the mitosis, in parallel with nuclear envelope 
disassembly and reassembly, respectively, serving as an indicator to distinguish interphase and M phase. 
These morphological changes can be observed under a fl uorescence microscope to follow the cell cycle 
events occurring in the cell-free system       
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 Drosophila  has a genome size of about 14,000 genes, which is 2–3 
times of yeasts and about half the number in humans. Effi cient 
genetic tools are established and available in  Drosophila  to identify 
and analyze the genes involved in regulation and progression of 
the cell-division cycle [ 60 ], although the diploid chromosome 
content makes the subsequent characterization of these genes 
more complex than the haploid yeasts. 

 An early  Drosophila  embryo undergoes rapid and synchronous 
nuclear divisions after the fusion of egg and sperm nuclei to give rise 
to a zygote nucleus. These divisions each last less than 10 min and 
proceed without gap phases, resulting in a syncytium, in which many 
nuclei share the same cytoplasm. The nuclei subsequently move to 
the surface of the embryo after nine divisions and start cytokinesis to 
form about 6000 cells at the end of the 13th division. The synchro-
nous progression of the nuclear division in early  Drosophila  embryos 
provides a good resource to isolate important regulators of the cell 
cycle. However, the analysis of a mutant phenotype in such system is 
complicated by the presence of maternal gene products, required for 
completing the fi rst 13 divisions. Consequently, mutations in a 
zygotic gene may not generate a visible phenotype until the stock of 
the maternal gene products is depleted.  

   Although the fundamental principles of cell cycle control are stud-
ied effi ciently in simpler systems including yeasts and  Drosophila , it 
cannot supersede the research in the mammalian cell cycle. Only in 
mammalian cells can we ultimately decipher the complex circuits 
regulating the cell cycle. However, in complex multicellular organ-
isms such as humans, various cells divide at very different rates. 
The cells that line our intestine live only 3 days and must be con-
stantly replaced by the division of precursor cells. On the other 
hand, the life span of liver cells is more than a year, thus cell divi-
sion in this organ is rare. The cell cycle in mammalian cells varies 
greatly. The variability in the length of the cell cycle of different 
cells occurs mainly in G 1  and G 2 . It refl ects the ability of cells to 
exit from the cell cycle during either G 1  or G 2  phase (Fig.  15 ). 
Many cells can withdraw from the cell cycle, entering G 0  or a stable 
G 2  arrest. Cells in G 0  have left the cycle after division but before 
the restriction point at the G 1 –S transition. These cells account for 
most of the non-growing, non-proliferating cells in the human 
body. Some cells such as epidermal cells leave the cycle during G 2  
and arrest without growth or proliferation [ 5 ].

   It is diffi cult to study cell proliferation in intact multicellular ani-
mals; therefore, most studies of cell cycle control are performed on 
cells proliferating in culture. The tissue culture studies on the cell 
cycle contribute to our understanding of cancer development at a 
cellular level. Insights into the regulation of cell growth and prolif-
eration in mammals have been provided by studies of cell lines and 
transformed cancer cells in cell culture. No matter how different 
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individual paths of cancer development are from each other and how 
diverse the origins that cancer derives from, all cancer cells abandon 
normal growth regulation and continuously cycle. Cancer cells pro-
liferate excessively and give rise to malignant tumors. In essence, 
cancer is a cellular disease in multicellular organisms and uncon-
trolled cell proliferation is the hallmark of cancer. Usually, multiple 
genetic changes are necessary to affect properties of cell growth and 
proliferation that eventually lead to cancer. Several properties are 
used as parameters to judge the normality of cells in culture:

 ●    Limited generation time and death at crisis—a point at which 
most of the cells die.  

 ●   Anchorage dependence—cells need a fi rm surface to attach to.  
 ●   Serum dependence or growth factor dependence—serum that 

contains growth factors is essential for cell proliferation.  
 ●   Density-dependent inhibition—cell growth is inhibited via 

cell–cell contact.  
 ●   Cell shape—cells are usually fl at and extended on the growth 

surface due to the cytoskeletal organization.    

 Growth of normal cells result in a monolayer in culture because 
of these properties. Primary cells, immortal cell lines and trans-
formed cell lines have been used to study cell cycle control in tissue 
culture environment. 

  Fig. 15    Features of the cell cycle of human cells. The human cell cycle varies in length. The variability refl ects 
the ability of cells to exit from the cell cycle during either phase of G 1  or G 2        
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   Ideally, cells freshly removed from animals—primary cells are used. 
Primary cells are the immediate descendants of cells taken directly 
from an animal organism. We can culture them in plastic dishes 
with medium containing nutrients and growth factors. Although 
primary cells faithfully mimic the in vivo properties, they can only 
survive for a relatively short period in culture. Human primary cells 
usually divide 25–50 times in culture before reaching replicative 
senescence or a crisis. The proliferative life span of mouse cells is 
even shorter—about 15 generations of cell divisions [ 61 ]. The rep-
licative senescence probably caused by telomere degeneration and 
the culture condition that drastically differs from the normal envi-
ronment of the animal body [ 62 ]. The limitation of the life span of 
most primary cells makes it necessary to also explore options of 
employing non-transformed cells—immortal but not transformed 
cell lines, even if it is not perfect.  

   To examine the pathways and aberrant events that enable cells to 
bypass normal cell cycle controls and develop tumors, we need to 
recognize the differences in proliferation properties among pri-
mary cells, immortal and transformed cell lines in culture. During 
cell adaptation to culture environment, cells may fi rst convert to 
immortal cell lines, continue to evolve and fi nally become trans-
formed, in which the aforementioned characteristics of primary 
cells are completely lost. Cells in an established cell line can divide 
indefi nitely. Cell lines are evolved through a step of immortaliza-
tion. When the growth of primary cells from a vertebrate animal 
ceases in culture, reaching replicative senescence—a crisis, the 
majority of the cells die. However, among them a few cells survive 
the crisis, keep proliferating, and eventually form a line of endless 
dividing cells. Although changed to become immortalized, the 
cells in such a cell line still remain non-tumorigenic and display the 
other features similar to those of primary cells. 

 As these cell lines can perpetuate endlessly, they may continue to 
change while adapting to the culture environment. They may lose 
anchorage dependence for growth on solid surfaces, gain the ability 
to grow without serum supply, and become insensitive to contact 
inhibition and form multiple layers of cells—tumor foci in culture. 
The last stage of transformation is metastasis, at which point, cells 
become mobile and are capable of migrating to new sites, establish-
ing new colonies in culture [ 5 ]. Fully transformed cells capture the 
malignancy of cancer—the ability to invade normal tissue. 

 The combined changes of cell immortalization and transforma-
tion in culture provide a paradigm for cancer development at the 
cellular level. An assay that is commonly used to identify transfor-
mation agents is called the transfection assay. The assay is based on 
the ability of a molecule to convert a “normal” cell line into a trans-
formed cell line. Many oncogenes/proto-oncogenes harbored in 
retrovirus and tumor DNA have been identifi ed and isolated by 
using the transfection assay [ 63 ]. In contrast, it is diffi cult to 
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identify tumor-suppressor genes using the transfection assay, due to 
the recessive nature of the mutations, unless both alleles in the cell 
are altered. Certain steps converting normal cells into transformed 
cells may provide models for the process of cancer development. 

 Although studies using normal and transformed cell lines in 
culture contribute to our understanding of cell cycle controls and 
cancer development at a cellular level, we must keep in mind that 
these cell lines have changed to form distinct identities from pri-
mary cells. Even normal cell lines can only serve as an approximate 
mimic of in vivo controls. All cell lines, normal or transformed, are 
consequences of genetic changes that affect cell cycle control.  

   The large size of mammalian cells makes them excellent for cyto-
logical and biochemical analyses of the cell cycle. Traditionally, the 
main drawback of the mammalian cell system is the lack of effi cient 
means for genetic manipulations. Development of two methodolo-
gies has opened immense potential for genetic analyses in mam-
malian cells: systematic gene deletions using small-interfering 
RNAs (siRNAs) and gene editing, regulating and targeting employ-
ing the clustered, regularly interspaced, short palindromic repeat 
(CRISPR) technology [ 64 ,  65 ]. There has been success in using 
the siRNAs approach in cell cycle studies, including an exception-
ally large-scale project by Neumann et al. [ 41 ]. In this work, 
Neumann et al. reduced protein expression with siRNA from 
21,000 genes, used time-lapse microscopy to measure defects in 
mitosis, and identifi ed more than 500 genes implicated in mitosis. 
Although the siRNA method is versatile, it may suffer from partial 
knockdown and off-target effects [ 66 ]. These problems render this 
method less straightforward for assigning gene functions com-
pared with complete gene ablation in yeasts. 

 CRISPR-Cas systems are RNA-guided nucleases, such as Cas9, 
derived from adaptable immune mechanisms used by many bacte-
ria to protect themselves from foreign nucleic acids including 
viruses and plasmid DNAs. The guide RNA assembles into com-
plexes with Cas9 and target the nuclease to a specifi c DNA sequence 
by base pairing. The programmable feature of the DNA-targeting 
system enables researchers to effi ciently modify endogenous genes 
in many cell types and organisms including mammalian cells, which 
are traditionally challenging for genetic manipulations [ 65 ].    

4    Diverse Biological Systems, Conserved Mechanisms: A Historic Perspective 

 Before the genomics era of the 1990s, cell division was mainly 
studied using genetic manipulations in yeasts and biochemical 
analyses of early embryonic cell divisions in frog eggs. Isolating 
yeast mutants with perturbed cell cycle control helped identify 
genes involved in the sequential execution of cell cycle phase 
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transitions. In early development, the rapid cleavage of frog eggs 
and the cell-free extracts proved useful in biochemically character-
izing a key cell cycle regulator: MPF, whose activity oscillated in 
synchrony with the mitotic cycle. These different approaches led to 
two seemingly distinct models: the domino model in yeasts and the 
clock model in frog eggs. The domino model emphasizes the inter-
dependence of the cell cycle events or phase transitions, whereas 
the clock model envisions a cytoplasmic timer controlling the onset 
of mitosis, which is independent to other events in the cell cycle. 
The divergent models were originally proposed based on research 
in yeasts and early embryonic frog cells, respectively. The identifi -
cation of the proteins with crucial functions in both models allowed 
scientists to reconcile the divergent models, and highlights funda-
mental principles of cell cycle regulation that are exquisitely con-
served through evolution in all eukaryotic organisms. 

   In the 1970s, Paul Nurse and Leland Hartwell pioneered the 
search for mutations that affect the cell cycle in fi ssion yeast and 
budding yeast, respectively [ 35 ,  36 ]. They identifi ed mutants based 
on either the aforementioned phase-specifi c arrest, so-called  cdc  
phenotype, or on the abnormally small cell size phenotype, known 
as the  wee  mutants. The mutants identifi ed in both yeasts are 
temperature- sensitive ( ts ). Using this genetic approach, researchers 
identifi ed a cast of vital players in cell cycle control, including the 
genes encoding Cdc2, Wee1 protein kinases, as well as Cdc25 tyro-
sine phosphatase. The discoveries also provide the basis for the 
concept of checkpoint control of cell division [ 34 ,  43 ]. If mutant 
cells lose a functional gene necessary for completing an early phase, 
they cannot proceed to the later phases. The interdependence of 
cell cycle events ensures that each phase transition of the cell cycle 
occurs at a specifi c time and in a defi ned order. Thus, the initiation 
of a later cell cycle phase is dependent on the proper completion of 
a prior phase, known as the  domino model  of cell cycle regulation. 
This sequential order of the cell cycle events is achieved through a 
series of cell signaling events; checkpoint pathways for the faithful 
phase transitions of the cell cycle.  

   The rapid cleavage of early  Xenopus laevis  eggs and the frog egg 
extracts provide a valuable system to functionally analyze and purify 
the factors that drive a cell into mitosis. It is this model organism 
that enables researchers to biochemically purify MPF and function-
ally identify the key regulators of the cell cycle including, Cdc2, 
later named as cyclin-dependent kinase1 (Cdk1), Cdc25 tyrosine 
phosphatase, and Wee1 tyrosine kinase. 

 The tight timing of the onset of mitosis in early frog embryos 
indicates a fast biochemical switch responsible for speedy and accu-
rate phase transition. Remarkably, in the egg-splitting and bouncing- 
egg experiments, the eggs underwent a series of oscillations, seen as 
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repeated cycles of contractions with almost perfect synchrony as to 
the onset of mitosis. Since the driving force for cell entry into mito-
sis had then been identifi ed as MPF and MPF peak activity overlaps 
with the onset of mitosis, scientists soon established that the surge 
or fl uctuation of the MPF activity, occurring every 30 min in the 
cleaving frog  Xenopus  embryo, acts as a cytoplasmic oscillator or a 
cytoplasmic timer/clock. In fact, this clock continues ticking even 
in the absence of a nucleus [ 3 ]. The results from biochemical stud-
ies in early frog embryos apparently suggest a very different mecha-
nism of cell cycle regulation—what is known as the clock model. In 
this model, the timing for the onset of mitosis is controlled by the 
MPF activity that resides in the cytoplasm and is turned on every 
30 min, independent of other cell cycle events.  

   Are the governing principles of the cell cycle conserved in different 
organisms through evolution? Is there any generality in cell cycle 
regulation? The genetic isolation and analysis of  cdc  mutants in 
yeasts revealed a fundamental nature of cell cycle control—the exe-
cution of late events depends on the prior completion of early 
events. This concept has become the theme for the domino model. 
In contrast, the rapid contractions of an enucleated  Xenopus  egg 
illustrated a cytoplasmic clock that sets the timing of mitotic entry, 
representing the idea known as the clock model. The domino model 
suggests that the cell cycle events are interdependent, whereas the 
clock model implies that the timing for cell entry into mitosis is not 
infl uenced by other events. Back in the 1980s, researchers conduct-
ing cell cycle analyses in yeast and frog eggs using different experi-
mental systems, mainly genetic and biochemical, were mutually 
impressed by each other’s accomplishments, depth of thinking and 
cleverness of approaches at conferences, yet walked away disap-
pointingly seeing little commonality in the cell cycle among differ-
ent organisms [ 3 ,  34 ]. 

 The clues about the functional links of the genetic and bio-
chemical approaches came from the molecular identifi cations of the 
key players in cell cycle regulation. Genetic studies in yeasts identi-
fi ed a central gene in the network of cell cycle control:  cdc2  +  in fi s-
sion yeast and  CDC28  +  in budding yeast. Budding yeast  CDC28  +  
gene transformed into fi ssion yeast  cdc2 ts  mutant could rescue its 
elongation phenotype and restore the normal cell cycle, establish-
ing that Cdc2 and Cdc28 proteins are functionally equivalent in the 
yeasts. Cdc2/Cd28d is thus crowned as the master regulator of the 
cell cycle in yeasts, just like the royal status of MPF in frog eggs. 

 A giant leap came in 1987. Using the same cross-species 
complementation assay, Melanie Lee and Paul Nurse discovered 
the human counterpart of fi ssion yeast  cdc2  + , based on the ability 
of human  CDC2  +  to entirely replace the function of  cdc2  +  in fi s-
sion yeast. All three homologous genes,  cdc2  +  in fi ssion yeast, 
 CDC28  +  in budding yeast and  CDC2  +  in humans, appeared to be 
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closely related protein kinases. “One small step for yeast…one 
giant leap for mankind,” refl ects the signifi cance of the result and 
the promising potential of utilizing yeasts as model organisms for 
rapid understanding of cell cycle control in humans (  www.nature.
com/celldivision/milestones/full/milestone11.html    ). Since Cdc2 
is evolutionarily conserved from yeast to humans, the next logical 
question is: how are Cdc2/Cdc28 proteins in yeasts related to 
MPF in animal cells? 

 Scientists in the fi eld suspected that MPF in frog eggs and 
mammalian cells might also be a master protein kinase in charge of 
protein phosphorylation cascades. As long predicted, MPF isolated 
from the frog extracts was fi nally confi rmed as a specifi c protein 
kinase. In fact, it was further defi ned as a two-subunit protein com-
plex, the catalytic subunit being a protein kinase with a size of 
34 kDa. Using clever heterologous strategy, scientists introduced 
the fi ssion yeast Cdc2 protein into frog egg extracts, and found 
that the 34 kDa component of frog MPF was actually the same 
kinase as the Cdc2 protein in fi ssion yeast [ 58 ]! The frog eggs and 
yeast cells, which originally appeared dramatically different, are 
fundamentally the same in the master regulator of the cell cycle. It 
has been one of the most unifying discoveries in cell biology—the 
fi ssion yeast Cdc2 protein, budding yeast Cdc28 protein, and MPF 
in  Xenopus  are all related serine-threonine protein kinases. 

 The master kinase that triggers downstream events for mitotic 
transition consists of two proteins: cyclin-dependent kinase1 
(Cdk1/Cdc2) and a regulatory subunit, cyclin. To form an acti-
vated MPF at the G 2 –M transition, Cdc2 (the 34 kDa protein sub-
unit of MPF) is associated with cyclin B (the 48 kDa protein 
subunit of MPF). The two views of cell cycle regulation were fi nally 
unifi ed at the identifi cation of the molecular identity of MPF: the 
same protein kinase is required for cell entry into mitosis in both 
yeasts and animals. Furthermore, different Cdks control the onset 
of S phase and M phase, acting as a “cell cycle engine” [ 5 ]. This 
conclusion is both satisfying and surprising for two reasons. Firstly, 
there is a wide evolutionary distance between yeasts and verte-
brates. Secondly, the morphological events of mitosis are signifi -
cantly distinct between yeast and animal cells. In yeasts, “closed” 
mitosis takes place without disassembly of the nuclear envelope, 
while in animal cells, “open” mitosis occurs with breakdown of 
nuclear membrane in despite of the drastic differences from single-
cellular to multicellular eukaryotes including humans, the function 
of the master kinase is conserved. Therefore, in many diverse bio-
logical systems, the main components of the cell cycle machinery 
for phase transitions are fundamentally the same [ 3 ,  26 ]. The dom-
ino model and clock model refl ect the mechanisms in specialized 
cell types, proliferating cells and early embryos, respectively. The 
specifi c mechanisms governing the functions of these regulators, 
as well as the complexity of the signaling pathways may vary with 
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phase transitions, developmental stages, organisms, and environ-
ment. These distinct aspects of cell cycle regulation constitute fas-
cinating areas for further research.   

5    Gaining a Comprehensive Understanding of Cell-Division Cycle 

 The fundamental theme controlling the cell-division cycle under-
lies the growth, development, and reproduction of all eukaryotes. 
A comprehensive understanding of the molecular regulatory 
mechanisms is one of the most important goals of modern cell 
biology. In the past decades, we have seen remarkable advances in 
our understanding of cell cycle control. These advances are built 
mainly on the knowledge gained from studying the cell cycle in 
different model organisms using various experimental approaches. 
Given the conservation of the cell-division cycle through evolu-
tion, the fi ndings in these simpler model organisms are relevant to 
the control mechanisms in humans. Researchers also explored the 
cell cycle regulation in the context of development, tumorigenesis, 
and human diseases, proving the value of model organism research 
for meeting the critical translational challenges of the current age. 

 One singe model organism alone with one specialized experi-
mental approach, genetic, cytological, or biochemical would not 
have led us to what we know now about cell cycle regulation. One 
particular model would be imperfect for addressing all questions 
about cell cycle control. Informative comparisons of cell cycle regula-
tors in different organisms allow the identifi cation of gene products 
that are implicated more universally in a cell cycle event or phenom-
enon [ 67 ]. These comparisons also provide a logical route to reduce 
system biases inherent in individual organisms. Successful examples 
include, the converging of the diverging domino and clock models, 
as well as the level changes of certain RNAs at the transitions of cell 
cycle stages in a conserved manner in multiple organisms [ 40 ]. 

 The cell-division cycle as a vital process of life is complex and 
dynamic. Many interacting components involved are prone to 
unexpected outcomes, refl ecting emergent properties characteristic 
of life. Lots of challenging questions about the cell cycle still await 
us to answer them. Even certain control circuits of the cell cycle 
have emerged from the research in the past decades, to reveal that 
the linkages in the network are not always hard-wired. How and 
when they may break, reform, or connect to new components, 
remain elusive. In addition, often, cell cycle regulators such as pro-
tein kinases, have pleiotropic roles. Also, little is known about the 
unique benefi t provided by the redundancy of gene functions in cell 
cycle networks. Uncovering these genetic interactions would have a 
special impact on cancer treatments, which could result in synthetic 
lethal interactions [ 2 ]. A comprehensive understanding of the cell-
division cycle is necessary to further our knowledge about the 
important processes of biology. 
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 Yeasts with small genomes of 5000–6000 genes are relatively 
straightforward organisms for use in systems genomic analyses. 
The availability of genome-wide gene deletion collections, as well 
as other methods for forward genetics, allows the identifi cation of 
as many genes involved in cell cycle control as possible [ 2 ,  16 ]. 
Discoveries in zinc-fi nger nucleases (ZFNs), transcription activa-
tor-like effector nucleases (TALENs), and more lately clustered 
regulatory interspaced short palindromic repeats (CRISPRs), make 
it possible for targeted genome editing in all organisms including 
human cells. The application of bioinformatics procedures would 
enable us to link the genes identifi ed with specifi c biochemical and 
molecular functions. Employing stable- isotope labeling of amino 
acids in culture (SILAC) for global analysis of Cdk1 substrate 
phosphorylation sites sets an elegant example of chemical genom-
ics for signaling pathways in cell cycle regulation [ 68 ,  69 ]. 
Quantitative methodologies have been developed to manage large 
database sets, in addition to the development of mathematical 
modeling as a tool for analyzing cell cycle control networks [ 70 , 
 71 ]. The new technologies have empowered cell cycle studies in 
the model organisms to investigate the regulatory mechanisms at a 
higher level with respect to cellular phenomena and morphologies, 
changes in the gene expression program, protein modifi cation and 
protein degradation at large scales and in a cell cycle-dependent 
manner. 

 Because of the progress in genome annotation and the conser-
vation of the cell cycle throughout evolution, orthologous genes or 
proteins from a variety of organisms in a range of situations can be 
compared extensively at a level that was never possible decades ago. 
It is no longer a fantasy to test a human gene in yeasts to determine 
its potential function in the cell cycle—surrogate genetics. Although 
researchers have enriched their common toolboxes and reagents by 
working with individual model organisms to fulfi ll their goals in 
scientifi c discovery, they are becoming more integrated into larger 
communities than before. Changes in technologies and the applica-
bility of new methodologies have renewed interests and opened 
exciting opportunities in cell cycle studies using different model 
organisms, allowing the gain of a comprehensive understanding of 
the fundamental processes of all eukaryotes. 

 Biological research is used to relying on a small number of tra-
ditional model organisms. The species chosen are usually based on 
their amenability for experimental approaches to investigate bio-
logical problems ranging from genetics, cell biology, biochemistry, 
development, and evolution. Advances in genome sequencing and 
editing, proteomics, quantitative analyses, as well as systems biology 
approaches are reshaping our concept of a model organism. The 
introduction of next-generation sequencing technology has 
changed the landscape of genetics [ 72 ]. The capability of process-
ing millions of sequence reads in parallel, in much shorter time peri-
ods, with lower costs than conventional sequencing methods, also 
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infl uences the cast of potential model organisms. The living species 
used in biological research have been vastly expanded from rela-
tively small numbers, to a large variety of organisms. New species 
have been introduced to laboratories as emerging model organisms, 
including Butterfl y ( Bicyclus anynana ), Cricket ( Gryllus bimacula-
tus ), Fruit Bat ( Carollia perspicillata ), Social Ameba ( Dictyostelium 
discoideum ), and Tomato ( Solanum lycopersicum ) [ 73 ]; just name a 
few. For example, tiger pufferfi sh is characterized as a vertebrate 
model with a compact genome [ 74 ]. We have entered a new era of 
model organism development, in which expansion of model organ-
isms, comparison among and refi nement of the established model 
organisms will be driven by both exciting biological questions and 
fascinating advancements of technologies. The new technologies 
provide a broad evolutionary perspective of cell-division regulation 
and allow informative comparisons among different species at a 
level that has never been possible, exerting unimaginable impact on 
our comprehensive understanding of cell cycle regulation.     
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    Chapter 3   

 Role of Computational Modeling in Understanding Cell 
Cycle Oscillators 

              Attila     Csikász-Nagy      and     Ivan     Mura   

    Abstract 

   The periodic oscillations in the activity of the cell cycle regulatory program, drives the timely activation of 
key cell cycle events. Interesting dynamical systems, such as oscillators, have been investigated by various 
theoretical and computational modeling methods. Thanks to the insights achieved by these modeling 
efforts we have gained considerable insights about the underlying molecular regulatory networks that can 
drive cell cycle oscillations. Here we review the basic features and characteristics of biological oscillators, 
discussing from a computational modeling point of view their specifi c architectures and the current knowl-
edge about the dynamics that the life evolution selected to drive cell cycle oscillations.  

  Key words     Cell cycle oscillators  ,   Mathematical models  ,   Nonlinearity  ,   Predictive simulation  , 
  Regulation  ,   Cross-talk  

1       Introduction to Biological Oscillators 

 The ordered and regulated execution of the cell reproduction pro-
cess relies on a complex set of interactions that are able to sense 
and integrate multiple signals from the cell environment into a 
fundamental network, with a molecular oscillator as the core 
engine driving the events of the cell cycle. 

 Oscillatory behaviors are interesting and complex. Their dynam-
ical equilibria are able to maintain information about time progres-
sion and the state of variables, enabling native patterns of behavior 
to be coupled with external stimuli that modulate the fi nal resulting 
responses. Similarly, the cell cycle oscillator is controlled by several 
environmental inputs, which set the frequency of the oscillation and 
stop it if the environment does not support cell division. 

 So effective are oscillators in fl exibly governing the many regu-
lated phenomena inside living systems, that we fi nd more and more 
evidence of their existence in many key cellular processes, for 
instance the p53 response to DNA damage    [ 1 ,  2 ], or the dynamics 
of key transcription factors such as NF-kB [ 3 ,  4 ]. 
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 Cell reproduction cycles, circadian rhythms and seasonal clocks 
in plants are all examples of combined time and signal dependent 
modulation of cellular function regulation, which result in the con-
certed activation or repression of genes responsible for periodical 
phenotypical expression. 

 Oscillatory behaviors are complex to understand. One of the 
very fi rst and simplest oscillators, the Lotka self-catalytic module, 
which was originally discovered and analyzed in 1920 [ 5 ], cou-
ples two chemical reactions involving just two species, yet it gives 
rise to a type of dynamical behavior that could hardly be pre-
dicted by other means than via simulation of a model. By their 
very time- dependent essence, oscillators escape classical equilib-
rium analysis, as they never rest in a steady state, and reveal sen-
sitivities that can account for distinct types of system responses. 
Both frequency and amplitude of oscillating effectors may be cru-
cial in exerting regulation upon a biological phenomenon as 
information can be coded in either or both frequency and ampli-
tude of a biological oscillation. 

 The reasons for such rich behaviors of oscillators are rooted in 
the existence of nonlinear relationships among variables. 
Nonlinearity is a general concept in systems theory, which essen-
tially provides for generating response outputs that are not propor-
tional to the input variables. In the absence of nonlinear relations 
among variables, a system can only provide outputs that satisfy the 
superposition principle; changes in the input would be mapped 
into proportional variations of the output, which implies that oscil-
lations could only be relayed but not be generated. When the rela-
tions among variables involve nonlinearities, the analysis of the 
possible system behaviors soon becomes complex. Mathematical 
models of nonlinear systems are comparatively much easier to build 
than to solve. They are hardly tractable from an analytical view-
point, and call for the deployment of approximated numerical 
and/or simulation techniques. 

 The rest of this review paper is organized as follows. In 
Subheading  2  we focus on cell cycle computational model based 
research, with a short historical perspective that accounts for the 
evolution of the fi eld, and then discuss the main modeling 
approaches that have been deployed. 

 In Subheading  3  we review the most infl uential models of the 
cell cycle, which in a sense are distilling the knowledge gained by 
decades of computational modeling in the fi eld. As it always hap-
pens in biology, every subsystem connects to the whole systems in 
a number of ways, the machinery regulating cell cycle oscillations 
does not escape the rule. In this same section we review some of 
the many interactions that cell cycle oscillator components have 
with other periodically regulated cellular functions. Conclusions 
and perspectives for future research are provided in Subheading  4 .  
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2      Cell Cycle Modeling 

 Cell cycle oscillating phenomena are not an exception to the above- 
mentioned complexity, and their study has largely benefi ted from 
computational approaches based on the defi nition and simulation 
of mathematical models. In the decades from the 1960s to the 
1980s, yet before the molecular interactions that sustain the cyclic 
behavior were explored, models were developed [ 6 – 14 ] that 
attempted to explain, at a phenomenological level, the experimen-
tally observed correlation between cell cycle and cell size. 

 Later on, extensive experimental work on model organisms 
began to unveil the details of the intracellular network generating 
the oscillating behavior of cyclins and cyclin-dependent kinases. 
This information fostered new modeling efforts aimed at under-
standing a growing set of intertwined molecular interactions that, 
through positive and negative feedback, generate bistability, hys-
teretic switches, and cyclic behaviors. A number of computational 
models were developed, in particular for the cell cycle of budding 
yeast  Saccharomyces cerevisiae  [ 15 – 18 ], fi ssion yeast 
 Schizosaccharomyces pombe  [ 19 – 26 ], and Xenopus frog embryos 
[ 27 – 29 ]. Models for the cell cycle of embryonic cells of the fruit fl y 
 Drosophila melanogaster  [ 30 ] and of the sea urchin [ 31 ] were also 
built. The modeling of the mammalian cell cycle is a complex task, 
due to the many regulatory mechanisms that control cell repro-
duction in complex organisms. Nevertheless, many different 
aspects of the cell cycle in mammals have been the subject of com-
putational modeling studies;  see  for instance [ 32 – 45 ]. 

 Various approaches to the mathematical modeling of the inter-
actions among the molecular components of the cell cycle network 
have been used, each one using a different abstraction level. We 
succinctly explain in Fig.  1  the main concepts of the three main 
modeling methods, namely Boolean, Continuous-Deterministic, 
and Discrete-Stochastic, and the outputs provided by their compu-
tationally implemented versions. A common requirement for all 
the modeling methods is that they must be able to provide a pre-
diction of the dynamics of the system over time.

   A quick look at the mathematical approaches applied for the 
computational modeling of the cell cycle reveals that continuous- 
deterministic techniques have been the fi rst choice tools. Quite 
obviously, when dealing with nonlinearity, limit cycles and switches, 
the mathematics of differential equations comes in straightfor-
wardly, with its rich set of simulation and analysis techniques. In 
the continuous-deterministic setting, the variables of interest are 
the concentrations of species ( see  Fig.  1b ), and their time evolution 
is modeled through the effect that the interactions among species 
have on the derivatives of the concentrations [ 49 ,  50 ]. 
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 When constructing a model of a system’s dynamics, a 
continuous- deterministic model is just one of the possible inter-
pretations, mostly used to capture the average behavior of cells. In 
those cases when the molecular noise plays a role in determining 
the emerging behavior of the oscillatory system, discrete-stochastic 
modeling methods can provide additional information, which is 
not necessarily captured by continuous-deterministic abstractions 
built upon the same knowledge base. In a discrete-stochastic inter-
pretation, variables are integer molecular counts ( see  Fig.  1c ), and 
interactions among species are rendered as reactions with integer 
stoichiometry, which occur at random times. Thanks to the many 
available implementations of the stochastic simulation algorithm of 
Gillespie [ 51 ], many models-based studies of the cell-cycle regula-
tory networks have been conducted [ 48 ,  52 – 57 ]. Stochasticity has 
been considered as well in the continuous setting to model molec-
ular noise by Langevin equations, whereby random terms are 
directly added to the differential equations [ 53 ,  58 ]. 

  Fig. 1       Computational and mathematical methods used for cell cycle oscillator modeling. ( a ) Boolean models 
consider how various proteins activate ( solid ) or inhibit ( dashed ) each other (adapted from ref. [ 46 ]). Each 
molecule can be in either active (1) or inactive (0) forms and transitions between these driven by regulators. 
Simulations ( bottom ) show how each molecule switches between the two states. ( b ), Ordinary Differential 
Equation models (adapted from ref. [ 47 ]) consider the continuous transitions between states ( solid arrows ) 
driven by regulator molecules ( dashed ) in a deterministic form, capturing the average cell behavior by simulat-
ing changes in the concentration of each form. ( c ) Various stochastic methods can be used to follow the 
changes in molecule numbers and the noise observed in individual cells. The notation of the wiring corre-
sponds to the Petri-Net formalism (adapted from ref. [ 48 ])       
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 On the other hand, when the focus of the research is on under-
standing the properties of the dynamics that are determined by the 
structure (topology) of the interaction network rather than by the 
kinetics of the reactions, other interpretations based on Boolean 
modeling techniques become of interest [ 46 ,  59 ,  60 ]. In a Boolean 
model, time progression is abstracted as stepwise increments, and 
the state of a molecule is abstractly represented by a binary vari-
able, whose two possible values can be used to model two distinct 
behaviors, for instance when the molecule is phosphorylated and 
active, or unphosphorylated and inactive ( see  Fig.  1a ). The transi-
tion between states is determined by the values taken by Boolean 
functions, which depend on the states of interacting molecules and 
are evaluated at the discrete time steps. 

 No matter which angle was taken at the time of implementing 
the model, the process of identifying the involved entities and their 
interactions always resulted in a refi nement and systematization of 
the biological knowledge. Because they must be executable on a 
computing system, by their very nature computational models are 
not ambiguous, and require a complete specifi cation of the bio-
chemical transformations in mathematical or logical terms. This 
means that each phenomenon, such as a repression or activation, 
which has a clear semantic for biologists, needs to be detailed in 
terms of molecular interactions. Consequently, model defi nition is 
an inter-disciplinary activity that sets the ground for gaining new 
insights into the design of biological systems and requires the 
interaction of mathematicians, computer scientists, and physicists 
with the experimental biologists [ 61 ]. 

 The objective of building a computational model is twofold: 
from one side the model provides a precise encoding of the available 
knowledge about a phenomenon, and on the other one, at least for 
the class of dynamical models we are considering in this context, it 
allows generating predictions about system evolution over time. 
When these predictions can reproduce experimentally observed 
behaviors, the model is valid, and its predictions can be extended to 
scenarios that have not been explored before. Hence, a valid model 
allows rapidly conducting in-silico experiments, analyzing what-if 
scenarios, simulating conditions that could hardly be run or that 
would be very costly in the wet-lab. Moreover, the obtained insights 
about system behavior can drive additional experimental work, to 
verify specifi c aspects or to dig into areas that require refi ning biologi-
cal knowledge. Furthermore, models that cannot be validated, i.e., 
cannot reproduce parts of the experimentally observed behaviors, are 
also conductive to additional experimental work, in that they are usu-
ally pointing out limitations of the available knowledge. These all 
refl ect to the famous quote by George EP Box “all   models     are wrong, 
but some are useful”, which underlines that models just represent the 
summary of our current knowledge and when they fail then the 
problem is with our current knowledge, not with the model itself. 
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 Computational modeling studies of the cell cycle have been 
instrumental in providing many insights about the intricacies of 
oscillatory behavior and the regulatory effects exerted by external 
environmental and cellular processes. Especially, signifi cant 
advances have been obtained in those circumstances when compu-
tational modeling progressed hand-in-hand with experimental 
research in the lab. For instance, the group of Béla Novák and 
John J. Tyson, which has been working for the last 30 years on cell 
cycle modeling with the support of the team of experimentalists 
led by Fred Cross, was able to propose many hypotheses about the 
design principles of the cell cycle oscillator, which were lately 
proved by experiments. For instance, the bistability features of the 
Cdk control system [ 16 ,  29 ], the existence of a dedicated switch 
point controlling the entry into the DNA synthesis phase of the 
cycle in  Saccharomyces cerevisiae  [ 15 ], and interactions with yet 
unobserved species [ 18 ], were all predicted through the defi nition 
and analysis of computational models of the cell cycle. The group 
of James Ferrell also contributed to our knowledge on cell cycle 
regulation by combining theory and modeling [ 28 ,  62 ,  63 ]. 
Recent results from other interactions between theorists and 
experimentalists have led to further new results that help us to 
understand the dynamical features of cell cycle oscillations.  

3      Models of Cell Cycle Oscillators 

 Oscillations can be generated in various ways. The simplest, and in 
engineering the most used version, is the ring oscillator, whereby 
processes activate or inhibit each other in a cyclical manner (Fig.  2 ). 
Indeed the transcriptional waves of the cell cycle were associated 
with such a system [ 64 ].

   Activation of genes that regulate a specifi c cell cycle stage or 
transition is induced by specifi c transcription factors. The yeast cell 
cycle regulatory transcription factors are connected in a way that 
one transcription factor induces the next one in the cycle, which 
induces the following one, until they close the loop of the cell cycle 
[ 65 ]. These oscillations are autonomous; they can run even in a cell 
cycle block, when the core Cdk control system is halted, whereas in 
normal circumstances the period of the transcriptional oscillations is 
controlled by the Cdk regulatory module [ 66 ]. These transcrip-
tional waves were also subjects of modeling approaches [ 67 ,  68 ]. 

 Similarly, a loop of transcriptional repressors can induce oscilla-
tions as it has been showed by synthetic construction of a three 
transcription factor loop called  repressilator  [ 69 ] (Fig.  2 ). 
Combination of positive and negative effects in a loop can also 
induce oscillation, the necessary criteria is that the loop should have 
an odd number of negative signs and cause enough delay to allow 
the active forms to reach a critical level (Fig.  2 ). Indeed one of the 
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earliest models of cell cycle regulation is based on a three compo-
nent negative feedback loop where Cdk is activated by a cyclin, 
which is destroyed by a protease that was activated by Cdk [ 70 ]. 

 Positive feedback can also lead to oscillations, in the case where 
the autocatalytic reactions lead to the depletion of the substrate of 
the autocatalytic reaction (Fig.  2 ). An alternative model of the Cdk-
cyclin oscillations was proposed by Tyson [ 71 ], where the fast, 
autocatalytic transition from inactive to active Cdk leads to the 
depletion of the inactive form and at the same time induces the 
degradation of the active form. Thus, in the 1990s, the core Cdk 
oscillations were explained by both positive and negative feedback 
oscillations. By now we have learned that the combination of posi-
tive and negative feedback loops can lead to the most robust cell 
cycle oscillations [ 62 ] and indeed these might stand in the core of 
most cell cycle oscillators [ 50 ,  72 ]. It is still a controversial question 
whether normal cell cycles run as a limit cycle or the system moves 
between steady states as it passes through cell cycle transitions. In 
the case of embryonic cell cycles the system might be indeed 

  Fig. 2    Regulatory networks that can create oscillations. In ring oscillators each component activates the next 
component closing on a loop where activatory waves follow each other. Negative feedback loops also contain 
a ring, but the signs of the interactions could be both negative and positive, the crucial point is that an odd 
number of negative interactions and a long enough loop are needed for oscillations. The repressilator is a 
special type of negative feedback loop that inherited concepts of a ring oscillator from engineering. Oscillations 
are also possible with positive feedback and substrate depletion, where a substrate (Y) is totally used up by an 
autocatalytic reaction and the active (X) form is unstable. Positive and negative feedbacks can be combined, 
leading to the most robust oscillators       
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free-running, without checkpoints being activated, although the 
importance of positive feedbacks and hysteresis have been fi rst pre-
dicted [ 27 ], and later experimentally shown in  Xenopus  embryonic 
cycles [ 28 ]. Similarly, the importance of positive feedback in the 
stabilization of cell cycle stages and the irreversibility in the transi-
tions between them, have been proposed following theoretical con-
siderations [ 73 ] and later proved experimentally [ 74 ]. 

 Probably the most infl uential cell cycle model (known in the 
community as ‘Chen model’) is the result of the computational 
modeling work on the Start (G1 to S) and Finish (M to G1) transi-
tions of the budding yeast cell cycle. The very fi rst model, focusing 
on the Start transition, was published in 2000 [ 15 ]. Predictions 
from this work were experimentally tested and the model adjusted 
to fi t new data in 2002 [ 16 ]. Finally, this Start model was extended 
with the molecular regulatory network controlling mitotic exit in 
2004 [ 17 ]. The fi nal version of Chen’s model is able to account for 
several physiological observations on wild type and on 132 mutant 
strains at various growth conditions [ 17 ]. The relevance of this 
result is backed up by the rigorous process used in model defi ni-
tion: the values assigned to a basic parameter set were solely deter-
mined to fi t wild type behavior; simulating the behavior of mutants 
only requires changing the parameters of the reactions that get 
perturbed in the corresponding mutation. Based on this model 
and on models of fi ssion yeast [ 23 ] and mammalian [ 34 ] cell cycles, 
a generic model of eukaryotic cell cycle regulation was created 
[ 50 ]. This model could capture the similarities and differences 
between the cell cycle control of the key eukaryotic test organisms. 
This model was later used as a starting point for investigations of 
cell cycle coupling to other processes [ 1 ,  58 ]. 

 We have already discussed that the transcriptional oscillations 
and the core Cdk oscillations can be uncoupled and both can run 
autonomously [ 66 ]. There are other periodic processes connected 
to the cell cycle that could oscillate even when uncoupled from the 
core cell cycle machinery [ 75 ]. The transcriptional and centrosome 
duplication cycles can be uncoupled from the Cdk activity cycles, 
similarly to the recently discovered oscillations in the localization 
of a major cell cycle regulator phosphatase Cdc14 [ 76 ,  77 ]. In 
normal conditions all of these oscillators are tightly coupled to the 
oscillations in Cdk activity, but can also feed back and slow down 
or halt the Cdk cycles in case there is a failure in these loops. Similar 
coupling connects the cell cycle oscillator to other periodic pro-
cesses such as the circadian clock and metabolic oscillations [ 78 , 
 79 ]. Various modeling approaches were established to investigate 
the importance and selective advantage of such coupling between 
the core and auxiliary cell cycle and related oscillators [ 75 ,  80 ], but 
there is still a long way ahead until we will understand and will be 
able to control the complex oscillatory network that controls the 
cell division cycle.  
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4      Conclusions and Future Perspectives 

 We know more and more about the molecular regulatory networks 
that control the cell division cycle. A detailed map of the cell cycle 
regulatory network of yeast is available [ 72 ] and cell cycle controlling 
pathways in mammals are also characterized in fi ne detail [ 81 ,  82 ]. 

 However, this increasing knowledge is also setting new chal-
lenges for the computational biology community. First of all, there 
is the necessity to develop tools that can deal with such large 
amount of data. The promise of computational and systems biol-
ogy is the ability to integrate data coming from the different omics 
into coherent representations of biological processes. Moreover, 
we know that the cell cycle behavior emerges from the interaction 
of many biological processes and is infl uenced by the availability of 
nutrients and by the presence of physical factors, such as light radi-
ation. Therefore, we also need to be able to combine various exist-
ing models of the core systems to reach a global model that can 
capture and successfully predict all the dynamical details of cell 
cycle oscillators. Such an integration calls for the development of 
hybrid modeling techniques, whereby continuous representations 
of parts of the system can be effectively included into more detailed 
models of molecular interactions built at a discrete-stochastic level. 

 Another key area of research has to do with the availability of 
reliable data that can be used to quantitatively characterize cellular 
phenomena. Molecular counts, volumes, and reaction kinetics are all 
input data to predictive models. Their quality determines the predic-
tive ability of models. Historically, experimental biology has been 
more a qualitative than a qualitative science. This is somehow chang-
ing, thanks to the appearance of single cell measurement techniques, 
which allow measuring concentrations and even molecular counts 
avoiding the averaging effects of traditional techniques. 

 There is a long way to go in developing a complete predictive 
model of the cell cycle, which could account for the many factors 
that infl uence cell reproduction. The availability of such a predic-
tive model would have profound impact on health research. In the 
mammalian system, it would aid cancer research as, at the single 
cell level, defects of the cell cycle control system lie at the core of 
cancerous proliferation [ 83 ].     
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    Chapter 4   

 E2F Transcription Factors Control the Roller Coaster 
Ride of Cell Cycle Gene Expression 

              Ingrid     Thurlings     and     Alain     de     Bruin    

    Abstract 

   Initially, the E2F transcription factor was discovered as a factor able to bind the adenovirus E2 promoter 
and activate viral genes. Afterwards it was shown that E2F also binds to promoters of nonviral genes such 
as  C - MYC  and  DHFR , which were already known at that time to be important for cell growth and DNA 
metabolism, respectively. These fi ndings provided the fi rst clues that the E2F transcription factor might be 
an important regulator of the cell cycle. Since this initial discovery in 1987, several additional E2F family 
members have been identifi ed, and more than 100 targets genes have been shown to be directly regulated 
by E2Fs, the majority of these are important for controlling the cell cycle. 

 The progression of a cell through the cell cycle is accompanied with the increased expression of a specifi c 
set of genes during one phase of the cell cycle and the decrease of the same set of genes during a later phase 
of the cell cycle. This roller coaster ride, or oscillation, of gene expression is essential for the proper progres-
sion through the cell cycle to allow accurate DNA replication and cell division. The E2F transcription factors 
have been shown to be critical for the temporal expression of the oscillating cell cycle genes. 

 This review will focus on how the oscillation of E2Fs and their targets is regulated by transcriptional, 
post-transcriptional and post-translational mechanism in mammals, yeast, fl ies, and worms. Furthermore, 
we will discuss the functional impact of E2Fs on the cell cycle progression and outline the consequences 
when E2F expression is disturbed.  

  Key words     E2F transcription factors  ,   Cell cycle  ,   Oscillation  ,   Gene expression  ,   RB/E2F pathway  

1      Introduction 

 Quiescent cells are able to enter the cell cycle in G1-phase upon 
proper mitogenic stimulation (Fig.  1 ). Growth factors activate 
the RB/E2F-pathway, an important pathway for cell cycle pro-
gression, by stimulating G1-Cyclins and Cyclin-dependent 
kinases (CDKs) to form complexes. Activated Cyclin-CDK com-
plexes will phosphorylate Rb-family members (RB, p107, p130), 
which are bound to E2Fs. Hyperphosphorylation of Rb-family 
members is the point of no return in the cell cycle, committing the 
cell to a full cycle of DNA replication and cell division. It leads to 
a conformational change of RB, releasing E2Fs from the complex. 
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  Fig. 1    The pRb/E2F pathway is activated by growth signals when a cell enters a 
new round of the cell cycle. Cyclin D-CDK4/6-complexes phosphorylate Rb-family 
members, leading to release of activator E2Fs and progression into S-phase. 
Activated repressor E2Fs bring down the levels of activator E2Fs, guiding the 
cells to G2-phase and mitosis, when the transcription factors are degraded       
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The accumulation of free activating E2Fs leads to increased 
expression of their target genes. Activating E2Fs mainly bind to 
promoters of genes that are important for S-phase progression 
leading to the initiation of DNA replication [ 1 – 4 ]. This critical 
upswing of S-phase gene expression is followed by a downswing 
and is induced by the action of atypical E2Fs, the newest mem-
bers of the mammalian family of E2F transcription factors, which 
are induced by activator E2Fs [ 5 – 11 ]. This mechanism of tran-
scriptional repression to shut down S-phase gene expression dur-
ing late S- and G2-phase is most likely required for the timely 
progression through G2–M; however, experimental evidence is 
still lacking.

   In addition to downregulating S-phase gene expression, atypi-
cal E2Fs repress classical E2F activators during G2, creating a 
direct negative feedback-loop to control the oscillating expression 
pattern of E2F target genes. Interestingly, atypical E2Fs also 
repress their own transcriptional activity [ 10 ,  11 ], providing a sec-
ond negative feedback-loop, most likely to guarantee the repres-
sive activity has been shut down before a cell starts the next cell 
cycle. A posttranslational mechanism has been identifi ed on top of 
the transcriptional mechanism to induce degradation of S-phase 
proteins during G2–M, for example through the SCF-SKP2 com-
plex in G2-phase, or anaphase-promoting complex or cyclosome 
(APC/C) mediated degradation from anaphase onwards [ 12 – 14 ]. 
Together these fi ndings demonstrate that a complex mechanism 
exists to control the roller coast ride of E2F target gene expression 
during the cell cycle.  

2    Regulation of Oscillating E2F Target Gene Expression in Mammals 

 Proper oscillating E2F target gene expression is vital for cell cycle 
progression. Their altered expression can have detrimental conse-
quences for the cell, such as speeding up or slowing down the cell 
cycle. In some occasions, it can even result in a cell cycle arrest or 
apoptosis, for example when the expression of specifi c members of 
the E2F family is altered. 

 The mammalian E2F family consists of eight members, which 
are divided into activators (E2F1–3) and repressors (E2F4–8). 
E2F1–6 are classical E2Fs, with one DNA-binding domain, and 
are required to heterodimerize with DP1/DP2 proteins before 
they can bind target gene promoters and activate or repress their 
expression. E2F7 and E2F8 are considered as atypical E2Fs. They 
have two DNA-binding domains, and they can repress target genes 
independent of DP heterodimerization. Instead, they can form 
homodimers and heterodimers with each other [ 10 ,  15 ,  16 ]. 

 The protein expression of the activator E2F1–3 increases in G1, 
peaks during S, and decreases in G2-phase [ 17 ]. RB blocks the 
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transcriptional activity of the activator E2Fs in G1 through the 
occupation of their transactivation domain. The RB-E2F complex 
dissociates upon RB hyperphosphorylation, and activation of E2F 
target gene expression starts, followed by entry into S-phase 
(Fig.  2a ) [ 2 ,  18 ,  19 ].

   The individual loss of E2F1, E2F2, or E2F3 has minor effects 
on the target gene expression and the cell cycle progression. Cells 
have a lengthened S-phase, but keep proliferating ( see  Table  1 ) 
[ 20 – 26 ]. However, the combined loss of E2F1–3 abolishes the 
possibility for mouse embryonic fi broblasts to enter S-phase and 
proliferate ( see  Table  1 ). This loss triggers a p53-p21 Cip1  response 
and leads to a G1-phase arrest. However, as long as there is still 
one functional allele of one of the three activators, cells are able to 
continue through the cell cycle. These fi ndings demonstrate a clear 
redundancy between the activating E2Fs [ 27 ,  28 ]. Remarkably, 
the requirement of E2F1–3 for cell cycle progression appears to be 
cell type specifi c, as deletion of the activator E2Fs has no effect on 
cell cycle progression in epithelial stem cells and lens progenitor 
cells. Nevertheless, the lens progenitor cells defi cient for E2F1–3 
display increased expression of cell cycle regulated genes, high lev-
els of DNA damage and an activated p53-pathway, leading to mas-
sive apoptosis later in development, suggesting that E2F1–3 
function as transcriptional repressors in stem cells most likely via 
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their interaction with Rb [ 18 ]. The ectopic expression of activator 
E2Fs is suffi cient to bypass upstream signals and drive cells into 
S-phase ( see  Table  2 ). When the activator E2F levels remain high 
after S-phase entry, cells will undergo apoptosis [ 2 ,  7 ,  29 ]. High 
levels of activator E2Fs lead to the induction of apoptotic target 
genes, such as APAF1 and p73, especially in response to DNA 
damage [ 2 ,  30 ].

    E2F4 and E2F5 play important roles in keeping cells in quies-
cence, the resting phase of the cell cycle (G0). During this time, 
E2F4 and E2F5 form repressing complexes with the Rb-family 
members p107 and p130. Their binding to promoters of E2F tar-
get genes leads to inhibition of their expression and results in 
blockage of cell cycle progression. E2F4 and E2F5 are  constitutively 
expressed throughout the cell cycle (Fig.  2a ), but their subcellular 
localization changes during cell cycle progression to regulate their 
repressing transcriptional activity [ 31 ,  32 ]. In G0 and early G1, 
E2F4/5 are present in the nucleus to inhibit E2F target gene 
expression, but upon p107/p130 hyperphosphorylation through 
enhanced CDK activity during G1, E2F4/5 can be relocated to 

          Table 1  
  Impact of altering E2F expression: deletion   

 Oscillation  Level 
 Cell cycle 
progression  Cell fate  Reference 

 E2F1  No effect  No effect  Lengthened 
S-phase 

 No effect  [ 20 – 22 ] 

 E2F2  Earlier upswing  Increased  Enhanced S-phase  Hyper-proliferation  [ 23 – 25 ] 

 E2F3  Delayed 
upswing 

 Decreased  Lengthened 
S-phase 

 Apoptosis  [ 21 ,  26 ] 

 E2F1–3  No upswing  Decreased  G1-phase arrest  Apoptosis, hyperploidy  [ 27 ,  28 ,  66 ] 

 E2F6  No effect  No effect  No effect  No effect  [ 37 ] 

 E2F7  No effect  No effect  No effect  No effect  [ 10 ] 

 E2F8  No effect  No effect  No effect  No effect  [ 10 ] 

 E2F7–8  No downswing  Increased  No effect  Apoptosis  [ 10 ] 

 SBF  Unknown  Decreased  G1-phase arrest  Apoptosis  [ 39 ,  41 , 
 43 – 45 ] 

 MBF  Unknown  Decreased  G1-phase arrest  No effect  [ 39 ,  41 ,  45 ] 

 dE2F1  No upswing  Decreased  G1-phase arrest  Unknown  [ 19 ,  53 ] 

 dE2F2  Unknown  Increased  No effect  No effect  [ 19 ,  56 ] 

 EFL-1  Unknown  Increased  Enhanced S phase  Reduced apoptosis, 
endoduplication 

 [ 58 ,  59 ,  61 ] 
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the cytoplasm [ 33 ]. Experiments in synchronized cell populations 
have shown that E2F4 is able to repress and activate target genes 
during the cell cycle, suggesting a more versatile role for this tran-
scription factor than its known function during quiescence [ 34 ]. 

 E2F6–8 are transcriptional repressors, and are important for 
inhibiting the expression of target genes in S/G2-phase, most 
likely to ensure proper cell cycle progression. Like E2F1–3, the 
expression of E2F6–8 oscillates during the cell cycle. Since E2F1–3 
induce the expression of E2F6–8, the upswing of E2F6–8 expres-
sion occurs a couple of hours later compared to the upswing of 
E2F1–3 expression. E2F6–8 expression peaks at S-G2 and declines 
during G2–M (Fig.  2a ). They appear to function independent of 
Rb-family members, because they lack the classical pocket protein 
binding domain [ 6 ,  8 ,  11 ,  33 ,  35 – 37 ]. 

 The exact role of E2F6 in cell cycle regulation and the effects of 
the loss or gain of this transcription factor are still unclear (Tables  1  
and  2 ). It has been shown that E2F6 binds to promoters of target 
genes that are important for G1/S-phase progression during G2/M 
phase, repressing their expression so the cells can continue the cell 
cycle [ 37 ]. A loss of E2F6 can be compensated by E2F4, since this 
transcription factor is also able to bind to the same target gene pro-
moters, and co-deletion of both E2F4 and E2F6 leads to a de-
repression of their target genes during S-phase [ 35 ,  37 ]. 

         Table 2  
  Impact of altering E2F expression: overexpression   

 Oscillation  Level  Cell cycle progression  Cell fate  Reference 

 E2F1  Unknown  Increased  Enhanced G1-phase  Apoptosis  [ 2 ,  7 ,  29 ] 

 E2F2  Unknown  Increased  Induced S-phase entry  No effect  [ 2 ,  95 ] 

 E2F3  Earlier upswing  Increased  Induced S-phase entry  Hyper-proliferation  [ 2 ,  96 ] 

 E2F6  Earlier downswing  Decreased  S-phase arrest  Unknown  [ 37 ,  97 ] 

 E2F7  Earlier downswing  Decreased  During G1: S-phase arrest  Apoptosis  [ 5 ,  6 ,  11 ] 

 E2F8  Unknown  Decreased  S-phase arrest  Unknown  [ 8 ,  9 ,  98 ] 

 SBF  Unknown  Increased  Enhanced G1/S  Toxic  [ 46 ] 

 MBF  Unknown  No effect  No effect  Toxic  [ 46 ] 

 dE2F1  Unknown  Increased  During G1: induction 
S phase 

 Apoptosis  [ 54 ] 

 During S: G1-arrest 

 dE2F2  Unknown  Decreased  No effect  No effect  [ 19 ] 

 EFL- 1   Unknown  Unknown  Unknown  Sterility  [ 61 ,  99 ] 
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 Cells lacking both E2F7 and E2F8 continue cycling as well, 
even though the RNA levels of the E2F target genes are strongly 
derepressed during S/G2-phase (Table  1 ). One possible explana-
tion for the continuation of the cell cycle is that other E2F repres-
sors, such as E2F4 or E2F6, can compensate for the loss of E2F7/8 
to partially repress E2F target genes [ 10 ]. In addition, enhanced 
production of E2F target protein in response to loss of E2F7/8 
will be most likely compensated through enhanced degradation 
mechanisms during G2/M. 

 Remarkably, the effects on cell cycle progression of ectopic 
expression of E2F7 depend on the phase of the cell cycle (Table  2 ). 
The induction of E2F7 during G1-phase leads to a strong repression 
of its target genes involved in DNA replication, metabolism and 
repair, and to an early S-phase arrest. However, when E2F7 is induced 
later, during S-G2, cell cycle progression is not disturbed. Prolonged 
ectopic expression of E2F7 results in DNA damage and apoptosis 
[ 11 ]. Overexpression of E2F8 has been shown to reduce the prolif-
eration rate [ 9 ]. However, overexpression studies where E2F8 is 
induced at different phases of the cell cycle are still missing. 

   E2Fs are highly conserved through evolution. This strong conser-
vation of the E2Fs throughout different species allows us to use 
less complex systems to learn more about the general mechanisms 
that regulate the oscillating E2F target gene expression pattern. 

   There is a robust functional similarity between the mammalian 
and yeast E2F proteins, but there is no detectable sequence 
homology throughout the protein [ 38 ]. The budding yeast E2F 
family consists of two activating proteins, SBF and MBF, which 
overlap in function. As in mammals, SBF and MBF are present in 
G1-phase, but they are bound to Whi5, the yeast protein func-
tionally comparable to RB. SBF and MBF are released from its 
binding partner Whi5 by CDK-dependent hyperphosphorylation 
of Whi5, and become active in late G1-phase to promote target 
gene expression and subsequent cell cycle progression into S-phase 
(Fig.  2b ) [ 38 ,  39 ]. SBF and MBF are inactivated in S-G2/M by 
B-type cyclins. SBF and MBF promote expression of B-type cyclins 
in late G1, which in turn inhibit the expression of SBF and MBF 
by  phosphorylation [ 38 ,  40 ]. This phosphorylation leads to 
nuclear export of SBF and MBF [ 41 ]. A second level of regulation 
of MBF target genes is via Nrm1, a G1-target of MBF. This factor 
can bind MBF and together they form an inhibitory complex, 
repressing MBF target gene expression [ 42 ]. 

 Deletion of SBF or MBF leads to a G1-phase arrest accompa-
nied with a decreased expression of the target genes (Table  1 ), 
which can lead to apoptosis [ 39 ,  41 ,  43 – 45 ]. Overexpression of 
SBF or MBF leads to an enhanced G1–S-phase transition and is 
toxic to the cells (Table  2 ) [ 46 ].  

2.1  Regulation 
of Oscillating E2F 
Target Gene 
Expression in Yeast, 
Flies, and Worms

2.1.1  E2Fs in Yeast
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   Compared to mammals,  Drosophila melanogaster  has E2F family 
members that are both functionally and sequentially more con-
served than in yeast.  Drosophila  has two E2F proteins, an activa-
tor E2F (dE2F1), with over 65 % sequence homology to human 
E2F1 in the DNA binding domain and 50 % homology in the 
RB-interacting domain [ 47 ], and a repressor E2F (dE2F2), with 
a similar level of homology as dE2F1 [ 48 ]. The Rb homologue 
RBF1 is a strong regulator of dE2F1, and is important to limit 
dE2F1-regulated activation of target genes in G1-phase, similar 
to its function in mammals [ 49 – 51 ]. dE2F1 accumulates in 
G1-phase, when RBF1 is phosphorylated and dissociates from 
the transcription factor. Once the cells progress into S-phase, 
dE2F1 is rapidly degraded by the Cul4 Cdt2  E3 ubiquitin ligase, via 
a PCNA-interacting- protein motif (Fig.  2c ) [ 52 ]. 

 The loss of dE2F1 leads to a G1-phase arrest, as there is no 
upswing of the activator target genes to push the cells forward into 
S-phase (Table  1 ) [ 19 ,  53 ]. Ectopic expression of dE2F1 in S-phase 
has effects on the cell in the following cell cycle (Table  2 ). Cells are 
unable to enter the next S-phase with continued expression of 
dE2F1. However, if the ectopic expression is limited to G1, there 
will be a strong induction of S-phase due to high levels of target 
genes. A subset of these genes regulates apoptosis, leading cells 
with high dE2F1 levels to their fate [ 54 ]. 

 An important function of dE2F2 is to antagonize the function 
of dE2F1 through repression of their common E2F target genes. 
This competition between the activator and repressor E2F is 
important for cell cycle progression, as the cell cycle progression 
phenotypes caused by deletion of dE2F1 can be rescued by dele-
tion of dE2F2 [ 19 ,  54 ,  55 ]. 

 The deletion or overexpression of dE2F2 has no clear effects 
on the cell cycle (Tables  1  and  2 ). There is an increase in its target 
genes when dE2F2 is absent, but without any resulting pheno-
types. Ectopic expression of dE2F2 leads to a decrease in target 
gene expression, but surprisingly also without any effect on cell 
cycle progression or cell fate [ 19 ,  56 ].  

    C. elegans  has three E2F transcription factors, namely EFL-1, EFL- 
2, and the recently identifi ed EFL-3. None of their expression 
 levels appear to be cell cycle regulated (Fig.  2d ). E2F proteins in  
C. elegans  are important during development, regulating tightly 
controlled cell divisions redundantly with several regulatory path-
ways, including the RAS/MAP kinase cascade [ 57 ]. EFL-1 shares 
its structure with mammalian E2F4 and E2F5, its DNA binding 
domain is highly conserved and the dimerization domains have 
38 % homology [ 58 ]. This transcription factor acts as a transcrip-
tional repressor and thereby inhibits S-phase entry [ 59 ]. It forms a 
repressor complex with LIN-35 (most homologous to p107 and 
p130, overall 19 % and 20 % amino acid homology, respectively) in 

2.1.2  E2Fs in Flies

2.1.3  E2Fs in Worms
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G1, repressing G1/S genes [ 57 ,  58 ]. In G1-phase, the Cyclin D1 
(CYD1)/CDK-4 complex phosphorylates the LIN-35/EFL-1 
complex, relieving the inhibitory effect on target genes like Cyclin 
E (CYE1), pushing the cells into S-phase [ 57 ,  60 ]. 

 The loss of EFL-1 in  C. elegans  leads to enhanced S-phase entry 
and hyperplasia, as the negative regulation is gone and target genes 
are derepressed, similar to the loss of LIN-35 (Table  1 ). There is 
not much known about the effects of ectopic expression of EFL-1 
on the cell cycle, only that  C. elegans  overexpression mutants are 
sterile (Table  2 ) [ 61 ]. 

 EFL-2 is most similar to mammalian E2F3 and E2F6 (the 
dimerization domain homology is 37 %) and is proposed to act as 
an E2F activator during the cell cycle. However, current data only 
supports a transcriptional activator role during apoptosis [ 58 ,  61 ]. 
EFL-3 is a novel homologue of the mammalian E2F7 and E2F8, 
and it does not appear to be essential for regulating cell cycle pro-
gression. However, it has been shown that EFL-3 acts as a repres-
sor in cooperation with Hox to regulate apoptosis [ 62 ,  63 ]. 

 The function of the activator E2Fs to stimulate target gene 
expression and moving the cell into S-phase is highly conserved 
from yeast to mammals. Furthermore, the inhibitory effect of RB 
interaction with E2F activators is strongly conserved as well. In 
contrast, the evolution of E2F repressors in different species is 
quite diverse. In line with this observation, different mechanisms 
have evolved in mammals, yeast, fl ies, and worms to regulate the 
downswing of E2F target gene expression. The relevance of down-
regulation of E2F target genes for cell cycle progression remains 
obscure, since inactivation of E2F repressors has no major impact 
on cell cycle progression and cells continue to proliferate even in 
the absence of E2F repressors. Recent studies provide evidence 
that loss of E2F repressors such as E2F7/8 can lead to hyperpro-
liferation or inhibition of abortive cell cycles [ 64 ,  65 ]. Future stud-
ies are necessary to determine what the long-term effects are of 
deleting E2F repressors to understand functional impact on tissue 
homeostasis, aging, and tumorigenesis.    

3    Mechanisms That Regulate the Oscillation of the E2F Transcription Factors 

 There are several mechanisms that tightly regulate the oscillating 
E2F expression during the cell cycle to prevent aberrant cell cycle 
progression. These mechanisms are on transcriptional, post- 
transcriptional, and post-translational levels. Transcriptionally, the 
most common regulation of E2Fs in proliferating cells is via a 
feedback- loop by E2Fs themselves [ 1 ,  66 ]. Activator E2Fs pro-
mote the expression of repressor E2Fs by binding to their pro-
moter sites. Repressor E2Fs can bind to the promoters of activator 
E2Fs and inhibit their transcription, creating a negative feedback 
within the system [ 1 ]. 
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 E2Fs are also strongly regulated by c-Myc [ 67 ,  68 ]. c-Myc 
binds to the promoter of activator E2Fs after cells are triggered to 
start proliferating, leading to increasing levels of E2F mRNA and 
consequently E2F protein, and activation of E2F target genes [ 69 ]. 
It has also been shown that c-Myc is essential for the loading of 
E2F1 on activator E2F promoters. Immunoprecipitation experi-
ments for c-Myc and E2F1 on endogenous E2F2 promoters after 
serum stimulation show that c-Myc binds from 4 h after stimulation 
onwards, while E2F1 does not bind until 16 h after serum stimula-
tion. Importantly, mutations in E box elements in the promoter 
abolishes both c-Myc and E2F1 binding to the promoter [ 69 ]. 

 In recent years, it has been shown that E2Fs are also under 
post-transcriptional regulation by microRNAs (miRNAs); short 
noncoding RNAs that are involved in many biological processes 
such as cell proliferation, differentiation, and oncogenesis. For 
instance, c-Myc activates a cluster of six miRNAs. Two of these 
miRNAs can inhibit the expression of E2F1, namely miR-17-5p 
and miR-20a. The inhibition of E2F1 by these miRNAs seems to be 
a mechanism to control E2F activation by c-Myc via a negative 
feedback loop in G1-phase, preventing uncontrolled activation of 
E2F1 [ 70 ]. Another example of miRNA regulation is the repression 
of E2F7 via miR-26a in acute myeloid leukemia (AML) cells. The 
E2F7 3′-UTR contains two putative binding sites for miR- 26a, and 
E2F7 levels are increased after knockdown of this miRNA [ 71 ]. 

 E2Fs are also regulated through post-translational regulation. 
Chk1 is an important kinase for the regulation of cell cycle progres-
sion after replication stress and DNA damage. During replication 
stress, E2F6 replaces the activator E2Fs on the target gene promot-
ers, repressing their expression. Once the DNA damage caused by 
replication stress is repaired and the DNA replication checkpoint is 
satisfi ed, Chk1 phosphorylates E2F6. This leads to the dissociation 
of E2F6 from the promoters, and freeing them for activator E2Fs 
to bind again and promote cell cycle progression [ 35 ]. 

 Transcriptional repression of transcription factors is an impor-
tant step in limiting target gene expression, but this no longer has 
any effect on the already synthesized pool of proteins. Cyclin-CDK 
complexes are vital in E2F regulation. These complexes phosphor-
ylate and inactivate Rb and E2Fs during different phases of the cell 
cycle [ 3 ,  72 ]. 

 The regulation of protein turnover is another way to control 
the activity of E2Fs. The decrease of E2F1–3 in late S-G2 phase is 
caused via the SKP2-CUL1 complex, which targets the proteins 
for degradation [ 12 ]. A second degradation mechanism acts pri-
marily in mitosis, namely via APC/C Cdh1 . The levels of E2F3 are 
slowly decreased upon cell cycle exit through APC/C CDh1 . E2F3 
interacts with both Cdh1 and Cdc20 in vitro, but it seems to be a 
predominant target of Cdh1 in vivo [ 73 ]. Another substrate for 
APC/C is E2F1. E2F1 interacts with Cdh1 and Cdc20 in vitro, 
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similar to E2F3, but is mainly degraded by Cdc20 in vivo [ 13 ]. 
There are currently no reports on APC/C-mediated degradation 
of repressor E2Fs, but their oscillating expression pattern during 
the cell cycle suggests that these transcription factors are degraded 
as well [ 6 ,  8 ].  

4    Mechanism of Controlling Target Gene Transcription by E2Fs 

 Activator and repressor E2Fs work together to control the oscillat-
ing expression pattern of E2F target genes. It is known that activa-
tor and repressor E2Fs can bind to a common set of promoters to 
balance target gene expression in vivo, for instance in the liver and 
placenta [ 64 – 66 ]. Loss of activator E2F1–3 in the mouse liver 
results in downregulation of target genes, while loss of repressor 
E2F7/8 leads to upregulation of the same target genes [ 65 ,  66 ]. 
However, it is still unknown how different E2Fs regulate the 
expression of target genes at the promoter levels. 

 All E2Fs can bind to the E2F consensus sequence TTTSSCGC, 
but the different E2F factors can also bind to non-consensus motifs 
[ 11 ,  34 ,  74 ]. One possible mechanism is that activating and repress-
ing E2Fs compete for the same E2F binding sites, and the E2F 
factor with the highest DNA-binding affi nity or the highest expres-
sion levels has a stronger effect on the transcriptional outcome 
(Fig.  3 ) [ 11 ,  75 ]. Another possibility is that binding to certain pro-
moters or low-affi nity sites is stabilized in cooperation with other 
transcription factors, for instance the binding of E2F7/8 to 
hypoxia-induced factor (HIF) during hypoxia, as HIF is essential 
for inhibiting cell cycle proliferation under this condition [ 76 – 78 ].

   Since many promoters contain multiple consensus and non- 
consensus E2F binding sites, an alternative mechanism would be 
that different E2Fs bind to different sites on the same promoter 
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  Fig. 3    There are two main models of E2F target gene regulation. The fi rst shows competition between activator 
and repressor E2Fs for the same binding site, the second shows simultaneous binding and a dominant effect 
of repressor binding       
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and the combinatorial activating and repressing transcriptional 
activity of each individual E2F factor determines the transcrip-
tional outcome. Previous studies provide evidence for the pres-
ence of positive- and negative-acting E2F promoter elements, for 
example in the  CDK1  and  CCNB1  promoter, whereby E2F1–3 
bind to the positive acting site and E2F4 to negative acting sites 
[ 74 ,  79 ]. The expression patterns of E2F1–3 and E2F6–8 show a 
strong overlap especially during S-phase, so it is likely that they 
have overlapping binding sites as well. Currently it is unclear 
whether the competitor model or the activator/repressor specifi c-
site model is critical to determine the transcriptional outcome of 
E2F target genes during S-phase. 

 Recently, it has been shown that E2F1 and E2F7 can bind to 
the same binding sites in the E2F1 promoter utilizing the gel shift 
assay [ 80 ]. Interestingly, it was also demonstrated that E2F1 and 
E2F7 can form a complex, and that the binding of E2F1-E2F7 
heterodimer towards the promoter required the presence of two 
adjacent E2F binding sites [ 80 ]. Together, these fi ndings show 
that activator and repressor E2Fs can bind to the same binding 
site, but also to different E2F sites in the same promoter, providing 
support for both models outlined above. However, it still unclear 
how the different binding options for activator and repressor E2Fs 
regulate the transcriptional activity of the target gene. For exam-
ple, does induced expression of repressor E2F lead to disappear-
ance of activator E2Fs from the promoter and vice versa? Does the 
number of consensus and non-consensus E2F sites in a promoter 
infl uence the transcriptional activity of a promoter? Do activator 
and repressor E2Fs bind to the same promoter in vivo during 
S-phase? Does the distance between E2F binding sites and the 
transcriptional start site infl uence the transcription rate? Future 
studies will be necessary to unravel the mechanism of how activator 
and repressor E2Fs regulate the expression of target genes at the 
promoter level. 

   The majority of human cancers show enhanced expression of E2Fs 
and E2F target genes (reviewed in [ 81 ]), providing evidence that 
proper control of E2F target expression is critical to avoid uncon-
trolled proliferation. Altered expression of E2F target genes is 
often caused by specifi c mutations in upstream regulators of the 
RB/E2F pathway, such as Cyclin D amplifi cation [ 82 ], or by muta-
tions of the RB/E2F pathway itself (reviewed in [ 81 ]). Transgenic 
mouse models for E2F activators demonstrated that enhanced 
expression of E2F1–3 leads to enhanced E2F target gene expres-
sion and spontaneous tumor formation (reviewed in [ 81 ]). 
Moreover, deletion of activator E2Fs in mouse models of cancer 
can reduce tumorigenesis, such as inactivation of E2F3 in a mouse 
model of mammary cancer [ 83 ]. Importantly, E2F activators have 
oncogenic potential, but can also function as tumor suppressors in 
specifi c tissues. E2F1 plays an important role in repressing skin 
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carcinogenesis by inducing DNA repair and apoptosis in response 
to DNA damage [ 84 ,  85 ]. 

 The role of repressor E2Fs (E2F6–8) in controlling tumori-
genesis is still undetermined, and it is unclear whether the timely 
downswing of oscillating E2F target gene expression is critical to 
suppress tumorigenesis. Preliminary data from our group show 
that inactivation of atypical E2Fs leads to spontaneous tumor for-
mation in mice (unpublished data), providing strong evidence that 
enhanced expression of E2F target genes can lead to uncontrolled 
proliferation and cancer. Further support that repressor E2Fs can 
function as tumor suppressors is provided by studies showing that 
E2F7 is involved in cellular senescence and DNA damage. During 
oncogene-induced senescence or DNA damage, E2F7 is a direct 
transcriptional target of p53 and represses target genes that are 
involved in cell cycle progression to promote a strong cell cycle 
arrest [ 86 – 89 ]. 

 Tight control of E2F target expression is not only important to 
prevent tumorigenesis but also for development. Inactivation of 
E2Fs in mice and zebrafi sh and the subsequent deregulation of 
E2F target gene expression results in many developmental defects 
of the placenta [ 64 ,  66 ] and the embryo [ 10 ,  78 ,  81 ]. Studies per-
formed in the mammalian placenta and liver, as well as in fl ies and 
plants, revealed that E2Fs are not only important for regulating 
the normal cell cycle, but are also critical for the control of abortive 
cell cycles (reviewed in [ 90 ]). Abortion of the cell cycle can occur 
before entering mitosis (endocycle), during mitosis (endomitosis) 
or during cytokinesis (incomplete cytokinesis) and leads to the for-
mation of polyploid cells, cells with increased numbers of chromo-
some sets. Remarkably, inactivation of the repressors E2F7/8 
prevents the formation of polyploid cells in hepatocytes and giant 
trophoblast cells, while inactivation of activator E2F1 enhances 
polyploidization [ 65 ,  66 ]. These fi ndings demonstrate that low 
levels of E2F target gene expression promote an abortive cell cycle 
leading to the formation of polyploid cells in the placenta and liver. 
In contrast, when the levels of E2F target gene expression were 
increased through inactivation of the repressors E2F7/8, cells 
completed a normal cell cycle and polyploidization was blocked. 
This suggests that the levels of E2F target gene expression deter-
mine whether a hepatocyte or trophoblast cell enters a normal or 
an abortive cell cycle.   

5    Outstanding Questions 

 There have been great advancements in understanding how E2Fs 
function since their discovery in the late 1980s [ 91 ]. However, 
there are still many open questions concerning the regulation of 
the oscillating E2F target expression. Since many cancers are 
characterized by the deregulation of E2F target expression, it will 
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be critical to understand the mechanism that infl uences E2F target 
gene expression in more detail. For example, what are the dynam-
ics of expression of E2Fs and its targets in single cells in response 
to growth signals or DNA damage? What is the expression profi le 
of all E2Fs in different tissue and cell types during cell cycle pro-
gression? What is the direct impact of the acute deletion or overex-
pression of E2Fs on the length of each cell cycle phase? A bottleneck 
in answering these questions has been the redundancy in the mam-
malian E2F family members, and the limitations of the techniques 
by looking at cell populations. Recent developments in single cell 
analysis techniques have made it possible to take the next step. It is 
now feasible to analyze the gene expression pattern of a single cell 
by single cell transcriptomics, which can provide more detailed 
knowledge about the regulation of E2Fs and their target genes 
[ 92 ,  93 ]. This will allow one to study whether each cell within a 
particular tissue has the same expression pattern, or whether there 
are subsets of cells within a tissue that have distinct expression 
profi les. 

 Another strong tool to help elucidate questions about E2F 
functions during the cell cycle is live time lapse microscopy of 
cells expressing fl uorescent cell cycle indicators, such as the 
ubiquitination- based cell cycle indicator (FUCCI) system [ 68 , 
 94 ]. Thus, cell cycle progression of single cells over time can be 
visualized, and the effects of manipulating the activity of specifi c 
E2Fs can be monitored. Combining these two single cell tech-
niques makes it possible to analyze in detail the entire network of 
E2F target genes during specifi c phases of the cell cycle. 

 Utilizing these novel single cell analysis technologies will help 
to provide answers to the burning fundamental questions about 
the dynamics and mechanism of expression of E2Fs and its targets. 
Moreover, it will help to design novel strategies to avoid or inhibit 
altered E2F target gene expression patterns in diseases such as 
cancer.     
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    Chapter 5   

 Cell Synchronization of Mouse Embryonic Fibroblasts 

           Michael     J.     Thwaites    ,     Courtney     H.     Coschi    ,     Christian     E.     Isaac    , 
and     Frederick     A.     Dick     

    Abstract 

   A fundamental need in the analysis of the cell cycle is the ability to isolate relatively homogeneous popula-
tions of cells in different phases. This is complicated by the variable proliferative properties and responses 
to synchronizing methods of different cancer-derived cell lines. Paradoxically, cell lines with genetic defects 
in cell cycle control are sometimes chosen because they are amenable to chemical synchronization. 
Embryonic fi broblasts from mice present the opportunity to study the effects of defi ned genetic modifi ca-
tions on a normal cell cycle. However, synchronization of these cells has often been challenging. In this 
chapter we outline three basic protocols for isolating mouse fi broblasts at the G1-to-S-phase transition, in 
S phase, and during mitosis.  

  Key words     Flow cytometry  ,   DNA replication  ,   Aphidicolin  ,   Serum starvation  ,   Nocodazole  

1      Introduction 

 The mammalian cell division cycle is marked by a number of phases 
through which cells progress prior to division. G1, S, G2, and 
mitosis are distinct phases of the cell cycle that undertake specifi c 
molecular tasks related to division. Fidelity of the biochemical 
events that defi ne these phases is ensured by checkpoints and other 
mechanisms that regulate the unidirectional transition between 
phases. These mechanisms are essential to propagate all living 
organisms [ 1 ]; however mistakes in the cell division cycle can lead 
to unwanted effects on development and fuel the progression of 
diseases such as cancer [ 2 ]. 

 A long-standing challenge in understanding cell cycle control 
at a molecular level is the distinction between cause and conse-
quence. A pathway that controls advancement of the cell cycle 
from one phase to the next could be mistaken for one that partici-
pates directly in distinct events during the next phase. Normal 
mouse embryonic fi broblast cells (MEFs) defi cient for cell cycle 
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regulators have been invaluable in determining requirements for 
cell cycle control as well as making distinctions between cause and 
consequence [ 3 – 6 ]. Serum starvation (G0) and contact inhibition 
(G1) methods readily allow for isolation of cells from these phases. 
However, the ability to synchronize MEFs later in the cell cycle for 
biochemical experiments is more challenging when compared with 
established cancer cell lines. 

 In this chapter we outline protocols to isolate relatively uni-
form populations of MEFs for the analysis of events at the G1-to- 
S-phase transition, in early S phase, and mitosis. The fi rst is a serum 
deprivation and restimulation protocol to obtain cell populations 
in late G1 or early S phase to investigate the regulation and timing 
of the transition between these phases. The second is a protocol to 
isolate uniform populations of early S-phase cells and it can also be 
used to create enriched populations of mitotic cells. Lastly, we 
describe a nocodazole shake-off method for isolation of mitotic 
cells. In this way we have established simple methods for isolating 
MEFs in commonly studied phases of the cell cycle and we have 
used these routinely in our studies [ 7 – 9 ]. 

 Investigators that are new to cell synchronization should be 
cautious in the implementation of these methods. It is critical that 
methods for assessing the degree of synchronization by fl ow cytom-
etry be established in parallel. Methods for assessing cell cycle 
phases using BrdU and propidium iodide staining have been 
described previously [ 10 ], and fl ow cytometric techniques for 
detecting histone H3-S10 phosphorylation in mitosis are also avail-
able [ 11 ]. While we focus on the use of MEFs, we expect that these 
methods will be amenable for adaptation to other primary cell cul-
ture systems that best represent normal cell cycle regulation.  

2    Materials 

       1.    Pregnant female mice, day 13.5 of gestation.   
   2.    Stereomicroscope for dissection, equipped for top lighting.   
   3.    Sterile phosphate-buffered saline (PBS).   
   4.    Tissue culture-grade disposable plastics including 6 cm tissue 

culture dishes, T75 tissue culture fl asks, 10 and 15 cm tissue 
culture dishes, and 50 ml conical tubes.   

   5.    Sterile razor blades, watch maker’s forceps, and scissors.   
   6.    Growth media: Dulbecco’s modifi ed Eagle’s medium contain-

ing 100 U/ml penicillin, 10 μg/ml streptomycin, 200 mM 
 L -glutamine, and 10 % fetal bovine serum.   

   7.    Trypsin-EDTA: 0.05 % Trypsin, 0.7 mM EDTA in Hanks’ bal-
anced salt solution.   

2.1  Generation 
and Culture of Mouse 
Embryonic Fibroblasts

Michael J. Thwaites et al.
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   8.    Basic supplies for mammalian cell culture including incubators, 
laminar fl ow hood, tabletop centrifuge, and cell culture pipets.   

   9.    2 ml cryogenic vials (e.g., Thermo Scientifi c 5000-0020).   
   10.    Slow cooling cryogenic container (e.g., Mr Frosty Freezing 

container, Thermo Scientifi c 5100-0001).      

       1.    Low-serum media: Dulbecco’s modifi ed Eagle’s medium con-
taining 100 U/ml penicillin, 10 μg/ml streptomycin, 200 mM 
 L -glutamine, and 0.1 % fetal bovine serum.   

   2.    3 mM aphidicolin: 1 mg/ml in ethanol (250× stock). Store in 
the dark at −20 °C and remake weekly.   

   3.    150 μM nocodazole: 0.045 mg/ml in DMSO (1000× stock). 
Store in the dark at −20 °C.       

3    Methods 

   The generation of primary mouse embryonic fi broblast cultures 
(MEFs) is relatively ubiquitous. The basic protocol that we follow is 
devised to generate cultures from individual embryos. This creates 
the advantage that crosses designed to produce control and mutant 
embryos in the same litter will be processed in parallel and can be 
genotyped in isolation. In addition, cultures derived from individual 
embryos of the same genotype represent separate biological repli-
cates. The biggest challenge in culturing MEFs is that oxidative 
DNA damage limits their proliferative capacity [ 12 ], and requires 
judicious protocol planning to ensure that they are used at as early a 
passage as possible. In addition, culture at low cell density is also 
detrimental to long-term proliferative capacity. The following proto-
col describes the generation of MEFs and illustrates how to organize 
cell cycle analysis experiments at the earliest passage possible.

    1.    Euthanize pregnant mother at day 13.5 of gestation. Dissect 
out uterus and submerge in PBS in a 10 cm dish.   

   2.    Isolate individual embryos and transfer to separate 6 cm dishes 
containing PBS.   

   3.    Under dissecting microscope use forceps to hook, poke, and 
scratch out organs and remove brain. Save these tissues or the 
yolk sac for DNA extraction and genotyping if desired.   

   4.    Place carcass in a fresh, dry 6 cm dish and continue dissecting 
other embryos.   

   5.    Once all embryos in a litter have been dissected, aspirate resid-
ual PBS and cover each embryo with 1 ml trypsin-EDTA. Mince 
tissue fi nely with a sterile razor blade.   

   6.    Tip dish on edge to allow tissue and trypsin solution to pool, 
and place in 37 °C humidifi ed incubator for 30 min on edge.   

2.2  Cell 
Synchronization

3.1  Preparation 
of Mouse Embryonic 
Fibroblast

Synchronization of Mouse Fibroblasts
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   7.    Pipet up and down ten times through a Pasteur pipet. Then 
add 4 ml of growth media, and pipet to mix.   

   8.    Transfer cell suspension to a T75 fl ask and add 15 ml of 
growth media and incubate for 2 days (this is the fi rst passage; 
 see   Note 1 ).   

   9.    Rinse cells in PBS and dissociate with 3 ml trypsin-EDTA. Add 
7 ml of growth media and pipet to break up small aggregates 
of cells. Allow larger aggregates to settle out to remove them 
from future cultures. Subculture cell suspension into three, 
15 cm dishes in 30 ml of media per dish.   

   10.    Culture for approximately two additional days and freeze in 
log growth phase. Trypsinize cells as above in  step 9 , resus-
pend in growth media containing 10 % DMSO at a density of 
three million cells per ml, and aliquot into cryogenic vials in 
1 ml aliquots. These cells are in mid-passage 2 and each embryo 
should yield approximately 20 vials. Slowly freeze cells in a 
cryogenic container at −80 °C for 24 h. Following this slow 
freeze, cryovials are transferred to a −150 °C freezer (or liquid 
nitrogen vapor) for long-term storage.   

   11.    Thaw a single cryovial per 10 cm dish or equivalent, and cul-
ture until it reaches confl uence (end of passage 2). Subculture 
onto fi ve, 10 cm dishes for passage 3. This will yield greater 
than 20 × 10 7  cells. Subculture again at the desired density for 
the start of passage 4 and use in the synchronization methods 
described below ( see   Note 2 ).    

     In this section we describe how to synchronize cells at the G1-S- 
phase boundary. Using this technique we are able to enrich for 
cells in the early stages of S phase using a relatively gentle induc-
tion of quiescence through serum deprivation. Cells are then stim-
ulated to progress into the cell cycle with growth media containing 
10 % serum. We fi nd that this approach leads to adequate syn-
chrony at the G1/S boundary without the use of drugs, which 
could affect the proliferative capacity of the cells or the integrity of 
the data. Figure  1  contains data depicting a time course following 
serum stimulation with growth media. Once a time course has 
been performed, particular time points can be selected for experi-
ments in G1 phase (10–12 h in our example) and the G1/S 
 boundary (approximately 18 h). In general, cells that do not reach 
S phase in the fi rst 20 h enter the cell cycle more slowly. For this 
reason, unsynchronized cells in these cultures are earlier in the cell 
cycle and generally do not affect analysis of the G1/S boundary in 
these experiments.

     1.    Plate passage 4 MEFs at a density of 7 × 10 5  cells per 10 cm 
plate or equivalent for each time point in growth media ( see  
 Note 3 ).   

3.2  Cell 
Synchronization in G1 
and at the G1-to-S- 
Phase Transition
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   2.    The following day wash the cells three times with PBS and 
re- feed with low-serum media.   

   3.    Following 72 h of serum deprivation, standard growth media 
containing 10 % serum is added to each culture ( see   Note 4 ).   

   4.    Harvest cells for cellular analyses, fractionation, RNA, or pro-
tein at the desired time point(s).    

     The following section outlines our methods for isolating a highly 
synchronous S-phase population of cells. This method makes use of 
the DNA polymerase inhibitor aphidicolin to initially block cell cycle 
advancement in early S phase. In our experience, hydroxyurea and 
thymidine block techniques are too toxic for MEFs, and the cells 
cease to proliferate in response to these treatments. Since all of these 
chemicals unavoidably rely on a replication block that activates a 
DNA damage response, we do not recommend analyzing cells at the 
point of arrest. Our protocol removes aphidicolin and allows the 
cells to resume DNA synthesis before harvesting, thus obtaining a 
bona fi de S-phase population. Cells synchronized in this manner can 
also be followed into M phase to enrich for mitotic fi gures.

    1.    At the end of passage 3, allow the cells to become fully confl u-
ent by leaving them for three additional days, for a total of 
6 days following subculture.   

   2.    Resume proliferation of cells by subculturing them at your 
desired cell density, but not less than 7 × 10 5  cells for a 10 cm 
dish, to ensure maintenance of robust proliferation ( see   Note 3 ).   

   3.    Ten hours following subculture, supplement media with 
12 μM aphidicolin and culture for an additional 10 h.   

   4.    Aspirate media, wash cells three times with PBS, and re-feed 
with fresh growth media.   

3.3  Generating 
Synchronous S-Phase 
and Mitotic 
Populations of Cells
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  Fig. 1    Time course of serum stimulation: Wild-type MEFs were stimulated with 
10 % serum to reenter the cell cycle. Cells were pulse labeled with BrdU begin-
ning 1 h before the indicated time points. The percentage of BrdU-positive cells 
at each time point was determined by fl ow cytometry       
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   5.    Culture for an additional 2 h to allow the cells to resume DNA 
replication ( see   Note 5 ).   

   6.    Cells can be cultured further and at 8 h post-aphidicolin 
removal, the peak of mitotic enrichment occurs ( see   Note 6 ).      

   Mitotic shake-off approaches rely on the fact that mitotic cells 
round up compared to their interphase neighbors. This leads to 
poor attachment and consequently they are readily isolated by 
shearing forces associated with tapping the side of the dish or wash-
ing with media. Many human cancer cell lines can be arrested in 
mitosis with microtubule inhibitors for prolonged periods of time, 
leading to extensive mitotic enrichment. Murine cells are less ame-
nable to accumulation at this cell cycle stage because they adapt to 
the arrest and decondense their chromosomes [ 13 ]. Consequently, 
shorter drug treatments are necessary and lower yields need to be 
expected. We have used the following brief protocol and it has 
allowed us to isolate large quantities of mitotic cells and even to 
undertake biochemical fractionation experiments ( see  Fig.  2 ).

     1.    Plate passage 4 MEFs at a density of at least 7 × 10 5  cells per 
10 cm plate or equivalent.   

   2.    Two days later supplement the media with 150 nM nocodazole 
and return the cells to the incubator for 4 h ( see   Note 7 ).   

   3.    Harvest weakly adherent cells fi rst by removing 6 ml of culture 
media from each 10 cm dish and place in a centrifuge tube. 
This media is removed to prevent splashing.   

   4.    Vigorously tap the cell culture dish on its side to detach cells. 
Remove this media and add to the fi rst aliquot.   

   5.    Wash cells vigorously with PBS using a strong stream of liquid 
from a tissue culture pipet to further remove cells. Add this 
PBS wash to the media already collected.   

   6.    Concentrate cells by centrifugation at 400 ×  g  for 10 min, 
resuspend in a small volume of PBS, and proceed with use in 
downstream applications ( see   Note 8 ).    

4       Notes 

     1.    If genotyping to select particular embryos, complete this step 
before the next passage. In this way undesired genotypes of 
cells can be discarded before passaging to conserve cell culture 
supplies.   

   2.    When cells are thawed into a 10 cm dish virtually all cells 
should be viable and the plate should become confl uent in 
1–2 days. Batches of cells that exhibit poor viability upon thaw-
ing or that fail to proliferate appropriately in the initial 2 days 

3.4  Generating 
Large Quantities 
of Mitotic Cells
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should be discarded as they will not generate reproducible 
data. We generally design experiments where control and 
mutant genotypes are thawed simultaneously and carried 
through the entire experiment in parallel to ensure that they 
are as comparable as possible.   

   3.    It is advisable to plate multiple dishes of cells for each desired 
time point. This will allow a parallel culture to be pulse labeled 
with BrdU 1 h prior to the desired time point. These cells are 
then harvested in parallel to experimental cultures and used to 
monitor cell cycle position by fl ow cytometry. This is the 
approach used to generate the data in Fig.  1 .   

   4.    Growth media containing 20 % FBS can be used to stimulate 
more cells to enter the cell cycle at the beginning of this 
experiment.   

   5.    We typically fi nd that BrdU pulse labeling followed by analysis 
by fl ow cytometry at this time point results in 60 % positive 
cells. In addition, it is advisable to assay for replication stress 
following aphidicolin washout by western blotting for a marker 
such as phospho-serine 345 on Chk1.   

   6.    At 8 h post-aphidicolin washout, pulse labeling with BrdU and 
fl ow cytometry reveals that cells are typically less than 20 % BrdU 
positive. Approximately 5–10 % will be in mitosis. This is ideal for 
analysis of mitotic events by microscopic methods as asynchro-
nous MEF cultures will contain less than 1 % mitotic fi gures.   

IB: α-CAP-D3
(Condensin II)

IB: α-SMC1
(Cohesin)

Rb1+/+ Rb1ΔL/ΔL

H3, H2A, H2B

H4

Interphase

Rb1+/+ Rb1ΔL/ΔL

Mitosis

Chromatin

  Fig. 2    Shake-off isolation of mitotic cells and analysis of chromatin: Mitotic MEF 
cells of the indicated genotypes were isolated by nocodazole treatment and 
shake-off. Isolated cells, and remaining adherent interphase cells, were pro-
cessed to isolate chromatin fractions [ 14 ]. Interphase and mitotic chromatin 
preparations were normalized to histone protein content. Levels of SMC1 (a 
component of cohesin) and CAP-D3 (a component of condensin II) were deter-
mined by western blotting. Coomassie staining of histone proteins serves as a 
loading control       
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   7.    The exact cell density is less critical in this method. Cells can be 
plated at a higher initial density and drug treated sooner. It is 
important that cells are highly proliferative. Since your yields 
can be relatively low, using sparse cultures is unproductive.   

   8.    A small quantity of cells should be fi xed and used for H3-S10p 
staining and fl ow cytometry analysis, or processed for generat-
ing mitotic spreads to count mitotic fi gures. We typically obtain 
a 15 % yield of mitotic cells from cultures using this experimen-
tal approach.         

  Acknowledgements 

 The authors wish to thank the CIHR strategic training program in 
cancer research and technology transfer for fellowship support. 
F.D. is the Wolfe Senior Research Fellow in Tumor Suppressor 
Genes at Western University. Research in the Dick lab is supported 
by the Canadian Institutes of Health Research, the Canadian Cancer 
Society Research Institute, and the Cancer Research Society.  

   References 

    1.    Harashima H, Dissmeyer N, Schnittger A 
(2013) Cell cycle control across the eukary-
otic kingdom. Trends Cell Biol 
23(7):345–356  

    2.    Massague J (2004) G1 cell-cycle control and 
cancer. Nature 432:298–306  

    3.    Kozar K, Ciemerych MA, Rebel VI, Shigematsu 
H, Zagozdzon A, Sicinska E, Geng Y, Yu Q, 
Bhattacharya S, Bronson RT, Akashi K, Sicinski 
P (2004) Mouse development and cell prolif-
eration in the absence of D-cyclins. Cell 
118:477–491  

   4.    Geng Y, Yu Q, Sicinska E, Das M, Schneider 
JE, Bhattacharya S, Rideout WM, Bronson 
RT, Gardner H, Sicinski P (2003) Cyclin E 
ablation in the mouse. Cell 114(4):431–443  

   5.    Brugarolas J, Moberg K, Boyd S, Taya Y, Jacks 
T, Lees J (1999) Inhibition of cyclin- dependent 
kinase 2 by p21 is necessary for retinoblastoma 
protein-mediated G1 arrest after gamma- 
irradiation. Proc Natl Acad Sci U S A 
96:1002–1007  

    6.    Santamaria D, Barriere C, Cerqueira A, Hunt 
S, Tardy C, Newton K, Caceres JF, Dubus P, 
Malumbres M, Barbacid M (2007) Cdk1 is suf-
fi cient to drive the mammalian cell cycle. 
Nature 448(7155):811–815  

    7.    Isaac CE, Francis SM, Martens AL, Julian LM, 
Seifried LA, Erdmann N, Binne UK, 
Harrington L, Sicinski P, Berube NG, Dyson 
NJ, Dick FA (2006) The retinoblastoma pro-
tein regulates pericentric heterochromatin. 
Mol Cell Biol 26(9):3659–3671  

   8.    Coschi CH, Martens AL, Ritchie K, Francis SM, 
Chakrabarti S, Berube NG, Dick FA (2010) 
Mitotic chromosome condensation mediated by 
the retinoblastoma protein is tumor-suppressive. 
Genes Dev 24(13):1351–1363  

    9.    Cecchini MJ, Thwaites M, Talluri S, Macdonald 
JI, Passos DT, Chong JL, Cantalupo P, Stafford 
P, Saenz-Robles MT, Francis SM, Pipas JM, 
Leone G, Welch I, Dick FA (2014) A retino-
blastoma allele that is mutated at its common 
E2F interaction site inhibits cell proliferation in 
gene targeted mice. Mol Cell Biol 
34:2029–2045  

    10.    Cecchini MJ, Amiri M, Dick FA (2012) 
Analysis of cell cycle position in mammalian 
cells. J Vis Exp 59:e3491. doi:  10.3791/3491      

    11.    Taylor WR (2004) FACS-based detection of 
phosphorylated histone H3 for the quantitation 
of mitotic cells. Methods Mol Biol 281:293–299  

    12.    Parrinello S, Samper E, Krtolica A, Goldstein J, 
Melov S, Campisi J (2003) Oxygen sensitivity 

Michael J. Thwaites et al.

http://dx.doi.org/10.3791/3491


99

severely limits the replicative lifespan of murine 
fi broblasts. Nat Cell Biol 5(8):741–747  

    13.    Rieder CL, Maiato H (2004) Stuck in division 
or passing through: what happens when cells 
cannot satisfy the spindle assembly checkpoint. 
Dev Cell 7:637–651  

    14.    Mendez J, Stillman B (2000) Chromatin asso-
ciation of human origin recognition complex, 
cdc6, and minichromosome maintenance pro-
teins during the cell cycle: assembly of prerepli-
cation complexes in late mitosis. Mol Cell Biol 
20(22):8602–8612    

Synchronization of Mouse Fibroblasts



101

Amanda S. Coutts and Louise Weston (eds.), Cell Cycle Oscillators: Methods and Protocols, Methods in Molecular Biology, 
vol. 1342, DOI 10.1007/978-1-4939-2957-3_6, © Springer Science+Business Media New York 2016

    Chapter 6   

 Cell Cycle Synchronization in  Xenopus  Egg Extracts 

           Peter     J.     Gillespie    ,     Julia     Neusiedler    ,     Kevin     Creavin    , 
    Gaganmeet     Singh     Chadha    , and     J.     Julian     Blow    

    Abstract 

   Many important discoveries in cell cycle research have been made using cell-free extracts prepared from the 
eggs of the South African clawed frog  Xenopus laevis . These extracts effi ciently support the key nuclear 
functions of the eukaryotic cell cycle in vitro under apparently the same controls that exist in vivo. The 
 Xenopus  cell-free system is therefore uniquely suited to the study of the mechanisms, dynamics and integra-
tion of cell cycle regulated processes at a biochemical level. Here, we describe methods currently in use in 
our laboratory for the preparation of  Xenopus  egg extracts and demembranated sperm nuclei. We detail 
how these extracts can be used to study the key transitions of the eukaryotic cell cycle and describe condi-
tions under which these transitions can be manipulated by addition of drugs that either retard or advance 
passage. In addition, we describe in detail essential techniques that provide a practical starting point for 
investigating the function of proteins involved in the operation of the eukaryotic cell cycle.  

  Key words     Xenopus  ,   Egg extract  ,   In vitro  ,   Cell-free system  ,   DNA replication  ,   Cell cycle  , 
  Synchronization  

1      Introduction 

 For more than 30 years we have used cell-free extracts prepared 
from the eggs of the South African clawed frog,  Xenopus laevis , to 
study the control of cell cycle progression and DNA replication. 
Originally conceived to study chromatin remodeling [ 1 ], this 
embryonic model system is used to conduct research in fi elds as 
diverse as DNA replication, apoptosis, nucleocytoplasmic trans-
port, kinetochore formation and spindle microtubule dynamics 
and sister chromatid cohesion and condensation. 

 That these soluble egg extracts recapitulate the key nuclear 
transitions of the eukaryotic cell cycle in vitro under apparently the 
same controls that exist in vivo is dependent upon some key prop-
erties of early  Xenopus  embryos [ 2 – 4 ]. The eggs, as in other verte-
brates, are arrested in metaphase II of meiosis. Progression into the 
fi rst mitotic interphase occurs upon fertilization. In only 7 h after 
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fertilization the eggs undergo 11 rounds of synchronous cell division. 
It is only after this stage—at the mid-blastula transition—that 
zygotic transcription occurs [ 5 ,  6 ]. The eggs therefore contain an 
abundant stockpile of material to support genome duplication and 
segregation up to DNA concentrations found at the onset of 
zygotic transcription: ~13 ng DNA per 0.5 μl egg, pre-S phase, in 
cell cycle 12, with approximately ~4000 cells per embryo at the 
transition. The continuing translation of a single protein, cyclin B, 
can support passage through the whole cell cycle [ 7 ]. 

 DNA added to extract prepared from unfertilized, metaphase 
arrested, eggs is fi rst assembled into chromatin and then condensed 
into rod-like fi bers [ 3 ]. Upon activation and release of the extract 
into interphase the DNA is fi rst decondensed and then assembled 
into structures corresponding to interphase nuclei [ 3 ,  4 ]. Upon 
nuclear assembly the added DNA is effi ciently replicated, produc-
ing interphase nuclei with a 4C DNA content [ 8 ,  9 ]. Advancement 
of the extracts into mitosis supports fi rst the condensation and 
resolution of paired sister chromatids and ultimately their separa-
tion on the spindle, all in vitro [ 10 ]. That these extracts support 
this wide range of activities in vitro makes this model system 
uniquely suited to the study of the mechanisms, dynamics and 
integration of cell cycle regulated processes at a biochemical level. 

 The regulation of cell cycle progression and DNA replication 
in egg extract occurs under the same controls as occur in vivo. 
Cytostatic factor (CSF) maintains the block to cell cycle progres-
sion in extracts prepared from unfertilized eggs [ 11 ]. Activation of 
these extracts by the addition of calcium, mimicking the Ca 2+  wave 
at fertilization, promotes cyclin B destruction facilitating meiotic 
exit and entry into the fi rst mitotic cycle [ 12 ]. The complete dupli-
cation of DNA present in the now interphase extract requires the 
activation of many thousands of origins of replication. To ensure 
genetic stability these origins must fi re once and only once in each 
cell cycle. To this end two distinct signals are required to permit 
origin activation: origin “licensing” and “activation.” The activa-
tion of the Anaphase Promoting Complex (APC/C) upon exit 
from anaphase of meiosis II permits activation of the “replication 
licensing system” [ 13 ,  14 ]. This allows Mcm2–7 double hexamers 
to be loaded onto DNA, “licensing” these sites to act as replication 
origins in the upcoming S phase [ 15 – 17 ]. 

 During S phase replication forks are initiated, only at licensed 
origins, by the combined action of two protein kinases: S phase 
cyclin-dependent kinases (CDKs) and Dbf4-dependent kinases 
(DDKs) [ 18 – 22 ]. It is likely that nuclear assembly and protein 
import permits the concentration of these two kinases within the 
nucleus to a critical concentration that promotes the initiation of 
replication forks. Nuclear protein import also prevents re- replication 
of DNA by reactivating the licensing inhibitor geminin [ 14 ,  23 ]. 
The combination of CDK and DDK activity promotes the recruit-
ment of replisome proteins to origins, which activates the helicase 
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activity of Mcm2–7 to unwind template DNA at the replication 
fork [ 24 ]. Activated origins revert to an unlicensed state upon 
initiation as Mcm2–7 moves away with the replication forks. 
Terminated Mcm2–7 hexamers are removed from the DNA under 
the control of ubiquitination [ 25 ,  26 ]. The sequential activation 
of the license and initiation signals ensures the faithful duplica-
tion of the genome [ 15 ,  27 ]. 

 Upon completion of genome duplication the translation of 
cyclin B promotes passage into the fi rst mitotic metaphase in vitro 
[ 7 ,  28 ]. At the chromatin level, high mitotic CDK activity drives 
sister chromatid resolution and condensation [ 7 ,  29 ,  30 ]. These 
condensed chromosomes form into a cognate metaphase plate 
with bi-orientated amphitelic sister chromatids. The sisters can then 
be    induced to separate as the extract undergoes the metaphase- to-
anaphase transition and reenters into interphase. 

 Importantly, by using well-characterized inhibitors of indi-
vidual proteins that function in these phase transitions we are able 
to perturb cell cycle progression in vitro. In this article we describe 
the methods currently in use in our laboratory for the study of cell 
cycle progression and DNA replication using the  Xenopus  cell-free 
system. In addition to a description of the methods used for 
extract preparation, we detail their application for studying protein 
function in this system. These recently developed and revised tech-
niques provide a practical starting point for investigation of cell 
cycle progression and DNA replication using this system.  

2    Materials 

 Buffer storage temperatures are indicated in parenthesis and are 
abbreviated as follows: 

 temperature, as indicated, °C; RT—room temperature; RS—
refrigerated stock; FS—frozen stock. All solutions are made up 
with Milli-Q H 2 O. 

       1.    EB (4 °C, freshly made): 50 mM KCl, 5 mM MgCl 2 , 2 mM 
dithiothreitol (DTT) or β-mercaptoethanol, 50 mM HEPES–
KOH, pH 7.6.   

   2.    SuNaSp (4 °C, freshly made): 0.25 M sucrose, 75 mM NaCl, 
0.5 mM spermidine, 0.15 mM spermine, 15 mM HEPES–
KOH, pH 7.6.   

   3.    Lysolecithin (−20 °C FS to 4 °C): 5 mg/ml, in H 2 O.   
   4.    Hoechst 33258 (−20 °C FS to 4 °C): 10 mg/ml in H 2 O; pre-

pare 20 μg/ml dilution on the day.   
   5.    MS222 (RT, freshly made, immediately before use): 0.2 % w:v 

Tricaine mesylate MS222, ~0.5 % w:v NaHCO 3 , to pH 7.5.      

2.1  Preparation 
of Demembranated 
 Xenopus laevis  Sperm 
Nuclei

Cell Cycle Synchronization in Xenopus Egg Extracts
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       1.    10× MMR (RT): 1 M NaCl, 20 mM KCl, 10 mM MgCl 2 , 
20 mM CaCl 2 , 1 mM EDTA, 50 mM HEPES–NaOH, pH 7.8.   

   2.    20× XB Salts (4 °C RS): 2 M KCl, 40 mM MgCl 2 , 2 mM CaCl 2 .   
   3.    XBE2 (4 °C to RT): 1× XB salts, 1.71 % w:v sucrose, 5 mM 

K-EGTA, 10 mM HEPES–KOH, pH 7.7.   
   4.    LFB 1/50 (−20 °C FS or freshly made, 4 °C): 10 % w:v sucrose, 

50 mM KCl, 2 mM MgCl 2 , 1 mM EGTA, 2 mM DTT, 20 mM 
K 2 HPO 4 /KH 2 PO 4  pH 8.0, 40 mM HEPES–KOH, pH 8.0.   

   5.    Energy Regenerator (−20 °C FS to 4 °C): 1 M phosphocre-
atine disodium salt, 600 μg/ml creatine phosphokinase in 
10 mM HEPES–KOH pH 7.6.   

   6.    Cytochalasin D (−20 °C FS to RT): 10 mg/ml, in DMSO.   
   7.    Protease inhibitors (−20 °C FS to RT): aprotinin, 10 mg/ml in 

H 2 O; leupeptin, 10 mg/ml in H 2 O; pepstatin, 10 mg/ml in 
dimethylformamide.   

   8.    Dejellying solution (RT, freshly made, immediately before use): 
2 % cysteine w:v in H 2 O, to pH 7.8 with NaOH.      

       1.    10× MMR (RT): 1 M NaCl, 20 mM KCl, 10 mM MgCl 2 , 
20 mM CaCl 2 , 1 mM EDTA, 50 mM HEPES–NaOH, pH 7.8.   

   2.    Barth solution (RT): 88 mM NaCl, 2 mM KCl, 1 mM MgCl 2 , 
15 mM Tris–HCl pH 7.4, 0.5 mM CaCl 2 .   

   3.    Calcium ionophore A23187 (−20 °C FS to RT): 10 mg/ml in 
dimethyl sulfoxide (DMSO).   

   4.    Extraction buffer (EB) (4 °C, freshly made): 50 mM KCl, 
50 mM HEPES–KOH (pH 7.6), 5 mM MgCl 2 , 2 mM DTT 
or β-mercaptoethanol.   

   5.    Extract dilution buffer with sucrose (EDB-S) (−20 °C FS to 
4 °C): 50 mM KCl, 50 mM HEPES–KOH (pH 7.6), 10 % 
(w/v) sucrose, 2 mM DTT, 0.4 mM MgCl 2 , 0.4 mM EGTA, 
and pepstatin, leupeptin, and aprotinin (1 μg/ml each).      

            1.    Xenopus egg extract (−80 °C/liquid nitrogen to RT immedi-
ately before RT water bath thaw) and demembranated Xenopus 
sperm nuclei ~400 ng DNA/μl (−80 °C/−20 °C FS to 4 °C).   

   2.    Energy Regenerator (−20 °C FS to 4 °C): 1 M phosphocre-
atine disodium salt, 600 μg/ml creatine phosphokinase in 
10 mM HEPES–KOH pH 7.6.   

   3.    Cycloheximide (−20 °C FS to 4 °C): 10 mg/ml, in H 2 O.   
   4.    CaCl 2  (−20 °C FS to 4 °C): 50 mM, in H 2 O.   
   5.    Hoechst 33258 (−20 °C FS to 4 °C): 10 mg/ml in H 2 O; 

prepare 20 μg/ml dilution on the day.      

2.2  Preparation 
of Metaphase Arrested 
 Xenopus laevis  Egg 
Extract

2.3  Preparation 
of Interphase  Xenopus 
laevis  Egg Extract

2.4  Use of Xenopus 
Egg Extract: General 
Use and Determination 
of Extract Integrity 
and Cell Cycle Status
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   As Subheading  2.4 , and the following:

    1.    Roscovitine (−20 °C FS to RT): 400 mM, in DMSO.   
   2.    6-DMAP (−20 °C FS to 4 °C): 50 mM, in H 2 O.   
   3.    Microcystin LR (−20 °C FS to RT): 100 μM, in DMSO.   
   4.    D-box peptide (−20 °C FS to 4 °C): 26 mM, in LFB1/50.   
   5.    MG132 (−20 °C FS to RT): 40 mM, in DMSO.   
   6.    Bortezomib (−20 °C FS to RT): 200 mM, in DMSO.    

     As Subheading  2.4 , and the following:

    1.    Wheat germ agglutinin (−20 °C FS to 4 °C): 20 mg/ml, in H 2 O.   
   2.    GemininDEL (−80 °C/liquid nitrogen FS to 4 °C): used at 

~100 nM (~2.6 ng/μl), in LFB 1/50.   
   3.    p27 Kipl  (−80 °C/liquid nitrogen FS to 4 °C): used at ~100 nM 

(~5.2 μg/ml), in LFB 1/50.   
   4.    p21 Cip1  (−80 °C/liquid nitrogen FS to 4 °C): used at ~0.5 μM 

(~21.1 μg/ml), in LFB 1/50.   
   5.    Roscovitine (−20 °C FS to RT): 400 mM, in DMSO.   
   6.    PHA-767491 (−20 °C FS to RT): 100 mM, in DMSO and 

diluted in 40 mM HEPES–KOH pH 7.0 immediately prior to 
use, mixing well to avoid precipitates.   

   7.    Aphidicolin (−20 °C FS to RT): 18 mM. in DMSO.    

     As Subheading  2.4 , and the following: 
 Non-destructible mutant mitotic cyclins, e.g., cyclin A1 N∆56 

[ 31 ,  32 ] or cyclin BΔ90 [ 33 ] (−80 °C/liquid nitrogen FS to 4 °C), 
or metaphase-arrested egg extract (−80 °C/liquid nitrogen to RT 
immediately before RT water bath thaw).  

   As Subheading  2.4 , and the following:

    1.    Stop-C (RT): 0.5 % w:v SDS, 5 mM EGTA, 20 mM Tris HCl, 
pH 7.5.   

   2.    Proteinase K (−20 °C): 20 mg/ml proteinase K, 50 % v:v 
glycerol, 10 mM Tris HCl, pH 7.5.   

   3.    5 % TCA (4 °C RS): 5 % w:v TCA, 0.5 % w:v Na 4 P 2 O 7  · 10H 2 O.   
   4.    10 % TCA (4 °C RS): 5 % w:v TCA, 2 % w:v Na 4 P 2 O 7  · 10H 2 O.   
   5.    α 32 P-dATP (high activity: typically 10 mCi/ml) (4 °C RS).   
   6.    25 mm Paper fi lter disks.   
   7.    25 mm Glass microfi ber fi lter disks.   
   8.    Vacuum manifold (Millipore).   
   9.    Gel preparation buffer (RT): 50 mM NaCl, 1 mM EDTA.   

2.5  Use 
of Metaphase Arrested 
Egg Extract: In Vitro 
Release into First 
Mitotic Interphase 
and Manipulation 
by Drug Addition

2.6  Use 
of Interphase Egg 
Extract: Manipulation 
by Drug Addition
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   10.    Gel running buffer (RT): 50 mM NaOH, 1 mM EDTA.   
   11.    StopN (RT): 20 mM Tris HCl pH 8.0, 200 mM NaCl, 5 mM 

EDTA, 0.5 % SDS.   
   12.    7 % (w:v) TCA (4 °C RS).   
   13.    Phenol–chloroform–isoamyl alcohol (25:24:1) (e.g., Sigma 

P-3803) (4 °C RS).   
   14.    10 mM EDTA (RT).   
   15.    100 % ethanol (−20 °C).   
   16.    70 % ethanol (RT).   
   17.    2× alkaline loading buffer (RT): 100 mM NaOH, 2 mM 

EDTA, 2.5 % Ficoll, 0.025 % bromocresol green, H 2 O.   
   18.    Eppendorf Phase Lock gel tube.   
   19.    6× 3MM paper, 20 cm × 20 cm.   
   20.    12× paper towel.   
   21.    2× glass plates, 20 cm × 20 cm.   
   22.    8× large bulldog clips.   
   23.    Large polythene box 25 cm × 25 cm.   
   24.    End-radiolabeled molecular weight markers—1 kb lambda 

DNA HindIII digested, see below.   
   25.    10× End-labeling buffer: 5 mM dCTP, 5 mM dGTP, 5 mM 

dTTP, 500 mM Tris HCl, pH 8.0, 100 mM MgCl 2 .   
   26.    Reaction mix (10 μl): 1 μl 10× end-labeling buffer, 1 μl DNA 

(500 μg/ml) 1 kb lambda-HindIII, 0.5 μl Klenow exo− 
(10 units/μl), 0.3 μl 32P-dATP (10 mCi/ml), 7.2 μl H 2 O.    

     As Subheading  2.4 , and the following:

    1.    A source of antibody, either crude serum or a purifi ed fraction.   
   2.    Either, agarose beads (rProtein A- or rProtein G-FF; GE 

Healthcare) or magnetic beads (Dynabeads Protein A or G; 
Dynal-Life Technologies) (4 °C RS).   

   3.    LFB 1/50 (−20 °C FS or freshly made, 4 °C): 10 % w:v sucrose, 
50 mM KCl, 2 mM MgCl 2 , 1 mM EGTA, 2 mM DTT, 20 mM 
K 2 HPO 4 /KH 2 PO 4  pH 8.0, 40 mM HEPES–KOH, pH 8.0.   

   4.    100 mM HEPES–KOH, pH 8.0 (−20 °C FS or freshly made, 
4 °C).   

   5.    Xenopus egg extract (−80 °C/liquid nitrogen to RT immedi-
ately before RT water bath thaw) and demembranated Xenopus 
sperm nuclei ~400 ng DNA/μl (−80 °C/−20 °C FS to 4 °C).   

   6.    Energy Regenerator (−20 °C FS to 4 °C): 1 M phosphocre-
atine disodium salt, 600 μg/ml creatine phosphokinase in 
10 mM HEPES–KOH pH 7.6.   

2.9  Immuno-
depletion and 
Immunoprecipitation
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   7.    Cycloheximide (−20 °C FS to 4 °C): 10 mg/ml, H 2 O.   
   8.    CaCl 2  (−20 °C FS to 4 °C): 50 mM in H 2 O.   
   9.    Magnetic tube stand.   
   10.    PMSF (−20 °C FS to RT): 100 mM, in 100 % ethanol.   
   11.    Gel loading fi ne pipette tips.   
   12.    50 ml Falcon tube.   
   13.    25 μm Nybolt fi lter.   
   14.    Sepharose wash buffer (4 °C, freshly made): 40 mM HEPES, 

20 mM K 2 HPO 4 /KH 2 PO 4 , pH 8.0, 2 mM MgCl 2 , 1 mM 
DTT, 2 mM EGTA, 10 % (w:v) sucrose, 10 μg/ml each of 
leupeptin, pepstatin, and aprotinin, 100 mM KCl.   

   15.    Dynabead wash buffer (4 °C, freshly made): 20 mM Na 2 HPO 4 /
NaH 2 PO 4  pH 8.0, 150 mM NaCl, 0.1 % Tween 20.    

         1.    24-well plates.   
   2.    13 mm coverslips—optionally coated with poly-lysine.   
   3.    XBE2 plus 30 % sucrose (4 °C, freshly made): 1× XB salts, 

5 mM K-EGTA, 10 mM HEPES–KOH pH 7.7, 30 % (w:v) 
sucrose.   

   4.    20× XB Salts (4 °C RS): 2 M KCl, 40 mM MgCl 2 , 2 mM CaCl 2 .   
   5.    Formaldehyde stock (typically 37 %, freshly prepared immedi-

ately before use or high-grade commercial stock, typically 
16 %, at 4 °C).   

   6.    PBS plus 0.1 M glycine pH 7.0 (RT)—alternatively 750 mM 
Tris–HCl pH 7.0.   

   7.    PBS plus 0.1 % (v:v) Tween and 3 % (w:v) BSA (RT).   
   8.    VECTASHIELD (Vector Laboratories) (4 °C RS).   
   9.    PBS plus 0.1 % (v:v) Tween (RT).   
   10.    PBS plus 0.1 % (v:v) Triton (RT).   
   11.    Secondary Antibodies (Alexa Fluor recommended).   
   12.    DAPI: 1 mg/ml, in PBS (−20 °C FS); use at 1/1000, freshly 

made, immediately before use.       

3    Methods 

   Although able to support the replication of a range of DNA 
templates - single and double stranded plasmids and extracted 
mammalian nuclei - the physiological substrate for replication in 
Xenopus laevis egg extracts are Xenopus laevis sperm nuclei. The 
sperm nuclei, recovered from the testes postmortem, remain stable 
for extended periods after demembranation. 

2.10  Immuno-
fl uorescent Staining 
of Chromosomes 
and Nuclei Assembled 
In Vitro

3.1  Preparation 
of Demembranated 
 Xenopus laevis  Sperm 
Nuclei
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 Frogs are euthanized by means of a lethal dose of anesthetic 
and the testes are recovered postmortem. The preparation proce-
dure is composed of two parts: after removing unwanted tissue 
from around the isolated testes the sperm are released; the released 
nuclei are then demembranated and prepared for storage. Sperm 
yield may be increased by hormone injection ( see   Note 1 ).

    1.    Place the frogs in MS222 solution in individual opaque cham-
bers. When their heads drop below water and they stop moving 
when touched (after approximately 5–10 min), check for life by 
placing a forefi nger deep into the frog’s mouth—if the frog 
performs a refl ex sucking response then it is alive. Keep the frog 
in MS222, checking every minute or so until the refl ex is lost.   

   2.    Remove the frog from the MS222 and place it on its back on a 
protected work surface. Ensure death by quickly opening up 
the abdomen using sharp scissors or a scalpel and cutting the 
main arteries around the heart. Remove the testes as soon as 
possible, cutting carefully so as not to cut or damage them, and 
place them in EB solution on ice ( see   Note 2 ).   

   3.    Wash the testes in ~20 ml of EB in a 9 cm petri dish and clean 
them, being careful to avoid bursting them, using two pairs 
of dissection forceps, to remove any blood vessels and extra-
neous tissue.   

   4.    Transfer the cleaned testes to a fresh petri dish containing 
10 ml EB. Chop the testes with a razor blade as fi nely as pos-
sible; pool all chopped material and store on ice.   

   5.    Filter the homogenate through a 25 μm mesh nylon fi lter (e.g., 
Nitex or Nybolt), e.g., mounted over the end of a 50 ml tube 
( see   Note 3 ). The fi ltered material will look quite cloudy.   

   6.    Spin the fi ltered material in a 15 ml tube at 2000 ×  g  in a swing-
ing bucket rotor for 5 min at 4 °C; repeat the spin if the super-
natant appears cloudy. If the sperm preparation contains a 
signifi cant contamination of erythrocytes these will appear as a 
red fraction at the bottom of the pellet. Separate these cells by 
careful resuspension and transfer of the sperm to a second 
tube—the recovered sperm should be respun and the still pel-
leted bloods cells in the original tube discarded.   

   7.    Resuspend the pellet in a total volume of 0.5 ml SuNaSp per 
testis at room temperature. Supplement with 25 μl lysolecithin 
per testis and incubate for 5–10 min at room temperature. 
Check for demembranation of the sperm after incubation by 
mixing 1 μl of sample with 1 μl of Hoechst 33258 (20 μg/ml) 
and view by UV microscopy. Demembranated sperm appear as 
small fat “squiggles” which stain bright blue with Hoechst; 
non-demembranated sperm will not stain with Hoechst. If <95 % 
are demembranated, then respin and resuspend the sperm in 
fresh SuNaSp and repeat the lysolecithin treatment.   
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   8.    Centrifuge the demembranated sperm at 2000 ×  g  in a swinging 
bucket rotor for 5 min at 4 °C. Discard the supernatant and 
quench the lysolecithin by resuspending the total pelleted mate-
rial in 0.5 ml SuNaSp containing 3 % (w:v) BSA per testis.   

   9.    Centrifuge again and resuspend the pellet in 0.5 ml EB per 
testis and then repeat. Resuspend the twice washed pellet in 
100 μl EB plus 30 % glycerol per testis.   

   10.    To count the sperm make a small aliquot of the resuspended 
pellet and dilute 1:100 in EB. Use a haemocytometer to count 
the number of sperm and large somatic-type nuclei ( see   Note 4 ). 
The DNA concentration of the preparation can be determined, 
given that the Xenopus haploid genome is ~3 pg DNA. We 
typically recover 100–200 μg DNA (33,000,000–66,000,000 
haploid nuclei) per testis.   

   11.    Dilute the stock in EB plus 30 % glycerol to give a fi nal concen-
tration of ~400 ng DNA/μl (133,000 haploid nuclei/μl). 
Freeze in 80 μl aliquots and store in Eppendorf tubes at 
−80 °C.    

     In the more than 30 years since the original method of Lohka and 
Masui was described [ 2 ], small but signifi cant optimizations have 
been developed for preparing  Xenopus  egg extracts suited for 
studying different aspects of the cell cycle. In particular, methods 
for preparing extracts that support effi cient DNA replication differ 
from methods for preparing extracts that support effi cient passage 
through mitosis. Since the focus of research in our lab historically 
has been DNA replication we developed a method appropriate for 
this purpose. However, with the broadening of research interests 
over the last decade we have incorporated key aspects of meta-
phase arrested extract preparation protocols into our scheme, giv-
ing rise to an extract that is suitable for both interphase and 
metaphase studies. 

 Extracts can be frozen and stored under liquid nitrogen, or 
at −80 °C, and remain stable without loss of quality for at least 
10 years. Whereas frozen extracts support effi cient and rapid DNA 
replication, they are unable to cycle into mitosis without further 
manipulation. A method for preparing extracts that cycle in and 
out of mitosis in vitro has been described [ 7 ]. It should also be 
noted that there is a specialized method for preparing “nucleoplas-
mic” extracts which can support the replication of DNA in the 
absence of nuclear assembly [ 34 ,  35 ]. 

       1.    The single most important consideration when preparing 
extracts is the quality of the starting material, the eggs. Eggs of 
the very best quality are essential for preparation of a high 
quality extract. In this regard it is vitally important that the 
 Xenopus  colony is maintained in prime health.   

3.2  Preparation 
of Metaphase Arrested 
 Xenopus laevis  Egg 
Extract
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Considerations for Egg 
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   2.     Xenopus  eggs are arrested at metaphase of meiosis II. Metaphase 
arrested eggs can be identifi ed by the clear circumferential dis-
tinction between the larger sized dark colored animal pole and 
the smaller sized lightly colored vegetal pole—essentially, eggs 
appear half black and half white. The animal pole contracts 
upon activation, so that from the top eggs appear almost totally 
white but for a small black dot.   

   3.    When eggs spontaneously enter interphase in the absence of 
fertilization they will apoptose in due course. Apoptotic eggs, 
which may fl oat on the top surface of the egg mass, appear as 
large white or gray spheres, often visibly greater in volume 
than an intact egg.   

   4.    Activated or apoptotic eggs in a batch should be removed. On 
preparation the contents of the eggs mix together. Since acti-
vation and apoptosis are enzyme mediated processes, a small 
contamination with active or apoptotic eggs may render your 
extract useless. It is therefore advisable to remain vigilant and 
make considerable effort to remove activated and apoptotic 
eggs from your preparation during the early stages. The longer 
the time that the eggs lie before extract preparation the greater 
the likelihood there is of the eggs spontaneously activating 
and/or apoptosing.   

   5.    Collection of the eggs into a high salt buffer helps maintain the 
metaphase arrest. We fi nd the egg collection buffer we cur-
rently use, MMR, is optimal in this regard. Furthermore, to 
guarantee egg freshness we make a number of egg collections 
throughout the day.   

   6.    We collect the eggs from individual frogs in separate glass bea-
kers. The collected eggs are assessed for quality and pooled 
accordingly into at least three groups—highest quality: the vast 
majority of eggs remain visibly in metaphase during the early 
steps of extract preparation and there are few, if any, apoptotic 
eggs; acceptable quality: contains a small percentage of either 
activated or apoptosed eggs and only a limited fraction are seen 
to activate or apoptose during the early steps of extract prepa-
ration; poorest quality: contains a large fraction of activated 
and/or apoptosed eggs, or strings of apparently connected 
immature eggs, which are of an indeterminate cell cycle status. 
These poorest quality eggs, together with any batches in which 
the laying buffer has turned opaque white-gray with the con-
tents of ruptured apoptotic eggs, should be discarded. Extract 
can be made from both the highest and acceptable quality 
eggs, although these should be prepared separately. During 
laying the frogs may shed excessive amounts of skin or regur-
gitate food, discoloring the laying buffer. Extracts can be pre-
pared from these “dirty” eggs after removal of the detritus, but 

Peter J. Gillespie et al.



111

we would not consider these eggs as high quality irrespective 
of their standard.   

   7.    We rest the frogs for a minimum of 4 months after each ovula-
tion; after 8–12 ovulations egg quality and quantity becomes 
unacceptable.   

   8.    Female frogs are primed with 50 units of Folligon (Pregnant 
Mare Serum Gonadotrophin) 3 days before the eggs are 
required to increase the number of stage 6 mature oocytes. We 
typically inject ~15 frogs per preparation. At approximately 
4 pm on the day before eggs are required, frogs are injected 
with 500 units of Chorulon (Chorionic Gonadotrophin) and 
placed in individual laying tanks at 18–21 °C in 2 l of 1× MMR 
egg laying buffer. The fi rst egg collection of the day is made by 
9.30 am; to avoid unnecessary delay all materials required dur-
ing the process are readied prior to beginning.      

       1.    Egg volume and quality are recorded.   
   2.    Rinse eggs several times in 1× MMR to remove debris.   
   3.    Remove activated and apoptosed eggs with a Pasteur pipette 

and any that subsequently appear.   
   4.    Pour off excess MMR and add dejellying solution; swirl gently, 

at intervals. After 3–4 min remove and replace the dejellying 
solution; continue until the eggs are dejellied and pack tightly 
together.   

   5.    Wash the dejellied eggs twice with room temperature XBE2 
and then once with the XBE2 plus protease inhibitors (fi nal 
concentration 10 μg/ml for each component).   

   6.    Transfer the eggs to 14 ml centrifuge tubes containing 1 ml 
XBE2 plus protease inhibitors and cytochalasin D (fi nal con-
centration 100 μg/ml), using as few as possible. Remove excess 
buffer from the settling eggs.   

   7.    Pack the eggs by centrifugation at    3000 rpm (~1400 ×  g ) in a 
Beckman JS13.1 (or similar) swinging bucket rotor for 1 min 
at 16 °C. Remove excess buffer and any remaining activated or 
apoptosed eggs that resolve to the top surface during packing 
using a Pasteur pipette.   

   8.    Spin-crush the eggs by centrifugation at 10,000 rpm 
(~16,000 ×  g ) in a Beckman JS13.1 (or similar) swinging 
bucket rotor for 10 min at 16 °C. Collect the dirty brown 
cytoplasmic layer—approximately 1/3 of the sample, between 
the bright yellow lipid at the top and the gray yolk platelets at 
the bottom—using a 20 G needle and a 1 ml syringe via side 
puncture. From this point onwards the extract is kept on ice.   

   9.    Supplement the extract with a 1:1000 dilution of cytochalasin D 
(fi nal concentration 10 μg/ml), 1:1000 dilution of protease 
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inhibitors (fi nal concentration of 10 μg/ml for each component), 
1:80 dilution of energy regenerator and LFB1/50 to 15 % v:v. 
Mix the extract thoroughly using a 3 ml plastic Pasteur pipette.   

   10.    Load precooled SW55 ultracentrifuge tubes (or equivalent) 
with 3–5 ml of extract, on ice, using as few tubes as possible. 
Centrifuge the extract at 30,000 rpm (approximately 
84,000 ×  g ) in a precooled SW55 rotor for 20 min at 4 °C. This 
spin results in a small black insoluble pellet, a larger loose 
brown membranous pellet above it, a clear golden cytoplasmic 
fraction with a variable amount of white membranous material 
fl oating in it, and a small yellow lipid plug.   

   11.    Remove the lipid plug from the top of the tube with an ethanol- 
cleaned and dried spatula. Collect the golden cytoplasmic 
layer, including the wispy membranes fl oating immediately 
below the lipid plug. Do not disturb the “dirty yellow” mem-
brane layer below the cytoplasm; this layer contains the mito-
chondria which promote apoptosis on freeze-thawing. If this 
layer is disturbed do not collect any more extract. The inter-
face between layers can be more easily distinguished when the 
tube is well illuminated with a backlight. Optionally, at this 
stage, extract may be fi ltered through a 25 μm mesh nylon fi l-
ter (e.g., Nitex or Nybolt).   

   12.    Supplement the recovered cytoplasm to 2 % (v:v) glycerol and 
mix thoroughly, but very gently, using a 3 ml plastic Pasteur 
pipette. Record fi nal extract volume.   

   13.    Freeze the extract by dropping 20 μl aliquots into plastic Petri 
dishes containing liquid nitrogen using a micropipette tip with 
the end cut off. The beads should then be stored under liquid 
nitrogen. Alternatively, place single use aliquots into appropri-
ately sized Eppendorf tubes with needle-punctured caps, and 
freeze in liquid nitrogen; after freezing, the tubes, but not the 
beads, may be stored at −80 °C.       

    Xenopus  eggs are arrested at metaphase of meiosis II. Release from 
metaphase arrest activates unfertilized eggs and the replication 
licensing system; extracts can be prepared from eggs that have been 
briefl y activated in vivo by treatment with a calcium ionophore—
the exogenous Ca 2+  mimics the calcium wave generated at fertiliza-
tion. We typically fi nd that extracts prepared from activated eggs 
show a larger variability in quality than those prepared from unac-
tivated eggs. However, ionophore activation is a useful technique 
when it is important to ensure exit from meiosis prior to extract 
preparation, for example if extracts that have effi ciently activated 
the licensing system in vivo are required. Although the general 
strategy for preparation of in vivo activated extracts is the same as 
for the preparation of metaphase arrested, there are a number of 
signifi cant changes, most notably with the buffer system used; 
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whereas the buffer system used for metaphase extract preparation 
is optimized to limit calcium availability, for in vivo activated extract 
preparation calcium is provided.

    1.    Egg volume and quality are recorded.   
   2.    Rinse eggs several times in 1× MMR to remove debris.   
   3.    Remove activated and apoptosed eggs with a Pasteur pipette.   
   4.    Pour off excess MMR and add dejellying solution; swirl gently, 

at intervals. After 3–4 min remove and replace the dejellying 
solution; continue until the eggs are dejellied and pack tightly 
together.   

   5.    Wash the dejellied eggs thrice with room temperature Barth 
solution, leaving the eggs in approximately 100 ml solution.   

   6.    Activate the eggs by adding 10 μl A23187—fi nal concentra-
tion 2 μg/ml; upon activation the eggs roll animal side up and 
the dark pigment contracts. Incubate until the vast majority of 
the eggs activate, typically 5–10 min.   

   7.    Wash the dejellied eggs thrice with room temperature Barth 
solution.   

   8.    Wash the eggs thrice with EB at 4 °C; all further steps are taken 
at 4 °C.   

   9.    Transfer the eggs to precooled 14 ml centrifuge tubes, using as 
few as possible. Remove excess buffer from the settling eggs.   

   10.    Pack the eggs by centrifugation at 3000 rpm (~1400 ×  g ) in a 
Beckman JS13.1 (or similar) swinging bucket rotor for 1 min 
at 4 °C. Remove excess buffer and any apoptosed eggs that 
resolve to the top surface during packing using a Pasteur 
pipette.   

   11.    Spin-crush the eggs by centrifugation at 10,000 rpm 
(~16,000 ×  g ) in a Beckman JS13.1 (or similar) swinging 
bucket rotor for 10 min at 4 °C. Collect the dirty brown 
cytoplasmic layer—approximately 1/3 of the sample, between 
the bright yellow lipid at the top and the gray yolk platelets at the 
bottom—using a 20 G needle and a 1 ml syringe via side 
puncture.   

   12.    Supplement the extract with a 1:1000 dilution of cytochalasin 
D (fi nal concentration 10 μg/ml) and EDBS to 15 % v:v. Mix 
the extract thoroughly using a 3 ml plastic Pasteur pipette.   

   13.    Load precooled SW55 ultracentrifuge tubes (or equivalent) 
with 3–5 ml of extract, on ice, using as few tubes as possible. 
Centrifuge the extract at 20,000 rpm (approximately 
37,000 ×  g ) in a precooled SW55 rotor for 20 min at 4 °C. This 
spin results in a small black insoluble pellet, a larger loose 
brown membranous pellet above it, a clear golden cytoplasmic 
fraction with a variable amount of white membranous material 
fl oating in it, and a small yellow lipid plug.   
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   14.    Remove the lipid plug from the top of the tube with an 
ethanol- cleaned and dried spatula. Collect the golden cyto-
plasmic layer, including the wispy membranes fl oating imme-
diately below the lipid plug. Do not disturb the “dirty yellow” 
membrane layer below the cytoplasm; this layer contains the 
mitochondria which promote apoptosis on freeze-thawing. 
If this layer is disturbed do not collect any more extract. The 
interface between layers can be more easily distinguished 
when the tube is well illuminated with a backlight.   

   15.    Filter the extract through a 25 μm mesh nylon fi lter (e.g., 
Nitex or Nybolt).   

   16.    Supplement the recovered cytoplasm to 2 % (v:v) glycerol and 
mix thoroughly, but very gently, using a 3 ml plastic Pasteur 
pipette. Record fi nal extract volume.   

   17.    Freeze the extract by dropping 20 μl aliquots into plastic Petri 
dishes containing liquid nitrogen using a micropipette tip with 
the end cut off. The beads should then be stored under liquid 
nitrogen.    

       Prior to experimental use we determine the cell cycle status and 
integrity of the prepared extract by following nuclear morphology 
upon the addition of sperm nuclei, plus and minus calcium, over 
8 h by microscopy; extracts are supplemented with the translation 
inhibitor cycloheximide, preventing resynthesis of cyclin B and 
thereby preventing interphase extracts from progressing into mito-
sis. During this period the nuclei should remain stable; in apop-
totic extracts chromatin condensation, nuclear and chromosomal 
DNA fragmentation will be apparent: these extracts should not be 
used for any purpose. 

 Sperm nuclei added to a metaphase arrested extract, in the 
absence of Ca 2+  will not form nuclei. After primary nucleoplasmin- 
mediated decondensation chromatin is seen to recondense and 
form into a network of rod like chromosomes that separate and 
resolve in time. Extracts may escape from metaphase arrest during 
preparation and form nuclei in the absence of exogenous calcium 
ions that remain otherwise stable. Addition of Ca 2+  to a metaphase 
arrested extract will facilitate metaphase exit and passage into inter-
phase; added sperm—and sperm added directly to an interphase 
extract—will form into nuclei and undergo DNA replication.

    1.    The required number of frozen beads (or volume) of extract 
are transferred to an Eppendorf tube and thawed in a room- 
temperature water bath ( see   Note 5 ).   

   2.    Supplement egg extract with ER (1/40 stock) and cyclohexi-
mide (1/40 stock) ( see   Note 6 ), ± CaCl 2  (1/167 stock), as 
required ( see   Note 7 ). In vitro reactions are performed at 23 °C.   

   3.    Add sperm nuclei at the desired concentration, typically 
3–10 ng/μl ( see   Note 8 ). Most importantly, if multiple samples 
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are to be prepared from one extract treatment aliquots should 
be made as early as is appropriate.   

   4.    Follow chromatin and nuclear morphology throughout the 
course of your reaction ( see   Note 9 ): mix 1 μl of sample with 
1 μl of Hoechst 33258 (20 μg/ml) and view by microscopy. 
It is advisable to check morphology at a number of time points, 
typically 15 min apart, as appropriate, throughout the incuba-
tion ( see   Note 10 ).    

     Extracts prepared from eggs arrested in metaphase II of meiosis pro-
vide a means to investigate metaphase entry and exit, including 
nuclear envelope breakdown (NEBD), chromosome condensation/
decondensation, kinetochore formation, spindle microtubule dynam-
ics, APC/C function, and the dynamic kinase–phosphatase balance, 
in addition to the events that occur early in interphase of the 
eukaryotic cell cycle prior to DNA replication, including replication 
licensing, nuclear formation and cohesin chromatin association. 

 Metaphase arrested extracts contain high levels of the mitotic 
kinases cyclin B-Cdk1 (Cdc2) [maturation promoting factor or 
MPF], Plk1 [Polo-like kinase 1], and Aurora B. A key feature of 
 Xenopus  egg extracts, however, is their ability to maintain meta-
phase arrest and prevent progression even with high cyclin B-CDK/
MPF activity. This is due to the presence of a cytostatic factor 
(CSF), which depends on the activity of the Mos/MAPK and 
cyclin E-Cdk2 pathways, and the APC/C inhibitor Emi2 [ 36 – 38 ]. 
The APC/C is a multiprotein ubiquitin E3 ligase that catalyzes the 
ubiquitination and subsequent degradation of cell cycle regulators, 
such as cyclin B, in a defi ned sequence, establishing the temporal 
order of mitotic events in somatic cell cycles. APC/C complexes 
require an adaptor protein, either Cdc20 or Cdh1, for activity. At 
metaphase II of meiosis in Xenopus eggs APC/C activity is kept in 
an inactive state and cell cycle progression is inhibited by Emi2 
competing with Cdc20 for APC/C binding. Emi2 is stabilized and 
activated by the MAPK-mos-rsk pathway, which recruits PP2A, 
bound to its regulatory subunit B56β/ε, to Emi2 to counteract 
the inactivating phosphorylations of the mitotic kinases [ 39 ]. 
PP2A, with the B55δ regulatory subunit, is largely responsible for 
counteracting CDK dependent phosporylations during mitotic 
exit. As such, it is necessary to inhibit this activity to maintain 
metaphase arrest. CDK dependent activation of Greatwall kinase 
leads to global suppression of PP2A. Therefore, through the com-
bined action of Emi2 and cyclin B-Cdk1, metaphase arrested 
extracts are characterized by both high CSF and MPF activity. The 
presence of both MPF and CSF ensures these extracts are primed 
for rapid entry into the cell cycle. 

 Unactivated metaphase-arrested extracts can induce NEBD in 
previously formed interphase nuclei (see below). Sperm nuclei added 
directly to these extracts become loaded with condensins I and II, 
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and together with the combined action of CDK1, Plk1 and Aurora 
B, generate long thin chromosome fi bers—in the absence of DNA 
replication no paired sister chromatids are formed and only con-
densed single fi bers are seen (Fig.  1a ). The addition of calcium to 
metaphase arrested extracts, which mimics fertilization, activates 
CamKII. This triggers the Plk1 and SCF-βtrCP dependent destruc-
tion of Emi2, leading to the activation of the APC/C. APC/C activ-
ity then facilitates the metaphase to anaphase transition and release 
of the extract into the fi rst interphase of the mitotic embryonic 
cleavage cycles [ 40 ]. APC/C E3 ubiquitin ligase activity results in 
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  Fig. 1    Manipulation of the metaphase-to-anaphase transition. ( a ) ( i ) A single condensed chromatid: sperm 
nuclei were added directly to metaphase-arrested egg extract and incubated for 2 h. ( ii ) Condensed sister 
chromatids: sperm nuclei were added to interphase egg extract to allow DNA replication to occur; after 2 h 2 
volumes of metaphase-arrested egg extract were added to the interphase reaction and incubated for 2 h to 
promote mitotic entry. For both  i  and  ii , chromatids were fi xed, isolated, and stained with anti-condensin 
(SMC2) antibody and visualized under UV microscopy.  Insets  show close-ups of selected regions. Scale bar, 
5 μm. ( b ) Sperm nuclei were incubated in metaphase-arrested or interphase egg extract for 15 min. Chromatin 
was isolated and immunoblotted for condensin (SMC2) and replication licensing (Mcm3). The lower portion of 
the gel was stained with Coomassie to visualize histones as a loading control. ( c ,  d ) Sperm nuclei were added 
at 5 ng/μl to extract which was metaphase arrested, released into interphase, or pretreated for 10 min with 
various drugs prior to release with Ca 2+ : 3 mM 6-DMAP, 500 μM roscovitine, 250 nM microcystin, 1 μM micro-
cystin, 2 mM D-box peptide or 100 μM bortezomib. ( c ) shows total DNA replication assayed 90 min after the 
addition of sperm. ( d ) shows phase contrast ( top panel ) and UV ( bottom panel ) microscopy 40 min after the 
addition of sperm. Scale bar, 10 μm       
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the destruction of cyclin B and securin, thereby allowing destruction 
of cohesin and also inactivates geminin, to activate the replication 
licensing system. Together this promotes chromatin decondensa-
tion, replication licensing and nuclear assembly (Fig.  1b–d ).

     Metaphase arrested egg extracts can be manipulated to generate 
distinct cell cycle states, with limited activities, by drug addition, 
thus facilitating the study of specifi c cell cycle regulated processes 
and proteins, uncoupled from cell cycle progression. The major 
activities known to date that control metaphase release involve 
regulating the kinase–phosphatase balance and the ubiquitin- 
degradation system, and as such these activities are the main targets 
for manipulation in a metaphase arrested extract. For this type of 
experiment extract quality is of prime importance and it must be 
unequivocally arrested. The addition of inhibitors to extract is 
made prior to release with CaCl 2 . This allows manipulation of the 
earliest stages of metaphase release and avoids potent feedback cir-
cuits, which drive mitotic progression. These types of studies can 
be carried out to characterize a single process or protein in the 
treated extract alone or in the context of the whole cell cycle by 
combining additional extract types or by nuclear/extract transfer 
procedures. 

 Addition of CDK inhibitors, such as roscovitine [ 41 ,  42 ] or 
broad-spectrum kinase inhibitors such as 6-DMAP or staurospo-
rine [ 43 ,  44 ], to metaphase arrested extract promotes passage into 
an “interphase-like” state without the calcium-dependent activa-
tion of the APC/C. These interphase-like extracts support chro-
matin decondensation and nuclear assembly but cannot undertake 
replication licensing (Fig.  1c, d ). Previously licensed templates will 
replicate effi ciently in treated extract however. This combination of 
activities is explained by the disruption of the kinase–phosphatase 
balance and subsequent uncoupling of APC/C activity from pro-
gression into the fi rst interphase of the mitotic cell cycle. Cyclin 
B-Cdk1 activity is largely responsible for the mitotic state and inhi-
bition of this kinase leads to PP2A-dependent dephosphorylation 
of CDK targets [ 45 ,  46 ]. B-type cyclins are a major target of the 
APC/C and their destruction is an important event for promoting 
entry into the next cell cycle. CDK inhibition generates extracts 
with activities that resemble interphase extracts without APC/C 
activation; the destruction of cyclin B and other key APC/C tar-
gets such as geminin and cell cycle progression are therefore inhib-
ited ( see   Note 11 ). These extracts facilitate the study of APC/C 
target proteins in early cell cycle processes, the role of mitotic 
phosphorylation on proteins of interest, as well as nuclear assembly 
processes uncoupled from DNA replication. 

 The addition of the PP1 and PP2A phosphatase inhibitor 
microcystin to metaphase arrested extracts disrupts the kinase–
phosphatase balance in favor of kinase activity. Upon calcium addition 
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to microcystin treated extracts, the APC/C targets cyclin B, 
securin, and geminin are destroyed; however, CDK target proteins 
which are usually dephosphorylated upon mitotic exit by PP2A 
remain modifi ed even in the absence of CDK activity. Mitotic CDK 
targets include histones and condensin—which facilitates chromo-
some condensation—lamin—which control nuclear envelope for-
mation—and subunits of the origin recognition complex (ORC) 
complex and Cdc6 to prevent replication licensing. Treatment of 
metaphase arrested extracts with 250 nM microcystin, which has 
been shown to reduce PP1/PP2A activity to 82–58 % [ 47 ], pro-
motes nuclear membrane formation and chromatin decondensa-
tion. However, these extracts are not permissive for DNA 
replication; the addition of greater than 500 nM drug, which has 
been shown to reduce PP1/PP2A activity to <12 %, generates 
extracts that are unable to initiate chromatin decondensation, 
nuclear formation or DNA replication. This is due to the untimely 
CDK-dependent activation of condensin-mediated chromosome 
condensation and inhibition of lamin assembly which prevents 
nuclear formation and in turn DNA replication [ 47 ] (Fig.  1c, d ). 
These treated extracts can be used to study the role of mitotic 
phosphorylation in the activation/inhibition of a protein/process 
of interest. 

 The D-box protein domain, which facilitates protein-protein 
interactions with the APC/C, is a defi ning feature of APC/C sub-
strates and results in the ubiquitin dependent destruction of the 
substrate protein. A peptide containing the D-box of the proto-
typical APC/C target cyclin B can be generated for use as a com-
petitive inhibitor of the APC/C. This inhibitor enables functional 
studies of the APC/C E3 ubiquitin ligase activity, identifi cation of 
APC/C substrates and the role of target proteins in early cell cycle 
events. Addition of high concentrations (~3 mM) of D-box pep-
tide to extract prior to CaCl 2  generates a metaphase arrested extract 
that enables the study of mitotic events occurring downstream of 
CaCl 2  addition and upstream of APC/C activity. So treated, extract 
maintains metaphase properties such as chromatin condensation, 
inhibition of nuclear envelope assembly and the inhibition of DNA 
replication (Fig.  1c, d ); these extracts allow for a study of the signal 
transduction pathways activated upon calcium addition uncoupled 
from mitotic exit. Addition of this inhibitor at intervals after cal-
cium enables functional studies of the APC/C E3 ubiquitin ligase 
activity, identifi cation of APC/C substrates and the role of target 
proteins in early cell cycle events. 

 In  Xenopus  egg extract the 26S proteasome is not essential for 
release from metaphase arrest: addition of either 800 μM MG132 
[ 41 ] or 100 μM Bortezomib [ 26 ] (Fig.  1c, d ), inhibitors of the 
26S proteasome, prior to release with CaCl 2 , results in the stabili-
zation of ubiquitylated proteins; this, however, does not affect an 
extract’s ability to support DNA replication. This is because the 
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activities of both cyclin B-Cdk1 and geminin can be inhibited by 
ubiquitylation without requiring protein degradation [ 14 ,  41 ,  48 ], 
triggering mitotic exit and activation of the replication licensing 
system. The addition of proteasome inhibitors to extracts enables 
the study of ubiquitin chain formation, chain topology on target 
proteins and the role of deubiquitinating enzymes.

    1.    Transfer the required number of frozen beads (or volume) of 
metaphase-arrested extract to an Eppendorf tube and thaw in 
a room-temperature water bath.   

   2.    Supplement egg extract with ER (1/40 stock) and cyclohexi-
mide (1/40 stock).   

   3.    Add drugs at the required concentration and mix well: add 
roscovitine to a fi nal concentration of 0.2–1 mM—alterna-
tively, for example 6-DMAP at a fi nal concentration of 3 mM 
can be used; add microcystin to a fi nal concentration of 
0.25–1 μM, as required; add D-box peptide, as required; add 
MG-132 or Bortezomib to a fi nal concentration of 800 μM or 
100 μM, respectively.   

   4.    Add CaCl 2  at 0.3 mM (1/167 stock) and mix well.   
   5.    Add sperm nuclei at the desired concentration, typically 

3–10 ng/μl, mix well and incubate at 23 °C.   
   6.    Follow nuclear morphology throughout the course of your 

reaction: mix 1 μl of sample with 1 μl of Hoechst 33258 
(20 μg/ml) and view by UV microscopy. It is advisable to 
check morphology at a number of time points, typically 15 min 
apart, as appropriate, throughout the incubation.    

      In order to further study DNA replication and repair, the establish-
ment of sister chromatid cohesion and nuclear envelope formation 
during interphase a number of drugs can be added to egg extract 
to manipulate the cell cycle, either to advance or retard progres-
sion. These agents, used in combination with biochemical assays—
chromatin isolation, blotting, immunoprecipitation (IP) and 
depletion, and immunofl uorescence—are a powerful tool for eluci-
dating cell cycle regulated molecular function. 

   The replication of DNA added to  Xenopus  egg extract is depen-
dent on nuclear formation [ 49 – 51 ]. However, not all steps in the 
pathway leading to actual DNA synthesis are nuclear: replication 
licensing occurs and can only occur (under normal circumstance) 
in the absence of a nuclear envelope [ 15 ]; although DDK activity 
can be recruited to licensed chromatin prior to nuclear assembly, 
this occurs more effi ciently after nuclear assembly has taken place 
[ 21 ,  22 ,  52 ]. In contrast, operative levels of CDK activity require 
nuclear formation. To study a cell cycle regulated process it may 
therefore be of interest to disrupt nuclear function. This can be 
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achieved using wheat germ agglutinin (WGA), which binds to 
 N -acetyl- D -glucosamine, which is conjugated to a number of 
nuclear pore glycoproteins. Increasing concentrations of the 
drug, in the range 0.05–1 or 2 mg/ml, progressively limit and 
then abolish nuclear assembly and hence DNA synthesis (Fig.  2a ) 
[ 52 ]. Under these circumstances the array of chromatin associ-
ated proteins and activities is altered, e.g., WGA restricts the effi -
cient phosphorylation of MCM4 by DDK by reducing Cdc7 
chromatin association [ 52 ]; likewise, the chromatin association 
of PCNA, which is dependent on both nuclear DDK and CDK 
activity, is abolished upon WGA treatment (Fig.  2b ).
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  Fig. 2    Wheat germ agglutinin inhibits nuclear assembly. Sperm nuclei were incubated in interphase egg extract 
supplemented with different concentrations of wheat germ agglutinin (WGA). ( a ) After 40 min nuclei were 
visualized by phase contrast ( top panel  ) and UV microscopy ( bottom panel  ). Scale bar, 10 μm. ( b ) At the indi-
cated times chromatin was isolated and immunoblotted for Mcm3 and PCNA. The lower portion of the gel was 
stained with Coomassie to visualize histones as a loading control       
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     1.    Transfer the required number of frozen beads (or volume) of 
extract to an Eppendorf tube and thaw in a room-temperature 
water bath.   

   2.    Supplement egg extract with ER (1/40 stock) and cyclohexi-
mide (1/40 stock), ± CaCl 2  (1/167 stock)—extract can be 
activated for 15 min prior to  step 3  to ensure metaphase exit.   

   3.    Add WGA, as required, mix well and incubate at 23 °C for 
5 min.   

   4.    Add sperm nuclei at the desired concentration, typically 
3–10 ng/μl. If multiple samples are to be prepared from one 
extract treatment aliquots should be made as early as is 
appropriate.   

   5.    Follow nuclear morphology throughout the course of your 
reaction: mix 1 μl of sample with 1 μl of Hoechst 33258 
(20 μg/ml) and view by UV microscopy. It is advisable to 
check morphology at a number of time points, typically 15 min 
apart as appropriate, throughout the incubation.    

     The binding of Mcm2–7 proteins to chromatin licenses the DNA 
for one round of replication in the upcoming S phase. Mcm2–7 
chromatin association is mediated by the combined action of the 
licensing factors ORC, Cdc6, and Cdt1, together with hydrolyz-
able ATP. The major inhibitor of licensing in  Xenopus  egg extracts 
is geminin, a specifi c inhibitor of Cdt1 [ 13 ,  42 ,  53 ]. Since geminin 
is inactivated at the metaphase to anaphase transition by the 
APC/C we use a bacterially expressed and purifi ed, constitutively 
active, geminin mutant that is not recognized by the APC/
C—geminin DEL —to manipulate licensing [ 54 ]. This enables the 
study of activities dependent on Mcm2–7 chromatin association. 

 Geminin not only inhibits licensing but also prevents Scc2 and 
cohesin chromatin association [ 55 ,  56 ]. Nuclei forming in a 
geminin- treated egg extract grow more slowly and nuclear pore 
complex assembly is impaired [ 57 ,  58 ]. Consistent with this, the 
chromatin association of the nuclear pore seeding protein, ELYS, 
and downstream nucleoporins, such as Nup133, and the mAb414 
antigens, are delayed in geminin treated extracts; the absence of 
Mcm2–7 complex on chromatin lowers the affi nity of ELYS for 
chromatin, which in turn slows the nuclear assembly and growth 
[ 57 ]. Importantly, inhibition of replication by geminin addition 
has a great effect on the chromatin proteome: only 15–20 % of the 
≥600 proteins identifi ed remain unaffected upon treatment. 
Proteins analyzed in cell cycle related clusters show different pat-
terns [ 58 ]. Although all clusters show changes upon replication 
inhibition, the S phase peak is the most perturbed. 

 Geminin DEL  can be added to extract either before or after 
release into interphase and at varying times either before or after 
sperm addition, depending on the desired effect. When geminin is 
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added prior to DNA addition, Cdc6 is stabilized on the chromatin 
[ 59 ] but Mcm2–7 chromatin association, replication licensing and 
DNA synthesis are completely inhibited (Fig.  3a, b ). The late addi-
tion of geminin to an interphase extract—20 min after sperm 
 addition—by which time replication licensing is complete but 
nuclear envelope has not yet formed—affects neither bulk DNA 
replication nor cohesin chromatin association [ 60 ].

   During the licensing period an excess of Mcm2–7 complexes 
are loaded onto chromatin over the number of origins that are 
normally used during S phase [ 61 ]; this DNA is said to be “maxi-
mally licensed.” Unactivated Mcm2–7 molecules on maximally 
licensed DNA provide excess potential, i.e., otherwise “dormant,” 
replication origins that can be used under conditions of replication 
stress and DNA damage. These origins do not fi re in an unper-
turbed S phase because they are rapidly replicated and inactivated 
by forks emanating from neighboring origins [ 60 ,  62 ,  63 ]. 

 When geminin is added to interphase extract ~3 min after 
sperm nuclei addition, the number of DNA bound Mcm2–7 com-
plexes is limited to ~10 % of maximum; this “minimally licensed” 
chromatin will support complete DNA replication in an unper-
turbed S phase with the same kinetics as otherwise fully licensed 
chromatin [ 59 ,  60 ]. Although maximally and minimally licensed 
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  Fig. 3    Geminin inhibits DNA replication and Mcm2–7 chromatin association. Sperm nuclei were incubated at 
10 ng/μl in interphase egg extract or in interphase egg extract pretreated for 5 min with 100 nM geminin. 
( a ) Total DNA replication was assayed 90 min after sperm addition. ( b ) At the indicated times chromatin was 
isolated and immunoblotted for Mcm4 and PCNA. The lower portion of the gel was stained with Coomassie to 
visualize histones as a loading control       
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DNA show similar replication kinetics and the same average origin 
spacing, minimally licensed DNA is sensitive to a range of replica-
tion inhibitors, such as mitomycin C (a cross-linking agent), eto-
poside (a topoisomerase II inhibitor), aphidicolin (a polymerase 
inhibitor), or actinomycin D (a DNA intercalator) [ 60 ]. The use of 
minimally licensed chromatin can therefore be used to study the 
response to replication stress and DNA damage. 

 In order to completely inhibit DNA replication:

    1.    Transfer the required number of frozen beads (or volume) of 
extract to an Eppendorf tube and thaw in a room-temperature 
water bath.   

   2.    Supplement egg extract with ER (1/40 stock) and cyclohexi-
mide (1/40 stock), ± CaCl 2  (1/167 stock)—extract can be 
activated for 15 min prior to  step 3  to ensure metaphase exit.   

   3.    Add gemimin at 100 nM (2.6 ng/μl) to block DNA replica-
tion; mix well and incubate at 23 °C for 5 min.   

   4.    Add sperm nuclei at the desired concentration, typically 
3–10 ng/μl. If multiple samples are to be prepared from one 
extract treatment aliquots should be made as early as is 
appropriate.   

   5.    Follow nuclear morphology throughout the course of your 
reaction: mix 1 μl of sample with 1 μl of Hoechst 33258 
(20 μg/ml) and view by UV microscopy. It is advisable to 
check morphology at a number of time points, typically 15 min 
apart as appropriate, throughout the incubation.     

 Alternatively, to prepare a minimally licensed template:

    1.    Add sperm nuclei at the desired concentration, typically 
3–10 ng/μl and incubate at 23 °C.   

   2.    3 min after sperm addition, add gemimin at 100 nM (1.5–
2.6 ng/μl) to inhibit further licensing and mix well. If multiple 
samples are to be prepared from one extract treatment aliquots 
should be made as early as is appropriate.      

   The activation of licensed origins during S phase is triggered by 
two S phase promoting kinases, CDK and DDK, which promote 
assembly of the Cdc45-MCM-GINS (CMG) replicative helicase. 
DNA polymerases are recruited to the CMG, facilitating replica-
tion initiation. CDK activity is required to support the initiation of 
replication throughout S phase, and does not affect DDK activity 
[ 21 ,  22 ,  64 ]. 

 Cdc7 is an essential serine/threonine kinase, conserved from 
yeast to humans, that promotes the initiation of DNA replication 
by phosphorylating several components of the replicative machin-
ery, including multiple subunits of the Mcm2–7 complex [ 65 ]. 

3.6.3  Replication 
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The kinase is activated by associating with a regulatory partner Dbf4 
or Dbf4-related-factor 1 (Drf1) whose levels can vary during the 
cell cycle to regulate kinase activity. In  S. cerevisiae , Cdc7 targets 
the structurally disordered N-terminal serine/threonine-rich 
domain (NSD) of Mcm4, apparently relieving an inhibitory activ-
ity that blocks S phase progression [ 66 ]. In early  Xenopus  embryos 
the Drf1 has been identifi ed as the major activator of Cdc7 kinase 
activity [ 67 ]. Cdc7 also functions in cohesin chromosome associa-
tion [ 55 ,  68 ]. 

 Unlike CDKs, DDK activity is essential only early in S phase 
and is not limiting for progression through the replication timing 
program in Xenopus egg extracts [ 52 ]. The effects of Cdc7- 
mediated MCM hyperphosphorylation can be reversed by protein 
phosphatase 1 (PP1). Upon DNA damage or replication inhibition 
the checkpoint kinases induce the association of PP1 with chroma-
tin which results in an increased rate of MCM dephosphorylation, 
thereby counteracting Cdc7 function and inhibiting further repli-
cation initiation [ 52 ]. 

 Three CDKs are known to be present in the early  Xenopus  
embryo: cyclin B-Cdk1, cyclin A-Cdk1 and cyclin E-Cdk2 [ 69 ]. 
Cyclin B is degraded at the end of mitosis whereas cyclin E remains 
constant at a relatively high concentration throughout the early 
embryonic cell cycle. Cyclin A, which is present at a relatively low 
concentration, is degraded around the time of nuclear envelope 
breakdown in cycling egg extracts [ 31 ]. Cyclin A-Cdk1 and cyclin 
E-Cdk2 support DNA replication [ 18 ,  19 ,  32 ,  70 ]. Formation of 
an active helicase requires the recruitment of Cdc45 and the GINS 
complex to licensed origins [ 71 ,  72 ]. In budding yeast, formation 
of the CMG complex requires CDK phosphorylation of Sld2 and 
Sld3, which then bind to their partner Dbp11, facilitating GINS 
and Cdc45 recruitment [ 73 ,  74 ]. In  Xenopus  and human cells the 
loading of Cdc45 is achieved when Treslin, the Sld3 homologue, 
associates with Dpb11/TopBP1 (also known as Cut5 or Mus101) 
[ 75 ,  76 ]. 

 We have characterized a range of CDK and DDK inhibitors in 
the  Xenopus  cell-free system: p27 Kip1 , p21 Cip1 , and roscovitine 
inhibit CDK activity and PHA-767491 inhibits DDK activity. 
Addition of these drugs to egg extract inhibits DNA replication 
(Fig.  4a ) but does not perturb nuclear formation. We typically add 
these inhibitors to the extract together with, or shortly before, 
DNA addition, but well-timed addition after nuclear formation 
will have a partial affect. Use of these inhibitors permits investiga-
tion of the role of DDK and CDK phosphorylation on a protein of 
interest, e.g., when studying protein chromatin association and 
modifi cation, the apparent increase in molecular weight associated 
with DDK phosphorylation of Mcm4 on chromatin is abolished by 
PHA-767491 but not p27 Kipl  (Fig.  4b ).
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   In order to completely inhibit DNA replication:

    1.    Transfer the required number of frozen beads (or volume) of 
extract to an Eppendorf tube and thaw in a room-temperature 
water bath.   

   2.    Supplement egg extract with ER (1/40 stock) and cyclohexi-
mide (1/40 stock), ± CaCl 2  (1/167 stock)—extract can be 
activated for 15 min prior to  step 3  to ensure metaphase exit.   

   3.    Add inhibitors to the extract at the required concentration 
to inhibit DNA replication, mix well and incubate at 23 °C 
for 5 min: p27 Kipl  is added to extract at 100 nM (~5 μg/ml) 
( see   Note 12 ); p21 Cipl  is added to egg extract at 0.5 μM 
(~20 μg/ml) ( see   Note 13 ); Roscovitine is used at a fi nal con-
centration in egg extract of 0.5–1 mM ( see   Note 14 ); Addition 
of 50 μM PHA-767491 to egg extract is suffi cient to inhibit 
Mcm4 phosphorylation and DNA replication ( see   Note 15 ).   

   4.    Add sperm nuclei at the desired concentration, typically 
3–10 ng/μl. If multiple samples are to be prepared from 
one extract treatment aliquots should be made as early as is 
appropriate.   

   5.    Follow nuclear morphology throughout the course of your 
reaction: mix 1 μl of sample with 1 μl of Hoechst 33258 
(20 μg/ml) and view by UV microscopy. It is advisable to 
check morphology at a number of time points, typically 15 min 
apart as appropriate, throughout the incubation.      
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  Fig. 4    Both DDK and CDK activity are required for DNA Replication. Sperm nuclei were incubated at 10 ng/μl 
in interphase egg extract or in interphase egg extract pretreated for 5 min with 50 μM PHA-767491 or 100 nM 
p27 Kipl . ( a ) Total DNA replication was assayed 90 min after sperm addition. ( b ) At the indicated times chromatin 
was isolated and immunoblotted for Mcm4 and PCNA. The lower portion of the gel was stained with Coomassie 
to visualize histones as a loading control       
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   In order to perturb the progression of replicating nascent DNA 
strands and to study checkpoint activation, induction and effec-
tors, as well as checkpoint regulated processes, we commonly use 
two drugs, aphidicolin and caffeine (Fig.  5 ). Other drugs, such as 
mitomycin C (a cross-linking agent), etoposide (a topoisomerase 
II inhibitor) or actinomycin D (a DNA intercalator), cause replica-
tive stress and induce caffeine sensitive checkpoint activation in 
egg extract.

     1.    Transfer the required number of frozen beads (or volume) of 
extract to an Eppendorf tube and thaw in a room-temperature 
water bath.   

   2.    Supplement egg extract with ER (1/40 stock) and cyclohexi-
mide (1/40 stock), +CaCl 2  (1/167 stock)—extract can be 
activated for 15 min prior to  step 3  to ensure metaphase exit.   

   3.    Add aphidicolin to extract in the range 10–100 μM, as required 
and mix well ( see   Note 16 ). If required add 5 mM caffeine to 
the treated extract, mix well and incubate at 23 °C for 5 min 
( see   Notes 16  and  17 ).   

   4.    Add sperm nuclei at the desired concentration, typically 
3–10 ng/μl. If multiple samples are to be prepared from one 
extract treatment aliquots should be made as early as is 
appropriate.   

   5.    Follow nuclear morphology throughout the course of your 
reaction: mix 1 μl of sample with 1 μl of Hoechst 33258 
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  Fig. 5    Inhibition of DNA replication and activation of a replication checkpoint using aphidicolin. ( a ) Sperm nuclei 
were incubated at 10 ng/μl in interphase egg extract or in interphase egg extract pretreated for 5 min with 
either a low (10 μM) or high (100 μM) concentration of aphidicolin plus or minus 5 mM caffeine. The extent of 
DNA replication was assayed at the indicated times. ( b ) Sperm nuclei were incubated in interphase egg extract 
or in interphase egg extract pretreated for 5 min with 10 μM aphidicolin plus or minus 5 mM caffeine. At the 
indicated times chromatin was isolated and immunoblotted for Mcm3, PCNA, and Psf2 (GINS complex). The 
lower portion of the gel was stained with Coomassie to visualize histones as a loading control       

 

Peter J. Gillespie et al.



127

(20 μg/ml) and view by UV microscopy. It is advisable to 
check morphology at a number of time points, typically 15 min 
apart as appropriate, throughout the incubation.    

      The  Xenopus  cell-free system is capable of reproducing cell cycle- 
specifi c chromosomal events in vitro: upon conversion from inter-
phase to mitosis, nuclear envelope breakdown occurs and duplicated 
chromatin is converted into condensed metaphase chromosomes 
with paired sister chromatids [ 3 ,  10 ]. Mitotic chromosome con-
densation is mediated by the “condensin” complex. In  Xenopus 
laevis , XCAP-C (SMC4) and XCAP-E (SMC2) function as the 
core subunits of condensin [ 77 – 79 ]. The SMC—structural main-
tenance of chromosomes—proteins are a family of chromosomal 
ATPases that function during the cell cycle: SMC 1 and 3 form the 
core of the “cohesin” complex that mediates sister chromatid 
cohesion and SMC 5 and 6 form a complex that functions in DNA 
repair and the checkpoint response. 

 In order to study the interphase to mitosis transition—sister 
chromatid cohesion and chromosome condensation, kinetochore 
formation and spindle microtubule dynamics, as well as the dynamic 
interaction of proteins with chromatin across the cell cycle—interphase 
egg extract incubations can be advanced into mitosis; due to the 
nature of the freezable extracts we prepare, this progression is 
dependent upon addition of mitotic CDKs or the activating cyclin 
partner. Metaphase arrested whole egg extract can be used to con-
vert interphase extract into a mitotic state—the volume of addition 
required varies from extract to extract, and should be determined 
in advance (for both the interphase and metaphase extracts used), 
but typically the addition of one half to two volumes is suffi cient 
(Fig.  6 ). Alternatively, the addition of a mitotic cyclin, either cyclin 
A or cyclin B, to extract will promote mitotic entry—typically non- 
destructible mutant proteins are used, recombinant cyclin A1 
N∆56 [ 31 ,  32 ] or cyclin BΔ90 [ 33 ]. These cyclins must be titrated 
on an extract to extract basis.

   In order to perturb the interphase to metaphase transition the 
activity of the key mitotic kinases—CDKs, Polo-like kinase and 
Aurora B—can be depleted from the extract or chemically  inhibited. 
These manipulations permit investigation of the role of these key 
kinases on proteins and processes of interest during the transition 
to metaphase. Consistent with CDK inhibition when studying the 
metaphase to anaphase transition, and S phase, metaphase CDK 
activity can be reduced by addition of broad-spectrum kinase 
inhibitors such as 6-DMAP or more specifi c inhibitors such as 
roscovitine. 

 Aurora B is a serine/threonine kinase required for the mitotic 
phosphorylation of histone H3 on serine10. Aurora B kinase 
activity facilitates bulk cohesin chromatin dissociation in prophase 
and inhibition of activity impairs the alignment of chromosomes 

3.7  Interphase-to- 
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at the equator of the mitotic spindle. Aurora B kinase activity can be 
inhibited by a range of drugs, including ZM447439, Hesperadin, 
VX-680/MK-0457, AT9283, and Barasertib. In metaphase- 
arrested extracts preassembled kinetochores disassemble after 
inhibiting Aurora B activity by either drug addition or antibody 
neutralization; kinetochore disassembly, induced by Aurora B 
inhibition, is rescued by restraining protein phosphatase 1 (PP1) 
activity [ 80 ]. 

 The polo-like kinase 1 (Plk1), acts in concert with Aurora B 
and cyclin B-Cdk1, to promote entry into mitosis. In the absence 
of Plk1 metazoan cells fail to establish a bipolar spindle and to 
properly attach microtubules to the kinetochores. As a conse-
quence cells are arrested in mitosis by the activation of the spindle 
assembly checkpoint, which monitors the correct attachment of 
chromosomes to the mitotic spindle. In  Xenopus  egg extract, 
depletion of the Plk1 orthologue Plx1 prevents activation of Cdk1 
and thus mitotic entry [ 81 ]. 

 Within the same experiment, various assays can be performed 
in both the interphase and the converted mitotic extract. Nuclear 
envelope formation and breakdown can be followed directly by 
phase contrast light microscopy and by the membrane dye DilC 18  
(10 μg/ml) or by immunofl uorescence on fi xed nuclei using 
antibodies against specifi c proteins such as lamin or nuclear pore 
proteins, e.g., mAb414 [ 82 ]. DNA decondensation/condensation 
can be followed by microscopy under UV light when the DNA is 
stained by a fl uorescent dye, e.g., Hoechst 33258, in either fresh 

  Fig. 6    Interphase-to-mitosis extract conversion. Sperm nuclei were incubated in 
control- (Δ control) or cohesin-depleted (Δ cohesin) interphase egg extract. 
After 2 h, 2 volumes of metaphase-arrested egg extract were added to promote 
passage into mitosis. After 2 h, chromosomes were fi xed, isolated, and stained 
with anti-condensin (SMC2) antibody and visualized under UV microscopy. 
Scale bar, 10 μm       
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or fi xed samples. Condensin-mediated mitotic chromosome 
condensation can be assayed by staining fi xed samples for the SMC 
or non-SMC subunits of condensin—this procedure is the basis of 
the sister chromatid cohesion assay, in which the paired axes of 
sisters chromatids are visualized by condensin staining [ 83 ]. 
Replication progression can be followed by radiolabeled nucleo-
tide incorporation and TCA precipitation (see below). Additionally, 
replication can also be assayed in fi xed microscopy samples when 
biotinylated nucleotides, e.g., 10 μM biotin–16-dUTP, added to 
the replication reaction, are visualized by incubation with fl uores-
cent streptavidin after fi xation [ 9 ]. Chromatin fractions can be pre-
pared for immunoblotting as previously described [ 84 ]. A good 
choice of control proteins to follow during conversion experiments 
is one of the cohesin and one of the condensin subunits: cohesin 
associates with chromatin during interphase but the vast majority 
(≥95 %) of the complex dissociates upon mitotic conversion. In 
contrast, condensin subunits, e.g., SMC2 or SMC4, associate with 
chromatin only in mitosis. 

 If performing mitotic conversion with metaphase-arrested egg 
extract:

    1.    Perform an interphase incubation, as described (Subheading 
 3.4 ). This reaction should be incubated such that suffi cient 
time is given to allow DNA replication to be completed—
whether control, depleted or drug treated, the interphase 
extract used for mitotic conversion should have been previously 
characterized so that the kinetics of DNA replication are known.   

   2.    15 min prior to the completion of the interphase incubation 
transfer the required number of frozen beads (or volume) of 
extract to an Eppendorf tube and thaw in a room-temperature 
water bath.   

   3.    Supplement egg extract with ER (1/40 stock) and cyclohexi-
mide (1/40 stock), and incubate at 23 °C until completion of 
the interphase incubation.   

   4.    Upon completion of the interphase incubation add the previ-
ously determined volume of metaphase-arrested extract to 
each reaction and incubate at 23 °C for up to 2 h.   

   5.    Follow nuclear morphology: mix 1 μl of sample with 1 μl of 
Hoechst 33258 (20 μg/ml) and view by UV microscopy. It is 
advisable to check morphology at a number of time points, typi-
cally 15 min apart as appropriate, throughout the incubation.     

 If performing mitotic conversion with mutant non- destructible 
cyclin:

    1.    Perform an interphase incubation, as described (Subheading 
 3.4 ). This reaction should be incubated such that suffi cient time 
is given to allow DNA replication to be completed—whether 
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control, depleted, or drug treated, the interphase extract used 
for mitotic conversion should have been previously character-
ized so that the kinetics of DNA replication are known.   

   2.    Upon completion of the interphase incubation add the previ-
ously determined concentration of cyclin to each reaction and 
incubate at 23 °C for up to 2 h.   

   3.    Follow nuclear morphology: mix 1 μl of sample with 1 μl of 
Hoechst 33258 (20 μg/ml) and view by UV microscopy. It 
is advisable to check morphology at a number of time 
points, typically 15 min apart as appropriate, throughout 
the incubation.      

   To determine the kinetics of DNA replication, assays based on the 
incorporation of exogenous radiolabeled nucleotide (α 32 P-dATP) 
into replicating DNA are used. Although DNA synthesis can be 
roughly assessed using non-denaturing agarose gel electrophoresis, 
accurate quantitation can be achieved using an assay based on TCA 
precipitation [ 8 ]. To analyze elongating DNA and properly resolve 
replication intermediates we use denaturing alkaline agarose gels, 
although urea–polyacrylamide gels may also be used. 

   Reactions, terminated by addition of a solution containing SDS 
and protease, are added to cold 10 % TCA to facilitate DNA pre-
cipitation. The precipitated DNA is separated from the unincorpo-
rated radiolabel by fi ltration and the level of radioactivity in each 
sample is measured by scintillation counting; the extent of DNA 
replication is determined by calculating the percentage of incorpo-
rated radiolabel.

    1.    Transfer the required number of frozen beads (or volume) of 
extract to an Eppendorf tube and thaw in a room-temperature 
water bath.   

   2.    Supplement egg extract: ER (1/40 stock), cycloheximide 
(1/40 stock), CaCl 2  (1/167 stock), and sperm nuclei at the 
required concentration, with 50 nCi/μl α 32 P-dATP and incu-
bate at 23 °C—extract can be activated for 15 min at 23 °C 
prior to sperm nuclei and α 32 P-dATP addition to ensure meta-
phase exit ( see   Note 18 ).   

   3.    Terminate the reaction by addition of 160 μl Stop-C plus 
0.2 mg/ml proteinase K—freshly added—mix well and incu-
bate at 37 °C for 30 min.   

   4.    Precipitate the digested sample by addition of 4 ml of 4 °C 
10 % (w:v) TCA; incubate for a minimum of 30 min at 4 °C.   

   5.    Invert the tube at least four times to mix the sample well. Spot 
40 μl of the TCA/precipitate mix onto a paper fi lter disk for 
measurement of total 32P.   

3.8  Quantifying DNA 
Replication

3.8.1  TCA 
Replication Assay
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   6.    Filter the remaining sample, under vacuum, on a manifold, 
through a glass fi ber fi lter pre-wetted with 10 % (w:v) TCA. 
Rinse the empty tube with 4 ml 10 % (w:v) TCA and apply to 
the same fi lter.   

   7.    Wash the glass fi ber fi lter twice with 8 ml of 4 °C 5 % (w:v) 
TCA and then with 8 ml of room temperature 100 % ethanol. 
After the ethanol wash allow the fi lters to dry.   

   8.    Quantify the 32P on the fi lters in a scintillation counter: place 
each fi lter—both paper and glass fi ber, separately—into a 
 scintillation counter tube and add enough scintillant (e.g., 
Ultima Gold F; Perkin Elmer) to entirely wet the fi lter; a wide 
open or “Cerenkov” channel is appropriate because the fi lter 
reduces the recorded energy of emission.   

   9.    The extract contains an endogenous dATP pool of ~50 μM 
[ 8 ]. The percentage of total 32P incorporated into the DNA is 
calculated by dividing the 32P incorporated into DNA cap-
tured on the glass fi ber fi lter by the total 32P on the paper fi lter—
this represents 1 % of total α 32 P-dATP, e.g., 40 μl of 4 ml.   

   10.    The total amount of DNA synthesized, expressed in ng DNA/
μl extract, can then be calculated by multiplying percent total 
32P incorporated by a factor of 0.654—this calculation 
assumes an average molecular weight of dNMPs of 327 Da 
and equal quantities of all four dNTPs incorporated into DNA 
(weight of dNMP incorporated in ng/μl = (percent total 32P 
incorporated/100) × 50 × 10 −6  × 4 × 327 × 10 3 ).      

   Alkaline agarose gels can be prepared in advance on the day of the 
experiment.

    1.    Add the required agarose to a volume of gel buffer—we typi-
cally prepare a 250 ml 1 % (w:v) agarose gel using a 20 × 15 cm 
mold and 20 wells.   

   2.    Boil the mixture taking care to ensure all of the agarose is dis-
solved, pour the gel and allow to set at room temperature.   

   3.    Place the gel into the running tank and allow it to equilibrate 
for 1 h at room temperature with alkaline gel running buffer—
remove excess buffer after equilibration so that the comb holes 
stand out.   

   4.    Supplement egg extract: ER (1/40 stock), cycloheximide 
(1/40 stock), CaCl 2  (1/167 stock) and sperm nuclei at the 
required concentration, with 50 nCi/μl α 32 P-dATP and incu-
bate at 23 °C—extract can be activated for 15 min at 23 °C 
prior to sperm nuclei and α 32 P-dATP addition to ensure meta-
phase exit. For this procedure we typically use 40–50 μl extract 
per individual sample, with DNA concentrations ranging from 
10 to 20 ng/μl. Note that increased DNA concentrations may 
slow down replication kinetics [ 59 ].   

3.8.2  Alkaline Agarose 
DNA Gels
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   5.    Stop the reaction by resuspending in 300 μl StopN containing 
2 μg/ml freshly added RNase and incubate for 10 min at 37 °C.   

   6.    Add proteinase K at 200 μg/ml and incubate for a further 
30 min at 37 °C.   

   7.    Add 300 μl of phenol–chloroform–isoamyl alcohol (25:24:1) 
and vortex briefl y. Transfer to an Eppendorf Phase Lock gel 
tube—this enhances separation between DNA and phenol—
and centrifuge for 6000 ×  g  for 5–10 min at room 
temperature.   

   8.    Precipitate the DNA by adding 3 volumes of 100 % ice-cold 
ethanol and place in dry ice for 10 min. Centrifuge the sample 
at 20,000 ×  g  at room temperature for 10–15 min. Wash the 
pellet with 70 % room temperature ethanol—let the ethanol 
evaporate completely at room temperature, it is important that 
no trace of ethanol remains—and resuspend in 10 μl 1 mM 
EDTA pH 7.5.   

   9.    Add an equal volume of 2× alkaline loading buffer—do not use 
classical dyes, such as bromophenol blue or xylene cyanol, as 
they are not stable in an alkaline environment.   

   10.    Load the samples and run on the gel at 2 V/cm for 10–18 h 
(e.g., 30–50 V for 15 cm gels) together with end-radiolabeled 
molecular weight markers ( see   Note 19 ).   

   11.    Remove gel from running apparatus using a spatula as a lever 
and wearing double gloves—make sure that the well end is 
lifted fi rst, as all the free 32P is in the buffer tank at the oppo-
site pole.   

   12.    Optional: in order to prevent loss of small fragments (<150 nt), 
the gel may be fi xed by incubating in 7 % (w:v) TCA for 20 min 
in a polythene box on a shaker.   

   13.    Dry the gel: take a glass plate the approximate size of the 3MM 
sheets and place six paper towels onto it; onto this place three 
sheets of 3MM paper, labeling the top sheet, as required.   

   14.    Carefully place the gel onto the labeled top sheet and cover 
this with the three remaining sheets of 3MM paper.   

   15.    Onto this place the other six paper towels and then fi nally the 
second glass plate. Clamp the two glass plates together with 
eight large bulldog clips, two on each side.   

   16.    Leave the sandwich for 30 min or until the gel is fl attened.   
   17.    Remove the paper towels and carefully peel off the 3MM paper 

from on top of the gel, which should remain stuck to the 
labeled under sheet.   

   18.    Cover the gel and paper with plastic wrap, and autoradiograph 
for 4–24 h using a Fuji Screen or up to 8 days if using fi lm; for 
a typical example  see  Fig.  3  [ 60 ].       
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   In order to fi rst determine, and then characterize, the potential 
role of any protein (or protein complex) in a biochemical process 
it can be of particular interest to perform a specifi c assay in the 
absence of the protein(s) of interest. Since  Xenopus laevis  eggs are 
not transcriptionally active until passage through the mid-blastula 
transition, depletion cannot be mediated genetically but only at 
the protein level; this is achieved using specifi c antibodies raised 
against the protein of interest. Using agarose or magnetic beads as 
a support for antibody incubations in extract allows the bead–anti-
body conjugate and bound protein of interest to be separated by 
physical means from the extract as a whole. The depleted extract 
can be used in a specifi c assay, together with a control (non- 
immune) depletion, to study the protein of interest. It is essential 
that the specifi city of the depletion is determined, to ensure that 
the observed phenotype is a consequence of the loss of the target 
protein. Rescue experiments, where a depleted extract is supple-
mented with either purifi ed native or recombinant—wild-type or 
mutant—protein, can be undertaken to demonstrate depletion 
specifi city. Furthermore, this can be combined with immunopre-
cipitation experiments to study protein-protein interactions and 
together with mass spectrometry, identify interacting partners of 
your target protein. The mass spectrometry of immunoprecipi-
tated samples is also used to characterize antibody specifi city. 

   We fi rst generate an antibody against the protein of interest. This 
requires the expression and purifi cation of an antigen. In order to 
expedite antibody production we have developed a strategy for 
antigen generation.

    1.    The amino acid sequence of a target protein is fi rst verifi ed by 
EST matching. The verifi ed sequence is next assessed for 
hydrophobicity; sequences with a low hydrophobic residue 
content are preferred immunogens. If suitable, we typically 
select a 100 amino acid sequence from either or both termini 
as antigen, as our experience suggests that these have a higher 
likelihood of giving antibodies capable of effi ciently immuno-
depleting native protein complexes.   

   2.    Bacterial expression plasmids are then generated by subcloning 
an in vitro synthesized oligonucleotide and the cloned sequence 
is expressed in  E. coli  and the protein purifi ed using standard 
methods.   

   3.    We typically raise antibodies in rabbit but also use sheep regu-
larly; although they are usually better for immunoblotting, we 
fi nd that antibodies raised in sheep are often not as effi cient for 
depletion.   

   4.    To generate the antibody the purifi ed protein is systematically 
injected into the host animal over a period of months, with 
blood being recovered at intervals. The recovered blood is 

3.9  Immuno-
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processed to remove erythrocytes and clotting factors; this 
fi nal serum is a complex mix of albumin and globulins, and 
contains signifi cant protease activity. Only a relatively low 
amount of specifi c IgGs is present.   

   5.    Once generated, the serum is assayed by immunoblotting and 
immunoprecipitation against whole egg extract; precipitated 
proteins are identifi ed by mass spectrometry in order to con-
fi rm the presence of the intended target and ascertain antibody 
specifi city. In recent trials this strategy has yielded a success rate 
of 80 % for the production of useful antibodies.   

   6.    Depending upon serum specifi city, antibodies can be purifi ed 
from this solution by either one of two methods: IgG or affi n-
ity purifi cation.   

   7.    Taking advantage of the high affi nity of  Staphylococcus aureus  
protein A and  Streptococcus  protein G for rabbit or sheep heavy 
chains respectively, undesirable proteases and the bulk of 
serum proteins can be separated out, generating a solution of 
purifi ed IgGs. As this solution will contain all IgGs present in 
the serum there will be a signifi cant proportion of nonspecifi c 
antibodies in this preparation. For particularly “dirty” sera, 
containing high levels of cross-reacting antibodies, an alterna-
tive purifi cation method is used to isolate only IgGs that are 
specifi c for the cognate antigen. Specifi c IgGs are affi nity puri-
fi ed from serum using a 1 ml HiTrap NHS-activated column, 
to which 0.5–5 mg of the specifi c protein antigen has been 
conjugated. Antibodies are recovered from the column at low 
pH and quickly neutralized in high concentration Tris (base). 
This process eliminates serum proteins and nonspecifi c IgGs, 
generating a pure fraction of antibodies that react specifi cally 
with the chosen antigen. One caveat to this technique is that 
antibodies with the highest affi nity for the antigen may resist 
pH elution and will be lost on the column.   

   8.    Purifi ed antibodies can then be used for immunoblotting, 
immunoprecipitation experiments and extract immunodeple-
tion as well as immunofl uorescence.      

   We use porous agarose beads (rProtein A- or rProtein G-FF 
Sepharose) for serum and protein A/G purifi ed IgG-based deple-
tions, and for affi nity purifi ed antibody depletions solid support 
magnetic beads (Dynabeads Protein A or Protein G). Preparing 
antibody–bead conjugates using either agarose or magnetic beads is 
the same but for the use of either a centrifuge or magnet, respec-
tively, to recover the beads during washes and preparation. For rab-
bit antibodies we use protein A support and for sheep protein G.

    1.    It is important to fi rst determine the quantity of beads required: 
for both types of beads used we typically deplete extract at a 
ratio of 60–80 % (v:v) beads to extract, i.e., to deplete 100 μl 
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of extract we use 60–80 μl of antibody bound beads; whereas 
two rounds of depletion are required for agarose-based meth-
ods, magnetic bead depletion typically requires three rounds; 
agarose beads are prepared using 2 volumes of sera (or 2 vol-
ume equivalents of protein A/G purifi ed) per 1 volume of 
beads and magnetic beads are incubated with 0.3 μg/μl of 
affi nity purifi ed IgG, 20 % above the binding capacity of these 
beads (0.25 μg/μl IgG)—this ensures saturation of the beads 
with antibody and the supernatant from the coupling reaction 
can be reused after requantifi cation. A small number of agarose 
beads may be lost on early processing so we typically prepare 
20 % more beads than absolutely required.   

   2.    Wash the required quantity of agarose beads in 100 mM Hepes 
pH 8.0 to reduce the concentration of starting buffer is 
reduced to <0.1 % (v:v) ( see   Note 20 ). Agarose beads are 
recovered by centrifugation at 500–1000 ×  g  in a swinging 
bucket rotor for 2 min at 4 °C. After washing the beads should 
be transferred to an appropriately sized Eppendorf tube. 
Magnetic beads should be washed as per manufacturer’s 
instruction.   

   3.    Adjust serum or purifi ed IgG to 100 mM Hepes pH 8.0 from 
a 1 M stock. Add serum/antibody to agarose beads and incu-
bate on a horizontal/fl at-bed roller at 4 °C overnight or at 
room temperature for 1 h. Bind affi nity purifi ed antibodies to 
magnetic beads as per manufacturer’s instruction.   

   4.    Wash the agarose beads as in  step 2  in 100 mM Hepes pH 8.0. 
After washing, remove excess buffer and add an equal volume 
of 100 mM Hepes freshly supplemented with 1 mM PMSF 
and incubate on a horizontal/fl at-bed roller at room tempera-
ture for 15 min. Magnetic beads should be washed as per man-
ufacturer’s instruction.   

   5.    Wash the agarose beads as in  step 2  in 100 mM Hepes pH 8.0.   
   6.    Wash the agarose beads as in  step 2  into LFB1/50.   
   7.    For agarose beads: recover the beads and measure the fi nal bed 

volume. Remove excess buffer and add an equal volume of 
LFB1/50 to give a 50 % slurry. For magnetic beads: resuspend 
the beads back to starting volume in LFB1/50.      

         1.    Make a 50 % (v:v) slurry of antibody bound agarose beads in 
LFB1/50. Resuspend the slurry using a wide-mouth cut 
pipette tip. Transfer the required volume of beads to two 
0.5 ml Eppendorfs—two tubes per depletion ( see   Note 21 ).   

   2.    Check each tube contains the required volume of wet beads 
either by briefl y spinning down (500–1000 ×  g  at 4 °C) in a 
swinging bucket rotor or placing on ice and allowing to settle 
under gravity. Continue to add/subtract beads until you have 
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the required volume. Remove all but a thin cover of buffer 
from the beads and keep on ice.   

   3.    Prepare your volume of extract as required; supplement with 
ER (1/40 stock), cycloheximide (1/40 stock) and, if you 
require interphase extract, CaCl 2  (1/167 stock), and incubate 
for 15 min at 23 °C.   

   4.    Using a “gel loading” fi ne pipette tip placed at the bottom of 
the tube, remove all liquid from the beads immediately before 
use, i.e., one round of depletion at a time. The beads should 
have a “cracked” appearance when the last of the buffer is 
removed—this may take several removals/tips as the gel loader 
tip can easily get blocked. It is important to remove as much 
buffer as possible from the beads at this stage as the extract can 
tolerate very little dilution.   

   5.    Add the extract to the beads: to mix beads and extract DO 
NOT vigorously pipette up and down but mix the liquid into 
the beads gently or by stirring with a tip.   

   6.    Place the tube securely, using a wad of tissue paper, in a 50 ml 
Falcon tube and incubate on a horizontal/fl at-bed roller at 
4 °C for 40 min.   

   7.    Prepare a fi lter: cut two 1 ml pipette tips so that they stack one 
on top of another and place a small square of 25 μm Nybolt 
fi lter between them; place into an appropriately sized tube. 
Pipette the extract plus beads on top of the fi lter and spin in a 
swinging bucket rotor at 700 ×  g  for 2 min at 4 °C. Recover the 
fi ltered extract.   

   8.    Dry the second aliquot of beads with a “gel loading” tip and 
repeat  steps 6  and  7 .   

   9.    Use depleted extract immediately or freeze in 10 μl drops 
directly in liquid nitrogen. The extent of depletion of the pro-
tein of interest should be quantifi ed by immunoblotting the 
depleted extract versus a serial dilution of non-depleted extract, 
e.g., 0.5 μl of depleted extract and an equal volume of 1:5, 10, 
20, 50, and 100 diluted non-depleted extract; for a typical 
example see Figure S1B in ref.  57 . In the fi rst instance a top-
to- toe blot of depleted extract should be carried out to ensure 
that any nonspecifi c bands recognized by the antibody are not 
also depleted with your target protein.      

   Using a magnet in place of the centrifuge and fi lter system, immu-
nodepletion of egg extract using magnetic beads is essentially the 
same as that described above (Subheading  3.9.3 ) for depletion 
using agarose beads. The required volume of beads is transferred 
to an Eppendorf tube. Using the magnet, buffer is removed from 
the beads immediately before use. Extract and beads are mixed 
and incubated at 4 °C on a horizontal/fl at-bed roller, as above. 

3.9.4  Immunodepletion: 
Affi nity-Purifi ed Antibody 
and Magnetic Beads
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Typically three rounds of depletion of 30 min each are required. 
The extract is separated from the beads using the magnet and the 
fi nal thrice-depleted extract is either used immediately or frozen 
in 10 μl drops directly in liquid nitrogen after recovery. The 
extent of extract depletion should be determined, as above 
(Subheading  3.9.3 ).  

   Immunoprecipitation experiments are used to study protein- 
protein interactions as well as to determine antibody specifi city. 
Each antibody used requires optimization: type of beads used, the 
ratios of antibody to beads and of beads to extract, the length of 
antibody–bead incubation and the salt and detergent concentra-
tions in the fi nal wash buffers. In our lab one of two bead types is 
used for immunoprecipitation experiments: rProtein A- or rPro-
tein G-FF Sepharose has a large capacity to bind IgG allowing for 
large amounts of antibody to be used for each IP. As such, Sepharose 
is typically used in combination with unprocessed serum or protein 
A/G purifi ed antibodies. The physical properties of Sepharose, 
being large porous beads, results in signifi cant pulldown of non-
specifi c proteins, which require extensive washing to be removed. 
Wash times using this type of beads are relatively time consuming, 
as centrifugation is required to isolate the beads from the wash 
buffer. The second option is to use solid support magnetic Protein 
A or Protein G Dynabeads. These have a signifi cantly (≥10-fold) 
lower capacity for antibodies than Sepharose and as such are typi-
cally used only in combination with affi nity purifi ed antibodies. To 
increase protein recovery the ratio of beads to extract can be opti-
mized to pull-down suffi cient levels of target protein. Wash steps 
are carried out simply and quickly by pelleting beads using a mag-
netic stand. For optimal results, antibodies are crosslinked to either 
Sepharose or Dynabeads according to manufacturer’s protocols. 
This ensures that bound antibody is absent from the fi nal IP eluate 
after boiling in SDS-PAGE sample buffer—this is essential for pro-
teins that run at similar sizes to IgG heavy chain (~55 kDa) and 
light chain (~25 kDa) proteins.

    1.    Dilute 50 μl of metaphase arrested or interphase extract 1:5 
with ice-cold LFB1/50—dilution reduces extract viscosity for 
the incubation and centrifugation steps of the protocol ( see  
 Note 22 ). Extracts can be centrifuged immediately after dilu-
tion to remove any precipitates or aggregates—use of this clari-
fi ed extract may result in cleaner IPs. We would typically 
pre-clear extract by centrifugation at 20,000 ×  g  for 20 min at 
4 °C in a fi xed angle rotor.   

   2.    To the extract add 1–5 % (v:v) serum or 1–20 μg purifi ed anti-
body and mix well ( see   Note 23 ).   

   3.    Incubate the extract/antibody mixture for 1 h on ice or at 
4 °C ( see   Note 23 ).   

3.9.5  Immuno-
precipitation
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   4.    Add 10 μl of pre-washed Protein A/G Sepharose or 20 μl 
Protein A/G Dynabeads to the extract/antibody mixture, mix 
well and rotate at 4 °C for 1 h ( see   Note 23 ).   

   5.    Wash the beads. Wash Protein A/G agarose beads three times 
with 400 μl of Sepharose wash buffer: add the buffer and mix 
gently by pipetting or inverting the tube six times ( see   Note 23 ). 
Protein A/G Sepharose is recovered, and unbound proteins in 
the wash supernatant separated out, by centrifugation at 
2000 ×  g  for 2 min at 4 °C in a swinging bucket rotor. Protein 
A/G Dynabeads are recovered in a magnetic stand on ice. 
Beads are washed three times with 200 μl of Dynabead wash 
buffer ( see   Note 23 ).   

   6.    Proteins are recovered from the beads by boiling in SDS-PAGE 
loading buffer for 5 min at 95 °C. Samples can be then assayed 
by immunoblotting or further processed for mass spectromet-
ric analysis.       

   Specifi c antibodies can be used to localize and track the dynamic 
interaction of a target protein with and within, chromosomes and 
nuclei. Chromosomes/nuclei isolated onto coverslips are incubated 
sequentially with a primary and then a fl uorescently tagged second-
ary antibody. Staining is then visualized by UV microscopy.

    1.    At the required time add 100 μl of 1–4 % (v:v) formaldehyde 
prepared in XBE2 to 10 μl of reaction mixture—we typically 
use 4 % (v:v) formaldehyde. Incubate at room temperature for 
10 min—do not exceed 20 min as excessive incubation with 
formaldehyde can damage the nuclei.   

   2.    Optional: coverslip preparation. Coverslips can be coated 
with poly- L -lysine (Sigma) at a 1/10 dilution in H 2 O, as per 
manufacturer’s instructions. Incubate coverslips in the poly-
 L -lysine solution for 20–30 min and then dry them well by 
placing at 37 °C for 30 min or overnight at room tempera-
ture. The coated coverslips can be stored for up to 3 months 
at 4 °C.   

   3.    Place a 13 mm diameter round coverslip into the desired num-
ber of wells of a 24-well plate. Add 2.4 ml of XBE2 plus 30 % 
sucrose cushion.   

   4.    Load the fi xed sample onto the sucrose cushion very gently; 
pellet the chromosomes/nuclei by centrifugation at 2400 ×  g  
in a swinging bucket rotor for 10 min at 4 °C. Carefully remove 
the liquid using either a pipette or an aspirating pump mounted 
with a p200 yellow tip.   

   5.    Quench unreacted aldehyde by adding 500 μl PBS plus 0.1 M 
glycine pH 7.0 and incubate at room temperature for 
20–30 min. Alternatively, 750 mM Tris–HCl pH 7.0 may be 
used.   

3.10  Immuno-
fl uorescent Staining 
of Chromosomes and 
Nuclei Assembled 
In Vitro
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   6.    Permeabilize the recovered sample by incubating with 500 μl 
1× PBS plus 0.1 % (v:v) Triton for 3–5 min—this time should 
not be extended—and then wash the coverslip three times with 
1 ml PBS alone.   

   7.    Block the coverslips with 1 ml PBS plus 0.1 % (v:v) Tween and 
3 % (w:v) BSA and incubate for 1 h at room temperature or 
overnight at 4 °C.   

   8.    Prepare your primary antibody in PBS plus 0.1 % (v:v) Tween 
and 3 % (w:v) BSA. We use only affi nity-purifi ed antibodies 
for immunofl uorescence: these are used typically in the range 
1–5 μg/ml and we prepare 250 μl per well. Incubate the 
coverslips with antibody at room temperature for 1 h or 4 °C 
overnight.   

   9.    Wash the reaction three times for 10 min with 1 ml PBS plus 
0.1 %(v:v) Tween.   

   10.    Prepare secondary antibody—250 μl per well—at the manu-
facturer’s suggested dilution in PBS plus 0.1 % (v:v) Tween 
and 3 % (w:v) BSA. We preferably use Alexa Fluor secondary 
antibodies, as they are less sensitive to bleaching.   

   11.    Incubate 45 min in the dark.   
   12.    Wash as in  step 6 .   
   13.    Incubate the coverslips with 250 μl DAPI (1/1000 in PBS) for 

8 min at room temperature and then wash 2–3 times with PBS 
alone. Optional: one wash with high purity water can be added 
after the PBS washes in order to reduce salt contamination. 
DAPI containing mounting media, e.g., VECTASHIELD 
(Vector Laboratories) can be used, but usually the DNA stain-
ing is of better quality with traditional direct staining.   

   14.    We mount coverslips using VECTASHIELD mounting media. 
Add a small drop (around 10 μl) of media to a slide—a number 
of coverslips may fi t well onto one slide. Remove a coverslip 
carefully using forceps, dripping excess liquid onto a tissue and 
place it face down onto the media on the glass slide.   

   15.    To prevent sample dehydration, use a transparent nail polish to 
seal the edges of the coverslip.   

   16.    Leave for a minimum of 1 h at room temperature, in the dark.   
   17.    Store at 4 °C in the dark.       

4    Notes 

     1.    To increase sperm yield male frogs can be primed with 150 units 
Chorulon (Chorionic Gonadotrophin) 7 ± 2 days before the 
testes are removed. We typically prepare nuclei from 15 frogs. 
Isolation of the testes and recovery of the sperm immediately 
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thereafter are time consuming and we typically divide the labor 
between two groups, preparing no more than three frogs 
simultaneously. Ethanol-rinse and dry already cleaned imple-
ments immediately prior to use.   

   2.    The testes are located in the lower abdominal region. Often 
hidden in the body cavity they are readily distinguishable from 
the similarly colored digestive system—the testes are approxi-
mately bean/egg shaped and ivory in color and are typically 
0.75–1.5 cm in length. Each frog typically has two testes.   

   3.    Cut a large square from the top of the screw cap lid and use the 
cut lid to secure a square of nylon mesh over the end of the 
tube containing the sperm; the contents of the tube can then 
be fi ltered into another container through the lid top fi lter.   

   4.    The sperm may look different depending on the angle from 
which they are viewed, ranging from a squiggle (side view) to 
a circle (top view). Preparations typically contain 1–5 % somatic 
nuclei. The count is repeated four times to ensure statistical 
accuracy. The mean number is then calculated, with somatic 
nuclei given a double weighting because they are diploid.   

   5.    The extract should be used immediately and during sample 
processing should be kept at 4 °C until the replication reaction 
is started by the addition of DNA.   

   6.    We make two essential additions extract: energy regenerator 
(ER) and cycloheximide. ER—25 mM phosphocreatine and 
15 μg/ml creatine phosphokinase at fi nal concentration—
serves to keep ATP levels high throughout the duration of the 
reaction by providing a source of high-energy phosphate. 
Frozen extracts do not effi ciently support protein synthesis, as 
the ribosomes are lost upon the hard clarifying spin during 
preparation and so do not usually progress into fi rst mitosis. 
Addition of cycloheximide—250 μg/ml at fi nal concentration—
which acts to inhibit protein synthesis, ensures this block to 
progression.   

   7.    Metaphase arrested extracts can be activated to progress into 
anaphase and the fi rst mitotic interphase by addition of 0.3 mM 
CaCl 2  (1/167 of stock: 50 mM in H 2 O). If performing an 
interphase reaction, we typically activate the extract for 15 min 
prior to template DNA addition.   

   8.    The replication of sperm nuclei in egg extract is dependent 
upon nuclear assembly. In typical reactions, with DNA concen-
trations of 3–10 ng/μl, nuclei assemble between 20 and 
40 min after sperm addition. Each nucleus forms a discrete 
unit of replication and the kinetics of DNA replication are 
absolutely dependent on the effi ciency of nuclear assembly: at 
increased DNA concentrations, or in diluted extracts, assembly 
is less effi cient resulting in slower replication [ 9 ]. Since the 
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initiation of DNA replication is dependent on nuclear assembly 
it is crucial that this is monitored in every experiment to rule 
out the nonspecifi c inhibition of DNA replication. The capac-
ity of the extract to assemble demembranated sperm into nuclei 
is ~30 ng DNA/μl (~9500 haploid nuclei per μl), close to the 
concentration of chromosomal DNA in embryos at the mid-
blastula transition; we typically use fi nal DNA concentrations 
of 3–10 ng DNA/μl extract, however. The extract has a some-
what larger capacity to replicate preformed interphase nuclei 
[ 85 ], probably refl ecting that nuclear envelope material 
becomes limiting when sperm nuclei are used as template. 
Dilution of the extract severely compromises nuclear assembly, 
so, ideally, the total volume of additions should be kept to 
<20 % extract volume. Drugs added to extract can be prepared 
in a number of solvents: H 2 O, extract friendly buffer (e.g., 
LFB1/50) or DMSO, as appropriate. At high concentrations 
DMSO is toxic to the extract—we limit addition to 1 % v/v.   

   9.    Nuclear assembly can be followed by UV and phase contrast 
light microscopy.   

   10.    Over time the nuclei undergo a series of characteristic morpho-
logical changes: when added directly into interphase extract 
the sperm chromatin undergoes nucleoplasmin- mediated 
decondensation and increases in size within 5 min. The sperm 
nuclei acquire membrane components over the next 15–25 min 
and these are seen as black spots on the surface of the sperm 
under phase contrast. Upon full nuclear assembly, ~20–40 min 
after activation, phase contrast microscopy reveals the nuclear 
envelope as a solid black line around each nucleus. A time 
course showing micrographs of the different stages of nuclear 
assembly is given in ref.  84 . The shape of nuclei formed in 
individual extracts varies. In our experience we fi nd that nuclei 
formed in metaphase-arrested extracts activated in vitro appear 
larger and typically more circular than those formed in extracts 
prepared from activated eggs or in those extracts that escaped 
metaphase arrest during preparation.   

   11.    Chromatin isolated from a 6-DMAP treated extract—and sub-
sequently incubated with protein fractions purifi ed from inter-
phase extract—enabled the characterization of replication 
licensing, and the identifi cation of the licensing factors 
Mcm2–7 and Cdt1 [ 13 ,  16 ,  43 ,  86 ].   

   12.    By binding tightly to cyclin E-Cdk2 and cyclin D-Cdk4, 
p27 Kipl  (alternatively, p27 Xic1 ) becomes a potent inhibitor of 
their CDK activity in vitro in a stoichiometric manner [ 87 ,  88 ]. 
Recombinant GST-tagged p27 Kipl  is bacterially expressed and 
purifi ed.   

   13.    p21 Cip1  is a CDK inhibitor that is transcriptionally activated by 
p53 in response to DNA damage. p21 Cip1  effectively inhibits 
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Cdk2, Cdk3, Cdk4, and Cdk6 kinases but is much less effective 
toward cyclin B-Cdk1 and p35-Cdk5 and does not associate 
with cyclin H-Cdk7 [ 89 – 91 ]. Recombinant GST-tagged 
p21 Cipl  is bacterially expressed and purifi ed.   

   14.    Roscovitine is a potent, synthetic, purine-derived, inhibitor of 
cyclin-dependent kinases Cdks1/2/5/7/9 [ 92 ]. It acts as a 
competitive inhibitor of ATP binding. Roscovitine 
(Calbiochem) is dissolved in DMSO at 400 mM and used at a 
fi nal concentration in egg extract of 0.5–1 mM which is suffi -
cient to block S phase CDK activity [ 64 ]. Whereas the protein 
CDK inhibitors p27 Kipl  and p21 Cip1  are highly specifi c, roscovi-
tine is less selective and may have off-target effects—at high 
concentration (≥1–2 mM) roscovitine affects nuclear envelope 
assembly, a process not known to be CDK sensitive. As such 
we prefer to use either p27 Kipl  and p21 Cip1  to inhibit CDK 
activity.   

   15.    PHA-767491 is a potent and selective ATP-competitive dual 
Cdc7/Cdk9 inhibitor [ 93 ]. The activity of PHA-767491 in 
 Xenopus egg  extract has been fully characterized: Mcm4 phos-
phorylation is lost and DNA replication is inhibited at a con-
centration of 50 μM PHA-767491 [ 52 ]. In  Xenopus  egg 
extracts, DDK activity can be determined by the presence of 
hyperphosphorylated chromatin bound Mcm4, which is 
detected as an apparent upshift in molecular weight of the pro-
tein upon immunoblotting [ 52 ]. In order to prepare a work-
ing stock from the concentrated DMSO stock (100 mM) use 
40 mM HEPES–KOH pH 7.0—the drug has to be made up 
freshly and mixed thoroughly before adding to the extract in 
order to avoid precipitates.   

   16.    Aphidicolin, a competitive inhibitor of DNA polymerases α, δ 
and ε, limits DNA replication in two ways: fi rstly, by inhibit-
ing the progression of active replication forks it decreases the 
size of nascent strands and secondly, by activating the ATM–
ATR checkpoint response that inhibits further origin fi ring 
[ 64 ,  94 ,  95 ]. When added to  Xenopus  egg extracts at 10 μM, 
aphidicolin slows replication forks by approximately three-
fold; the major effect on replication at this concentration is to 
induce an ATR-dependent checkpoint that suppresses further 
initiation events [ 64 ]. The activity of the ATR kinase in 
extract can be inhibited by addition of 5 mM caffeine. When 
added to extract caffeine rescues the aphidicolin-induced inhi-
bition of DNA replication at low concentrations of aphidico-
lin (≤20 μM) [ 60 ,  64 ]. However, at higher concentrations 
(80–100 μM) the checkpoints induced by aphidicolin are irre-
versibly activated and DNA replication cannot be rescued by 
caffeine addition. An aphidicolin stock, which can be stored 
frozen, is prepared in DMSO.   
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   17.    A 100 mM caffeine stock is prepared in H 2 O and is added to 
extract at a fi nal concentration of 5 mM; it is of the upmost 
importance that caffeine is prepared freshly, immediately prior 
to use.   

   18.    Individual samples need be no more than 5–20 μl in volume. 
If multiple samples are to be prepared from one extract treat-
ment, for example when performing a time course to deter-
mine replication kinetics, aliquots should be made as early as is 
appropriate.   

   19.    Radiolabeling of molecular weight markers: incubate the reac-
tion mix at room temperature for 20 min. Optionally, the 
enzyme can be heat deactivated (as per manufacturer’s instruc-
tion). Typically we load 0.5–1 μl of marker on an agarose gel. 
Once labeled, the markers will be stable according to the half- 
life of the incorporated radio-nucleotide, e.g., 14 days for 
α 32 P-dNTP, but we recommend making them up freshly for 
each experiment.   

   20.    Agarose beads are supplied in an alcohol-based preservative. 
Since these beads are porous consider their volume as 100 % 
alcohol. Wash the beads, in an appropriately sized tube in order 
to reduce the alcohol to <0.1 %, e.g., 4× 10 volume washes 
reduces alcohol concentration to 0.01 %.   

   21.    Premark the required volume on the outside of the tubes with 
permanent marker either by fi lling with autoclaved high purity 
water, which is then removed or by comparing with another 
tube fi lled to the desired volume.   

   22.    Whole (undiluted) egg extract can be used for immunoprecipi-
tation experiments; in this crude extract the nonspecifi c pre-
cipitation of proteins may confuse results, however.   

   23.    A number of optimizations can be made to the immunoprecipi-
tation protocol: the volume/concentration of serum/antibody 
added to extract; antibody incubation time—10 min to over-
night; the choice of beads used, the ratio of beads to extract and 
the bead incubation time—10 min to 1 h. The bead washing 
steps can also be optimized: the number of washes and wash 
buffer components—in particular salt and detergent concentra-
tions. Increasing both of these will clean the precipitate but 
may also disrupt native complex formation.         
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    Chapter 7   

 Elutriation for Cell Cycle Synchronization in Fission Yeast 

           Kazunori     Kume    

    Abstract 

   Cell synchronization is a powerful technique for studying the eukaryotic cell cycle events precisely. The 
fi ssion yeast is a rod-shaped cell whose growth is coordinated with the cell cycle. Monitoring the cellular 
growth of fi ssion yeast is a relatively simple way to measure the cell cycle stage of a cell. Here, we describe 
a detailed method of unperturbed cell synchronization, named centrifugal elutriation, for fi ssion yeast.  

  Key words     Synchronization  ,   Elutriation  ,   Cell cycle  ,   Fission yeast  ,   Cell morphology  

1      Introduction 

 Synchronization of cells is a very effective method for the study of 
molecular mechanisms involved in cell cycle regulation. 
Synchronized cells are used to study the expression level of macro-
molecules (DNA, RNA, and protein) during the different stages of 
the cycle. The budding yeast  Saccharomyces cerevisiae  and the fi s-
sion yeast  Schizosaccharomyces pombe  play signifi cant roles as model 
eukaryotic cells in understanding the fundamental principles of cell 
cycle regulation [ 1 ,  2 ]. 

 Fission yeast is a rod-shaped cell that grows by tip elongation 
in a cell-cycle-regulated manner [ 3 ]. After cell division, fi ssion 
yeast cells initially grow in a monopolar manner, from the tip that 
existed before cell division (the old end) (Fig.  2a ). In early G2 
phase, after cells have attained completion of DNA replication and 
a critical cell size, the cells activate new end growth and switch to 
bipolar growth (“New End Take Off”: NETO) [ 3 ,  4 ]. This growth 
polarity is maintained during the following interphase. At the onset 
of mitosis, the cell growth ceases and chromosome segregation 
occurs followed by cytokinesis which is accomplished by the con-
struction of a septum through the middle of the cell (Fig.  2a ). 
Thus, fi ssion yeast cells coordinate cell growth and the cell cycle, 
indicating that monitoring cell growth (cell size and cell polarity) 
is a measure of the cell cycle stage of a cell [ 3 – 5 ]. 
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 There are several techniques for cell synchronization, which 
can be categorized into two distinct approaches [ 6 ,  7 ]. One 
approach is the “block-and-release” method which includes use of 
cell cycle mutants, drug-induced arrest, nutrient starvation and 
pheromone-induced arrest, all of which can block the cell cycle at 
a particular point, resulting in a synchronous culture after release 
of the block [ 6 ,  7 ]. The other approach is the physical method 
including centrifugal elutriation and lactose gradient [ 6 ,  7 ]. The 
cell elutriation is the most physiological way to synchronize 
the  culture. This method selects cells of uniform size, which are at 
the same stage of the cell cycle, from an asynchronous culture in a 
short time. This method has an important advantage over the 
block-and-release method, which is that selected cells are unper-
turbed, synchronized, and healthy. This chapter describes a proto-
col for synchronization of fi ssion yeast cells by centrifugal 
elutriation (Fig.  1 ).  

2    Materials 

       1.    Beckman-J-6M microprocessor-controlled elutriation centrifuge.   
   2.    Beckman-JE-5.0 elutriator rotor.   
   3.    MasterFlex Microprocessor Pump Drive and Pump Head 

(Cole-Parmer Instrument Inc.).   
   4.    MasterFlex Tygon tube.   
   5.    Masterfl ex silicone pump tube.      

2.1  Elutriation 
System

collection
flask

wasteYeast 
media

reservoir

water, fresh media 
or yeast media reservoir

Stroboscope

Bubble trap

pump

Pressure gauge

Chamber

  Fig. 1    Schematic diagram of centrifugal elutriation system       
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       1.     Schizosaccharomyces pombe  (e.g., wild-type strain 972, and tem-
perature-sensitive NETO mutant strain  pol1-1546  [ 8 ]).   

   2.    YES growth media (yeast extract + supplements [ 7 ]): 5 g/l 
yeast extract, 30 g/l glucose, 225 mg/l adenine, 225 mg/l 
 L -  histidine, 225mg/l L-leucine, 225 mg/l uracil, and 225 mg/l 
 L -lysine.   

   3.    Hematology Analyzer (Sysmex, F-820).   
   4.    CellPack for dilution of cells (Sysmex, 884-0871-1).   
   5.    16 % Formaldehyde (methanol-free).   
   6.    Calcofl uor: dilute Calcofl uor (Sigma F-6259) to 50 μg/ml.   
   7.    DAPI: dilute 4′,6-diamidino-2-phenylindole (DAPI, Sigma 

D-9542) to 0.5 μg/ml. DAPI stock is 50 μg/ml in distilled 
water, stored in small aliquots at 4 °C.   

   8.    Fluorescence microscopy with DAPI fi lter.      

       1.    200 ml Bleach (5 % sodium hypochlorite): dilute sodium hypo-
chlorite with sterile water.   

   2.    500 ml 70 % ethanol.   
   3.    Two, 3 l fl asks containing 2 l sterile water.       

3    Methods 

       1.    Put an inlet and an outlet tube in 200 ml Bleach.   
   2.    Pump the Bleach through the system at 30 ml/min ( see   Note 1 ).   
   3.    Start the centrifugation to remove bubbles (2000 rpm, 895 ×  g ) 

and set the centrifuge temperature to 25 °C ( see   Notes 2  and  3 ). 
Circulate it for at least 20 min.   

   4.    Wash out the Bleach using 500 ml 70 % ethanol at 30 ml/min 
and circulate the 70 % ethanol for 20 min ( see   Note 4 ).      

       1.    Place the inlet tube in the water reservoir (2 l in 3 l fl ask) and 
the outlet tube in the waste beaker (3 l or 5 l).   

   2.    Set the fl ow rate at 100 ml/min and wash out the 70 % ethanol 
using 1 l of sterile water ( see   Note 5 ).   

   3.    Replace the water with fresh YES media. Discard at least 
500 ml of the YES media and then set the fl ow rate at 130 ml/
min to circulate the rest of the YES media.   

   4.    Start the centrifugation at 3500 rpm (2740 ×  g ) to remove 
small bubbles and adjust the stroboscope to see the elutriation 
chamber through the hole of the door on the centrifuge.   

   5.    Stop the centrifugation.      

2.2  Yeast Strain, 
Growth Media, 
and Cell Measurement

2.3  Cleaning 
Reagents 
for Elutriation System

3.1  Sterilization 
of Elutriation System

3.2  Setup 
Elutriation System
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       1.    Put the inlet tube and the outlet tube in YES culture contain-
ing exponentially growing yeast cells (1–1.2 × 10 7  cells/ml) to 
load them to the elutriation chamber ( see   Note 6 ).   

   2.    Start centrifugation at 3500 rpm (2740 ×  g ) and fl ow rate 
130 ml/min until the bottom line of the cell boundary fi lls 
3/4 of the chamber ( see   Note 7 ).

       3.    Decrease the fl ow rate from 130 to 105 ml/min and reduce 
the centrifuge speed to 2800 rpm (1750 ×  g ).   

   4.    Once the fl ow rate and the centrifuge speed are stabilized, 
transfer the outlet tube to an empty sterile fl ask (200 ml) and 
take 200 μl cells to measure the cell number ( see   Note 8 ).   

   5.    Decrease the fl ow rate to between 100 and 95 ml/min to pro-
ceed with fi ne-tuning for obtaining synchronized small cells 
( see   Note 9 ).   

   6.    When the cell number is between 0.7 × 10 6  and 0.9 × 10 6  cells/
ml, check the cell size by phase-contrast microscopy and start 
collecting cells in a new sterile fl ask (200 ml) ( see   Note 10 ).   

   7.    Filter the collected cells and put them in pre-warm fresh YES 
media ( see   Note 11 ). Mix well and measure the cell number.   

   8.    Put the fl ask containing synchronized cells on a shaker and 
start the time-course at 28 °C, 200 rpm.   

   9.    To fi nish elutriation, stop the centrifuge and increase the fl ow 
rate to 130 ml/min. Remove residual yeast media from the 
elutriation chamber ( see   Note 12 ).   

   10.    Rinse the elutriation system with fi ve- to tenfold diluted natu-
ral detergent and wash the system completely with sterilized 
water ( see   Note 13 ).   

   11.    To sterilize the system, rinse it with 70 % ethanol ( see   Note 14 ).      

       1.    For each time point, take 200 μl cells for counting cell number 
using the Sysmex, and mix 450 μl cells with 50 μl formalde-
hyde in a precooled 1.5 ml micro-centrifuge tube for cell fi xa-
tion. Leave the cell-formaldehyde mix on ice for 10 min and 
wash it with precooled sterile water twice.   

   2.    Count the cell number and fi x cells with formaldehyde every 
20 min for 3–6 h.   

   3.    Count nuclear number and cell morphology ( see   Note 15 ).       

4    Notes 

     1.    Invert the bubble trap until it fi lls up. Make sure the Bleach 
reaches the whole of the inside of the bubble trap.   

   2.    Once the speed of the centrifuge reaches 2000 rpm (895 ×  g ), 
stop the centrifugation and confi rm whether the bubbles are 

3.3  Synchronization 
of Cells

3.4  Counting Cell 
Number, Nuclear 
Number, and Cell 
Morphology 
Populations
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gone. If bubbles are still in the elutriation chamber, repeat the 
centrifugation with higher speed (e.g., 2500 rpm, 1400 ×  g  or 
3000 rpm, 2012 ×  g ).   

   3.    It is recommended to use the same temperature at which the 
cells you plan to use are inoculated. Temperature affects yeast 
cell growth, especially when temperature-sensitive mutant 
strains are used.   

   4.    These sterilized treatments can be done 1 day before using the 
elutriation system. In this case, the elutriation system including 
all tubes should be fi lled with the 70 % ethanol before using it, 
to keep the elutriation system clean.   

   5.    Exponentially growing yeast cells are highly sensitive to both 
ethanol and bleach. Wash the tubes out using a suffi cient 
amount of sterile water.   

   6.    Cultivate an 800 ml culture in YES at 25 or 28 °C to 
1–1.2 × 10 7  cells/ml (OD600 is about 1). For measurement of 
the cell number, we normally use a Hematology Analyzer 
(Sysmex, F-820). Sonication is needed before the measurement.   

   7.    Do not stop the pump while the centrifuge is running. Loss of 
pressure from the pump results in cells accumulating in the 
narrow end of the elutriation chamber. In this case, stop the 
centrifuge, and restart the pump (130 ml/min) to remove the 
accumulated cells.   

   8.    Take 200 μl cells from the fl ask in a 10 ml CellPack and mea-
sure the cell number using the Sysmex. The fi rst fraction may 
be more than 1.2 × 10 6  cells/ml and population of the cells are 
not evenly distributed. This fraction should not be collected.   

   9.    After reduction of the fl ow rate, wait until the pump pressure 
is stabilized and transfer the outlet tube to an empty sterile 
fl ask. If the cell number is still more than 1 × 10 6  cells/ml, 
decrease the fl ow rate in increments of 2 ml/min until the cell 
number is between 0.7 × 10 6  and 0.9 × 10 6  cells/ml. On the 
contrary, if the cell number is less than 0.7 × 10 6  cells/ml, 
increase the fl ow rate in increments of 2 ml/min until the cell 
number reaches between 0.7 × 10 6  and 0.9 × 10 6  cells/ml.   

   10.    When 200 ml small cells are collected, transfer the outlet tube 
to a new sterile fl ask, and confi rm whether the cells collecting 
from the outlet tube are still synchronized by counting the cell 
number using the Sysmex.   

   11.    50 ml or 100 ml YES media containing synchronized cells 
(1.5–2 × 10 6  cells/ml) is enough for monitoring cellular mor-
phology and nuclear division with specifi c dyes (calcofl uor and 
DAPI). For this purpose, collect 200 ml of synchronized cells.   

   12.    If it is diffi cult to remove remaining cells from the elutriation 
chamber, the chamber can be disassembled and washed by hand.   

   13.    Do not use acetone for the wash. It will cause the tube to degrade.   
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   14.    Keeping the elutriation system fi lled with 70 % ethanol is a 
much easier way to maintain the system, when you repeatedly 
conduct the experiment over a short term.   

   15.    Count 200 cells. For counting nuclear number using DAPI, 
which stains DNA, cells are classifi ed into two groups: one 
nucleus in one cell and two nuclei in one cell with or without 
septum. For the observation of cellular morphology, we often 
use calcofl uor which stains septa and newly synthesized cell wall 
in the growing cell end, which can be easily distinguished from 
the non-growing dark cell end. Cells are classifi ed into three 
groups: monopolar cell, bipolar cell, and septated cell (Fig.  2a ). 
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  Fig. 2    Cell morphology is coordinated with cell cycle in fi ssion yeast. ( a ) Cell 
morphology of wild-type cell during cell cycle. ( b ) Frequencies of monopolar, 
bipolar, and septated cells in synchronous culture from early G2 phase ( n  > 200). 
Wild-type cells and pol1 temperature-sensitive mutant cells are grown at 36 °C       
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At the beginning of the time course, most cells grow in a 
 monopolar manner and 100 % of the cells have one nucleus, 
indicating a good synchronization. In these synchronized cells, 
population of septated cells will reach between 35 and 60 % at its 
peak (Fig.  2b ).
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    Chapter 8   

 Spatiotemporal Investigation of Phosphorylation Events 
During Cell Cycle Progression 

           Lilia     Gheghiani     and     Olivier     Gavet    

    Abstract 

   Polo-like kinase 1 (Plk1) is an essential kinase for mitotic commitment and progression through mitosis. 
In contrast to its well characterized roles during mitosis, the precise molecular events controlled by Plk1 
during G2/M progression and their spatiotemporal regulation are still poorly elucidated. We recently 
investigated Plk1-dependent regulation of Cdc25C phosphatase, an activator of the master mitotic driver 
Cyclin B1-Cdk1. To this end, we generated a genetically encoded FRET (Förster Resonance Energy 
Transfer)-based Cdc25C phosphorylation biosensor to observe Cdc25 spatiotemporal phosphorylation 
during cell cycle progression in live single cell assays. Because this approach proved to be powerful, we 
provide here guidelines for the development of biosensors for any phosphorylation site of interest.  

  Key words     Phosphorylation  ,   Kinase  ,   Biosensor  ,   FRET  ,   Time-lapse imaging  ,   Fluorescence 
microscopy  

1      Introduction 

   Protein phosphorylation is the most common post-translational 
modifi cation used to fi nely tune any cellular process and is there-
fore a master regulatory mechanism for the maintenance of cell 
homeostasis. Reversible phosphorylation/dephosphorylation 
events are often associated with a switch in the active state of target 
proteins and refl ect modifi cations over time by opposite protein 
kinase and phosphatase activities. Transcriptome and proteome 
analyses have revealed that most human diseases are associated 
with the deregulation of kinase and/or phosphatase expression lev-
els. However, we frequently ignore the extent to which this will 
modify the spatiotemporal regulation of their enzymatic activities 
and as a consequence the phosphorylation states of their target 
proteins. A panel of elegant and powerful experimental approaches 
has recently emerged to identify target phosphorylation sites on a 
given protein and upstream kinase(s) and phosphatase(s) activities, 
including large-scale phosphoproteomic analyses, live-cell RNAi 

1.1  Protein 
Phosphorylation
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screens of protein kinase and phosphatase libraries and ATP analog 
labeling of protein kinase substrates [ 1 – 3 ]. Nevertheless, decipher-
ing spatiotemporal regulation of any phosphorylation event, i.e. 
when and where this post-translational modifi cation is initiated 
and/or turned off, is still a major challenge in cell biology. This is 
best illustrated by our weak understanding of how different signal-
ing pathways are coordinated together into a coherent whole in 
space and time to control main cell cycle transitions as well as their 
spatiotemporal deregulations in tumoral conditions. 

 One popular approach, following the identifi cation of a spe-
cifi c phosphorylation site, is the development of a corresponding 
phospho-specifi c antibody for qualitative and/or semi-quantitative 
immunofl uorescence (IF) microscopy. In fact, IF is particularly 
powerful to detect any local phosphorylation of even a small frac-
tion of a given protein. This will provide spatiotemporal informa-
tion if the corresponding protein is concentrated at a particular 
subcellular location and if morphological landmarks are available. 
As an example, activating phosphorylation (T210P) of the mitotic 
Polo-like kinase 1 (Plk1) at the centrosome can be recorded during 
well identifi ed mitotic stages (from prophase to anaphase) [ 4 ]. 
Conversely, phosphorylation states of diffusible proteins and/or 
absence of morphological landmarks are strongly limiting condi-
tions. Accordingly, the activating phosphorylation kinetics of the 
diffusible cytoplasmic Plk1 pool during G2 phase progression has 
been under debate [ 4 – 6 ]. Also, IF detection of local phosphoryla-
tion events on fi xed cells can be poorly informative of the underly-
ing regulatory mechanisms taking place. In fact, local detection of 
active (T210P) Plk1 at the centrosome, as mentioned above, could 
refl ect several scenarios: (1) its activation process could be restricted 
to this particular subcellular location, (2) following cytoplasmic 
activation, active Plk1 kinase could be recruited to the centrosome 
through unmasking of its anchoring domain (Polo-Box Domain), 
(3) initial activation of centromeric and cytoplasmic pools could be 
concurrent but the detection of cytoplasmic active Plk1 is limited 
by its diffusible distribution. FRET-based phosphorylation biosen-
sors offer a powerful alternative to access the spatiotemporal regu-
lation of phosphorylation events in live single cell assays.  

   Plk1 is an essential mitotic kinase for several processes including 
mitotic entry, centrosome maturation, sister chromatid resolution, 
stable attachment of chromosomes to the spindle apparatus and 
cleavage furrow formation [ 7 – 9 ]. Consistent with its involvement 
in the control of mitotic commitment, direct regulators (including 
activating phosphatases Cdc25B & C and inhibitory kinases Wee1 
& Myt1) of the master mitotic driver Cyclin B1-Cdk1 have been 
found to be phosphorylated, at least in vitro, by Plk1. While the 
biological signifi cance of Plk1-dependent Myt1 and Cdc25B phos-
phorylation is waiting further investigation, Plk1 has been shown 
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to promote Wee1 degradation through beta-TrCP-dependent 
mechanisms during G2/M progression, although it is not yet 
known whether this event precedes or follows mitotic entry [ 10 ]. 
Also, several reports show that Plk1 (or Plx1,  Xenopus laevis  homo-
log) stimulates Cdc25C (XCdc25C) phosphatase activity in vitro, 
by which it could promote Cyclin B1-Cdk1 initial activation and 
mitotic (meiotic) entry [ 11 ,  12 ]. Accordingly, hyperphosphoryla-
tion of Cdc25C during G2/M progression is sensitive to Plk1 
inhibition. However, the different Plk1-dependent phosphoryla-
tion sites on Cdc25C and their spatiotemporal regulation during 
G2/M transition have been poorly characterized, strongly limiting 
our understanding of the relative importance of this regulatory 
mechanism for the control of mitotic commitment.  

   We recently performed phosphoproteomic analysis to cover the 
whole Cdc25C protein sequence and identifi ed eight Plk1- 
dependent phosphorylation sites, among them S38, 61 and 75 are 
fully conserved in vertebrates [ 6 ]. We generated a phospho-specifi c 
antibody against the S75 phosphosite which is surrounded by a 
canonical Plk1 consensus sequence and confi rmed its Plk1- 
dependent phosphorylation during mitosis. Nevertheless, due to 
the diffusible cytoplasmic distribution of Cdc25C, we could not 
unambiguously determine when this phosphorylation event was 
initiated around the G2/M transition by IF, as discussed above. 
Instead, as described in the details of this chapter, we developed 
and optimized a FRET-based Cdc25C-S75 phosphorylation bio-
sensor, which gave us access to its spatiotemporal regulation dur-
ing cell cycle progression. We believe that this methodology could 
be broadly applied to investigate real-time regulation of any phos-
phorylation event following its previous identifi cation by other 
experimental approaches.  

   Genetically encoded FRET-based phosphorylation biosensors typi-
cally include a “sensor unit” which consists of a short phosphoryla-
tion sequence of interest (~10–20 amino acids) and a 
phosphorylation binding domain able to recognize this site in its 
phosphorylated state, both sandwiched between a pair of fl uores-
cent proteins (usually CFP and YFP or their close derivatives). 
Conformational changes associated with the reversible phosphory-
lation of such biosensors affect the effi ciency of non-radiative energy 
transfer between the donor (CFP) and the acceptor (YFP) fl uoro-
phores upon CFP excitation, which can be recorded in real time in 
live single cell assays. Effi cient fl uorescence resonance energy trans-
fer between compatible fl uorescent protein pairs is a function of the 
inverse sixth power of their absolute distance but is also strongly 
dependent on the relative orientation of their dipole moments. 
Optimization of these two parameters to improve the FRET dynamic 
range (sensitivity) of any biosensor can be a tedious process. 
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In order to override this main limitation, several FRET- dedicated 
vector libraries have recently emerged based on the use of differently 
connected circularly permutated forms of donor (CFP variant 
mTFP1) and/or acceptor (YFP variant Venus) fl uorescent proteins 
to modulate their relative spatial orientation [ 13 ,  14 ]. Such libraries 
can also comprise short amino-acid sequences (“linkers”) of differ-
ent length between each fl uorescent protein and the “sensor unit” 
to further modulate the orientation and/or absolute distance 
between them. From data currently available, it appears that using 
different circularly permutated forms is a more easy way to rapidly 
improve, as a fi rst step, the dynamic range of any biosensor [ 13 ]. On 
the other hand, using linker random mutagenesis and large-scale (up 
to 1,00,000) bacterial colonies screening, Oliver Griesbeck’s group 
recently selected calcium reporters exhibiting ratio changes of up to 
1000 % in bacteria, demonstrating the potential to optimize linker 
sequences to generate highly sensitive biosensors [ 15 ]. 

 Although commonly called “kinase biosensors,” one should 
keep in mind that these sensors will, in most cases, report changes 
in the equilibrium between opposite kinase and phosphatase activi-
ties rather than modifi cation of the kinase activity alone, i.e. when 
the phosphorylation of the target site becomes effective. As an 
example, this strategy proved to be powerful to decipher phos-
phorylation changes of Plk1-dependent kinetochore substrates 
during prometaphase to metaphase transition, which are fi nely 
tuned by the local recruitment of Plk1 and/or counteracting PP1 
phosphatase [ 16 ]. A comprehensive list of phosphorylation site 
biosensors already available for several kinases (PKA, PKC, PKB/
Akt, ERK, Aurora-B, CyclinB1-Cdk1, etc.) can be found at the 
following address:   http://biosensor.dpb.carnegiescience.edu    .   

2    Materials 

   We used a FRET-dedicated vector library previously developed by 
Carsten Schultz’s group (EMBL, Germany; [ 13 ]). This library 
contains CFP variant mTurquoise as the fl uorescent donor and 
YFP variant Venus or cp49Venus, cp157Venus, cp173Venus, 
cp229Venus as the fl uorescent acceptors together with short  linkers 
of different sizes (two, four, or eight amino acids). YPet fl uores-
cent protein was also inserted as an alternative YFP variant acceptor 
[ 17 ] (Fig.  1a ).

     1.    Cloning primers: 

 FHA2 forward Primer 5′→3′ ( AgeI ) GCG  ACC GGT  AAG 
GGT AAT GGT AGG TTT TTA ACT 

 FHA2 reverse Primer 5′→3′ ( MluI EcorI ) GCG  ACG CGT 
GAA TTC  TAA CTT TTT CAC CAA ATC TTT TTC T   

2.1  FRET-Dedicated 
Plasmid Library
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  Fig. 1    ( a ) FRET-dedicated vector library containing fl uorescent CFP donor (Turquoise), YFP acceptors (Ypet, 
Venus, and cpVenus) and short linker sequences (2, 4, or 8 amino acids) [ 13 ]. Restriction sites used for cloning 
are also indicated. ( b ) Schematic representation of differentially connected Venus and cpVenus. ( c ) General 
scheme of the FRET-based phosphorylation biosensor. Phosphorylation of a specifi c target residue induces its 
recognition by the phosphorylation binding domain and a conformational change occurs, affecting the 
 effi ciency of energy transfer between fl uorescent donor and acceptor proteins       

   2.    Restriction enzymes : AgeI ( ACC GGT ), MluI ( ACG CGT ), 
EcoRI ( GAA TTC )   

   3.    Vent DNA polymerase   
   4.    T4 DNA ligase   
   5.    Alkaline phosphatase, Calf Intestinal (CIP)   
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   6.    Competent bacteria: subcloning effi ciency    DH5a   
   7.    LB-Kanamycin agar plates   
   8.    Low melting point agarose    

         1.    Homo sapiens cervix epithelial HeLa cell line.   
   2.    Dulbecco’s Modifi ed Eagle’s Medium supplemented with 

10 % fetal bovine serum (FBS), 2 mM Glutamine, 100 U/ml 
penicillin, and 100 μg/ml streptomycin.   

   3.    Fibronectin from human plasma.   
   4.    JetPrime transfection reagent.   
   5.    Nocodazole.   
   6.    24 glass-bottom well plate or 35-mm glass-bottom imaging 

dishes.   
   7.    Phenol red free Dulbecco’s Modifi ed Eagle or Liebowitz-15 

(L15) medium supplemented with 1 % fetal bovine serum 
(FBS) and 2 mM Glutamine.      

       1.    The imaging setup uses an inverted motorized microscope 
(Leica DMI6000) equipped with temperature and CO 2 - 
humidifi ed controller systems, adaptive focus control, fast 
emission fi lter wheel lambda 10-3 (Sutter Instruments, Novato, 
CA, USA), electron multiplier charge-coupled device camera 
(Evolve 512; Photometrics), HCX PL APO 40×/1.30 Oil 
objective and multi LED illumination system (spectra X-light 
engine, Lumencor). High NA oil immersion objectives are 
preferred due to their high light collecting effi ciency.   

   2.    Emission fi lters ET480/40, ET535/30m and CFP/YFP 
dichroic mirror 51017bs (Chroma Technology Corp., 
Brattleboro, VT, USA).      

       1.    Wide-fi eld imaging setup is controlled by Metamorph software 
(Molecular Devices, Sunnyvale, CA).      

       1.    Image analysis is performed using ImageJ software (NIH).       

3    Methods 

   We used AgeI and MluI sites inserted between donor and acceptor 
fl uorescent protein sequences for subsequent cloning as described 
in Piljic et al. [ 13 ] (Fig.  1a ).

    1.    Digest the CFP and YFP containing vectors with AgeI and 
MluI restriction enzymes, and dephosphorylate them with 
alkaline phosphatase enzyme.   

2.2  Cell Culture 
and Transfection

2.3  Wide-Field 
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2.4  Image 
Acquisition
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   2.    Perform PCR amplifi cation of the FHA2 phosphorylation 
binding domain sequence from yeast ScRad53p with 5′ and 3′ 
primers containing AgeI and MluI&EcoRI restriction 
sequences ( see   Note 1 ).   

   3.    Digest the PCR product with AgeI and MluI restriction enzymes.   
   4.    Run digested PCR products on a 0.5 % low melting point aga-

rose gel.   
   5.    Purify the digested product from the gel using standard 

protocols.   
   6.    Insert the FHA2 fragment in the vector backbones using 

vector:insert molar ratios between 1:3 and 1:10 and T4 DNA 
ligase.   

   7.    Transform the reaction mix into competent bacteria using 
standard protocols.   

   8.    Plate the transformed bacteria on LB-Kanamycin agar plates.   
   9.    Pick up individual colonies and inoculate LB medium contain-

ing Kanamycin antibiotic.   
   10.    Prepare plasmid DNA using a plasmid miniprep kit.   
   11.    Check plasmid constructs by DNA sequencing.   
   12.    Design primers for the phosphorylation site of interest. We 

used complementary nucleotide sequences coding for the fol-
lowing peptide NH 2 -G-G-A-P-K-R-C-L-L- T -N-L-I - 
COOH. This sequence is from HsCdc25C, residues 66–78, 
with Ser75 replaced with Thr and an Ile amino-acid inserted at 
+3 position in order to optimize FHA2 binding ( see   Note 1 ).   

   13.    Anneal complementary oligonucleotides exhibiting overlap-
ping 5′ ends for EcoRI & MluI restriction sites according to 
standard protocols.   

   14.    Linearize the vector backbones containing the FHA2 domain 
with both EcoRI and MluI restriction enzymes. Do not 
dephosphorylate the vectors.   

   15.    Subclone the annealed oligonucleotides into the different vec-
tor backbones.   

   16.    Transform the different constructs into competent bacteria.   
   17.    Plate the transformed bacteria on LB-Kanamycin agar plates.   
   18.    Pick up individual colonies and inoculate LB medium contain-

ing Kanamycin antibiotic.   
   19.    Prepare plasmid DNA using a plasmid miniprep kit (Plasmid 

DNA for transfection into mammalian cells should be prefer-
entially prepared using commercial endotoxin-free MiniPrep 
and/or MaxiPrep kits to limit cell toxicity).   

   20.    Check plasmid constructs by DNA sequencing.   
   21.    If required, a protein-targeting domain can be inserted into 

the biosensor constructs ( see   Note 2 ).    
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         1.    Culture human cervix carcinoma HeLa cells in Dulbecco’s 
Modifi ed Eagle Medium supplemented with 10 % fetal bovine 
serum (FBS), 2 mM Glutamine, 100 U/ml penicillin, 100 μg/
ml streptomycin at 37 °C with 5 % CO 2 .   

   2.    Seed cells on a 24-well glass bottom plate or on a 35 mm glass 
bottom dish pre-coated with fi bronectin (1 μg/cm 2 ) for 1–2 h 
at a density of 50,000 cells per well or 200,000 cells per dish, 
respectively.      

   The day after seeding, transfection of the different biosensor 
constructs can be carried out with a transfection reagent such as 
JetPrime, according to the manufacturer’s recommendations. 
In brief:

    1.    Add 4 μl of JetPrime reagent and 1 μg of the plasmid construct 
to 200 μl of JetPrime buffer.   

   2.    Mix gently by tapping and further incubate for 15 min at room 
temperature.   

   3.    Add the mixture to the cells cultured in medium without anti-
biotics and incubate for 4 h.   

   4.    Replace the culture medium and add thymidine 2.5 mM for 
~15–20 h to synchronize the cells in S phase.   

   5.    Add the microtubule depolymerizing drug Nocodazole 
(100 nM) 6 h post-thymidine release (G2 phase) for ~3–5 h to 
enrich for mitotic cells.      

   In order to determine the FRET dynamic range of each biosensor 
between phosphorylated and dephosphorylated states, we ana-
lyzed the average CFP/YFP emission ratio values in interphase 
(S phase) and mitotic synchronized cells. In fact, Plk1 protein is 
expressed from G2 phase onset and reaches a maximum activity 
level during mitosis [ 18 ].

    1.    Image acquisition is performed in CO 2 -independent L15 cul-
ture medium ( see   Note 3 ).   

   2.    Using the eyepieces, quickly select in each well several stage 
positions with healthy cells exhibiting appropriate fl uorescent 
levels ( see   Note 4 ).   

   3.    Avoid unnecessary exposure of the cells to excitation light.   
   4.    Acquire CFPex/CFPem and CFPex/YFPem snapshot images 

of the different positions using the same exposure time (usually 
between 30 and 200 ms, depending on the biosensor expression 
level, illumination power and camera sensitivity ( see   Note 5 )).    

      All image analysis is performed using ImageJ software.

    1.    Draw a region of interest (ROI) around each fl uorescent cell of 
interest.   

3.2  Cell Culture
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   2.    Check that the cell remains inside the ROI during time-lapse 
experiments.   

   3.    Save ROI-1 using ROI manager tool.   
   4.    Choose a close region devoid of cells for fl uorescence back-

ground correction.   
   5.    Save ROI-2 using ROI manager tool.   
   6.    Measure area, average and sum intensities of each ROI.   
   7.    Export values to Excel or Prism software.   
   8.    FRET ratio measurement    is performed using the following 

formulae:
   (a)    Whole cell signal = sum of the intensity of the pixels for 

ROI-1.   
  (b)    Background signal = average value per pixel for the region 

selected just beside the cell of interest (ROI-2).   
  (c)    Whole-cell signal corrected = whole cell signal − ((area 

selected=number of pixels for ROI-1) × background 
signal).   

  (d)    CFP/YFP emission ratio = whole cell CFP signal cor-
rected/whole cell YFP signal corrected.    

      9.    Determine the average CFP/YFP emission ratio from several 
cells expressing any biosensor construct in both control (S 
phase) and stimulation conditions (M-phase arrested cells).   

   10.    Compare the average FRET (CFP/YFP emission ratio) 
dynamic range between both conditions for each biosensor 
construct ( see   Note 6 ).      

   Following the identifi cation of the Cdc25C-S75 biosensor con-
struct exhibiting the highest dynamic range between interphase 
and mitotic cells, we performed several control experiments.

    1.    An inactive biosensor mutated on its internal phosphorylation 
site (for example, to a non-phosphorylatable Ala residue) is 
used to confi rm that FRET changes are dependent on its phos-
phorylation level and are not a consequence of morphological 
changes during the cell division process or due to differential 
photobleaching of the donor and/or acceptor fl uorescent pro-
teins during recording.   

   2.    To confi rm biosensor sensitivity to a specifi c kinase activity of 
interest, one could inhibit its expression by an RNA interference 
approach. Alternatively, we analyzed FRET changes in mitotic 
arrested cells following dose-dependent inhibition of Plk1 kinase 
using different selective compounds (BI 2536, BI6727).   

   3.    Because Plk1 and checkpoint kinase Mps1 share closely 
related target sites, we also checked that the Cdc25C-S75 
phosphorylation biosensor is insensitive to Mps1 inhibition 

3.6  Controls
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(Reversine + MG132). Note that Proteasome inhibitor 
(MG132) is required to prevent premature mitotic exit fol-
lowing Mps1 inhibition.   

   4.    Finally, using a broad PP1 & PP2A inhibitor (okadaic acid, 
500 nM) added on mitotic cells, we found that the raise of 
Cdc25C-S75 biosensor phosphorylation during mitosis is not 
due to the inactivation of counteracting phosphatase(s).      

   To facilitate subsequent microscopy analyses, we generated HeLa 
cell populations stably expressing the biosensor of interest:

    1.    Subclone the biosensor sequence into a vector containing an 
antibiotic resistance gene ( see   Note 7 ).   

   2.    Transfect cells using the same protocol as for transient 
expression.   

   3.    2 days after transfection, select cells by the addition of the 
appropriate antibiotic into the culture medium.   

   4.    Optional: transfected fl uorescent cells can be sorted out at this 
time by fl ow cytometry.   

   5.    Change the culture medium containing the antibiotic every 
2–3 days to maintain selection pressure.   

   6.    Clones of resistant cells can be observed after ~2 weeks of 
selection.   

   7.    After 3–4 weeks, all clones are collected by trypsination and 
stably expressing cells are sorted by fl ow cytometry to generate 
a homogeneous cell population exhibiting equivalent fl uores-
cent (YFP and/or CFP) expression levels ( see   Note 8 ).      

       1.    For time-lapse experiments on a multi-well plate, a 40× air 
objective should be preferentially used to avoid air bubble for-
mation during recording. Conversely, multi-position record-
ing (up to ~40, depending on their absolute distance, exposure 
times and time-lapse intervals) of biosensor-expressing cells 
can be performed in a 35 mm dish using an oil objective at 
around 1 image/min for ~3–4 h duration or at 1 image/3 min 
for 10–24 h without cell phototoxicity ( see   Note 9 ).   

   2.    Perform time-lapse image analysis as previously described in 
Subheading  3.5 .   

   3.    Plot CFP/YFP emission ratio values over time. To facilitate the 
comparison of different cells, the emission ratio can be 
expressed as a percentage of the initial value (Fig.  2a ).

       4.    Pseudo-color Intensity-Modulated Display (IMD) representa-
tion of emission ratio values over time is performed using 
Metamorph Software. We selected the 8-color hues option 
with 32 intensities displayed for each color ranking from dark 
to bright (Fig.  2b ). The max and min ratio values are generally 
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  Fig. 2    ( a ) HeLa cells were transfected with the Cdc25C-S75 biosensor constructs containing different YFP 
acceptor fl uorescent proteins as indicated. Transfected cells were either synchronized in interphase (S) or 
mitosis before CFPex/CFPem and CFPex/YFPem imaging. The average CFP/YFP emission ratio for each biosen-
sor construct in both experimental conditions is displayed. The YPet- based Cdc25C-S75 biosensor exhibited 
the highest dynamic range and was used for subsequent experiments. Note that a secondary screen can be 
performed using amino-acid linkers of different sizes. ( b ) Cdc25C-S75 biosensor-expressing cells in mitosis 
were treated with a Plk1 inhibitor (BI2536 200 nM) (1 image/min). ( c ) Cdc25C-S75 biosensor-expressing cells 
were recorded during cell cycle progression (1 image/3 min)       
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fi xed manually in a trial-and-error approach. The color 
 intensities displayed for each hue are then determined auto-
matically by the software [ 19 ].       

4    Notes 

     1.    Previous phosphoproteomics analyses revealed that recogni-
tion of Plk1 target sites is mostly based on adjacent N-terminal 
positions of phosphorylated serine/threonine residues [ 3 ]. In 
order to preserve the Plk1 specifi city to the inserted 
Cdc25C-S75 phosphorylation peptide, we used the FHA2 
domain of scRad53p as a phosphorylation-binding domain in 
our biosensor constructs. In fact, the FHA domains (denoted 
FHA1 and FHA2) exhibit amino-acid preferences at the three 
positions immediately C-terminal to the pT/pS, particularly at 
the +3 position (Asp residue for FHA1 and Ile for FHA2) 
[ 20 ]. Accordingly, the +3 position in the Cdc25C-S75 phos-
phorylation peptide was replaced by an Ile residue. Note also 
that the choice of the phosphorylation-binding domain will 
affect to a certain extent the dephosphorylation of biosensors 
and the FRET dynamics recorded. As an example, the dissocia-
tion constants of FHA1 and FHA2 domains for their    respec-
tive optimal peptides are 530 nM and 10 μM [ 20 ,  21 ].   

   2.    If the phosphorylation of a given substrate is taking place at a 
particular subcellular location or if one wants to investigate 
temporal phosphorylation/dephosphorylation kinetics at this 
place, insertion of a protein-targeting domain into the biosen-
sor constructs will facilitate subsequent recording and image 
analyses. Several examples have been previously described 
including plasma membrane [ 22 ], nuclear or cytoplasmic [ 23 ], 
centrosome [ 24 ], chromatin [ 25 ] and inner centromere or 
kinetochore [ 26 ] targeting domains.   

   3.    We used CO 2 -dependent or -independent growth medium 
without phenol-red such as Dulbecco’s Modifi ed Eagle or 
Liebowitz-15 (L15) medium, respectively, for microscopy 
imaging. L-15 exhibited a lower auto-fl uorescence level and 
was preferable due to the higher signal-to-noise ratio during 
short-term experiments. Conversely, we used Dulbecco’s 
Modifi ed Eagle medium and a CO 2 -humidifi ed controller sys-
tem to prevent any evaporation during long-term (>20 h) 
experiments.   

   4.    It is important to empirically select healthy and well adherent 
cells exhibiting appropriate expression levels of fl uorescent 
biosensors. In indeed, a weak expression level will lead to a low 
signal-to- noise ratio. Conversely, high expression levels could 
affect cell properties and/or viability. Also, weakly adherent 
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cells have a tendency to round up and re-adhere over the time 
course of the experiment, which could affect the emission ratio 
baseline.   

   5.    Different illumination sources can be used for FRET measure-
ments. Whereas Xenon lamps are, in our hands, inappropriate 
for effi cient CFP excitation, Mercury or metal-halide arc bulbs 
work quite well. Neutral density fi lters should be used to 
attenuate illumination power and to avoid photobleaching of 
the donor and/or acceptor fl uorescent proteins, which will 
affect the emission ratio measurements. Also, we strongly rec-
ommend to insert UV fi lters (>400 nm long pass) in both 
epi- and trans- illumination light paths to limit phototoxicity. 
Finally, we recently used LED-based CFP excitation, which is 
superior in terms of light power stability for time-lapse experi-
ments and further limits UV exposure. Several companies pro-
vide single- or multi-wavelength LED systems (for example, 
CoolLED, Lumencor).   

   6.    Several screening approaches have been previously described 
to select phosphorylation biosensors with higher FRET dynam-
ics between the control and stimulation conditions, including 
emission spectrum analysis of biosensor transfected cell extracts 
by a spectrofl uorometer [ 22 ], fl uorescence monitoring of bio-
sensor library transfected cells in 96-well plates using a plate 
reader fl uorometer [ 14 ] and large-scale screening of bacteria 
colonies co-expressing phosphorylation biosensors and the 
recombinant kinase of interest [ 27 ]. Nevertheless, because 
fl uorescence properties and/or the dynamic range recorded by 
fl uorescent microscopy could signifi cantly differ, a secondary 
screen performed through live single cell assays is still required.   

   7.    We used commercial mammalian pIRES expression vectors 
which allow co-expression of the biosensor of interest and the 
antibiotic resistance gene from the same bicistronic mRNA 
transcript. This signifi cantly reduced the selection of false- 
positive colonies that only exhibit antibiotic resistance.   

   8.    Using the same protocol, one could generate cell populations 
stably co-expressing the biosensor of interest and a RFP-fused 
cell cycle progression marker (PCNA, DNA ligase I, Cyclin 
B1, etc.). Red fl uorescent proteins (such as mCherry and 
mRuby) will not interfere with the recording of CFP & YFP 
emission signals.   

   9.    Focus drift is a frequent problem in video-microscopy, even 
when using automatic focus control systems that are generally 
based on infrared light refl ection from the dish or plate bottom. 
In practice, we found that glass bottom dishes are more suitable 
for autofocus systems than fl uorescent compatible plastic bot-
tom dishes. Also, the choice of the stage dish holder, which 
depends on the dish used, is essential to prevent any movement 
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    Chapter 9   

 Cell Cycle Dynamics of Proteins and Post-translational 
Modifi cations Using Quantitative Immunofl uorescence 

           Karen     Akopyan    ,     Arne     Lindqvist     , and     Erik     Müllers   

    Abstract 

   Immunofl uorescence can be a powerful tool to detect protein levels, intracellular localization, and post- 
translational modifi cations. However, standard immunofl uorescence provides only a still picture and thus 
lacks temporal information. Here, we describe a method to extract temporal information from immuno-
fl uorescence images of fi xed cells. In addition, we provide an optional protocol that uses micropatterns, 
which increases the accuracy of the method. These methods allow assessing how protein levels, intracel-
lular localization, and post-translational modifi cations change through the cell cycle.  

  Key words     Quantitative immunofl uorescence  ,   Micropattern  ,   Fluorescence microscopy  ,   Image analy-
sis  ,   Cell cycle analysis  

1      Introduction 

 With the rise of fl uorescence microscopy, immunocytochemistry 
has become a fundamental technique of molecular biology. Samples 
are fi xed and then stained using a huge variety of dyes or antibod-
ies. For example, Antibodypedia (  http://www.antibodypedia.
org/    ) lists 1,426,650 antibodies as of October 15, 2014, corre-
sponding to 19,285 genes, covering approximately 94 % of all 
human protein-coding genes [ 1 ]. Additionally, immunofl uores-
cence can be used to detect glycans, lipids or small molecules, and 
even protein modifi cations or conformational changes. While 
immunofl uorescence is a truly powerful tool to assess target mol-
ecule levels and localization, sample fi xation generally leads to a 
loss of temporal information. 

 However, recent FACS-based approaches showed that it is fea-
sible to deduce cell-cycle kinetics from the analysis of large num-
bers of immunostained cells [ 2 ,  3 ]. Now, we were able to 
reconstruct temporal information from fl uorescence microscopy 
images of fi xed cells [ 4 ]. To assign timings, we monitor markers 
that monotonically change throughout the cell cycle. For example, 

http://www.antibodypedia.org/
http://www.antibodypedia.org/
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cellular DNA content steadily increases during replication from 2n 
to 4n. Similarly, the expression of cell-cycle regulators such as 
Cyclin A2 and Cyclin B1 gradually increases during S and G 2  
phases [ 5 ]. Therefore, a cell containing high levels of DNA and 
Cyclins should be at a later stage in the cell cycle compared to a cell 
containing low levels. Using this information, cells can be assigned 
to their cell cycle position by ordering them according to increas-
ing DNA, Cyclin A2 and/or Cyclin B1 levels (Fig.  1a ). Our 
method relies only on standard immunofl uorescence techniques, 
and a variety of markers can be used to arrange cells at the correct 
cell cycle position. In fact, others have obtained similar results by 
the use of an exogenously expressed marker [ 6 ].

   The accuracy of the assigned timing largely depends on two 
factors: how many cells are analyzed ( see   Note 1 ) and how accurate 
the marker levels can be quantifi ed [ 4 ]. Optimal quantifi cation 
requires careful assessment of background signal, of autofl uores-
cence from the cell, and unspecifi c antibody binding. The use of 
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micropatterns to control cell shape and objective angle during 
image acquisition further improves the quality of quantifi cations of 
immunofl uorescence [ 4 ]. In addition, the use of micropatterns 
may reduce variability due to cell-extrinsic factors, as cell–cell con-
tacts are absent and cell–matrix contacts are similar for all cells. 
However, standard quantitative immunofl uorescence generally 
allows for more experimental fl exibility and yields higher cell num-
bers for analysis [ 6 ,  7 ] (Table  1 ). Here, we describe a protocol for 
assessing cell cycle dynamics based on immunofl uorescence and an 
optional protocol to improve quantifi cation of immunofl uores-
cence using micropatterns.

2       Materials 

       1.    Phosphate-buffered saline (PBS; 10×): 0.1 M Na 2 HPO 4 , 
0.018 M KH 2 PO 4 , 1.37 M NaCl, 0.027 M KCl, pH 7.4.   

   2.    PBS containing 0.2 % EDTA (PBS-EDTA).   
   3.    Micropatterns: CYTOOchips™ Custom (CYTOO, Grenoble, 

France).   
   4.    Chamber for micropatterns: CYTOOchambers 1-well, 2-well, 

or 4-well (CYTOO, Grenoble, France).   
   5.    96-well imaging plates (BD Bioscience, Franklin Lakes, NJ, 

USA).      

       1.    3.7 % formaldehyde.   
   2.    Tris-buffered saline (TBS; 10×): 1.5 M NaCl, 0.1 M Tris–HCl, 

pH 7.4.   
   3.    TBS containing 0.1 % Tween-20 (TBST).   
   4.    Methanol.   

2.1  Cell Culture

2.2  Immunofl uo-
rescence

     Table 1  
  A comparison between standard quantitative immunofl uorescence and quantitative 
immunofl uorescence using micropatterns   

 Standard quantitative IF  Quantitative IF using micropatterns 

 • Simple, fl exible setup yielding large cell 
numbers 

 • Unperturbed cell growth 
 • Coverage of the whole cell cycle 
 • Easy processing of several different 

conditions 
 • Segmentation of the cytoplasm is 

diffi cult 
 • Possible artifacts from vignetting and 

uneven illumination 

 • Highly accurate quantifi cations 
 • Precise segmentation of several organelles, e.g., 

cytoplasm, nucleus, centrosome 
 • Robust against artifacts from vignetting and uneven 

illumination 
 • Cell growth may be altered 
 • Excludes analysis of the fi rst 4–5 h of the cell cycle 
 • Generally less cells to analyze 
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   5.    Blocking solution: 2 % bovine serum albumin in TBST.   
   6.    Cyclin A2 H-432; sc-751; diluted 1:400 in blocking solution 

(Santa Cruz Biotechnology, Santa Cruz, CA, USA).   
   7.    Cyclin B1 V152; #4135; diluted 1:400 in blocking solution 

(Cell Signaling Technology, Danvers, MA, USA).   
   8.    4′,6-Diamidino-2-phenylindol (DAPI) (Sigma-Aldrich, St. 

Louis, MO, USA).      

       1.    ImageXpress microscopy system (Molecular Devices/LLC, 
Sunnyvale, CA, USA): Nikon 10× Plan Fluor NA 0.3 objec-
tive; Nikon 40× S Plan Fluor ELWD 0.6 objective; MetaXpress 
3.1.0.73 software.   

   2.    Leica DMI6000 imaging system (Leica, Solms, Germany): 
HC PL FL 10× NA 0.30; HCX PL APO 40× NA 0.85 CORR; 
LAS Matrix: software.      

       1.    CellProfi ler version 2.1.1 [ 8 ].   
   2.    ImageJ version 1.45s [ 9 ].   
   3.    MatLab (MathWorks, Natick, MA, USA).   
   4.    Custom written scripts, pipelines and templates (  http://www.

lindqvistgroup.org    , Table  2 ).

3            Methods 

 In Subheadings  3.1 – 3.3 , we describe a simple and robust proce-
dure to assess cell cycle kinetics from fi xed cells. In addition, the 
Subheadings  3.4 – 3.7  cover the use of micropatterns as well as 
additional background considerations which facilitate highly accu-
rate quantifi cation and cell segmentation (Table  1 ). 

 Standard cell culture, immunofl uorescence, and image acquisi-
tion procedures can be used if micropatterns are not used ( see  
 Notes 2  and  3 ). The immunofl uorescence protocol should be 
optimized according to the antibodies used. The immunofl uores-
cence protocol below is tested for the Cyclin A2 and Cyclin B1 
antibodies described. Carry out all steps at room temperature 
unless otherwise noted. 

         1.    Remove the cell culture medium from the cells and fi x them 
immediately with 3.7 % formaldehyde for 5 min.   

   2.    Wash 2× with TBST. Fix and permeabilize the cells by 2 min 
incubation with −20 °C-cold methanol. Wash 2× with TBST.   

   3.    Block with blocking solution for 1 h at room temperature or 
overnight at 4 °C.   

2.3  Microscopy

2.4  Programs 
and Scripts

3.1  Immunofl uo-
rescence and Image 
Acquisition

Karen Akopyan et al.
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   4.    Dilute your antibody of interest, together with the marker 
antibody (Cyclin A2 H-432 or Cyclin B1 V152) in blocking 
solution and incubate for 1 h at room temperature or over-
night at 4 °C.   

   5.    Wash 3× with TBST. Incubate the cells with secondary anti-
bodies at the recommended concentration and DAPI at 
0.5 μg/ml in blocking solution for 1 h at room temperature. 
Wash 3× with TBST.   

   6.    Acquire fl uorescent images of DAPI, the marker antibody, and 
your antibody of interest using a microscopy setup with a high- 
resolution air objective ( see   Notes 4  and  5 ).      

    Table 2  
  A list of recommended software and scripts for performing quantitative immunofl uorescence   

 Name  Software  Description 

 Position list of single 
cells 

 MatLab  A MatLab script for making position list of single cells. 
 The script will scan all images from chosen folder and make a 

position list of single cells. The script was adapted for two 
different microscope/software system: 

 1. ImageXpress/MetaXpress (Metamorph) 
 2. Leica/LAS Matrix 
 Any other microscope/software can be easily added. 
 The position list will be saved in MatLab folder (root folder) 

 Analyzing intensities 
of nucleus and 
cytoplasm 

 MatLab  A MatLab script for analyzing intensities of nucleus and cytoplasm. 
 The script will scan all images from chosen folder and create data 

fi le (.xls) with mean and integrated intensities of nucleus and 
cytoplasm for every channel (channel 1—DAPI, channel 
2—protein 1, channel 3—protein 2). 

 The data fi le (.xls) will be saved in the destination folder you have 
chosen 

 Analyzing intensities 
of nucleus, 
kinetochores, and 
centrosomes 

 MatLab  A MatLab script for analyzing intensities of nucleus, kinetochores, 
and centrosomes. 

 The script will scan all images from chosen folder and create data 
fi le (.xls) with mean and integrated intensities of nucleus, 
kinetochores, and centrosomes. 

 The data fi le (.xls) will be saved in the MatLab folder (root folder) 

 Cell cycle kinetics 
pipeline 

 CellProfi ler  A pipeline for analyzing intensities of nucleus and cytoplasm. The 
pipeline will analyze all images from chosen folder and create 
data fi le (.xls) with mean and integrated intensities of nucleus 
and cytoplasm for every channel (channel 1—DAPI, channel 
2—marker antibody, channel 3—protein of interest) 

 Excel template  Excel  A template fi le for cell cycle sorting and assigning of times from 
raw measurements of “Nucleus Area” and fl uorescence of 
“DAPI,” “marker antibody,” and “antibody of interest” 

 Excel macro  Excel  A macro-enabled workbook for automated cell cycle sorting and 
assigning of times from measurements of integrated intensities 
of three different channels 
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   The image analysis can be performed using any image analysis pro-
gram that allows for segmentation of cell compartments according 
to a marker staining ( see   Note 6 ). We usually use CellProfi ler [ 8 ] 
or ImageJ [ 9 ]. We provide a standard cell profi ler pipeline at 
  http://www.lindqvistgroup.org/?page_id=196    . In addition, tuto-
rials can be found at   http://www.cellprofi ler.org/tutorials.shtml     
and   http://imagej.nih.gov/ij/docs/examples/    .

    1.    Use the DAPI image to identify the primary objects, here the 
“Nuclei” ( see   Note 7 ).   

   2.    Use the identifi ed “Nuclei” as input objects to identify the 
“Cells” as secondary objects ( see   Note 8 ).   

   3.    Measure the area of the “Nuclei” and “Cells” and obtain their 
mean signal intensity for all channels (DAPI, the marker anti-
body, and your antibody of interest).   

   4.    Also obtain a quantifi cation of an empty region to measure the 
general background signal for all channels.    

      To assess cell cycle kinetics of a protein of interest, the cells have to 
be assigned to their cell cycle position by ordering them according 
to a monotonically changing marker. While a single marker is suf-
fi cient, the combination of multiple markers leads to a more accu-
rate sorting [ 4 ,  6 ,  7 ]. In case more than one staining is used for 
ordering cells, it is essential to normalize the signal intensities from 
different channels (Fig.  1a ). We generally use Microsoft Excel for 
the calculations ( see   Note 9 ). We provide template fi les and addi-
tional fi les for automated sorting of your data at   http://www.
lindqvistgroup.org/?page_id=196    .

    1.    Calculate the integrated intensity for each measurement using 
the following formula: IntegratedIntensity = ObjectArea × (Me
anObjectIntensity − MeanBackgroundIntensity).   

   2.    Normalize the integrated intensity values for each channel by 
dividing with the median value of all measurements of this 
channel.   

   3.    For each cell add the normalized values of DAPI and the 
marker antibody to obtain the sorting value.   

   4.    Sort all columns with the normalized intensity values in ascend-
ing order according to the sorting value.   

   5.    Assign time to each ordered cell according to the formula ( see  
 Notes 10  and  11 ): Time = CellCycleLength/(TotalCellNumb
er − 1) × (IndividualCellPosition − 1).   

   6.    Plot the normalized values for each channel against the assigned 
cell cycle timing.   

   7.    Finally, assign the G 1 /S and S/G 2  borders according to the 
DAPI profi le (Fig.  1b ).    

3.2  Image Analysis, 
Quantifi cation, 
and Segmentation

3.3  Assessing Cell 
Cycle Kinetics

Karen Akopyan et al.
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  In the following Subheadings  3.4 – 3.7 , we explain how 
micropatterns can be used for more advanced applications and 
automated processes of image acquisition, background subtrac-
tion, and image analysis (Table  1 ) ( see   Note 12 ).  

          1.    Carefully wash cells 3× with pre-warmed PBS. Add 500 μl of 
warm PBS-EDTA (for a 10 cm dish) and leave the cells in the 
incubator for about 5 min. To ensure that cells do not dry out, 
swirl the dish regularly to distribute the liquid over all of the 
cells. In the meantime, mount the chamber with the micropat-
tern ( see   Notes 13  and  14 ).   

   2.    Once the cells start rounding up and detaching, add 10 ml of 
fresh medium to compensate for the chelation of calcium by 
the EDTA.   

   3.    Count the cells and resuspend them in medium to a fi nal con-
centration of 60,000 cells/ml. Seed 400 μl/well (1-well cham-
ber), 200 μl/well (2-well chamber), or 100 μl/well (4-well 
chamber) on the micropatterns ( see   Note 15 ). Switch off the 
cell culture hood to avoid vibrations. Put the cells back in the 
incubator very carefully.   

   4.    Check after 15 min if cells are attached. If attached, wash the 
cells very gently with fresh medium to remove fl oating cells. 
Make sure that the cells do not dry out. Keep the cells warm by 
placing the chamber on a Styrofoam box or on top of a warm 
heating-block (37 °C). Fill the chamber with fresh 
medium—2 ml/well (1-well chamber), 800 μl/well (2-well 
chamber), or 300 μl/well (4-well chamber). Move the cells 
carefully back to the incubator and incubate for 5 h after 
seeding.   

   5.    Fix and stain the cells for immunofl uorescence as described 
above ( see  Subheading  3.1  and  Note 12 ).      

   The image acquisition on micropatterns may be considered as a 
three-step process—screening with a low-resolution objective, 
identifi cation of single cells, and image acquisition with a high- 
resolution objective. We provide a MatLab script to create the 
position list of single cells at   http://www.lindqvistgroup.
org/?page_id=196    .

    1.    Acquire images for DAPI staining from entire coverslip by 
screening with a 10× objective.   

   2.    Identify the coordinates of patterns with single cells and assem-
ble these into a position list for the microscope ( see   Note 16 ).   

   3.    Load the position list and revisit every position with a high- 
resolution objective ( see   Note 4 ).    

3.4  Seeding Cells 
on Micropatterns

3.5  Image 
Acquisition
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     One of the advantages of using micropatterns is that the object of 
interest is located in the center of image, which makes the segmen-
tation process much easier. The image analysis can be done with 
any image analysis program. We usually use MatLab. We provide 
MatLab scripts for automated image segmentation and quantifi ca-
tion at   http://www.lindqvistgroup.org/?page_id=196     (Table  2 ).

    1.    Crop the image based on the size of micropattern (leave 
5–10 pixels from every side for initial background estimation).   

   2.    Use the marker image to identify the ROI (region of interest; 
e.g., DAPI for the nucleus).   

   3.    Use the size of the micropattern to identify the ROI for the 
whole cell.   

   4.    For a ROI of cytoplasm simply subtract the ROI of nucleus 
from the ROI of cell.   

   5.    Measure the area of all ROIs and obtain their mean fl uores-
cence intensity for all channels.   

   6.    Use the empty region next to the micropattern ( see  
Subheading  3.7.1 ) to measure an initial background signal for 
all channels.    

              1.    An initial background based on a region close to the ROI 
should be subtracted for every cell and channel.   

   2.    Remove cells where the background deviates more than 10 % 
from the median background, indicating aberrant staining or 
illumination.   

   3.    For each antibody, estimate a background function by linear 
regression of the quantifi cations from cells where the primary 
antibody was left out (Fig.  1c ). 

   For example, for antibody pair A and B: 
   The background function for antibody B (B_background = f(A)) 

should be estimated from a well with antibody A only (well 2, 
Fig.  1c ). 

   The background functions should be estimated separately for 
each segmented subcellular location ( see   Note 17 ).   

   4.    Use the calculated background functions to subtract the back-
ground for each cell accordingly (Fig.  1d ). 

   For antibody B the corrected value will be: B_cor-
rected = B(A) − B_background (A); For antibody A the cor-
rected value will be: A_corrected = A(B) − A_background (B).      

   When quantifying post-translational modifi cations, an accurate 
estimation of the background signal can be obtained by the use of 
a specifi c inhibitor of the respective modifying enzyme. Images 
should be obtained in the same microscopy conditions both in the 

3.6  Image Analysis, 
Quantifi cation, 
and Segmentation

3.7  Background 
Subtraction

3.7.1  General 
Background Subtraction

3.7.2  Background 
Subtraction When 
Assessing Post- 
translational Modifi cations

Karen Akopyan et al.

http://www.lindqvistgroup.org/?page_id=196


181

presence and absence of the inhibitor. As the kinetics of the signal 
in the presence of the inhibitor already provide an accurate back-
ground estimation, a general background subtraction ( see  above) is 
not essential in this setup ( see   Note 18 ).

    1.    Estimate a background function (B_background = f(A)) by lin-
ear regression of the quantifi cations from cells where the inhib-
itor was added (Fig.  1e ).   

   2.    Use the calculated background functions to subtract the back-
ground for each cell accordingly: B_corrected = B(A) − B_back-
ground (A).    

4        Notes 

     1.    The theoretical accuracy of assigned time on single cells 
increases with the amount of cells quantifi ed. A minimum of 
300 cells should be quantifi ed to reach an average accuracy of 
20 min. Accuracy close to 10 min can be reached when analyz-
ing 1200 or more cells [ 4 ].   

   2.    It is very important to keep cells in non-stressful conditions at 
all times.   

   3.    Make sure that cell growth is not perturbed for your specifi c 
cell line if using micropatterns.   

   4.    The objective to be used should be based on the respective 
application. We have used 40× NA 0.6 or 40× NA 0.85 
objectives.   

   5.    Make sure to acquire a suffi cient number of images to be able 
to analyze at least 500 (ideally 1000) cells for each condition.   

   6.    In all setups the DAPI staining serves as a nuclear marker. If 
you do not include a pan-cellular stain to identify cells, most 
image analysis programs allow for a calculated estimation of 
the cytoplasmic region upon identifi cation of the nucleus. 
When using micropatterns the size of an individual pattern 
provides a more accurate estimation of the whole cell size.   

   7.    An accurate identifi cation of single nuclei depends on correct 
fi ltering for appropriate size and shape. For even more accurate 
results the DAPI images can be screened manually.   

   8.    The exact settings for object identifi cation (e.g., object size, 
threshold parameters, or method of propagation) depend on 
multiple experimental parameters and should be optimized 
accordingly.   

   9.    When processing the data it is essential that the different mea-
surements for each cell (nuclear and cytoplasmic quantifi cation 
of each channel) stay linked.   
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   10.    To assign correct cell cycle times the length of an average cell 
cycle has to be determined fi rst. We fi nd that the average cell 
cycle time of U2OS cells is 23 h [ 4 ]. Furthermore, it is essen-
tial that no cells in the population are undergoing cell cycle 
arrest.   

   11.    In a standard immunofl uorescence experiment the cell con-
taining the lowest sorting value should be assigned the time 
0 h. If using micropatterns the earliest time is determined by 
the time span from seeding to fi xation. Generally, it should be 
around 4–5 h ( see  Subheading  3.4 ).   

   12.    Make sure to have additional wells with cells, leaving out one 
primary antibody or all primary antibodies for later background 
estimation.   

   13.    The numbers of single cells that can be obtained in a typical 
experiment are about 800–2500 (1-well chamber), 400–1000 
(2-well chamber), or 200–400 (4-well chamber).   

   14.    Once mounted, make sure that the micropattern chamber 
does not leak, by adding some PBS.   

   15.    The exact number of cells seeded should be optimized accord-
ing to the cell line used.   

   16.    In case your microscope lacks the option to save a log fi le for 
every image, make sure to acquire low-resolution DAPI images 
without gaps between the single images. Thereby, position 
information for each cell can be reconstructed later.   

   17.    A linear regression for the background estimation should only 
be used if the antibody signal shows a linear dependency to the 
cell cycle. We fi nd that this often is the case as cells increase in 
size when progressing through the cell cycle.   

   18.    In general accurate background kinetics can be obtained for 
any antibody by knockdown of its target. However, it is essen-
tial to achieve a complete knockdown and that the knockdown 
does not affect the cell cycle distribution.         
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    Chapter 10   

 Building a Synthetic Transcriptional Oscillator 

           Matthaeus     Schwarz-Schilling    ,     Jongmin     Kim    ,     Christian     Cuba    , 
    Maximilian     Weitz    ,     Elisa     Franco    , and     Friedrich     C.     Simmel    

    Abstract 

   Reaction circuits mimicking genetic oscillators can be realized with synthetic, switchable DNA genes (so- 
called genelets), and two enzymes only, an RNA polymerase and a ribonuclease. The oscillatory behavior 
of the genelets is driven by the periodic production and degradation of RNA effector molecules. Here, we 
describe the preparation, assembly, and testing of a synthetic, transcriptional two-node negative-feedback 
oscillator, whose dynamics can be followed in real-time by fl uorescence read-out.  

  Key words     Gene oscillator  ,   Transcription circuit  ,   In vitro  ,   Nonlinear dynamics  ,   Negative-feedback 
oscillator  ,   Genelet circuits  

1      Introduction 

 Feedback is ubiquitous in the regulatory pathways of living organ-
isms. Under certain conditions, negative-feedback circuits can 
exhibit oscillatory behavior (the famous Thomas’ conjecture [ 1 ]), 
manifested through periodically varying concentrations of involved 
components [ 2 ]. Oscillations in naturally occurring systems per-
form essential functions such as timing circadian rhythms and cell 
division in a robust manner [ 3 ]. 

 While the study of design principles of oscillating systems 
in vivo is extremely challenging, in vitro transcription circuits can 
be used to build simple network structures. Recently, a minimal 
toolbox comprised of short, linear, switchable genes (genelets) and 
two enzymes was used to build several feedback circuits, including 
a two-node negative-feedback oscillator [ 4 ,  5 ]. The reactions con-
stituting this transcriptional oscillator are shown in Fig.  1 ; two 
genes mutually regulate their activity through their RNA outputs, 
which displace or reassemble part of the promoter regions. 
Nonlinearities required to establish oscillations are achieved 
through titration of inhibitors and activators [ 6 ]. This circuit was 
used as a timer for downstream molecular devices [ 7 ], and to study 
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  Fig. 1    A transcriptional oscillator circuit. ( a ) Simple scheme of a two-switch negative-feedback oscillator cir-
cuit. RNA signals produced from switches  Sw12  and  Sw21  mutually regulate the transcription activity of each 
other and lead to an overall negative feedback. The fi gure is reproduced from [ 5 ]. ( b ) Detailed molecular 
scheme of the reactions. DNA species are drawn as colored lines. RNA species are shown as wave-like lines. 
 Equal colors  indicate sequence complementarity. Hybridization and strand displacement reactions are shown 
as  arrow-headed solid lines . Reactions involving enzymes are represented by  arrow-headed dashed lines. 
Grey-shaded shapes  indicate functional units shown in ( a ). Transcriptional switches (genelets) are comprised 
of a template and the corresponding activator. A typical oscillation reaction starts in the state  Sw12  ON,  Sw21  
OFF. Starting there,  rA1  transcribed from  T12A2  displaces DNA activator  A1  from  A1dI1 . Released  A1  binds to 
 T21  and activates transcription of RNA inhibitor  rI2 . Produced  rI2  displaces  A2  by toehold- mediated strand 
displacement and consequently turns transcription from  Sw12  OFF. The reaction can be monitored by fl uores-
cence read-out of the dye labels attached to  T21 and T12 ; intensity is a measure of concentration of  Sw12 or 
Sw21 OFF . The fi gure is reproduced from [ 5 ]. ( c ) Fluorescent time trace reporting the concentration of  Sw21 
OFF  ( red dots ) from the oscillator circuit and the corresponding fi t ( black line ). ( d ) A simulation of the concen-
trations of the RNA species  rA1  and  rI2 , which is based on the fi t of  Sw21 OFF  in ( c )       
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modularity in biochemical systems ( see   Note 1 ); this circuit was 
also encapsulated into femto- to picoliter-sized microemulsion 
droplets to identify the infl uence of partitioning noise on the 
dynamics of complex nonlinear systems [ 8 ].

   An alternative toolbox for programming reactions in vitro, 
relying on DNA polymerase, a nickase and a nuclease has been suc-
cessfully used to build feedback circuits [ 9 ,  10 ]. These circuits are 
remarkably tunable and robust, however, their reliance on nickases 
and nucleases and their high operation temperature may pose com-
patibility issues with most existing in vitro devices and circuits 
made with nucleic acids. In contrast, transcriptional oscillators may 
be easily interconnected with a variety of other DNA devices [ 7 ]. 

 Here, we provide detailed protocols to prepare and experimen-
tally test the two-node transcriptional oscillator described in [ 5 ].  

2    Materials 

 Prepare all solutions using nuclease-free water. In principle, buffers 
and nucleic acids can be purchased from any vendor. However, we 
recommend that enzymes be purchased from the vendors listed 
below, due to the guaranteed purity, concentration, and high activ-
ity. Unless stated otherwise buffer and reagents can be stored at 
room temperature. 

       1.    Nuclease-free water.   
   2.    10× reaction buffer: 400 mM Tris–HCl, 60 mM MgCl 2 , 

100 mM Dithiothreitol (DTT), 20 mM Spermidine, pH 7.9 at 
25 °C. (New England Biolabs). Supplement with MgCl 2  to 
obtain fi nal 30 mM MgCl 2  at 1×. Store at −20 °C ( see   Note 2 ).   

   3.    Nucleoside Triphosphate (NTP) stock solution: 25 mM each 
NTP. Store at −20 °C ( see   Note 3 ).   

   4.    Synthetic DNA strands ( see  Table  1  for sequences): T12 (gene-
let), T21 (genelet), dI1 (inhibitor of T21), A1 (activator of 
T21), A2 (activator of T12). Store at −20 °C ( see   Note 4 ).

       5.    100× Inorganic Pyrophosphatase (Ppase) (Sigma-Aldrich, or 
New England Biolabs). Store at −20 °C ( see   Note 5 ).   

   6.    T7 RNA Polymerase (RNAP). Store at −20 °C ( see   Note 6 ).   
   7.    Ribonuclease H (RNase H) from  E. coli . Store at −20 °C ( see  

 Note 7 ).      

       1.    10× TBE buffer: 0.89 M Tris–Borate, 22 mM 
Ethylenediaminetetraacetic acid (EDTA), pH 8.3 at 25 °C.   

   2.    50× TAE/Mg 2+  buffer: 2 M Tris–Acetate, 50 mM EDTA, 
0.625 M Magnesium Acetate, pH 8.3 at 25 °C.   

   3.    Acrylamide/Bis-Acrylamide 19:1. Store at 4 °C.   

2.1  Oscillator

2.2  Polyacrylamide 
Gel Components

Building a Synthetic Transcriptional Oscillator
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   4.    Urea (powder for scientifi c use).   
   5.    MgCl 2  solution in nuclease-free water (typically 1 M).   
   6.    Ammonium Persulfate (APS): 10 % (w/v) solution in nuclease- 

free water. At 4 °C the solution should be stable up to 12 h.   
   7.     N , N , N ′, N ′-Tetramethyl-Ethylenediamine (TEMED).   
   8.    6× gel loading buffer for native gels: 10 mM Tris–HCl 

(pH 7.6), 0.03 % (w/v) Bromophenol Blue, 0.03 % (w/v) 
Xylene Cyanol, 60 % (v/v) Glycerol. Store at −20 °C.   

   9.    2× gel loading buffer for denaturing gels: 95 % (w/v) 
Formamide, 18 mM EDTA, 0.025 % (w/v) SDS, 0.025 % 
(w/v) Xylene Cyanol, 0.025 % (w/v) Bromophenol Blue. 
Store at −20 °C.   

   10.    Crush-and-soak buffer: 0.3 M Sodium Acetate in ultrapure 
water of Type 1 (e.g. Milli-Q ®  water), pH 5.2 at 25 °C.   

   11.    Ethanol (≥99.5 %).   
   12.    10-basepair dsDNA ladder. Store at −20 °C.   
   13.    Staining solution, e.g. SYBR ®  Gold (Molecular Probes). Store 

at −20 °C.      

       1.    Hexadecane (≥99 %).   
   2.    RNase removal agent (e.g. RNase Zap, Ambion) is recom-

mended to prevent RNase contamination.   

2.3  Miscellaneous

   Table 1  

  DNA sequences   

 T12-t  5′-TTT CTG ACT TTG TCA GTA TTA GTG TGT AGT AGT AGT 
 TCA TTA GTG TCG TTC GTT CTT TGT TTC TCC CTA TAG 
 TGA GTC G 

 T12-nt  5′-AAG CAA GGG TAA GAT GGA ATG ATA ATA CGA CTC ACT 
 ATA GGG AGA AAC AAA GAA CGA ACG ACA CTA ATG AAC 
 TAC TAC TAC ACA CTA ATA CTG ACA AAG TCA GAA A 

 T21-t  5′-TTT CTG ACT TTG TCA GTA TTA TCA TTC CAT CTT ACC 
 CTT GCT TCA ATC CGT TTT ACT CTC CCT ATA GTG AGT 
 CG 

 T21-nt  5′- TexasRed -CAT TAG TGT CGT TCG TTC ACA GTA ATA CGA 
 CTC ACT ATA GGG AGA GTA AAA CGG ATT GAA GCA AGG 
 GTA AGA TGG AAT GAT AAT ACT GAC AAA GTC AGA AA 

 dI1  5′-GTG TGT AGT AGT AGT TCA TTA GTG TCG TTC GTT CAC 
 AG 

 A1  5′-TAT TAC TGT GAA CGA ACG ACA CTA ATG AAC TAC TAC- Iowa Black RQ  

 A2  5′-TAT TAT CAT TCC ATC TTA CCC TTG CTT CAA TCC GT- Iowa Black RQ  
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   3.    0.5 ml and 1.5 ml reaction tubes ( see   Note 8 ).   
   4.    15 ml tubes, e.g. Falcon ®  tubes.   
   5.    Disposable gel cassettes.   
   6.    Quartz micro-cuvettes (for use with a fl uorometer), a well-

plate (for use with a plate reader) or PCR tubes (for a real-time 
PCR machine with an optical reaction module) ( see   Note 9 ).       

3    Methods 

         1.    Determine the concentration of single-stranded DNA compo-
nents by measuring the absorption at 260 nm according to Beer 
Lambert’s law using sequence-specifi c extinction coeffi cients.      

    To minimize unintended secondary structures, anneal template (t) 
and non-template (nt) strands comprising switches T12 and T21, 
respectively.

    1.    Mix the single strands of either T12 or T21 in 1× reaction buf-
fer, yielding a target concentration of 5 μM ( see   Note 10 ).   

   2.    Apply a heat ramp on a thermocycler or PCR machine. A typi-
cal annealing protocol is heating the sample up to 95 °C, hold-
ing the maximum temperature for 5 min, and cooling to 20 °C 
at a rate of 1 °C/min.      

        The annealing performance and stoichiometry of complementary 
strands can be controlled through polyacrylamide gel electropho-
resis (PAGE) in a native 10 % TBE-polyacrylamide gel.

    1.    For an 8 cm × 8 cm gel, mix 7.4 ml H 2 O, 1.3 ml TBE (10×), 
4.3 ml acrylamide (30 %, 19:1), 130 μl APS, and 13 μl TEMED 
in a 15 ml falcon tube.   

   2.    Mix the solution gently without creating bubbles and pour it 
into the gel cassette.   

   3.    Insert a comb with at least seven wells and wait until the gel 
has polymerized ( see   Note 10 ).   

   4.    Prepare the sample solutions for the volume of one well (typi-
cally 10–20 μl). Each solution should contain 100–200 ng of 
the relevant DNA and 1× native gel loading buffer.   

   5.    Remove the comb from the gel and carefully pipette the sam-
ples into the wells. Avoid spillage of the sample to neighboring 
wells. Load the dsDNA ladder, the template (t) and non- 
template (nt) strands in the wells next to corresponding 
annealed switch.   

   6.    Run the gel for 60 min at room temperature at 100 V. Use 1× 
TBE buffer as running buffer.   

3.1  DNA Quantitation

3.2  Annealing 
of Switches

3.3  Optional: Control 
of Annealing 
Performance
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   7.    Dismount the gel from the cassette and place it in staining 
solution with 1× SYBR gold and 1× TBE buffer (running buf-
fer can be used) for 10–40 min ( see   Note 11 ).   

   8.    Position the gel on a UV-light plate in a dark chamber and 
image the fl uorescence of the SYBR gold bound to the DNA 
with a CCD camera and an appropriate emission fi lter (typi-
cally transmission for light above λ > 520 nm).   

   9.    In case of a successful annealing reaction and stoichiometry of 
the complementary strands, there should be one clear band in 
the lane of the annealed switches.   

   10.    An unsuccessful annealing reaction can result in smearing of 
the band or two bands which correspond to two single strands 
( see   Note 12 ). In case of strong deviations from stoichiometry 
of the two complementary strands, the strand in excess will 
show in a second band ( see   Note 13 ).      

        The following protocol assumes that enzymes have concentration and 
activity comparable to those available by the recommended vendors.

    1.    In a reaction tube, mix:

    (a)    1× reaction buffer   
   (b)    7.5 mM each NTP   
   (c)    Synthetic DNA:

 ●    80 nM T12 (genelet)  
 ●   150 nM T21 (genelet)  
 ●   500 nM dI1 (inhibitor of T21)  
 ●   150 nM A1 (activator of T21)  
 ●   250 nM A2 (activator of T12)      

   (d)    1 unit/μl Ppase       
   2.    Mix the sample using a benchtop vortex.    

     Oscillations are measured by fl uorometry experiments, where the 
concentration of the OFF switch T21 and/or T12 is tracked over 
time ( see  Fig.  1c ). The choice of fl uorescent labels should be made 
according to  Note 14 . We recommend using a xenon arc lamp 
fl uorometer with monochromators (e.g. Horiba Fluorolog 3). To 
avoid lamp intensity fl uctuations, the fl uorometer lamp should be 
turned on at least 30 min prior to the beginning of the 
experiment.

    1.    Transfer the synthetic oscillator mix to a reaction container of 
your choice (e.g. a quartz micro-cuvette, plate well or PCR 
tube) and place it in the corresponding device (fl uorometer, 
plate reader or real-time PCR) ( see   Note 15 ).   

   2.    Make sure that the sample is protected from evaporation ( see  
 Note 16 ).   

3.4  Assembling 
the Synthetic 
Oscillator

3.5  Fluorometry
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   3.    Allow the mix to equilibrate at the operation temperature of 
37 °C ( see   Note 17 ).   

   4.    Record the fl uorescence signal from the dye attached to T21 
(originally TexasRed) every 1 or 2 min for about 10 min, 
before adding the enzymes ( see   Note 18 ).   

   5.    After about 10 min equilibration time, carefully add 6–10 × 10 −2  
units/μl RNaseH and 10–12 units/μl RNAP through the 
hexadecane layer, which starts the reaction.   

   6.    Mix the solution thoroughly and carefully ( see   Note 19 ).   
   7.    Record the fl uorescence over 30 h. Fluorescence will generally 

be measured through proprietary software provided by the 
fl uorometer vendor. We recommend recording fl uorescence 
every 1 or 2 min for about 30 h, with a 1 s measurement inte-
gration time and monochromator slit widths of 5 nm.    

       Denaturing PAGE can visualize the oscillations in RNA concen-
tration by separating the individual RNA transcripts, rA1 and 
rI2, from the rest of the reaction mixture for different time points 
( see  Fig.  2 ).

    1.    Before gel preparation, assemble the synthetic oscillator 
according to Subheading  3.4  and add the enzymes in order to 
start the reaction.   

   2.    Remove 5 μl every 0.5 or 1 h and add the same volume of 2× 
denaturing gel loading buffer. Heat the sample to 75 °C for 
2 min and store the sample at −20 °C until all samples for the 
gel have been collected.   

   3.    Prepare a denaturing polyacrylamide gel according to  steps 
1 – 3  in Subheading  3.3  but with 8 % (w/v) 19:1 acrylamide:bis 
and 7 M urea.   

   4.    After polymerization fi ll the buffer chamber with 1× TBE buf-
fer and remove the comb. Rinse the wells with running buffer 
by using a pipette. Pre-run the gel for a minimum of 30 min at 
45–55 °C with 5 V/cm.   

   5.    Thaw the samples and heat them up to 75 °C for 1 min.   
   6.    Load the samples and the 10-basepair dsDNA ladder as a size 

marker. For concentration determination add 150 ng of puri-
fi ed rA1 and rI2 in the last lane. The RNA purifi cation proto-
col is described in Subheading  3.7 .   

   7.    Run the gel for 50–60 min with 10 V/cm at 65 °C.   
   8.    Stain the gel with staining solution and collect the gel data as 

described in  steps 6  and  7  in Subheading  3.3 .   
   9.    Quantify the gel using band intensity of the control lane and 

software, e.g. Quantity One software package (BioRad) or 
ImageJ ( see   Note 20 ). The band intensity of the RNA species 
should oscillate with time.      

3.6  Gel 
Electrophoresis for 
Separating RNA 
Transcripts and 
Switch Components
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     Purifi ed RNA can be chemically synthesized and ordered directly 
from a vendor. Alternatively, one can purify the RNA from a tran-
scription mix.

    1.    Assemble a transcription mix (typically 60 μl) as described in 
Subheading  3.4 , for each switch and its activator (T12 and A2, 
T21 and A1) separately and without the RNase H and dI1. 
The RNAP can be increased to 20 % (v/v).   

   2.    Incubate the reaction mix at 37 °C for 6 h.   
   3.    Add 2.5 μl DNase I for 30 min to remove the DNA.   
   4.    Add equal volume of 2× denaturing loading buffer to the reac-

tion and heat the sample to 75 °C for 2 min.   

3.7  RNA Purifi cation 
Protocol

  Fig. 2    Denaturing gel as described in Subheading  3.6 . After assembly of the oscillator reaction, aliquots are 
taken at different times, as indicated above the gels in hours, and loaded onto the gel. The fi rst lane shows a 
10 bp dsDNA ladder. The last lane is loaded with 1 μM of purifi ed rI2 (62 nucleotides) and rA1 (67 nucleotides) 
to serve as a control lane, as described in Subheading  3.7 . The gel is stained with SYBR Gold. The change in 
the fl uorescence intensity of the rI2 band over time refl ects the oscillatory nature of the reaction. The intensity 
of rA1 is not signifi cantly above background. The other bands in the gel can be accounted for as the DNA 
strands (T12 t and nt, T21 t and nt, dI1), potential self-coded elongation product of RNA transcript (wI), and 
presumed incomplete degradation products (w43, w35, and w30). The fl uorescence intensity due to A1 and A2 
is strongly absorbed by the quenchers. The fi gure is reproduced from [ 5 ]       
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   5.    The reaction solution should then be loaded on a 8 % denatur-
ing gel, according to  steps 3 ,  4 ,  6  and  7  in Subheading  3.6 .   

   6.    Cut out one lane of the gel with an RNase-free scalpel. Stain 
and image the gel piece according to  steps 7 – 9  in 
Subheading  3.3 .   

   7.    Excise the RNA bands from the rest of the gel at the height 
indicated by the stained gel lane, and chop them in small gel 
pieces. Collect the pieces in a 1.5 ml tube.   

   8.    Add 350 μl crush-and-soak buffer and incubate the tube at 
42 °C overnight. Make sure that the tube is tightly sealed to 
avoid evaporation.   

   9.    Transfer the supernatant to a fresh tube and add 100 μl of the 
crush-and-soak buffer to the gel pieces. Mix (e.g. vortex) the 
content and transfer the 100 μl of buffer to the other 350 μl in 
the fresh tube.   

   10.    Add 1 ml of freezer cold Ethanol (−20 °C) to the supernatant 
and vortex.   

   11.    Incubate the sample at −20 °C for at least 7 h, or at −80 °C for 
at least 30 min.   

   12.    Spin the tube at >10,000 rcf at 4 °C for 15 min in a centrifuge.   
   13.    Decant the supernatant with a pipette and air-dry the pellet for 

about 5 min at room temperature (a desiccator can also be used).   
   14.    Re-suspend the pellet in nuclease-free water (typically 30 μl) 

and determine the concentration according to Subheading  3.1 .      

   Non-denaturing PAGE provides information on the states of 
switches, e.g. it is possible to observe the switch states by scanning for 
labeled fl uorophores: the ON-state switch has the quencher attached 
that reduces the fl uorescence of the intercalating staining dyes. The 
concentration of the OFF-state switch, however, can be obtained by 
observing the fl uorescence intensity of its band in the gel.

    1.    Before gel preparation, assemble a synthetic oscillator accord-
ing to Subheading  3.4  at 37 °C and add all the enzymes in 
order to start the reaction. Remove 5 μl from the reaction mix 
every 0.5 or 1 h and add 5 μl of 2× denaturing gel loading buf-
fer to it ( see   Note 21 ).   

   2.    Prepare a non-denaturing gel according to  steps 1 – 4  in 
Subheading  3.3  but use 10 % 19:1 acrylamide/bis and 1× 
TAE/Mg 2+  buffer (instead of 1× TBE buffer).   

   3.    Load the samples and a 10-basepair dsDNA ladder as a size 
marker. Load 150 ng of T12 and T21 in the last lane as a con-
trol ( see   Note 19 ).   

   4.    Run the gel for 100 min with 13 V/cm at 35 °C.   

3.8  Gel 
Electrophoresis 
for Switch State 
Information
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   5.    Stain and image the gel according to  steps 7  and  8  in 
Subheading  3.3 , and quantify the concentration of the switches 
in the OFF state as described in  Note 19 . The band intensity 
of the Switches should oscillate.   

   6.    Switches in the ON-state have lower fl uorescence due to the 
quenchers attached to A1 and A2. Hence their bands cannot 
be clearly analyzed.      

   The genelet, activator, and inhibitor concentrations, together with 
the enzyme volumes given at Subheading  3.4  are expected to yield 
“nominal” oscillations in T21 concentration with a period of about 
1.5–2 h, and amplitude in the range of 40–60 nM, which damp 
out after 16–20 h. However, enzyme activity can vary considerably 
from lot to lot (cf. Fig.  3d ); in addition, oligonucleotide 
 quantitation and pipetting may be inaccurate and introduce errors. 
These two sources of variability can signifi cantly affect the operat-
ing point of the circuit, resulting in changes in period and ampli-
tude of the oscillations.

     1.    To achieve the nominal oscillatory behavior, we recommend 
two tuning fl uorimetry assays: (1) Vary the volume of RNase 
H (leaving all else unchanged). (2) Separately vary the concen-
tration of inhibitor dI1 and activator A2 (leaving all else 
unchanged).   

   2.    These experiments will help to identify what alterations to the 
base protocol (Subheading  3.4 ) are required to achieve the 
desired operating point.   

   3.    Figure  3  shows examples of these tuning assays.

          Since all the components for the in vitro oscillator described here 
are known, mathematical modeling of the reaction network using 
mass action kinetics is straightforward ( see  Fig.  4 ).

     1.    Prior to initial experiments, mathematical analysis can point 
toward parameter regimes compatible with sustained oscilla-
tion for the concentrations of DNA strands and enzymes.   

   2.    Normalized fl uorescence trajectories or gel results can be used 
to determine a set of rate constants for the reaction equations. 
This can be implemented through a cost function using 
 least- squared errors between the experimental data and the 
solution of the reaction equations. Furthermore some charac-
teristics of the oscillations, such as oscillation amplitude, fre-
quency, phase and damping coeffi cient can be considered in 
the cost function.   

   3.    The resulting set of parameters can aid the further experimen-
tal exploration of the phase space of the oscillator.   

   4.    The kinetic simulations and parameter fi ttings can be imple-
mented in MATLAB and SBML.    

3.9  Tuning the 
Amplitude and 
Frequency

3.10  Support by 
Numerical Analysis 
and Data Fitting

Matthaeus Schwarz-Schilling et al.
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  Fig. 3    By varying the enzyme volume ( a ), the concentration of DNA activator A2 ( b ) or the inhibitor dI1 ( c ), we 
obtain oscillations with different period and amplitude. These assays can be used to tune the oscillator to the 
desired amplitude/period. ( d ) The variations in the enzymatic activity between different lots of RNase H can 
have signifi cant effects on the amplitude and period of the oscillator       
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  Fig. 4    A fl owchart illustrating the implementation of the DNA/RNA oscillator. The circuit topology can be trans-
lated into differential equations, which can be used to fi nd a parameter range for which the desired dynamical 
behavior may be observed. Once the fi rst simulation and experiment have been made, one can feedback 
information from model to experiment and vice versa. New parameters are obtained from model fi ts, which are 
then used to improve the experiments, etc. This iteration can be helpful for orientation in parameter space and 
guidance toward sustained oscillations       
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4       Notes 

     1.    This oscillator can be coupled with other nucleic acid devices 
[ 7 ]. Because DNA activators A1, A2 and the inhibitor dI1 all 
oscillate, each of these species can be used as an oscillatory 
input to downstream elements. We recommend the use of an 
additional genelet, which could be activated by A1 or A2, as a 
“buffering” or “insulating” element. A small amount of this 
additional genelet (10–200 nM), whose promoter activity will 
“oscillate” as with the concentration of A1 or A2, is able to 
produce a large amount of RNA output, which can be used by 
the downstream load.   

   2.    To ensure constant grade, prepare aliquots and store at 
−20 °C. Mg 2+  ions are supplemented to match the high con-
centration of NTP used in the experiment.   

   3.    If separate NTPs are ordered, pre-mix the NTPs to yield a 
stock solution of 25 mM each.   

   4.    We recommend to order the DNA strands purifi ed by HPLC 
or PAGE. If the DNA strands are delivered as lyophilized pow-
der dissolve them in a volume of nuclease-free water to yield 
stock concentrations of 100 μM according to the data sheet 
provided by the supplier. Quantify DNA concentrations 
according to the method described in Subheading  3.1 . DNA 
switches are double-stranded molecules and have to be 
annealed. For this purpose, follow method in Subheading  3.2 . 
After quantitation of DNA stocks, prepare working solutions 
of DNA strands A1, A2, and dI1 at a concentration of 
10 μM. We recommend that each time before using a DNA 
stock, to vortex the solution for approximately 30 s and then 
to briefl y spin it down in a microcentrifuge.   

   5.    If inorganic Pyrophosphatase is purchased as lyophilized pow-
der, dissolve in 20 mM Tris–HCl (pH 7.2 at 25 °C), 1 mM 
MgCl 2  and 50 % glycerol (v/v) yielding a 100 μg/mL stock 
solution, which corresponds to 100 units/μl according to the 
generally used defi nition.   

   6.    We recommend T7 RNA polymerase from Epicentre with 
stock concentration of 200 units/μl.   

   7.    We recommend RNase H from Ambion ®  with stock concen-
tration of 10 units/μl. For oscillations a minimum value of 
RNase H activity is required [ 5 ]. Given that the enzymatic 
activity between different batches can fl uctuate and that it 
might be affected by storage and handling, sometimes a new 
batch can restore or improve the oscillations. In some cases it 
might help to try other vendors, such as Thermo Scientifi c or 
Epicentre.   
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   8.    We recommend DNA-LoBind tubes (Eppendorf) for DNA 
stocks and Protein-LoBind tubes (Eppendorf) for the reaction 
assembly. Do not autoclave LoBind tubes.   

   9.    The instruments and sample holders have different advantages. 
Typically, the well-plates and real-time PCR machines can hold 
more samples at once. The real-time PCR has often the best 
mechanism to avoid evaporation and condensation. In addi-
tion the sample volume can be reduced up to 20 μl, reducing 
resource costs but increasing the risk of pipetting inaccuracies. 
On the other hand, the fl uorometers often have the best signal 
intensity.   

   10.    Typical duration for polymerization is 2 h. Incomplete polym-
erization indicates degradation of APS. The comb should have 
at least seven wells, one for the dsDNA ladder, two for the 
switches and four for the single strands of the switches.   

   11.    The staining solution should cover the whole gel (typically 
50–100 ml) and should be protected from light. We recom-
mend placing the container on a shaking plate, so that the gel 
is uniformly stained.   

   12.    If mistakes in the execution of the PAGE can be ruled out, 
the following steps should improve the result: re-check the 
DNA sequences, the purity of the DNA stocks and the buf-
fer conditions of the annealing reaction. Reapply the heat 
ramp.   

   13.    From the height of the extra band one can identify the excess 
species and from the intensity of the extra band one can deduce 
the surplus in concentration ( see   Note 19 ). By adding the cor-
responding amount of the lesser species to the reaction solu-
tion and reapply the heat ramp one can correct for the 
deviations from stoichiometry of the reactants.   

   14.    We recommend the use of Texas Red, TYE dyes, and TAMRA 
as fl uorophores to monitor the active or inactive state of the 
switches. In principle, these fl uorophores may be replaced with 
suitable alternatives. We recommend that alternative fl uoro-
phores be chosen with well separated emission/excitation 
spectra, to avoid “crosstalk” in the collected fl uorescence data 
for the individual switches. Because fl uorometry experiments 
have a duration of 16–30 h, fl uorophores should present low 
photobleaching. Finally, the fl uorophore’s chemical and struc-
tural characteristics should be such that there is minimal inter-
ference with the hybridization and strand displacement kinetics 
of the oscillator. The recommended fl uorophores satisfy all the 
above requirements.   

   15.    Components must be transferred carefully, minimizing the 
contact surface of the solution with pipet tips and test tubes. 
Oligonucleotides and enzymes stick to plastic and glass 
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 surfaces and excessive losses result in undesired alterations of 
the nominal operating point of the oscillator.   

   16.    To prevent evaporation in the fl uorometer, cover the mixture 
with suffi cient volume of hexadecane (approximately 35 μl) 
(Attention: some well plate materials are not resistant to 
hexadecane!). For the plate reader, the plate should be sealed 
with a sticky transparent PCR foil. Most real-time PCR 
machines have a lid heating to prevent evaporation and 
condensation.   

   17.    Prior to beginning a fl uorometry experiment, sample holder 
(cuvettes, plates, and PCR tubes) should be placed in the 
sample chamber and pre-warmed to 37 °C. After the sample 
has been added to the pre-warmed sample holder, we rec-
ommend equilibrating its temperature inside the sample 
chamber for at least 10 min prior to starting the experiment. 
Fluorophores (like Texas Red, TYE dyes, and TAMRA) are 
sensitive to temperature, and temperature drifts result in 
fl uorescence drifts.   

   18.    The fl uorescence intensity at this stage should report the maxi-
mum amount of T21 in the OFF state in the sample, since A1 
is not paired with T21. Later on, this intensity value can be 
used to calculate the fraction of T21 in the OFF state during 
the different reaction steps. The same can be said for the fl uo-
rescence intensity of the dye attached to T12 (originally 
TAMRA), except that here the signal corresponds to the 
“background” fl uorescence of the activated switch, since all of 
A2 should be bound to T12.   

   19.    Care must be used when mixing enzymes, to avoid losses and 
to ensure their uniform distribution in the sample. When add-
ing enzymes to the fl uorometer samples, mix carefully by swirl-
ing the pipette tip sideways, avoiding the formation of air 
bubbles.   

   20.    Quantifi cation of the RNA concentration can be performed via 
image processing software. Typically, it is possible to quantify 
the total fl uorescence of a user-specifi ed area around the bands 
of interest. Background fl uorescence can be subtracted by 
selecting an area of the same size in a blank region of the gel. 
A comparison to the intensity of the control band gives an 
estimate of the RNA concentration. In most cases the rA1 
bands are not signifi cantly above the background, whereas the 
rI2 bands should be clearly recognizable.   

   21.    We recommend that 5 μl of the reaction mix are removed 
before adding the enzymes for the fi rst data point in the gel. 
One has to adjust volume in advance to compensate for 
this step.         

Matthaeus Schwarz-Schilling et al.
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    Chapter 11   

 The Use of SNAP Labeling to Study Cell Cycle 
Oscillatory Proteins 

           Christine     Greil    ,     Marie     Follo    ,         Monika     Engelhardt    , and     Ralph     Wäsch    

    Abstract 

   Tightly controlled degradation of specifi c regulatory proteins is crucial for transitioning to the next cell 
cycle phase, ensuring precise DNA replication and an equal distribution of chromosomes to provide 
genomic stability and avoid tumorigenesis. To study mitotic control at the metaphase-to-anaphase transi-
tion, a histone H2-GFP-based reporter system was established, allowing simultaneous monitoring of the 
alignment of mitotic chromosomes and cyclin B proteolysis. To depict the proteolytic profi le, a chimeric 
cyclin B-SNAP reporter molecule that can be labeled with a fl uorochrome-carrying SNAP substrate was 
generated for measurement of the decline in fl uorescence intensity via live-cell imaging. This reporter 
system can be adapted for other cell cycle oscillatory proteins.  

  Key words     Cell cycle  ,   Spindle assembly checkpoint (SAC)  ,   Anaphase-promoting complex (APC/C)  , 
  Cyclin B proteolysis  ,   Ubiquitin-proteasome system  

1      Introduction 

 The cell division cycle is regulated in an ordered manner, largely 
due to transcriptional and proteolytic control of regulatory proteins 
such as the cyclins or the mitotic kinases Polo and Aurora. To 
ensure the oscillation of cell cycle regulators by the ubiquitin- 
proteasome system, two ubiquitin ligases are employed: the SCF 
(Skp1-cullin-F box protein) complex at the G1-S and G2-M transitions, 
and the anaphase-promoting complex or cyclosome (APC/C) in 
mitosis and G1 ( 1 ). 

 The spindle assembly checkpoint (SAC) is a control mecha-
nism inhibiting cell cycle progression at the metaphase-to-anaphase 
transition, until stable bipolar chromosomal attachment to the 
mitotic spindle is established. By inhibition of the activating 
APC/C subunit Cdc20, the SAC blocks proteolysis of securin and 
cyclin B, and thereby chromosome separation and mitotic exit. 
Improper attachment of chromosomes prevents silencing of SAC 
signaling and causes continuous inhibition of APC/C Cdc20 , until 
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the problem is solved in order to avoid chromosome missegrega-
tion, aneuploidy, and tumorigenesis ( 2 ). 

 The infl uence of incorrect chromosomal spindle attachment 
on APC/C-dependent proteolysis can be studied by using 
depolymerizing or microtubule-stabilizing drugs that disturb 
chromosomal attachment to the mitotic spindle. These proce-
dures bear a risk of inducing artifi cial effects, since interference 
with microtubule kinetics can affect transport and localization 
of critical regulators ( 3 ). 

 To study SAC interference with APC/C-dependent cyclin B 
proteolysis in unperturbed cell populations, a chimeric cyclin B 
reporter molecule was generated with a carboxy (C)-terminal 
SNAP moiety, which is able to bind covalently to an SNAP sub-
strate carrying a fl uorochrome ( 4 ,  5 ). SNAP reporter cells stably 
expressing this chimeric cyclin B-SNAP molecule are labeled 
through the addition of the membrane-permeable SNAP sub-
strate to the growth medium ( 6 ,  7 ). The cyclin B-SNAP fl uores-
cence intensity drops in a pulse-chase reaction-like manner, and 
the fl uorescence intensity refl ects levels of cyclin B degradation via 
APC/C-dependent proteolysis. In this way, the fl uorescence 
intensity is a measure of APC/C activity and indirectly refl ects the 
status of the SAC. The additional expression of histone H2-GFP 
allows simultaneous monitoring of metaphase alignment of 
mitotic chromosomes via live-cell imaging ( see  Fig.  1 ). The acqui-
sition of proteolytic profi les of large numbers of cell divisions 
using image cytometry (Scan^R technology) allows for selection 
of single mitoses showing chromosome alignment errors, and to 

  Fig. 1    Analysis    of cyclin B proteolysis at the single-cell level. ( a ) To study pulsed-chased cyclin B proteolysis as 
a readout of APC/C-Cdc20 activity and spindle assembly checkpoint (SAC) surveillance, the decline of SNAP- 
tagged cyclin B fl uorescence during degradation was analyzed. ( b ) Microscopic analysis: the corresponding 
images on the right allow the simultaneous visualization of histone H2-GFP ( green ) and cyclin B-SNAP ( red  ). 
The decline of mean TMR-Star fl uorescence intensities over time can be measured with the Scan^R analysis 
software (reproduced from ref.  4  with permission from Taylor & Francis)       
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defi ne  differences between the proteolytic profi les of aberrant and 
regular divisions ( 4 ,  5 ).

   Because synthesis of cyclin B during mitosis has recently been 
suggested as an important mechanism in fostering a mitotic block 
in mice and humans by keeping cyclin B expression levels stable, 
the described system may be useful to analyze cyclin B proteolysis 
as one element of a balanced equilibrium ( 8 – 10 ). Moreover, 
screens using shRNA libraries with the reporter system may lead to 
the identifi cation of novel mitotic regulators. It should also be use-
ful in screening small molecules with regard to their potency in 
interfering with APC/C-dependent proteolysis in order to identify 
novel drugs for antimitotic therapy.  

2    Materials 

       1.    SNAP reporter cells (i.e., U2OS ( see   Note 1 ) stably expressing 
the retroviral cyclin B-SNAP ( see   Note 2 ) construct and his-
tone H2-GFP).   

   2.    Growth medium: Phenol red-free medium supplemented with 
10 % fetal bovine serum, penicillin/streptomycin, and sodium 
pyruvate. Optional: Sterile mineral oil suitable for mouse 
embryo culture ( see   Note 3 ).   

   3.    Labeling medium: SNAP substrate (i.e., TMR-Star;  see   Note 4 ). 
The stock solution is dissolved in DMSO at a concentration of 
400 μM and can be stored in aliquots at −20 °C. Prior to stain-
ing, dilute 0.5 μl of stock solution in 200 μl growth medium to 
obtain a fi nal labeling concentration of 1 μM.   

   4.    Incubator set for cell culture conditions: 37 °C, 100 % air 
humidity, 5 % CO 2 .   

   5.    Microscope chambers with glass or optical bottoms, 8- or 
96-well: We have had good experience using chambers with 
optical bottoms which have been tissue culture treated, for 
example μ-Slide 8 well, Ibidi (Cat. 80826), or 96 Well Special 
Optics Clear Bottom Black Plate, Corning (Cat. 3720).   

   6.    Portable heat block warmed to 37 °C.      

       1.    GFP (H2-GFP, emission 510–550 nm) and TRITC (Cyclin 
B-SNAP-TMR-Star, emission 575–615 nm) fi lter sets.   

   2.    20× UPLSAPO (N.A. 0.75) objective.   
   3.    Microscope climate chamber to allow incubation of the sam-

ples at 37 °C and at least 60 % humidity.   
   4.    Scan^R acquisition software.   
   5.    Scan^R analysis software.       

2.1  Cell Culture

2.2  Automated 
Microscope (Olympus 
Scan^R) ( See   Note 5 )

Imaging Cyclin Proteolysis 
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3    Methods 

       1.    Trypsinize subconfl uent SNAP reporter cells which have been 
allowed to grow asynchronously in log phase for at least 48 h.   

   2.    To achieve an even distribution across the entire surface of the 
microscope chamber, centrifuge 10,000 (5,000) cells at 
300 ×  g  for 5 min, resuspend in 350 (300) μl growth medium, 
and transfer cell suspension to an 8- (96-) well microscope 
chamber. For seeding of cells at a higher density in the center 
of the microscope chamber, load the chamber with 300 μl 
(15) growth medium and add 5,000 (1,500) cells carefully to 
the center of the microscope chamber. Depending on the 
total number of wells required for the experiment, adjust the 
cell number and the total volume of the suspension medium 
accordingly. A regular distribution of the cells across the sur-
face of the entire well is recommended if only a single or a 
few positions are to be manually defi ned for analysis. Using a 
higher confl uency of cells in the center region is recom-
mended if you are performing automated acquisition across 
different wells, so that the center region can be used to posi-
tion the images.   

   3.    Allow the seeded cells to grow at least 18 h in the chamber/
well.      

       1.    Aliquots of growth medium should be warmed up to 37 °C for 
30 min prior to the staining procedure. Prepare enough ali-
quots for at least six changes of medium.   

   2.    Remove the growth medium from the asynchronously grow-
ing cells and incubate in labeling medium for 25 min under 
standard culture conditions.   

   3.    Remove the labeling medium and then wash the cells four 
times with pre-warmed growth medium. Incubate cells in 
300 μl growth medium for 30 min. Prior to transporting to the 
microscope replace the medium again to remove any residual 
unbound SNAP substrate. For longer term incubations the 
cells can be layered with sterile, pre-saturated mineral oil, if 
desired ( see   Note 3 ).   

   4.    Transport the plate to the microscope in a styrofoam box on a 
pre-warmed (37 °C) heat block to minimize temperature 
variation.      

       1.    At least 2 h prior to the planned experiment adjust the air tem-
perature of the climate chamber to 37 °C while still in dry 
mode. Preheating before setting the humidity is important to 
avoid condensation and subsequent damage to the microscope. 
After the microscope has reached 37 °C, adjust the air humid-
ity to 60 % and CO 2  level to 5 %.   

3.1  Seeding of Cyclin 
B-SNAP Reporter Cells 
on Microscope 
Chamber Slides

3.2  Staining 
of Reporter Cells 
with SNAP Substrate

3.3  Measurement 
of Fluorescence 
Intensity 
Using Scan^R
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   2.    Start the Scan^R acquisition software and defi ne settings 
optimized for use with the 20× UPLSAPO (N.A. 0.75) objec-
tive (Table  1 ): In addition, defi ne which wells are to be ana-
lyzed, the number of images per well and their spacing within 
the well, the acquisition cycle time, and the absolute number 
of acquisition cycles ( see   Note 6 ).

       3.    If hardware autofocus is available and analysis of multiple wells 
is desired select hardware autofocus; otherwise software auto-
focus can be used by itself ( see   Notes 7  and  8 ).   

   4.    Start the image acquisition and supervise the fi rst two cycles to 
ensure that the automatic focus is functioning well. The micro-
scope should be set to focus on the histone H2-GFP signal 
using a GFP fi lter set, with subsequent acquisition of an image 
in that channel, before the fi lter is changed and the corre-
sponding TMR-Star image is acquired with a TRITC fi lter set 
( 4 ,  5 ,  8 ). This is repeated for all positions within a well and for 
each of the wells to be examined, before the next cycle starts.      

       1.    Start the Scan^R analysis software and analyze the images. In 
setting up the assay, image processing should include back-
ground correction carried out on all channels using a size fi lter 
of 200 pixels. The cell nuclei, as visualized by histone H2-GFP, 
are used to defi ne the main objects for analysis, using a 
 threshold based on signal intensity and a watershed algorithm 
to assist in separating neighboring cells. A sub-object for the 
whole cell consisting of a nucleus with cytoplasm should be 
created for SNAP-substrate analysis. Important properties of 
the main object to include in the analysis are  X  and  Y  positions, 

3.4  Analysis 
of Proteolytic Profi les 
Using Scan^R 
( See  Fig.  1 )

   Table 1  

     Standard settings for Scan^R Acquisition software   

 Autofocus settings 

 Histone H2-GFP (main 
object acquisition 
settings) 

 Cyclin B-SNAP labeled with 
TMR-Star (acquisition 
settings) 

 Acquisition cycle time 

 Repetitions 

 Coarse autofocus 
±39 μm 24 layers 

  GFP fi lter set :   TRITC fi lter set :  2–5 min ( see   Note 6 ) 

 Fine autofocus 
 ±5.4 μm 14 layers 
  GFP fi lter set : 
  Exposure time: 

12 ms 
  Light intensity: 

12.5 % 

  Exposure time: 
100 ms 

  Light intensity: 25 % 

  Exposure time: 50 ms 
  Light intensity: 33.3 % 

 Up to 48 h of continued 
analysis ( see   Note 3 ) 

Imaging Cyclin Proteolysis 
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time, and maximum and mean GFP intensities, while the total 
intensity divided by the area should be included for the TMR-
Star sub- object to give the mean TMR-Star intensity. This 
analysis process may take several hours to complete, due to the 
large amounts of data involved.   

   2.    Change to “Trace View” to visualize changes in the sub-object 
mean TMR-Star fl uorescence intensity over time (total TMR- 
Star intensity divided by area), assigned to the analyzed main 
objects. Within the “Kinetic Mode” confi gure the tracer to 
enable tracking with a main object range of 20 pixels when 
using the 20× objective. Within “Defi ne Kinetic Parameters” 
add the lifetime parameter and the maximum of the “Mean 
Intensity” (GFP). The number of cells to be examined can be 
narrowed down by gating on those cells with a lifetime (total 
number of measurements) of 140 cycles or greater through the 
use of the lifetime parameter, and on those events with a high 
maximum intensity of H2-GFP to identify cells undergoing 
mitosis. Looking at larger numbers of cells within the “Trace 
View” allows a representative and objective fi rst viewing of the 
cell population.   

   3.    Within “Trace View” select a cell trace of interest to visualize 
histone H2-GFP and TMR-Star fl uorescence simultaneously 
at the single-cell level.   

   4.    Generate an exportable picture gallery to illustrate histone 
H2-GFP and cyclin B-SNAP TMR-Star for every single time 
point for a cell of interest.   

   5.    Change back to the population mode of the Scan^R analysis 
software and draw a region around the cell, with the cell of 
interest located as represented on an  X  vs.  Y  dot plot.   

   6.    Use the region as a gate in a new dot plot window in order to 
visualize mean TMR-Star fl uorescence intensity over time.   

   7.    Export data from the dot plot (time and fl uorescence inten-
sity) for further calculation ( see   Note 9 ).       

4    Notes 

     1.    Using the retroviral cyclin B-SNAP expression construct, a 
reporter cell line can be established by stable retroviral integra-
tion into any desired cell line ( 8 ).   

   2.    The system can be adapted to other oscillatory cell cycle pro-
teins of interest.   

   3.    When imaging over time periods longer than 48 h, a small 
layer of sterile mineral oil can be added to limit the amount of 
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evaporation which takes place. The mineral oil should previ-
ously have been shaken and mixed with normal culture media 
and left overnight in order to saturate the oil with media com-
ponents before using with the cells.   

   4.    SNAP substrate molecules are readily available carrying differ-
ent fl uorochromes with different colors.   

   5.    The reporter system was established based on the Scan^R soft-
ware, but can be reproduced on any comparable microscope 
station.   

   6.    A good starting point to use for the cycle time is from 2 to 
5 min. The shortest cycle time which is achievable will be lim-
ited by the total number of positions to be acquired, as well as 
by the exposure times needed for the images. For longer cell 
survival, exposure times should be minimized as much as 
possible.   

   7.    The use of histone H2-GFP, besides its requirement for moni-
toring chromosome alignment, helps to ensure fast and easy 
autofocusing. Autofocus and intensity settings also depend on 
the type of cell and have to be determined separately for each 
cell line.   

   8.    The use of hardware autofocus, when larger numbers of wells 
are to be scanned, is more robust against losing the focus due 
to temperature drift of the sample over time than when using 
software autofocus alone, as well as against slight focal differ-
ences from well to well in the plate bottom.   

   9.    Cyclin B-SNAP fl uorescence intensities can be quantifi ed using 
freeware image analysis programs such as ImageJ or Fiji 
  (http://imagej.net/Welcome)    . Fluorescence intensity curves 
can be calculated based on the mean pixel intensity over time 
within a gate defi ning the  X  and  Y  coordinates of the mitotic 
cell ( 11 ). Within an isovolumetric window the shape and the 
volume of the cell remain nearly constant ( 4 ). This provides a 
rationale for using the same gate between nuclear envelope 
breakdown until early anaphase for measuring mean pixel 
intensities to manually estimate cyclin B proteolysis during 
prometaphase, metaphase, and early anaphase.         
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Chapter 12

A Computational Method for Identifying  
Yeast Cell Cycle Transcription Factors

Wei-Sheng Wu

Abstract

The eukaryotic cell cycle is a complex process and is precisely regulated at many levels. Many genes specific 
to the cell cycle are regulated transcriptionally and are expressed just before they are needed. To under-
stand the cell cycle process, it is important to identify the cell cycle transcription factors (TFs) that regulate 
the expression of cell cycle-regulated genes. Here, we describe a computational method to identify cell 
cycle TFs in yeast by integrating current ChIP-chip, mutant, transcription factor-binding site (TFBS), and 
cell cycle gene expression data. For each identified cell cycle TF, our method also assigned specific cell cycle 
phases in which the TF functions and identified the time lag for the TF to exert regulatory effects on its 
target genes. Moreover, our method can identify novel cell cycle-regulated genes as a by-product.

Key words Yeast, Cell cycle, Transcription factor, Algorithm, Computational method, Dynamic model

1 Introduction

The eukaryotic cell cycle is a complex process and is precisely 
 regulated at many levels. One important aspect of this regulation is 
at the transcriptional level. That is, many genes specific to the cell 
cycle are transcribed just before they are needed [1]. To have a 
good understanding of the cell cycle, it is essential to identify the 
cell cycle-regulated genes and their transcriptional regulators. 
DNA microarray analysis has revealed that the expression levels of 
~800 genes vary in a periodic fashion during the yeast cell cycle, 
but little is known about the transcriptional regulation of most of 
these genes [2, 3]. To fill this gap, we aim to identify the cell cycle 
transcription factors (TFs) that regulate the cell cycle-regulated 
genes inferred by DNA microarray analysis [2].

Here, we describe a computational method (Fig. 1) to system-
atically identify cell cycle TFs by combining four data sources: 
 transcription factor-binding site (TFBS), mutant, ChIP-chip,  
and cell cycle gene expression data. In order to reduce the high 
 false- negative rate of the ChIP-chip data, we use current TFBS 
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data [4, 5] to avoid using a stringent p-value threshold (≤0.001) to 
determine TF-promoter binding. We assume that a TF binds to a 
specific promoter if (a) the p-value for the TF to bind the promoter 
is ≤0.01 in ChIP-chip data and (b) the promoter contains one or 
more binding sites of the TF. That is, we allow the p-value cutoff 
to be relaxed to 0.01 but the TF-promoter binding event must be 
supported by the TFBS data.

It is known that the ChIP-chip technique can only detect those 
TF-promoter binding events that happen under the same physio-
logical condition in which the ChIP-chip experiment is conducted, 
so it can potentially miss many TF-promoter binding events. We 
use the mutant data [5] and the TFBS data [4, 5] to rescue some 

Fig. 1 Flow chart of the procedure of our method. This figure describes a compu-
tational method to systematically identify cell cycle TFs by combining four data 
sources: transcription factor-binding site (TFBS), mutant, ChIP-chip, and cell cycle 
gene expression data

Wei-Sheng Wu
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of these false-negative TF-promoter binding events. We assume 
that a TF binds to a specific promoter if (a) the disruption of the 
TF results in a significant change of expression of the gene that has 
the specific promoter and (b) the promoter contains one or more 
binding sites of the TF. That is, the TF-promoter binding event 
can be assumed without using ChIP-chip data if it is supported by 
both the mutant and the TFBS data. This step can rescue some 
plausible TF-promoter binding events that are missing in the cur-
rent ChIP-chip data.

From the above procedure, we can derive a high-confidence 
TF-promoter binding matrix (see Subheading 3). However, bind-
ing of a TF to the promoter of a gene does not necessarily imply 
regulation. A TF may bind to the promoter of a gene but has no 
regulatory effect on that gene’s expression. Hence, additional 
information is required to solve this ambiguity inherent in the 
TF-promoter binding matrix. In this study, we use the additional 
information provided by the yeast cell cycle gene expression data 
[2] to solve this problem. We use a time-lagged dynamic system 
model of gene regulation to describe how the target gene’s expres-
sion during cell cycle is controlled by the TFs that bind to its pro-
moter (inferred from the TF-promoter binding matrix). Among 
these bound TFs, those that have significant regulatory effects on 
the target gene’s expression can be extracted (see Subheading 3). 
From this procedure, we can refine the TF-promoter binding 
matrix into a high-confidence TF-gene regulatory matrix. Each 
TF-gene regulatory relationship in this matrix is supported by at 
least three data sources: gene expression, TFBS, and ChIP-chip 
or/and mutant data. From the high-confidence TF-gene regula-
tory matrix, the regulatory targets of each of the 203 TFs in yeast 
can be inferred. Finally, a TF is said to be a cell cycle TF if a statis-
tically significant portion of its regulatory targets are cell cycle- 
regulated genes.

2 Materials

We use four data sources in this study. First, the ChIP-chip data are 
from Harbison et al. [6]. They used genome-wide location analysis 
to determine the genomic occupancy of 203 TFs in rich media 
conditions. Second, the TFBS data are from MacIsaac et al. [4] 
and the YEASTRACT database [5]. MacIsaac et al. used evolu-
tionarily conservative criteria to computationally identify the bind-
ing sites of many TFs in yeast. The YEASTRACT database includes 
a set of computational tools that can be used to identify complex 
motifs overrepresented in the promoters of co-regulated genes. 
Third, the mutant data are from the YEASTRACT database [5]. 
The mutant data can tell us which gene’s expression was changed 
significantly owing to the deletion (or mutation) of the gene that 
encodes a TF. The evidence may come from detailed gene-by-gene 
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analysis or genome-wide expression analysis. Finally, the yeast cell 
cycle gene expression data are from Spellman et al. [2]. The alpha 
factor data set is used because it was shown to have a better data 
quality than the other data sets [7]. Samples for all genes in the 
yeast genome are collected at 18 time points (0, 7, 14, 21, …, 
119 min), which cover two cell cycles. That is, each gene has an 
18-time point gene expression profile. The cubic spline method 
[8] is then used to reconstruct the missing values and interpolate 
extra data points into the original time profile. Note that genes 
that have more than one missing value in their gene expression 
profiles are excluded in this study.

3 Methods

Using three data sources (ChIP-chip, mutant, and TFBS data), we 
can construct a high-confidence TF-promoter binding matrix 
B bi j= éë ùû, , where bi j, =1 if (a) the p-value for TFj to bind the pro-
moter of gene i is ≤0.01 in the ChIP-chip data and the promoter 
of gene i contains one or more binding sites of TFj or (b) the dis-
ruption of TFj results in a significant change of the expression of 
gene i and the promoter of gene i contains one or more binding 
sites of TFj (see Notes 1 and 2). Otherwise, bi j, .= 0

However, binding of a TF to the promoter of a gene does  
not necessarily imply regulation (see Note 2). Hence, additional 
information is required to solve this ambiguity inherent in the 
TF-promoter binding matrix. Using a time-lagged dynamic model 
of gene regulation, we can refine the TF-promoter binding matrix 
into a high-confidence TF-gene regulatory matrix. We consider 
the transcriptional regulatory mechanism of a target gene as a sys-
tem with the regulatory profiles of several TFs as the inputs and the 
gene expression profile of the target gene as the output. The tran-
scriptional regulation of a target gene is described by the following 
time-lagged dynamic system model [9–11]:
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where y[t] represents the target gene’s expression profile at time 
point t, k represents the target gene’s basal expression level induced 
by RNA polymerase II, N denotes the number of TFs that bind to 
the promoter of the target gene (inferred from the TF-promoter 
binding matrix B), di indicates the regulatory ability of TFi, xi[t] 
represents the regulatory profile of TFi at time point t, τi indicates 
the time lag for TFi to exert a regulatory effect on the target gene’s 
expression, λ indicates the degrading effect of the target gene’s exp-
ression value y t -[ ]1  at time point t -1  on the target gene’s 
expression value y[t] at time point t, and ε[t] denotes the stochastic 

3.1 Construction 
of a High- Confidence 
TF-Gene Regulatory 
Matrix
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noise due to the modeling error and the measuring error of the 
target gene’s expression profile. ε[t] is assumed to be a Gaussian 
noise with mean zero and unknown standard deviation σ. The bio-
logical meaning of Eq. 1 is that y[t] (the target gene’s expression 

value at time point t) is determined by k d x t
i

N

i i i+ × -[ ]
=
å

1

t  (the pro-

duction effect of RNA polymerase II and TFi at time point t i-t , 
where i N=1, , ) and - × -[ ]l y t 1  (the degradation effect of the 
target gene at time point t -1).

It has been shown that TF binding usually affects gene expres-
sion in a nonlinear fashion: below some level it has no effect, while 
above a certain level the effect may become saturated. This type of 
binding behavior can be modeled using a sigmoid function. 
Therefore, xi[t] (the regulatory profile of TFi at time point t) is 
defined as a sigmoid function of zi[t] (the gene expression profile 
of TFi at time point t) [12, 13]:
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where g denotes the transition rate of the sigmoid function and Ai 
denotes the mean of the gene expression profile of TFi. It is also 
known that the regulatory effect of a TF on its target genes may 
not be simultaneous but has a time lag [13–18]. Therefore, we 
incorporate a time lag term into our dynamic system model. The 
time lag τi between TFi and the target gene y is determined  
by t i q r q= ( )arg max , where r(q) is the correlation between 
� �y y y M= [ ] [ ]( )1 , ,  (the expression profile of the target gene y) 

and 
� �x x x Mi i i= [ ] [ ]( )1 , ,  (the regulatory profile of TFi) with a lag 

of q time points [13, 14]:
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the number of time points of the target gene’s expression profile, 
and Q is the maximal time lag of the TF’s regulatory profile con-
sidered. The time lag may be interpreted as the time for a TF to 
exert a regulatory effect on its target gene’s expression. The value 
of Q is chosen to make the maximal time lag approximately equal 
to two consecutive cell cycle phases because Simon et al. [3] found 
cases where a cell cycle TF that expresses in one phase of the cell 
cycle can regulate genes that function in the next phase.
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After writing down the time-lagged dynamic system model of 
gene regulation, the next step is to estimate the unknown param-
eters in the model. We rewrite Eq. 1 into the following regression 
form:
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Using the yeast cell cycle gene expression data from Spellman  
et al. [2], we can get the values of {xi[v], y[v]} for 
i N v MÎ{ } Î{ }1 2 1 2, , , , , , ,  . Equation 2 at different time points 
can thus be put together as follows:
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where w
i N

i= +
= ¼

1
1
max

, ,
t . For simplicity, we define the notations y, Φ, 

θ, and e to represent Eq. 3 as follows:

 Y e= × +F q  

where Y y w y M
T

= [ ] [ ]éë ùû , Φ is the system matrix, q l= [ ]d d kN

T

1  
is the unknown parameter vector, and e is the error vector. The 
parameter vector θ can be estimated by the maximum likelihood 
(ML) method as follows:
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Since di stands for the regulatory ability of TFi, a large absolute 
value of di means that TFi has a large effect on the target gene’s 
expression. We consider TFi to be a true regulator of the target 
gene if its regulatory ability di is statistically significantly different 

from zero. The test statistic t
d

s u
i
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,  a t-distribution with the 

degree of freedom equal to M w N- +( ) - +( )1 2 ,  is used to assign 
a p-value for rejecting the null hypothesis H0: di = 0 , where  

uii is the ith diagonal element of the matrix F FT( )-1  and 
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 standard deviation of the stochastic noise ε[t]) [19]. The p-value 
computed by the t-distribution is then adjusted by the Bonferroni 
correction to represent the true alpha level in the multiple hypoth-
eses testing [19]. Finally, TFi is said to be a true regulator of the 
target gene if the adjusted p-value padjusted £ 0 05. .

From the above analysis, we can refine the TF-promoter bind-
ing matrix B bi j= éë ùû,  into a TF-gene regulatory matrix C ci j= éë ùû, . 
In this matrix, ci j, =1 if bi j, =1 and if TFj is shown by the time- 
lagged dynamic system model to exert a significant regulatory 
effect on the expression of gene i. Otherwise, ci j, .= 0

From the high-confidence TF-gene regulatory matrix, the regula-
tory targets of each of the 203 TFs in yeast can be inferred. Then 
a TF is said to be a cell cycle TF if a statistically significant portion 
of its regulatory targets are in the set of 800 cell cycle-regulated 
genes identified by Spellman et al. [2]. The hypergeometric distri-
bution is used to test the statistical significance [20–23]. The pro-
cedure for checking whether TFj is a cell cycle TF as follows. Let S 
be the set of cell cycle-regulated genes identified by Spellman et al. 
[2], G be the set of genes that are regulated by TFj (inferred from 
the TF-gene regulatory matrix), T S G= Ç  be the set of cell cycle- 
regulated genes that are also regulated by TFj, and F be the set of 
all genes in the yeast genome. Then the p-value for rejecting the 
null hypothesis (H0: TFj is not a cell cycle TF) is calculated as
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where |G| refers to the number of genes in set G. This p-value is 
then adjusted by the Bonferroni correction to represent the true 
alpha level in the multiple hypotheses testing [19]. TFj is said to  
be a cell cycle TF if the adjusted p-value padjusted £ 0 05. .  This proce-
dure is applied to each of the 203 TFs under study.

For each of the identified cell cycle TFs, we want to determine in 
which cell cycle phases it functions. We regard that a cell cycle TF 
functions in the X phase (X = MG1, G1, S, SG2, G2M) if a statisti-
cally significant portion of its regulatory targets belong to the 
X-phase cell cycle-regulated genes identified by Spellman et al. [2]. 
Equation 4 is again used to test the statistical significance. While G 
and F are defined as before, S now denotes the set of X-phase  
cell cycle-regulated genes identified by Spellman et al. [2] and 
T S G= Ç  now denotes the set of X-phase cell cycle-regulated 
genes that are also regulated by the cell cycle TF under study.  

3.2 Identification 
of Cell Cycle TFs

3.3 Identification 
of the Cell Cycle 
Phases in Which a Cell 
Cycle TF Functions
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The p-value computed by Eq. 4 is then adjusted by the Bonferroni 
correction to represent the true alpha level in the multiple hypoth-
eses testing. We say that a cell cycle TF functions in the X phase 
(X = MG1, G1, S, SG2, G2M) if the adjusted p-value padjusted £ 0 05. .

For each of the identified cell cycle TFs, we look at their regulatory 
targets to find novel cell cycle-regulated genes. We regard a gene as 
a cell cycle-regulated gene if it is regulated by at least two of the 
identified cell cycle TFs. The requirement for defining a cell cycle- 
regulated gene to be regulated by at least two rather than one cell 
cycle TF is to reduce the number of false positives.

4 Notes

 1. The choices of both the relaxed p-value and time-lag parameter 
have biological meanings. Two previous papers [6, 24] used a 
statistical error model to assign a p-value of the binding rela-
tionship of a TF-promoter pair. They found that if p ≤ 0.001, 
the binding relationship of a TF-promoter pair is of high con-
fidence and can usually be confirmed by promoter-specific 
PCR. If p > 0.01, the binding relationship of a TF-promoter 
pair is of low confidence and cannot be confirmed by promoter- 
specific PCR most of the time. However, if 0.001 < p ≤ 0.01, 
the binding relationship of a TF-promoter pair is ambiguous 
and can be confirmed by promoter-specific PCR in some cases 
but not in the other cases. Our aim is to solve this ambiguity, 
so we choose 0.01 to be the relaxed p-value. We say that an 
ambiguous binding relationship of a TF-promoter pair is plau-
sible if 0.001 < p < 0.01 and if the promoter contains one or 
more binding sites of the TF. As to the time-lag parameter, its 
value is chosen to make the maximal time lag approximately 
equal to two consecutive cell cycle phases because Simon et al. [3] 
found cases where a cell cycle TF that expresses in one phase of 
the cell cycle can regulate genes that function in the next phase.

 2. Our method has four features that make it more powerful than 
existing approaches. First, it can reduce false negatives in deter-
mining TF-promoter binding events from current ChIP-chip 
data. Most previous methods [6, 24–28], except GRAM [26], 
used a stringent p-value threshold (≤0.001) to determine 
 TF- promoter binding events in order to reduce the number of 
false positives, but it was at the expense of false negatives 
(~24 %) [6]. In comparison, our method allows the p-value 
cutoff to be relaxed to 0.01 but requires that the promoter 
must have one or more binding sites of the TF. Therefore, 
using additional information provided by the TFBS data, our 
method can rescue some false negatives without substantially 
increasing the number of false positives.

3.4 Identification 
of Novel Cell 
Cycle- Regulated 
Genes
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Second, it is known that ChIP-chip data can only indicate 
those TF-promoter binding events that happen under the same 
physiological condition in which the ChIP-chip experiments 
are conducted. Therefore, many plausible TF-promoter bind-
ing events may be missing in the current ChIP-chip data. In 
order to solve this problem, our method considers that a TF 
binds to a specific promoter if the disruption of the TF results 
in a significant change of the expression of the gene that has 
the specific promoter and if the promoter contains one or more 
binding sites of the TF. That is, using the information pro-
vided by the mutant and the TFBS data, our method can  rescue 
many TF-promoter binding events that are missing in the cur-
rent ChIP-chip data.

Third, our method can extract plausible TF-gene regula-
tory relationships from TF-promoter binding relationships. 
Most pervious methods [6, 24–27] regard the TF-promoter 
binding relationships provided by ChIP-chip data as the 
TF-gene regulatory relationships. This may not be true because 
the binding of a TF to the promoter of a gene does not neces-
sarily imply regulation. A TF may bind to the promoter of a 
gene but has no regulatory effect on that gene’s expression. To 
solve this problem, our method uses a time-lagged dynamic 
system model of gene regulation to extract the TFs that have 
significant regulatory effects on the target gene’s expression 
from all TFs that bind to the promoter of the target gene. 
Through this process, our method can extract plausible 
TF-gene regula tory relationships from TF-promoter binding 
relationships. Thus, in our method each TF-gene regulatory 
relationship is  supported by at least three data sources: gene 
expression, TFBS, and ChIP-chip or/and mutant data.

Fourth, our method can identify the time lag for a cell 
cycle TF to exert regulatory effects on its target genes. It is 
known that the regulatory effects of a TF on its target genes 
may have a time lag [14–18]. By using a time-lagged dynami-
cal system model, our method takes the time lag into consider-
ation, making it more realistic than those previous studies that 
did not allow a time lag [28–31].
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    Chapter 13   

 Measuring Activity and Specifi city of Protein Phosphatases 

           Brendan     L.     Powers    ,     Michael     Melesse    ,     Christie     L.     Eissler    , 
    Harry     Charbonneau    , and     Mark     C.     Hall    

    Abstract 

   Reversible protein phosphorylation plays essential roles in coordinating cell division and many other 
 biological processes. Cell cycle regulation by opposing kinase and protein phosphatase activities is often 
complex and major challenges exist in identifying the direct substrates of these enzymes and the specifi c 
sites at which they act. While cell cycle kinases are known to exhibit strict substrate specifi cities important 
for coordinating the complex events of cell division, phosphatases have only recently been recognized to 
exert similarly precise regulatory control over cell cycle events through timely dephosphorylation of spe-
cifi c substrates. The molecular determinants for substrate recognition by many phosphatases that function 
in cell division are still poorly delineated. To understand phosphatase specifi city, it is critical to employ 
methods that monitor the dephosphorylation of individual phosphorylation sites on physiologically rele-
vant substrates. Here, using the cell cycle phosphatase Cdc14 as an example, we describe two methods for 
studying phosphatase specifi city, one using synthetic phosphopeptide substrates and the other using intact 
phosphoprotein substrates. These methods are useful for targeted characterization of small substrate sets 
and are also adaptable to large-scale applications for global specifi city studies.  

  Key words     Protein phosphatase  ,   Protein kinase  ,   Cell cycle  ,   Protein dephosphorylation  ,   Multisite phos-
phorylation  ,   Mass spectrometry  ,   Protein phosphatase assay  ,   Cdc14 phosphatase assay  ,   Phosphopeptide 
substrates  ,   High-throughput phosphatase assay  

1      Introduction 

 Mitotic kinases coordinate orderly progression through the cell 
division cycle by phosphorylating specifi c substrates at precisely the 
right time and location. The regulation and substrate specifi city of 
protein kinases are fundamental components of the cell cycle con-
trol system. Protein phosphatases, which catalyze removal of phos-
phate groups deposited by kinases, have historically been thought 
of as mostly unregulated enzymes whose purpose is to restore a 
basal phosphorylation state upon kinase inactivation [ 1 ]. It is now 
clear that mitotic phosphatases are precisely regulated enzymes 
that act at specifi c times toward specifi c substrates to help coor-
dinate cell cycle progression and checkpoint responses [ 2 – 5 ]. 
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Understanding how phosphatases function in cell cycle control 
requires knowledge of the determinants for substrate selection and 
the identities of their direct substrates. Most cell cycle control pro-
teins are regulated by multiple phosphorylation sites, sometimes 
controlled by multiple kinases and phosphatases [ 6 ,  7 ]. This regu-
latory complexity requires analytical methods capable of detecting 
and quantifying individual phosphorylation sites on physiologically 
relevant substrate proteins. 

 Many methods for monitoring protein phosphatase activity 
toward protein substrates report on the global phosphorylation 
status without providing site-specifi c information. This includes 
detecting release or loss of radioactive [ 32 P]-containing phosphate 
from protein substrates, a change in phosphorylation-induced 
gel mobility shift, and colorimetric detection of released free 
 phosphate using malachite green dye [ 8 – 11 ]. Other methods use 
nonphysiological substrates like  p -nitrophenyl phosphate or 6,8-
difl uoro-4-methylumbelliferyl phosphate in colorimetric or fl uoro-
metric assays or employ [ 32 P]-labeled artifi cial protein substrates, such 
as myelin basic protein. The use of nonphysiological substrates 
may have been infl uenced by the previously held view that protein 
phosphatases exhibit little substrate specifi city. 

 Cdc14 phosphatases are members of the dual-specifi city phos-
phatase subfamily of the protein tyrosine phosphatases [ 12 ,  13 ]. 
Despite their evolutionary and mechanistic relationship to tyrosine 
phosphatases, Cdc14 enzymes are highly selective for phospho-
serine substrates [ 14 ]. They play roles in counteracting cyclin- 
dependent kinase (Cdk) phosphorylation during the cell division 
cycle [ 15 – 17 ] and exhibit a strong preference in vitro for the con-
sensus sequence pSer-Pro-x-Lys/Arg [ 18 ], representing a subset 
of the Ser/Thr-Pro sites targeted by Cdks. The strong intrinsic 
selectivity of Cdc14 for a subset of Cdk sites deposited during the 
cell cycle was revealed using the methods described herein, high-
lighting the power of analytical methods that monitor individual 
phosphorylation sites. 

 We describe two protocols for measuring Cdc14 phosphatase 
activity on individual phosphorylation sites that have proven to be 
important in establishing the authenticity of candidate substrates 
[ 14 ,  18 ,  19 ] and are generally useful for studying phosphatase 
 substrate specifi city. The fi rst uses synthetic phosphopeptides, 
 measures the release of phosphate spectrophotometrically, and is 
easily adapted to high-throughput format for screening libraries of 
 phosphatase peptide substrates, inhibitors, or activators. The sec-
ond uses mass spectrometry (MS) to measure dephosphorylation 
at multiple individual sites on intact protein substrates. With yeast 
Cdc14, we found that the specifi city observed with phosphopep-
tide substrates in vitro existed with intact proteins in cells [ 14 ,  18 ], 
indicating that these phosphopeptides mimic natural targets. How-
ever, many protein phosphatases recognize substrate features distal 
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from the sites of phosphorylation; thus phosphopeptides are not 
always useful analogs of physiological targets. The phosphopeptide 
assay is convenient, relatively inexpensive, and easy to implement 
with standard lab equipment. The MS assay requires more advanced 
instrumentation and is more technically challenging, but offers the 
advantage of studying single, or complex, mixtures of physiological 
protein substrates.  

2    Materials 

 Prepare all solutions using ultrapure water. Store all reagents at room 
temperature unless otherwise noted. Solvents and liquid reagents 
should be of HPLC grade. Low-protein-binding microtubes should 
be used to minimize peptide/protein loss by adsorption. 

        1.    Phosphopeptide stocks: Lyophilized synthetic phosphopep-
tides ( see   Note 1 ).   

   2.    Phosphate standard solution: 10 mM K 2 HPO 4  (or Na 2 HPO 4 ) 
in water. Serially dilute to generate a set of concentrations 
between 0 and 40 μM (e.g., 4, 8, 16, 24, 32, and 40 μM) for 
creating standard curves. Use either water (for determining 
phosphopeptide concentration) or phosphatase reaction buffer 
(for enzyme assays) for the dilutions.   

   3.    Phosphate detection reagent: BIOMOL GREEN™ (Enzo Life 
Sciences), store at 4 °C. Remove the appropriate volume 
required for an assay and allow it to reach room temperature 
( see   Note 2 ).   

   4.    1 g Sep-Pak ®  C18 columns (Waters Corporation).   
   5.    C18 mobile-phase solvents: Prepare 15 ml each of 5, 10, 20, 

50, and 95 % acetonitrile (ACN) solutions, each containing 
0.1 % trifl uoroacetic acid (TFA).   

   6.    Methanol.   
   7.    α-Cyano-4-hydroxycinnamic acid: 5 mg/ml in 75 % ACN, 

0.1 % TFA.   
   8.    50 mm borosilicate glass tubes.   
   9.    Ashing reagent: 10 % MgNO 3 ·6H 2 O in 95 % ethanol.   
   10.    Phosphatase reaction buffer: 25 mM HEPES pH 7.5, 150 mM 

NaCl, 1 mM EDTA, 0.1 % β-mercaptoethanol (BME).   
   11.    Purifi ed recombinant Cdc14: Procedures for purifi cation of 

recombinant Cdc14 fused to N-terminal 6×-histidine, gluta-
thione S-transferase, or other affi nity tags have been published 
( see  ref.  14 ). We store purifi ed Cdc14 in 25 mM Tris–HCl 
pH 7.5, 300 mM NaCl, 40 % glycerol, 2 mM EDTA, and 
0.1 % BME in small aliquots at −80 °C. Working aliquots 

2.1  Phosphopeptide 
Dephosphorylation 
Assay
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are kept at −20 °C for up to 2 weeks. Dilute to 10× fi nal 
 concentration in phosphatase reaction buffer each day prior to 
use and keep on ice.   

   12.    Clear plastic 96-well microplates suitable for measuring absor-
bance at visible wavelengths and/or semi-micro volume 
 disposable cuvettes.   

   13.    15 ml conical tubes.      

       1.    Kinase buffer: 10 mM HEPES pH 7.5, 10 mM MgCl 2 , 50 mM 
NaCl, 10 % glycerol ( see   Note 3 ).   

   2.    Phosphatase reaction buffer: 25 mM HEPES pH 7.5, 150 mM 
NaCl, 1 mM EDTA, 0.1 % BME.   

   3.    Adenosine trisphosphate (ATP): 100 mM in 25 mM HEPES 
pH 7.5. Store at −20 °C.   

   4.    4× SDS sample buffer: 40 % glycerol, 240 mM Tris–HCl 
pH 6.8, 8 % SDS, 0.04 % bromophenol blue, 4 % BME.   

   5.    Coomassie brilliant blue R-250: 0.05 % (w/v) in 25 % metha-
nol, 10 % acetic acid.   

   6.    Destain: 10 % acetic acid.   
   7.    100 mM ammonium bicarbonate (ABC) in water (must be 

made fresh).   
   8.    Trypsin solution: 20 ng/μl proteomics-grade porcine trypsin 

in 100 mM ABC ( see   Note 4 ).   
   9.    ACN.   
   10.    Wash buffer: 50 mM ABC, 50 % ACN. Prepare by mixing 

100 mM ABC and ACN at 1:1.   
   11.    HPLC solvent A: 0.1 % formic acid.   
   12.    HPLC solvent B: 95 % ACN, 0.1 % formic acid.   
   13.    Purifi ed proteins ( see   Note 5 ):
    (a)    Cyclin-dependent kinase 1 (Cdk1) or other kinase.   
   (b)    Cdc14 or other phosphatase.   
   (c)     Protein substrate(s): Affi nity-purifi ed and retained on affi n-

ity beads.    

3           Methods 

       Steps 1 – 9  are needed only for crude synthetic peptide stocks 
( see   Note 6 ).

    1.    Resuspend crude phosphopeptide in 2 ml of 0.1 % TFA 
( see   Note 7 ). Remove and save ~3 μl pre-purifi cation sample 
for MS analysis.   

2.2  Intact Protein 
Dephosphorylation 
Assay

3.1  Phoshopeptide 
Dephosphorylation 
Assay

3.1.1  Substrate 
Preparation
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   2.    Condition a dry 1 g Sep-Pak ®  column with 3 ml methanol and 
then 3 ml 100 % ACN/0.1 % TFA ( see   Note 8 ). Drain the 
column by gravity fl ow for each step. Equilibrate column 2× 
with 3 ml 0.1 % TFA.   

   3.    Apply peptide solution to the column and collect the fl ow 
through as one fraction in a 15 ml conical tube.   

   4.    Wash column 2× with 3 ml 0.1 % TFA. Save the fl ow-through 
for MS analysis.   

   5.    Step elution: Apply 3 ml 5 % ACN/0.1 % TFA to column and 
collect 1 ml fractions. Repeat with 3 ml 10, 20, and 50 % 
ACN/0.1 % TFA. There should be 12 total elution fractions.   

   6.    Strip column 2× with 3 ml 100 % ACN/0.1 % TFA, collecting 
1.5 ml fractions for analysis ( see   Note 9 ).   

   7.    Analyze the elution fractions, starting peptide solution, and 
wash fractions by MALDI-TOF MS to fi nd the desired 
 phosphopeptide. A sample (typically 0.5 μl) of each fraction is 
spotted on the MALDI plate, and overlaid with 0.5 μl α-cyano-
4-hydroxycinnamic acid solution ( see   Note 10 ).   

   8.    Pool fractions containing the target peptide peak (based on 
MS intensity) and dry in a lyophilizer or centrifugal vacuum 
concentrator. Typically, the bulk of the peptide will be found in 
two to three fractions.   

   9.    Resuspend phosphopeptide in water to the desired approxi-
mate concentration based on weight (make sure that it is fully 
soluble ( see   Note 7 )—we usually start with 20 mM).   

   10.    Add 50 μl of each phosphate standard solution (from above) 
or 50 μl of water to a 50 mm borosilicate glass tube (providing 
0, 0.2, 0.4, 0.8, 1.2, 1.6, and 2 nmol phosphate). In triplicate, 
add two different volumes of purifi ed phosphopeptide solution 
to separate tubes to achieve nmol amounts within this same 
range.   

   11.    Add 25 μl ashing reagent to each tube. Mix and evaporate to 
dryness (an oven at ~50 °C works well).   

   12.    Using a Bunsen burner, carefully heat the bottom of each tube 
until the brown fumes disappear and a white residue appears. 
Avoid prolonged heating, as black particles will form.   

   13.    Allow tubes to cool in a rack and then dissolve the white resi-
due in phosphate detection reagent ( see   Note 11 ).   

   14.    Incubate for 20 min at room temperature and measure the 
absorbance at 640 nm in clean, phosphate-free cuvettes or 
microplate. The sample containing only water is used as a blank 
( see   Note 12 ).   

Protein Phosphatase Assays
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   15.    Create a standard curve of absorbance versus phosphate 
 concentration and use it to calculate the concentration of the 
phosphopeptide solution.   

   16.    Store phosphopeptide stocks in small aliquots at −80 °C to 
minimize freeze-thaw cycles. Prepare working stocks by dilut-
ing in phosphatase reaction buffer immediately prior to use. 
Prepare only the volume required for use each day.    

         1.    Dispense 40 μl phosphatase reaction buffer per well in a 96-well 
plate and add 5 μl of phosphopeptide per well to achieve the 
desired fi nal concentration. For Cdc14 endpoint assays we typ-
ically use substrates at 100 μM ( see   Note 13 ).   

   2.    Add 5 μl of 10× Cdc14 working stock to each reaction well, 
mix thoroughly but carefully with a pipette to avoid creating 
bubbles, and incubate plate at 30 °C for 30 min ( see   Note 14 ).   

   3.    Dispense 50 μl of each phosphate standard prepared above in 
reaction buffer into wells of the 96-well plate. Include one well 
with just 50 μl reaction buffer.   

   4.    Add 100 μl of phosphate detection reagent to all wells to stop 
reaction and initiate color development. Incubate for 20 min 
at room temperature, and measure the absorbance at 640 nm 
in a plate reader.   

   5.    Create a standard curve (as in Subheading  3.1.1 ,  step 15 ) to 
calculate reaction rates from the absorbance values.       

      Keep proteins ice cold except where other incubation temperatures 
are noted.

    1.    Starting with affi nity-purifi ed substrate protein immobilized 
on the affi nity matrix, equilibrate approximately 100 μg sub-
strate by rinsing twice with several volumes kinase buffer, 
 pelleting the resin at 1000 ×  g  for 2 min, and discarding the 
supernatant ( see   Note 16 ).   

   2.    Add 1 bead volume kinase buffer and ATP to 1 mM. Mix gen-
tly to resuspend the substrate-bound resin. Mix gently.   

   3.    Add purifi ed Cdk1 to the protein substrate resin, mix gently, 
and incubate suspension at 30 °C for 30 min ( see   Note 17 ).   

   4.    Pellet the resin by centrifugation at 1000 ×  g  for 2 min and 
discard the supernatant.   

   5.    Wash the resin three times with at least 3 resin volumes of 
phosphatase reaction buffer to remove the kinase. Gently mix 
the solution each time and centrifuge at 1000 ×  g  for 2 min. 
Carefully remove the supernatant and discard.   

   6.    Optional: It is recommended to evaluate phosphorylation 
either by MS, using the procedure described below for the 
phosphatase assay, or by an alternative method such as Phos-
Tag™ SDS- PAGE mobility shift.      

3.1.2  Assay

3.2  Intact Protein 
Dephosphorylation 
Assay

3.2.1  Substrate 
Preparation ( See   Note 15 )
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   The phosphatase assay can be conducted with the substrate still 
bound to the affi nity resin, or after the substrate has been eluted. 
Here, we describe our procedure for assaying recombinant 
 glutathione S-transferase-tagged substrates bound to glutathione- 
agarose resin ( see   Note 18 ).

    1.    Resuspend the resin with bound phosphorylated substrate in 4 
volumes phosphatase reaction buffer.   

   2.    Divide the resin into four equal aliquots (or additional aliquots 
if more time points are desired).   

   3.    Add 4× SDS sample buffer to one aliquot and heat at 95 °C for 
5 min. This will serve as the reference time = 0 sample.   

   4.    Add Cdc14 to the remaining fractions at a fi nal concentration of 
100 nM and mix thoroughly by gentle agitation ( see   Note 19 ).   

   5.    Incubate the reactions at 30 °C. Add 4× SDS sample buffer to 
one aliquot every 10 min (or other suitable time intervals) and 
heat immediately at 95 °C for 5 min ( see   Note 20 ).   

   6.    Pellet the resin at 1000 ×  g  for 2 min and transfer each superna-
tant to a low-bind microfuge tube.   

   7.    Subject each sample to SDS-PAGE and stain with Coomassie 
blue. Destain thoroughly and store in ultrapure water prior to 
processing for MS analysis.    

         1.    Excise bands of interest from gels using a clean razor blade. 
Chop each into roughly a half dozen smaller pieces and trans-
fer to a low-bind microfuge tube ( see   Note 21 ).   

   2.    Add 100 μl of wash buffer and incubate for 30 min, vortexing 
occasionally. Remove wash buffer and repeat until gel pieces 
are destained.   

   3.    Add 500 μl ACN and incubate until gel pieces are dehydrated 
and appear small and white.   

   4.    Remove and discard ACN. Air-dry gel pieces for 10 min.   
   5.    Add enough trypsin solution to cover the gel pieces (typically 

30–40 μl) and wait for 30 min to allow rehydration. Add addi-
tional trypsin solution to completely submerge gel pieces if 
necessary. Incubate overnight at 37 °C.   

   6.    Add ACN (2× trypsin solution volume used) and incubate for 
15 min at room temperature, vortexing occasionally. Transfer 
liquid to a new low-bind microfuge tube.   

   7.    Repeat peptide extraction by rehydrating gel slices with 40 μl 
water for 10 min, adding 80 μl of ACN, incubating for 15 min, 
and pooling liquid with the fi rst extraction.   

   8.    Dry extracted peptides in a centrifugal vacuum concentrator or 
freeze and dry by lyophilization.      

3.2.2  Assay

3.2.3  Peptide 
Preparation for MS 
Analysis
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   The following protocol should be generally applicable for a wide 
variety of nanospray LC-MS systems.

    1.    Resuspend the dried peptides in a small volume of HPLC 
 solvent A to a concentration suitable for MS analysis (typically 
~0.2 μg/μl). Excess material may be stored at −80 °C 
( see   Note 22 ).   

   2.    Inject 1 μg (typically 5 μl) onto a C18 trap column and wash 
with HPLC solvent A.   

   3.    Resolve the sample with a linear gradient from 5 to 40 % HPLC 
solvent B through a microcapillary C18 column and a nanoelec-
trospray emitter tip at a fl ow rate of ~300 nl/min ( see   Note 23 ).   

   4.    Acquire MS survey and data-dependent MS/MS fragmenta-
tion scans during the entire linear gradient ( see   Note 24 ).   

   5.    After data acquisition, peptides must be identifi ed and quan-
tifi ed. Here we describe a procedure for identifi cation of 
 peptides using the Mascot database search engine and manual 
quantifi cation of changes in abundance across time points. 
However, other options will work equally well ( see   Note 25 ).   

   6.    Mascot is accessed from   www.matrixscience.com    . Parameter 
settings may vary depending on the instrument and other fac-
tors. The standard parameter settings that we use for peptide 
identifi cation with the Mascot MS/MS Ions Search algorithm 
are presented in Table  1  ( see   Note 26  for more detailed infor-
mation on search settings).

       7.    Once peptides have been identifi ed, the extracted ion current 
(XIC) for all phosphopeptides and for several non- 
phosphorylated “standard” peptides (minimum 4) must be 
obtained. An XIC simply represents the HPLC trace for a 
 specifi c mass/charge value during the LC-MS experiment 
( see  Fig.  1 ). The software from most instrument vendors inclu-
des functions for manually generating XICs for ions of interest. 
Alternatively, some freely available software packages, including 
MaxQuant (  www.maxquant.org    ), will generate XICs automat-
ically for all identifi ed peptides ( see   Note 27 ). The procedure 
we describe is suitable for analysis of singly phosphorylated 
peptides. Analysis of peptides with multiple phosphorylation 
sites is more complicated.

       8.    The raw phosphopeptide XIC signals for each time point must 
be corrected using the non-phosphorylated standard peptides 
to account for sample-to-sample signal variation. We have used 
different approaches for this, but the simplest to implement is 
the following ( see  Fig.  2 ): (1) Normalize the XIC signals for all 
non-phosphorylated standard peptides and phosphopeptides, 
such that time = 0 is set to 1 and all other time points represent 
a fraction of the time = 0 signal. (2) Average these normalized 
values from the standard peptides to obtain a set of correction 

3.2.4  Liquid 
Chromatography-Mass 
Spectrometry (LC-MS) 
Acquisition and Analysis
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factors, one for each time point (the value for time = 0 will be 1). 
(3) Divide the normalized phosphopeptide values by the appro-
priate correction factor to obtain adjusted fractional phospho-
peptide signals. With a robust instrument and carefully prepared 
samples, the corrections should be minimal ( see   Note 28 ).

       9.    Finally, generate dephosphorylation plots of the adjusted 
 phosphopeptide signals. Time = 0 will be 1 and the other time 
points will represent the fraction of phosphopeptide remaining 
( see  Fig.  2 ). The plots can generally be fi t with an exponen-
tial decay equation to quantitatively compare rates of 
dephos phorylation.        

4    Notes 

     1.    Custom phosphopeptides are readily obtained commercially. 
Phosphopeptide length as well as the position of the phos-
phorylation site can vary according to need or preference. For 
Cdc14, we typically select a sequence of ~16 amino acids 
 centered on the phosphorylated residue, or a sequence of 
ten amino acids with the phosphorylated residue at position 3. 
Both versions seem to yield similar results. Examples of phos-
phopeptide substrates used extensively for characterization 

   Table 1  
  Mascot MS/MS ions search settings   

 Parameter  Setting 

 Database(s)  SwissProt 

 Enzyme  Trypsin 

 Allow up to # missed cleavages  2 

 Taxonomy  Select appropriate species 

 Fixed modifi cations  None, unless optional alkylation has been performed 

 Variable modifi cations  Oxidation (M), Phospho (ST), and/or Phospho (Y) 

 Peptide tolerance (ppm)  ±10 

 MS/MS tolerance (Da)  ±0.25 

 Peptide charge  +2, +3, and +4 

 Mass value  Monoisotopic 

 Data fi le  Locate and upload raw data fi le 

 Data format  Mascot accepts MGF, DTA, ASC, PKL, PKS, Sciex API III, XML, 
and mzML fi le formats 

 Instrument  Select type of instrument used 

  All parameters not listed can be left at their default settings  

Protein Phosphatase Assays
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of budding yeast Cdc14 are VKGNELR S PSKRRSQI and 
MI S PSKKRTIL derived from the Acm1 protein [ 14 ]. Peptides 
are synthesized with an amide group at the C-terminus.   

   2.    Other formulations of the malachite green/ammonium molyb-
date dye are commercially available as well. Vendor- specifi c 
instructions for use of other reagents should be  followed. In 
addition, ammonium molybdate and malachite green reagents 
can be made and used as described [ 20 ].   

   3.    The kinase buffer is optimized for budding yeast cyclin- 
dependent kinase 1 (Cdc28-Clb2 complex). The kinase buffer 
may need to be altered if other purifi ed kinases are being used 
to create phosphoprotein substrates.   

   4.    In our experience, unused trypsin solution can be stored in 
aliquots at −80 °C with minimal loss of activity. Alternatively, 
for long-term storage, resuspend trypsin at 100 ng/μl in 1 mM 
HCl and store in aliquots at −20 °C. Adjust pH and concentra-
tion with fresh 100 mM ABC prior to use.   

   5.    Budding yeast Cdk1 can be purifi ed as described [ 21 ]. 
Alternative protocols for Cdk1 purifi cation from budding yeast 
or other species should be suitable but have not been evalu-
ated. Cdc14 can be purifi ed as described in Subheading  2.1 , 
 item 11 , for the peptide assay. Substrates, either recombinant 

  Fig. 1    Extraction of MS ion signals from LC-MS data. Raw LC-MS fi les are a composite of a broad range of 
measured mass/charge signals over the time course of an HPLC separation ( top plot, blue trace ). From this raw 
data, the mass/charge signal for specifi c peptides of interest, in this case two phosphopeptides (phosphosites 
1 and 2) and two unphosphorylated standard peptides (Std1 and Std2), must be extracted ( bottom three plots ). 
Such plots are termed extracted ion currents, or XICs, and are obtained using software tools typically supplied 
with MS instruments. They require only the measured mass/charge value of the peptides of interest, obtained 
from the database search used to identify the peptides present       
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or from the native source, should be affi nity purifi ed and 
retained/stored on the affi nity matrix until use. We commonly 
use a glutathione S-transferase fusion for affi nity purifi cation of 
substrate proteins expressed in  E. coli . For recombinant sub-
strates, affi nity resin should be washed and resuspended in 
kinase buffer. For native substrates that are already phosphory-
lated, proteins can be left on the matrix or eluted into phos-
phatase reaction buffer or other suitable storage buffer.   

   6.    If phosphopeptides are synthesized commercially, many com-
panies also provide purifi cation for an additional cost, eliminat-
ing the need for  steps 1 – 9 , Subheading  3.2.1 . To achieve 
higher purity, conventional reverse-phase HPLC with a C18 
column and ACN gradient elution can be employed as an 
alternative to the procedure described here.   

a b
Time (min): 0 5 30

Std1 21200000 11860000 11400000
Std2 12830000 10310000 12910000
Std3 1860000 997999 1120000
Phosphosite 1 9181000 580521 125908
Phosphosite 2 928277 237613 75689

Raw XIC signals

Time (min) 0 5 30
Std1 1 0.56 0.54
Std2 1 0.80 1.01
Std3 1 0.54 0.60
Phosphosite 1 1 0.06 0.01
Phosphosite 2 1 0.26 0.08

Avg Stds 1 0.63 0.72

Normalized XIC signals (Panel B)

Time (min) 0 5 30
Phosphosite 1 1 0.10 0.02
Phosphosite 2 1 0.42 0.12

Adjusted XIC signals (Panel C)

c

Step 1

Step 2

Step 3

Correc�on factors

  Fig. 2    Generation of dephosphorylation plots and normalization of XIC signals. Integration of XIC peaks shown 
in Fig.  1  provides quantitative values for plotting as a function of time during the phosphatase assay ( top table 
in panel   a ) but these values must be adjusted fi rst to correct for variation in sample processing, instrument 
performance, and other factors. In step 1 the raw XIC values for each peptide have been normalized by dividing 
each by the value at time = 0. This makes the fi rst time point equal to 1 and the other time points a fraction 
relative to the fi rst time point. A plot of these normalized values is shown in  panel   b . Notice that the signal for 
the standards varies between time points. In step 2 the normalized XIC values for just the standard peptides 
are averaged ( red line in panel   b ) to create a set of correction factors, one for each time point. In step 3 the 
normalized phosphopeptide XIC signals are divided by the correction factor from the corresponding time point 
to generate the fi nal adjusted XIC values that are plotted in  panel   c . Notice that the effect of this procedure is 
to correct the average standard peptide signals to 1, satisfying the assumption that the average abundance of 
these unphosphorylated standard peptides should be constant over time ( red line in panel   c ). With additional 
data points, the adjusted phosphopeptide plots can be fi t with an exponential decay equation to calculate rates 
of dephosphorylation       

 

Protein Phosphatase Assays



232

   7.    Peptide solubility varies greatly. If solubility is a problem, lower 
concentrations or different solution conditions may be needed 
for the resuspension step.   

   8.    We use 1 g Sep-Pak ®  6 cc Vac cartridges (Waters catalog 
#186004621) for crude phosphopeptides up to 50 mg (a typi-
cal prep is 10 mg of crude phosphopeptide). A variety of 
 Sep- Pak  ®  C18 sizes are available to accommodate different 
peptide amounts.   

   9.    Sep-Pak ®  columns can be regenerated and stored for repeated 
use by washing 3× with 3 ml methanol and then air-drying the 
column.   

   10.    If MALDI-TOF or other MS analysis is not readily available, 
peptides should be purchased pre-purifi ed. This routine MS 
analysis can often be provided by a core facility.   

   11.    For measurements in semi-micro plastic cuvettes use 500–
1000 μl. For 96-well plates use 100–200 μl.   

   12.    Malachite green dye has a broad absorbance peak; thus any 
wavelength from 600 to 680 nm can be used.   

   13.    The assay volume can be scaled down for use in high- 
throughput analyses in 384-well plates or scaled up for use 
with individual plastic cuvettes and a conventional spectropho-
tometer. Endpoint assays at a single substrate concentration 
below the  K  M  are an effective way to compare catalytic effi -
ciency of many different substrates. Alternatively,  k  cat  and  K  M  
values can be determined by measuring the reaction rate across 
a range of substrate concentrations.   

   14.    We use a fi nal concentration of 50–100 nM Cdc14 when 
 optimal substrates are being assayed. Higher concentrations 
are needed for less effi cient substrates. For other phosphatases, 
optimal enzyme concentrations as well as reaction times 
and temperatures may differ from those employed here. The 
amount of substrate consumed in reactions must be less than 
10 % of the initial value.   

   15.    This procedure is optimized for cyclin-dependent kinase 1 
(Cdk1) and Cdc14 and may require modifi cation to accom-
modate other protein kinases and phosphatases.   

   16.    It is useful to obtain an estimate of the amount of substrate 
protein isolated on the affi nity matrix. The most practical 
approach is to elute the substrate from a small, defi ned fraction 
of the matrix and perform a Bradford or BCA protein assay 
using commercially available reagents.   

   17.    The goal is to achieve stoichiometric modifi cation of substrate 
phosphorylation sites, and therefore the kinase concentration 
should be high and the incubation time may need to be 
adjusted. The stoichiometry of phosphorylation can usually be 
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estimated from the LC-MS data simply by comparing the 
 signal intensity of phosphorylated and unphosphorylated pep-
tide species.   

   18.    For antibody-based affi nity captures, it may be advantageous 
to elute substrates from the resin (e.g., by competition with 
antigenic peptide) prior to the phosphatase reaction, particu-
larly if the substrate protein might co-migrate on SDS-PAGE 
with one of the antibody chains. The reducing agent required 
in the phosphatase reaction buffer may cause dissociation of 
antibody disulfi de bonds leading to high levels of free antibody 
chains on SDS-PAGE in the subsequent steps.   

   19.    We use 100 nM Cdc14 for substrates containing phosphosites 
effi ciently targeted by Cdc14. The concentration of Cdc14 
may need to be increased or decreased in accordance with the 
protein’s effi cacy as a substrate.   

   20.    The appropriate incubation time will vary depending on the 
substrate, the substrate concentration, and the enzyme con-
centration and must be optimized.   

   21.    Use gloves and a clean, dust-free environment when handling 
and processing gels to minimize keratin contamination. Use 
dedicated gel plates and staining trays cleaned only with iso-
propanol, and avoid handling them without gloves. Additional 
information on in-gel digest procedures, including optional 
cysteine reduction and alkylation steps, can be found here [ 22 ].   

   22.    Peptide concentration can be diffi cult to measure accurately. 
To avoid consuming part of the sample we estimate the amount 
of protein from the Coomassie blue-stained gel band and 
assume 100 % protein digestion and 100 % peptide recovery 
from the in-gel digest.   

   23.    We typically use a 60-min gradient, but shorter times may be 
suffi cient for analysis of peptides derived from single proteins. 
In cases where a larger number of protein substrates are evalu-
ated simultaneously, gradient length can be increased to enhance 
the number of peptides detected.   

   24.    Specifi c method parameters will vary depending on the instru-
ment. This includes fl ow rate, number and duration of MS/
MS acquisitions per cycle, fragmentation settings, electrospray 
voltages, and dynamic exclusion window.   

   25.    Use of Mascot with large LC-MS data fi les requires a license. 
Any database search program capable of identifying peptides 
and modifi ed peptides should be suitable and several commonly 
used and freely accessible options exist. More detailed descrip-
tions of the procedure for manual quantitation of phosphopep-
tide signals have been published elsewhere [ 14 ,  18 ,  21 ].   
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   26.    Notes on Mascot search parameter settings: Database—any 
database that contains the sequence of the protein(s) being ana-
lyzed will work. Enzyme—we have described the procedure for 
preparing samples by digestion with trypsin, but other site- 
specifi c endoproteinases can be used as well, particularly if spe-
cifi c phosphorylation sites of interest are not detected using 
trypsin. It is necessary to select the enzyme that was used to 
prepare the peptide samples. Fixed modifi cations—if the optional 
alkylation of cysteines has been performed with iodoacetamide 
during the in-gel digestion then “carbamidomethyl (C)” must 
be selected as a fi xed modifi cation. Variable modifi cations—oxi-
dation (M) is not essential to select. However, in our experience, 
peptides containing methionine are almost always detected in 
both reduced and oxidized states. Peptide and MS/MS toler-
ance—these settings depend on both the type of mass analyzer 
and the quality of the calibration. The indicated values are our 
standard settings for a quadrupole- TOF instrument. Other ana-
lyzers may require very different tolerance settings. For example, 
Orbitraps may accommodate a more stringent peptide tolerance 
whereas conventional ion traps will require much less stringent 
peptide and MS/MS  tolerances. The mass accuracy of an instru-
ment can easily be determined using a collection of peptide stan-
dards. Peptide charge—this setting is overridden when the 
charge state of precursor peptides is provided in the LC-MS data 
fi le, as it almost always will be. Therefore this setting can usually 
be ignored. Mass value—this should always be set to monoiso-
topic unless a low-resolution analyzer is used that is not able to 
distinguish individual peptide isotope peaks. Data format—for 
instruments that generate raw data fi les in a proprietary format 
not supported by Mascot, conversion to one of these supported 
formats is required. Software is generally provided by instrument 
vendors for fi le conversion to nonproprietary formats and freely 
available tools exist as well.   

   27.    Generation of an XIC for a peptide requires only its measured 
mass/charge value. Because multiple ions could have similar 
mass/charge values (this will become more frequent with 
increasing sample complexity), it is important that the XIC 
peaks used for quantitative analysis be matched to an MS/MS 
spectrum that identifi es the peptide. An MS/MS spectrum 
identifying the peptide from at least one of the samples defi nes 
the peptide’s LC retention time. The integrated XIC peak 
should match this retention time. MaxQuant will perform 
both the peptide identifi cation step using the Andromeda 
search algorithm and the generation of integrated XIC values 
for all identifi ed peptides. Information on use of MaxQuant 
has been published [ 23 ,  24 ] and is available from the MaxQuant 
website,   www.maxquant.org    .   
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   28.    The more non-phosphorylated peptides used to determine 
correction factors for each time point the better. We use a min-
imum of four. Try to select peptides that give a strong MS 
signal, do not have missed protease cleavage sites, and lack 
methionine and cysteine. Discard any peptide whose profi le 
deviates dramatically from the average peptide profi le.         
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    Chapter 14   

 Combining the Optimized Yeast Cytosine Deaminase 
Protein Fragment Complementation Assay and an In Vitro 
Cdk1 Targeting Assay to Study the Regulation 
of the γ-Tubulin Complex 

           Po     Hien     Ear    ,     Jacqueline     Kowarzyk    ,     Michael     J.     Booth    ,     Diala     Abd-Rabbo    , 
    Kristian     Shulist    ,     Conrad     Hall    ,     Jackie     Vogel     , and     Stephen     W.     Michnick    

    Abstract 

   Cdk1 is the essential cyclin-dependent kinase in the budding yeast  Saccharomyces cerevisiae . Cdk1 
 orchestrates cell cycle control by phosphorylating target proteins with extraordinary temporal and spatial 
specifi city by complexing with one of the nine cyclin regulatory subunits. The identifi cation of the cyclin 
required for targeting Cdk1 to a substrate can help to place the regulation of that protein at a specifi c time 
point during the cell cycle and reveal information needed to elucidate the biological signifi cance of the 
regulation. Here, we describe a combination of strategies to identify interaction partners of Cdk1, and 
associate these complexes to the appropriate cyclins using a cell-based protein-fragment complementa-
tion assay. Validation of the specifi c reliance of the OyCD interaction between Cdk1 and budding yeast 
 γ -tubulin on the Clb3 cyclin, relative to the mitotic Clb2 cyclin, was performed by an in vitro kinase assay 
using the  γ -tubulin complex as a substrate.  

  Key words     Yeast cyclin-dependent kinase (Cdc28 or Cdk1)  ,   Cyclin  ,   Optimized yeast cytosine deaminase 
protein-fragment complementation assay (OyCD PCA)  ,   Budding yeast γ-tubulin (Tub4)  

1       Introduction 

 Cyclin-dependent protein kinases (Cdk) are regulatory enzymes 
whose temporal and spatial selectivity for specifi c substrate proteins 
rely on their association with cyclin partner proteins [ 1 ]. In the bud-
ding yeast  Saccharomyces cerevisiae , the essential and only Cdk, Cdk1 
(Cdc28) binds to one of the nine available cyclin partner proteins 
(Cln1, Cln2, Cln3, Clb1, Clb2, Clb3, Clb4, Clb5, or Clb6) to 
recognize and phosphorylate their substrates [ 2 ]. The different 

 The original version of this chapter was revised. The erratum to this chapter is available at: 
DOI   10.1007/978-1-4939-2957-3_22     
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Cdk1-cyclin complexes bind to and phosphorylate target proteins 
involved in orchestrating all of the processes necessary for cell divi-
sion. Unlike Cdk1, cyclin concentrations vary throughout the cell 
cycle with the G1 cyclins, Cln1-3, peaking prior to START in G1, 
Clb3-6 peaking in S phase, and Clb1 and Clb2 peaking at the meta-
phase-anaphase transition [ 1 ,  3 ]. Identifying novel Cdk1 substrates 
and the cyclin(s) that mediate specifi c Cdk1-substrate interactions 
remains challenging due to the transient nature of the complexes 
and the low abundance of certain proteins forming these complexes 
[ 4 ,  5 ]. Additionally, some Cdk1 substrates are  targeted for degrada-
tion upon phosphorylation (e.g., the yeast securin, Pds1 [ 6 ,  7 ]). 
Finally, a substrate of Cdk1 may be context/location dependent 
and thus be only a small fraction of the total pool of protein at a 
particular phase of the cell cycle. For example, phosphorylation of 
budding yeast γ-tubulin (Tub4) by Cdk1 occurs at the spindle pole, 
and cannot be detected in cytoplasmic pools or in asymmetric cells 
[ 8 ]. In this chapter we use Tub4 as an example, illustrating an in vivo 
strategy to identify a Tub4-specifi c cyclin necessary for its phosphor-
ylation by Cdk1 and detailed methods for demonstrating Cdk1-
cyclin-specifi c phosphorylation of Tub4 in vitro. 

 Tub4 is phosphorylated by Cdk1 at serine (S) 360, which lies in 
an evolutionarily conserved Cdk1 recognition motif found in both 
budding yeast and humans [ 8 ]. Keck et al. detected phosphorylated 
S360 in the subpopulation of Tub4 bound to purifi ed spindle pole 
bodies, which represents ~10 % (~600 molecules) of the estimated 
total 7200 molecules of Tub4 in the cell [ 3 ,  9 ]. Phosphorylated 
S360 are specifi c to cells arrested in metaphase by inactivation of the 
anaphase-promoting complex, a condition in which cells have high 
levels of both early (Clb3,4) and late (Clb1,2) mitotic cyclins. 
Identifi cation of the specifi c cyclin that mediates the interaction 
between Cdk1 and Tub4 is both a major challenge and key to under-
standing the biological signifi cance of S360  phosphorylation, and 
requires a sensitive cell-based method of detection. 

 We previously reported a simple survival-selection screening 
method to detect protein-protein interactions in vivo based on the 
optimized yeast cytosine deaminase protein-fragment complemen-
tation assay (OyCD PCA) [ 10 ]. The OyCD PCA involves express-
ing two proteins of interest (bait and prey) fused to the amino 
(N)- or carboxyl (C)-termini of the OyCD fragments, OyCD-F[1] 
and OyCD-F[2] (i.e., proteinX-OyCD-F[1] and proteinY-OyCD-
 F[2]) and testing for their interaction in a yeast strain in which the 
gene expressing cytosine deaminase has been deleted. When the 
bait and prey proteins interact, the OyCD fragments rapidly fold 
and reconstitute the active yCD enzyme. The activity can be 
detected by either using an OyCD PCA death selection assay, where 
the reconstituted enzyme makes cells sensitive to the 5- fl uorocytosine 
(5-FC) prodrug, or using an OyCD PCA survival selection assay, 
where  ura3Δ  cells with the reconstituted OyCD enzyme are able to 
convert cytosine to uracil and survive on minimal medium [ 10 ]. 
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 The death selection assay of the OyCD PCA is particularly 
suitable for systematically identifying proteins (“prey”) that inter-
act with Cdk1 based on sensitivity to 5-FC ( see  Fig.  1 ).

   To determine which cyclin(s) are required for recognition of 
a substrate by Cdk1, Cdk1:test-protein interactions are tested in a 
set of yeast strains with each strain bearing a null mutation in one 
of the nine cyclin genes ( see  Fig.  2a ). For example, a Cdk1 sub-
strate (prey2) interaction is shown to depend on Clb5 because 
when the OyCD PCA death assay is performed in a knockout strain 
for the  CLB5  gene ( clb5Δ ), death following treatment with 5-FC is 
prevented ( see  Fig.  2b ). In the case of Tub4, we discovered that 
Clb3 is the mediator of the Cdk1-Tub4 interaction [ 11 ]. These 
cases are exceptional in that the Cdk1-substrate interaction could 
be attributed to a single cyclin. The majority of Cdk1-substrate 
interactions are mediated by more than one cyclin [ 11 ].

   The early mitotic cyclin Clb3 is expressed concomitantly with 
the formation of microtubules at the newly duplicated mitotic 
spindle pole [ 1 ] and is known to regulate early steps in the process 
of mitotic spindle assembly [ 12 ,  13 ]. The identifi cation of Clb3 as 
the cyclin that mediates interaction of Cdk1 with Tub4 is further 
tested by an in vitro kinase assay. We tested for phosphorylation 
of Tub4 by Cdk1-Clb3 relative to Cdk1-Clb2 using a purifi ed, 
reconstituted γ-tubulin complex—the γ-tubulin small complex 
or γ-TUSC [ 14 ], which preserves the in vivo context of γ-tubulin 
( see  Fig.  2a ). The γ-tubulin complexes can be either γ-TUSCs or 
larger assemblies such as rings or fi laments, contain Tub4, Spc97, 
Spc98, and an N-terminal fragment of the receptor protein Spc110, 

Cdk1prey1

and Cdk1prey1
no interaction between

Cdk1

Cdk1andprey2between
cyclin-dependent interaction

prey2

cyclin cyclin

OyCD-F[1] OyCD-F[2]

inactive yCD fragments
active yCD enzyme
sensitive to 5-FC

  Fig. 1    Detecting protein-protein interactions between Cdk1 and candidate sub-
strates (preys) using the death assay. Determine the activity of the OyCD PCA for 
Cdk1 and its preys in a yeast strain harboring all nine cyclin genes. Express each 
prey with Cdk1 fused to OyCD reporter fragments in yeast. Prey1 does not inter-
act with Cdk1; cells are resistant to 5-FC. Prey2 interacts with Cdk1; cells are 
sensitive to 5-FC       
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is purifi ed from Sf9 insect cells ( see  Fig.  3b ) and treated with KCl 
to form γ-TUSCs. The structure of the complex is fi rst verifi ed by 
electron microscopy ( see  inset a, Fig.  3b ). The specifi city of Cdk1- 
Clb3 to Tub4 relative to Cdk1-Clb2 is shown in parallel in vitro 
kinase assays using purifi ed Cdk1-Clb2 and Cdk1-Clb3 complexes 
( see  Fig.  3b ).

   In a parallel study, we found that a phosphomimetic mutant 
of S360 decreases the number of the interpolar microtubules 
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  Fig. 2    Cyclin contingency tests using the death assay. ( a ) The presence of cyclin 
mediates the interaction between Cdk1 and a candidate substrate, resulting 
in sensitivity to 5-FC. If a cyclin is required for maintaining the interaction 
between Cdk1 and the prey protein, removal of the cyclin will block the interac-
tion between Cdk1 and the substrate (Prey2), and cells will be resistant to 5-FC. 
( b ) Example of cyclin contingency, showing resistance to 5-FC in a  CLB5  knock-
out strain ( clb5 Δ). Colony growth of 4 replicates per cyclin deletion strain, in the 
presence and absence of 5-FC, is shown. 5-FC resistance is determined by cal-
culating the integrated intensity of each colony grown in the presence of 5-FC 
over the integrated intensity of colonies grown in the absence of 5-FC       
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 (ip- MTs) that are formed during the earliest steps in spindle 
assembly [ 15 ]. Conversely, a S360A (alanine) phospho-inhibiting 
mutation increased the number of intermediates in ip-MT forma-
tion [ 15 ]. The identifi cation of Cdk1-Clb3 interaction with Tub4 
in the OyCD PCA screen suggested that the phosphorylation of 
S360 occurs early in spindle assembly during the formation of ip-
MTs ( see  Fig.  3c ). The OyCD and kinases assays, in combination 
with electron tomography of nm-scale microtubule organization 
within spindles, and microscopic measurements of spindle dynam-
ical behaviors supports a novel role of Cdk1-Clb3 in controlling 
the number of ip-MTs formed during spindle formation. We have 
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shown that  ip-MTs form when Clb3 levels are low, and S360 
phosphorylation inhibiting the formation of new ip-MTs as cells 
progress through S phase and complete spindle assembly ( see  
Fig.  3d ). 

 Below we provide detailed protocols to perform the cell-based 
OyCD PCA to identify Cdk1-cyclin complexes that recognize spe-
cifi c substrates and in vitro biochemical methods to validate the 
in vivo-determined Cdk1-cyclin-substrate interactions using Tub4 
and the yeast γ-tubulin small complex (γ-TUSC) as examples [ 15 ]. 

 Finally, we note that all of the OyCD PCA expression plasmids are 
Gateway destination vectors (pAG413GAL1-ccdB-OyCD- F[1] and 
pAG415GAL1-ccdB-OyCD-F[2]). It is thus straightforward to cre-
ate C-terminal fusion constructs with the OyCD reporter fragments 
and test many pair-wise protein-protein interactions in parallel for 
Cdk1-substrate interactions or any interactions one may want to test.  

2    Materials 

     AccuPrime Pfx DNA polymerase, BP Gateway clonase, and LR 
Gateway clonase enzyme mixes are purchased from Invitrogen or 
other vendors.  

       1.    DH5α bacterial competent cells.   
   2.    Competent BY4741  MAT  a  (his3Δ 1; leu2Δ 0; met15Δ 0; 

ura3Δ 0) yeast strains with  fcy1∆  single-gene deletion and 
with double-gene deletions to create cyclin deletion strains 
(deletion of  fcy1∆  and one of the cyclins ( cln1∆ ,  cln2∆ ,  cln3∆ , 
 clb1∆ ,  clb2∆ ,  clb3∆ ,  clb4∆ ,  clb5∆ , or  clb6∆ )) [ 16 ] prepared 
according to Knop et al. [ 17 ].      

   LB plates with 1.5 % (wt/vol) agar and 100 μg/mL of ampicillin 
or 50 μg/mL of kanamycin.  

       1.    SC-His-Leu: Synthetic complete solid medium lacking histi-
dine and leucine with 2 % (wt/vol) glucose, and 2 % (wt/vol) 
agar petri plates.   

   2.    SC-His-Leu+glucose+G418: Synthetic complete medium lack-
ing histidine and leucine with 2 % (wt/vol) glucose and 200 μg/
mL (wt/vol) of G418 with or without 3 % (wt/vol) agar.   

   3.    SC-His-Leu+raffi nose: Synthetic complete liquid medium lack-
ing histidine and leucine with 2 % (wt/vol) raffi nose.   

2.1  Strains, 
Reagents, and Media 
Used for OyCD Assays

2.1.1  Enzymes

2.1.2  Bacteria 
and Yeast Strains

2.1.3  Bacteria Media

2.1.4  Yeast Media
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   4.    OyCD selection plates: Synthetic complete solid medium lacking 
histidine and leucine with 2 % (wt/vol) raffi nose, 2 % (wt/vol) 
galactose, 200 μg/mL of G418, and 3 % agar in NUNC omnip-
lates with or without 1 mg/mL of 5-FC.   

   5.    YPD liquid: 1 % (wt/vol) yeast extract, 2 % (wt/vol) peptone, 
2 % (wt/vol) dextrose, 2 % (wt/vol) agar.   

   6.    Deletion plates: YPD medium with 200 μg/mL G418, 
100 μg/mL nourseothricin, 100 μg/mL 5-FC, and 2 % (wt/
vol) agar plates ( see   Note 1 ).      

       1.    Dimethylsulfoxide (DMSO).   
   2.    Galactose.   
   3.    PLATE solution: 40 % PEG 3350, 100 mM lithium acetate, 

10 mM Tris–HCl pH 7.5 and 0.4 mM EDTA.   
   4.    Plasmid Miniprep kit.   
   5.    Sorbitol buffer: 1 M sorbitol, 1 mM EDTA, 10 mM Tris–HCl 

pH 8.0, 100 mM lithium acetate.   
   6.    Water (distilled and sterile).      

       1.    Omniplates (NUNC).   
   2.    Pintool: Robotically manipulated (96 pintool (0.787 mm fl at 

round-shaped pins, #FP3N, V&P Scientifi c Inc., San Diego, 
CA) and 384 pintool (0.457 mm fl at round-shaped pins, custom 
#FP1N, V&P Scientifi c Inc., San Diego, CA)) or manually 
manipulated 96 pintool (1 μL slot pins, 1.58 mm, VP 408Sa, 
V&P Scientifi c Inc., San Diego, CA).   

   3.    Plate imaging: At least a 4.0 Mega pixel camera (Powershot 
A520, Canon), a stationary arm (70 cm mini repro, Industria 
Fototecnica Firenze, Italy), and a plate-shooting platform.       

         1.    Sf 9 cells (a clonal isolate of  Spodoptera frugiperda  Sf 21 cells).   
   2.    pFastBac vectors (Invitrogen).   
   3.    DH5α  E. coli  cells (pFastBac).   
   4.    DH10BAC  E. coli  cells for bacmids (Invitrogen).      

       1.    Standard LB medium with 100 μg/mL ampicillin (DH5α cells).   
   2.    LB medium supplemented with 50 μg/mL kanamycin, 7 μg/

mL gentamicin, and 10 μg/mL tetracycline.   
   3.    Standard SOC medium (pFastBac transformation).   

2.1.5  Other Reagents

2.1.6  Equipment

2.2  Cells, Reagents 
and Media, 
and Equipment 
Used for γ-TUSC 
Purifi cation

2.2.1  Cells (Sf9 
and Bacterial)

2.2.2  Reagents 
and Media for Bacterial 
Manipulation
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   4.    DH10BAC plates: LB plates (or broth) supplemented with 
50 μg/mL kanamycin, 7 μg/mL gentamicin, 10 μg/mL tetra-
cycline, with or without 100 μg/mL X-gal and 40 μg/mL 
 isopropyl β- d -1-thiogalactopyranoside (IPTG).      

       1.    Gibco SF900II media (Life Technologies) with 7 μg/mL 
 gentamicin. Alternatively, Multicell I-Max serum-free media for 
insect cells (Wisent) can also be used as a less expensive option.   

   2.    DMSO.   
   3.    Escort IV transfection reagent (Sigma-Aldrich; Sf 9 transfection).   
   4.    Fetal calf serum (FCS) from Gibco (Life Technologies; BIIC 

stocks).   
   5.    HB100 buffer: 40 mM HEPES, 1 mM EGTA, 1 mM MgCl 2 , 

100 mM KCl with 1 mM DTT, and 100 μM GTP added fresh, 
pH 7.5 (γ-TUSC purifi cation).   

   6.    KCl stock solution: 1 M in HB100 buffer.   
   7.    Roche PhosSTOP phosphatase inhibitor cocktail and Roche 

cOmplete protease inhibitor cocktail [ 14 ].   
   8.    TEV protease [ 18 ].   
   9.    SF9 freezing solution: 90 % SF900II + 10 % DMSO.      

       1.    CASY cell counter (Roche Innovatis).   
   2.    Heraeus multifuge 3S-R centrifuge (Thermo Scientifi c).   
   3.    45Ti Beckman Coulter centrifuge.   
   4.    Micro Bio-Spin Chromatography columns (Bio-Rad).   
   5.    Glutathione-Sepharose 4B resin (GE Healthcare).   
   6.    Glass Dounce homogenizer.       

         1.    Yeast strains expressing Clb3-TAP and Clb2-TAP from 
the GAL1 promoter in a 2μ plasmid (URA3; described in 
Koivomagi et al. [ 19 ]).      

       1.    Synthetic complete medium without uracil (SC–ura) with 2 % 
galactose.   

   2.    TAP affi nity resins, binding, and elution buffers [ 20 ].      

       1.    Kinase buffer (KB), 10× stock (Cell Signaling).   
   2.    Cold ATP: 100 μM in 1× KB.   

2.2.3  Reagents 
and Media for Sf9 Cell 
Culture, Protein Expression, 
and Protein Purifi cation

2.2.4  Equipment

2.3  Strains, 
Reagents and Media, 
and Equipment Used 
for In Vitro Kinase 
Assays

2.3.1  Strains

2.3.2  Reagents 
and Media for Cdk1-Cyclin 
Purifi cation

2.3.3  Reagents Used 
for In Vitro Kinase Assays

Po Hien Ear et al.



245

   3.    γ 32 P-ATP 3000 Ci/mmol 10 mCi/ml, 100 μCi (Perkin-Elmer).   
   4.    4× SDS sample buffer: 0.25 Tris–HCl pH 6.8, 8 % SDS, 40 % 

glycerol, 0.008 % bromophenol blue. Add β-mercaptoethanol 
(β-ME) to 10 % before using.   

   5.    Histone control substrate or γ-TUSC substrate: 0.4 μM.   
   6.    Purifi ed Clb2-Cdk1 (2 nM in 1× KB) and Clb3-Cdk1 (5 nm 

in 1× KB).      

       1.    Refrigerated centrifuges for pelleting cells from liquid culture, 
clarifi cation of whole-cell lysates, and separation of lysates from 
resin.   

   2.    Bead beater or Reutch P 100 cryo grinder (recommended) for 
yeast cell lysis.   

   3.    SDS-PAGE and gel casting equipment for mini gels (Biorad).   
   4.    Gel imaging station (MBI).   
   5.    Phosphorimager: Typhoon Trio (GE).        

3    Methods 

      Timeline for generating  FCY1  knockout yeast: 4–7 days.    
 A list of plasmids and oligonucleotides used for the OyCD 

interaction assay is provided in Table  1 .

     1.    Use the following oligos to amplify the nourseothricin resis-
tance gene from the pAG25 plasmid [ 12 ] using the AccuPrime 
 Pfx  DNA polymerase. 

  Forward-FCY1-KO oligo: 
 TGAGAGCCAGCTTAAAGAGTTAAAAATTTCATAGC

TAATGGCGCCAGATCTGT 
 TTAGCTT 
 Reverse-FCY1-KO oligo: 
 ATAAAATTAAATACGTAAATACAGCGTGCTGCGTG

CTCTAGGTTAACCTGGCTTATCGAA   
   2.    Transform each cyclin deletion strain (available from Open 

Biosystems) with the PCR product: Mix 50 μL of thawed com-
petent cells with 5 μL (2 μg) of the PCR-amplifi ed cassette 
DNA encoding the  NAT1  resistance marker. Mix and incubate 
for 30 min at room temperature. Add 500 μL of PLATE solu-
tion and 50 μL of DMSO followed by heat shock at 42 °C for 
20 min. Centrifuge at 805 ×  g  for 3 min, remove the superna-
tant, and resuspend cells in 1 mL YPD medium; incubate at 
30 °C with shaking for 4 h. Centrifuge the cells, remove the 
supernatant, resuspend the cells in 200 μL of liquid YPD, and 
plate on the deletion plates ( see   Note 1 ).   

2.3.4  Equipment

3.1  Deletion 
of the  FCY1  Gene 
in Wild-Type 
and in Cyclin 
Deletion Strains
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   3.    Incubate the plates at 30 °C for 3–5 days. Colonies can be 
further verifi ed by colony PCR methods. 

  Pause point : Prepare a glycerol stock of the correct strains 
and store at −80 °C ( see   Note 2 ).    

            Timeline for OyCD assays 

  BP reaction: 3 days.  
  LR reaction: 3 days.  
  Test for protein-protein interactions (PPIs) with Cdk1: 5 days.  
  Test PPIs with Cdk1 in the different cyclin deletion strains: 14 days.   

    1.    Select genes from the Yeast ORF Collection (BG1805, exp-
ression clones) to transfer into a Gateway donor vector 
(pDONR221) to obtain ENTRY clones using the Gateway BP 
reaction. Perform a diagnostic PCR to determine the presence 
of your gene of interest or send the plasmids (ENTRY clones) 
for sequencing. 

  Pause point : Store plasmids at −20 °C.   
   2.    Perform the LR reaction with the ENTRY clones and the des-

tination vector (pAG413GAL1-ccdB-OyCD-F[1]) to obtain 
the expression plasmid (pAG413GAL1-GeneX-OyCD-F[1]). 
Confi rm by diagnostic PCR for the presence of your gene of 
interest or send the expression plasmids for sequencing. 

  Pause point : Store plasmids at −20 °C ( see   Note 3  and 
Table  1 ).   

   3.    Transform each expression plasmid (pAG413GAL1-GeneX- 
OyCD-F[1]) into BY4741  fcy1∆  yeast containing either 
p415GAL1-Cdk1-OyCD-F[2] or p415GAL1-Linker-OyCD-
 F[2]. Mix 10 μL of cells with 200 ng of each yeast expression 
plasmid, 60 μL of PLATE solution, and 8 μL DMSO. Heat 
shock the yeast at 42 °C for 20 min. Centrifuge at 805 ×  g  for 
3 min. Remove the supernatant and resuspend cells in 50 μL 
sterile water; plate the cell suspension on SC-His-Leu. Incu-
bate at 30 °C for 3 days ( see   Notes 4  and  5 ).   

   4.    Inoculate colonies from each transformation in a 96-well plate 
containing 400 μL of SC-His-Leu+raffi nose, and incubate in a 
30 °C shaking incubator for 16 h. 

  Pause point : Prepare a glycerol stock of yeast harboring the 
two plasmids and store at −80 °C.   

   5.    Add galactose to each culture at a fi nal concentration of 2 % 
(wt/vol) and incubate at 30 °C for more than 1 h to induce 
the expression of the OyCD fusion proteins.   

   6.    Pin the samples onto OyCD selection plates using manual or 
robotic pintools according to what is available in your labora-
tory ( see   Note 6 ).   

   7.    Incubate the plates at 30 °C for 2–3 days. Take pictures of the 
plates at days 2 and 3.    

3.2  OyCD PCA 
for Identifi cation 
of Cdk1 Interacting 
Partners (Fig.  4 )
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  Fig. 4    Workfl ow chart for detecting protein-protein interaction between Cdk1 and its potential substrates in differ-
ent yeast strains using the OyCD protein-protein interaction assay. Determine the activity of the OyCD PCA for Cdk1 
and its potential substrates in a yeast strain harboring all nine cyclin genes or in different cyclin deletion strains. 
Transform yeast strains with expression plasmids carrying Cdk1 and its potential substrates fused to OyCD reporter 
fragments. Select for positive clones by plating onto deletion plates. Inoculate four positive clones per strain in a 
96-well plate containing 400 μL per well of SC liquid medium-His-Leu with 2 % glucose and 200 μg/mL of G418. 
Grow with shaking to saturation and prepare glycerol stocks. Pin glycerol stocks onto an omniplate containing SC 
agar medium-His-Leu with 2 % glucose and 200 μg/mL G418 to reach, as much as possible, a uniform colony 
growth. Perform OyCD PCA by pinning onto OyCD selection plates. If a prey protein (potential substrate) does not 
interact with Cdk1, cells are resistant to 5-FC. If a prey protein interacts with Cdk1, cells are sensitive to 5-FC. For 
OyCD PCA activity in different cyclin deletion strains: If a cyclin is required for maintaining the interaction between 
Cdk1 and the prey protein, removal of the cyclin will affect 5-FC sensitivity. All growth steps are done at 30 °C       
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         1.    Screen the interaction between Cdk1 and its potential sub-
strate in yeast strains expressing all nine cyclin genes or lacking 
one of the nine cyclin genes. The potential substrate genes 
fused to the OyCD-F[1] sequence in Gateway expression vec-
tors are co- transformed with p415GAL1-Cdk1-OyCD-F[2] 
into the  FCY1  deletion ( fcy1∆ ) strain and the nine single-
cyclin and  FCY1  double-deletion strains ( see   Note 4 ).  See  
Subheading  3.2 ,  step 3 , for transformation protocol.   

   2.    Inoculate four clones from each transformation and grow them 
to saturation in SC-His-Leu+glucose+G418. 
  Pause point : Prepare glycerol stocks of these cultures and store 
at −80 °C.   

   3.    Pin all samples from their glycerol stock onto plates containing 
the same medium with 3 % agar and grow for 4 days.   

   4.    For evaluating the OyCD PCA activity, pin the colonies onto 
OyCD selection plates using a robotically manipulated 384 
pintool.   

   5.    Take pictures after 1, 2, 3, and 4 days of incubation at 30 °C.   
   6.    Cell growth is quantifi ed using ImageJ [ 21 ] by calculating the 

integrated intensity of each colony. The activity of the OyCD 
PCA is measured by taking the ratio of integrated intensity of 
each colony grown on 1 mg/mL of 5-FC over the integrated 
intensity of colonies grown in the absence of 5-FC ( see   Note 7 ).      

        Timeline for γ-TUSC expression and purifi cation 

  Bacmid transposition and glycerol stock production: 5 days.  
  Growing Sf9 cells from a frozen stock: 7–14 days.  
  Bacmid DNA preparation: 2 days.  
  Preparation of P1 virus stock: 5–7 days.  
  Preparation of BIIC stocks: 3–4 days (not including the time it 

takes to grow initial Sf9 cell culture).  
  Transfection with γ-TUSC BIIC stocks: 13–15 days (not including 

the time it takes to grow initial Sf9 cell culture).  
  γ-TUSC purifi cation from frozen Sf9 cells: 1–2 days.   

    1.    pFastBac vectors (Invitrogen) containing one of each of 
the four γ-TUSC components (Tub4, Spc97, Spc98, and an 
N-terminal fragment of Spc110; a gift from Trisha Davis [ 22 ]) 
are transformed into DH5α and subsequently miniprepped to 
generate plasmid stocks.   

   2.    In order to transpose the γ-TUSC components into Sf9 com-
patible bacmids, the four pFastBac vectors are transformed 
into DH10BAC  E. coli  cells (Invitrogen) as per the manufac-
turer’s instructions. Briefl y: 0.2 μL of each pFastBac vector 
containing one of the γ-TUSC components is added to 100 μL 
of DH10BAC cells. The cell mixture is incubated on ice for 

3.3  Detecting 
Protein-Protein 
Interactions in Wild-
Type or Cyclin Deletion 
Strains (Fig.  4 )

3.4  Purifi cation 
of Budding Yeast 
γ-TUSCs ( See  Fig.  5 )
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30 min, heat shocked at 42 °C for 45 s, and then incubated on 
ice for 2 min. Nine-hundred microliters of SOC medium is 
added to the cells, which are then incubated at 37 °C with 
shaking for at least 4 h. 10 and 90 % of the mixture are plated 
on two separate DH10BAC plates. Plates are incubated at 37 °C 
for at least 36 h. Ideally, one of the plate dilutions should result 
in 100 colonies per plate to optimize blue/white colony 
selection.   

   3.    Pick large, white colonies (indicative of cells with recombinant 
bacmids) and resuspend in 10 μL of sterile water. The white col-
onies are screened for proper transposition using colony PCR.   

   4.    Three microliters of a positive colony-water mixture is added 
to 2 mL of LB medium supplemented with 50 μg/mL kana-
mycin, 7 μg/mL gentamicin, and 10 μg/mL tetracycline. The 
culture is grown at 37 °C to stationary phase (up to 24 h). 
  Pause point : A glycerol stock is made from the bacterial cul-
tures and kept at −80 °C for future use.   

   5.    One to two weeks before transfection of the bacmids into Sf9 
cells, the Sf9 cells are passaged and grown in SF900II media 
with gentamicin until there are two volumes of 25 mL of cells 
at a density of 1 × 10 6  cells/mL. To start the culture, a 1 mL 
Sf9 frozen DMSO stock is rapidly thawed at 27 °C and then 
added to 10 mL of SF900II media with gentamicin. This cul-
ture is incubated at 27 °C with shaking until the cell density 
reaches about 4 × 10 6  cells/mL. Cell density is measured using 
a CASY cell counter. The cells are passaged once by diluting 
back to 2 × 10 6  cells/mL in 20 mL of SF900II media with gen-
tamicin and then allowed to grow with shaking at 27 °C until 
the cell density reaches 4 × 10 6  cells/mL again. The culture is 
passaged as before in 20 mL media. On the third passage, the 
cells are diluted back to 1 × 10 6  cells/mL into two volumes of 
25 mL of SF900II media with gentamicin ( see   Note 8 ).   

   6.    Two to three days before transfection of the bacmids into Sf9 
cells, the recombinant bacmids are isolated from the DH10BAC 
cells by growing up the positive γ-TUSC bacmid clones in LB 
medium supplemented with 50 μg/mL kanamycin, 7 μg/mL 
gentamicin, and 10 μg/mL tetracycline. The bacmids are iso-
lated from 1.5 mL of stationary-phase culture using commer-
cially available miniprep kits. 
  Pause point : The purifi ed bacmids can be stored at −20 °C for 
a few months, although repeated freeze/thawing and extended 
freezing can reduce transfection effi ciency.   

   7.    Each of the recombinant bacmids containing one of the 
γ-TUSC components is transfected separately into Sf 9 cells 
( see  below and day 11 of Fig.  5 ).   
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   8.    A master mix of 400 μL of pre-warmed SF900II media with 
gentamicin and 12 μL of Escort IV reagent per transfection is 
mixed in a 15 mL conical tube.   

   9.    A 400 μL aliquot of pre-warmed SF900II medium with genta-
micin and 5 μL of each bacmid are added to four separate 
15 mL snap-cap culture tubes.   

   10.    A 412 μL aliquot of the SF900II media/Escort IV master mix 
is added to each snap-cap culture tube. The mixtures are incu-
bated at room temperature for 30–45 min without shaking.   

   11.    Measure the cell density of one of the two 25 mL volumes of 
Sf9 cells. A cell count of 2 × 10 6  cells/mL is ideal.   

   12.    Calculate the volume required to obtain 1 × 10 7  cells (e.g., 
5 mL of a 2 × 10 6  cells/mL culture yields a total cell count of 
1 × 10 7  cells) and transfer the cells to a conical tube. The tube 
is centrifuged at 300 ×  g  in a Heraeus multifuge 3S-R centri-
fuge for 5 min at 27 °C.   

   13.    The supernatant is decanted and the cells are washed once in 
5 mL of pre-warmed SF900II medium, then centrifuged as 
before, and resuspended in 1 mL of pre-warmed SF900II 
medium with gentamicin.   

   14.    A 200 μL aliquot of the concentrated cell mixture is added to 
each of the snap-cap tubes containing medium, Escort IV 
reagent, and a bacmid. This culture is then incubated at 27 °C 
for 5–7 days with shaking at 200 rpm. Check the culture daily 
for contamination and the presence of viral budding (indicat-
ing transfection).   

   15.    Meanwhile, the second 25 mL culture of Sf9 cells is grown and 
passaged to 50 mL. Two days prior to the preparation of the 
P1 virus stocks ( see   step 16 ), cultures are diluted back to 
1 × 10 6  cells/mL into two volumes of 100 mL of SF900II 
medium with gentamicin.   

   16.    After the cultures have grown 5–7 days, P1 virus stocks are 
made ( see  Fig.  5 , day 16). The cultures are transferred to coni-
cal tubes and centrifuged as before. The supernatants are fi l-
tered through 0.45 μm single-use sterile fi lters into 1.5 mL 
microfuge tubes, yielding ~500 μL per culture. This passage 1, 
or P1, virus stock can be stored at 4 °C for a few weeks.   

   17.    The P1 virus stocks are then used to make baculovirus-infected 
insect cell stocks (BIIC stocks). One of the 100 mL volumes of 
Sf9 cells from  step 15  (at a fi nal density of ~2 × 10 6 ) is used to 
prepare the BIIC stocks. The cell diameters are measured on a 
CASY cell counter and ideally are 18–19 μm.   

   18.    FCS is added to the cell culture to a fi nal concentration of 2 %, 
and then the cell culture is split and diluted into four 50 mL 
cultures at a concentration of 1 × 10 6  cells/mL. Each culture is 
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infected with 200 μL of one of the γ-TUSC P1 virus stocks 
( see  Fig.  5 , day 18).   

   19.    The infected cells are placed at 27 °C for 36–48 h with shak-
ing. The cells are monitored for diameter and cell density on a 
CASY cell counter.   

   20.    Once the mean diameter of the cells reaches 22–23 μm, the 
culture is centrifuged as before and the supernatant is decanted.   

   21.    The cell pellet is resuspended in 2 mL of Sf9 freezing solution 
(BIIC stock). Aliquots of 100 μL are prepared in cryotubes 
and are gradually frozen to −80 °C using a rack immersed in 
100 % isopropanol. 

  Pause point : The BIIC stocks can be kept at −80 °C but 
should be transferred to liquid nitrogen for long-term storage.   

   22.    For purifi cation of γ-TUSCs, the second 100 mL volume of Sf 9 
cells (from  step 15 ) is grown until the cell density reaches 2 × 10 6  
cells/mL. At this point, the culture is split and diluted into fi ve 
fl asks: four volumes of 25 mL and one volume of 100 mL, all at 
a cell density of 1 × 10 6  cells/mL ( see  Fig.  5 , day 18).   

   23.    A BIIC stock (100 μL) for each of the four γ-TUSC compo-
nents is added to each of the four separate 25 mL volumes 
and the resulting cultures incubated with continuous shaking 
at 27 °C for about 1 week.   

   24.    Meanwhile, the fi fth volume of 100 mL of uninfected cells are 
grown and passaged as previously described ( see   Note 8 ), dou-
bling the total volume of the cell culture at each passage until 
a fi nal volume of 800 mL is reached.   

   25.    Once the uninfected Sf9 cells reach a volume of 800 mL, the 
four fl asks of 25 mL BIIC-infected cells are added to the 800 mL 
to make a fi nal volume of 1 L of cells ( see  Fig.  5 , day 24).   

   26.    The cell density, cell diameter, and percent viability of the cells 
are measured using a CASY cell counter every 1–2 days. Once 
the culture reaches a percent viability of 85–89 % (the starting 
percent viability should be >95 %), the cells are harvested 
( see  Fig.  5 , day 27).   

   27.    All subsequent steps are performed at 4 °C using HB100 buf-
fer. A typical yield from 1 L of Sf9 cell culture is ~5 mL pellet. 
One liter of Sf9 cell culture is pelleted at 2000 ×  g  for 15 min.   

   28.    The supernatant is poured off and 25–30 mL of HB100 buffer is 
added. The pellet is gently loosened off the side of the tube with 
a metal spatula and then transferred to a 50 mL conical tube.   

   29.    The cell mixture is pelleted at 2000 ×  g  for 15 min. All the 
supernatant is removed. 

  Pause point : The cell pellet may be fl ash frozen in liquid 
nitrogen in this point for future processing. Thaw the frozen 
pellet in a beaker of cold water before processing.   
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   30.    Whole-cell lysates are prepared by resuspending the cell pellet 
in 12.5 mL of HB100 buffer with 0.5 % Tween, and then 
using a 50 mL glass Dounce homogenizer pass 30 times for 
cell disruption.   

   31.    Lysates are pre-cleared by centrifuging at 25,000 ×  g  in a 45Ti 
Beckman Coulter rotor for 30 min.   

   32.    During the centrifugation step, 500 μL glutathione-Sepharose 
4B resin (GE Healthcare) per 1 L of fi nal cell culture is trans-
ferred to a 50 mL conical tube, and then equilibrated by  adding 
9 mL of HB100 buffer, centrifuging at 500 ×  g  for 5 min, 
removing the supernatant, and then repeating the wash.   

   33.    After the second wash, enough supernatant is removed to leave 
the resin in 2 mL of buffer.   

   34.    The clarifi ed lysates are added to the equilibrated resin and 
incubated for 4 h on a nutator.   

   35.    The resin with bound γ-TUSCs is centrifuged at 500 ×  g  for 
5 min and then washed once in 9 mL of HB100 buffer with 
0.5 % Tween, and then twice in HB100 buffer.   

   36.    The washed resin is transferred to a micro bio-spin chromatog-
raphy column. Bound γ-TUSCs are cleaved from the resin by 
adding HB100 buffer with 5 μL of TEV protease (55 μM) and 
incubating on a nutator for 2 h.   

   37.    The column is eluted and washed fi ve to six times in HB100 
buffer; each wash fraction is saved for further analysis. Typically, 
the fi rst and second fractions contain the bulk of γ-TUSC, with 
a pooled concentration of 1.5 mg/mL as measured by Bradford 
assay. Sample homogeneity and the stoichiometry of the 
γ-tubulin complex components should be validated by SDS-
PAGE ( see  Fig.  3b  and  Note 9 ).   

   38.    Purifi ed complexes, which can be in the form of rings fi laments 
or γ-TUSCs [ 14 ], are diluted with HB100 buffer to 100 μg/
mL. To produce predominantly γ-TUSCs ( see  inset b in 
Fig.  3b ), KCl is added to 500 mM and the sample incubated 
on ice for 30 min.    

        Kinase purifi cation: 1–2 days.  
  Kinase assay: 1–2 days.  
  Active Clb2-Cdk1 and Clb3-Cdk1 complexes are purifi ed using the 

TAP method [ 20 ] as previously described [ 23 ] ( see   Note 10 ).   

   1.    For each substrate, equivalent protein is used in the reac-
tions for the two Cdk1-cyclin complexes. Reactions are run 
in parallel.   

  2.    For each reaction, 100–200 ng of Cdk1-cyclin, 1–5 μg of 
substrate, 100 μM cold ATP, and 10 μCi γ 32 P-ATP are 

3.5  Cdk1 Kinase 
Purifi cation 
and Assays
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incubated for 30 min at 30 °C, and then the reaction is ter-
minated by addition of 1/10th volume of β-ME and 1/4th 
volume of 4× SDS sample buffer.   

  3.    Samples are run on an SDS-PAGE mini gel. Relative phos-
phorylation of Tub4, Spc97, and Spc98 by Cdk1-Clb2 
and Cdk1- Clb3 are measured using a GE Typhoon Trio 
phosphorimager.    

4       Notes 

     1.    If no  fcylΔ  and  cyclinΔ  double-mutant colonies are observed 
try optimizing the PCR reaction in order to get at least 100 ng 
of DNA/μL. Additionally use freshly made competent cells 
and increase the recovery time at 30 °C to 16 h instead of 4 h. 
To prepare 10 μg/mL stock solution of 5-FC, dissolve 100 μg 
of 5-FC in 10 mL of distilled water. Vortex the solution and 
incubate at 37 °C until it is dissolved. Filter the solution and 
use it right away or aliquot in sterile tubes and store at −20 °C.   

   2.    The  fcy1∆  yeast strain is the control strain in this screen and 
serves as a wild-type (wt) strain in the context of the OyCD 
Cdk1-prey assay since it expresses all nine cyclins.   

   3.    If no colonies are observed some troubleshooting tips would 
be to try increasing the plasmid concentration, make sure that 
the enzymes have not lost their activity (get fresh enzyme if 
necessary), and ensure that your DH5α are high-effi ciency 
competent cells.   

   4.    Shorter or longer incubation times can result in decreased 
transformation effi ciency. Use fresh competent cells in order to 
increase the transformation effi ciency.   

   5.    Before proceeding with a screen in the various cyclin deletion 
strains, verify that interactions between your proteins of inter-
est can be detected by the OyCD PCA. Titrate the amount of 
5-FC required for detecting your interactions. We normally try 
a range between 100 μg/mL and 1 mg/mL of 5-FC. For 
many cell cycle proteins and Cdk1 interactions, 1 mg/mL of 
5-FC is required for detecting OyCD PCA activity. Use well- 
known interacting (Cdk1 and Swi6, or the homodimeric 
Gcn4 leucine zippers [Zip:Zip]) and non-interacting (Cdk1 
and OyCD-F[2] alone) proteins as controls (Table  1 ).   

   6.    Pintools exist in a variety of pin shapes and diameter sizes. 96 
pintools generally come with thicker pins than 384 pintools. 
Hence, we advise using the latter to transfer liquid cultures 
(such as in Subheading  3.2 ,  step 6 ). When transferring solid 
material (yeast colonies), fi rst dip 96 or 384 pintools in auto-
claved water or 75 % glycerol solution in order to homogenize 
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and dilute the colonies, and then perform the transfer. By doing 
so, technical variability between replicates can be reduced.   

   7.    If there is no modulation of OyCD PCA activity in the deletion 
strain, it may be that the 5-FC concentration is too high. Try 
various 5-FC concentrations from 100 to 1000 μg/mL.   

   8.    Once the Sf9 cells have been passaged a few times after reviv-
ing a frozen stock, it is best to continuously grow and passage 
25–50 mL of cells so that they are available when needed. 
Grow the cells to 2 × 10 6  cells/mL and then passage them by 
diluting to 1 × 10 6  cells/mL.   

   9.    The stoichiometry of the complex is 2 Tub4: 1 Spc97: 1 Spc98. 
Spc110-N220-GST is used as the bait for purifi cation and will 
be the most abundant component. Typically Spc98 and Spc97 
appear as a single band but may be resolved using an 8 % acryl-
amide gel.   

   10.    Cdk1 kinase can be purifi ed with cyclins bearing hydrophobic 
patch mutations to test the requirement for the RXL cyclin 
interaction domain on a given substrate [ 19 ], for example as an 
additional control for cyclin specifi city for Cdk1 with Clb3- 6.         
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    Chapter 15   

 Cell Cycle Synchronization Using a Microfl uidic 
Synchronizer for Fission Yeast Cells 

           Shujing     Wang     and     Chunxiong     Luo    

    Abstract 

   To produce synchronized cell colonies, many cell cycle synchro nization technologies have been devel oped, 
among which the baby machine may be considered the most artifact-free. Baby machines incubate “mother 
cells” under normal conditions and collects their “babies,” producing cell cultures that are similar not only 
in cell cycle phase but also in age. Several macroscale and microfl uidic baby machines have been applied to 
synchronized cell research. However, for rod-shaped cells like fi ssion yeast ( Schizosaccharomyces pombe ), it 
is still a challenge to immobilize only the mother cells in a microfl uidic device. Here, we present a new 
baby machine suitable for fi ssion yeast. The device fi xes one end of the cell and releases the free-end daugh-
ter cell every time the cell fi nishes cytokinesis. A variety of structures for cell immobilization were attempted 
to fi nd the optimal design. For the convenience of collection and to enable further assays, we integrated a 
cell screener into the baby machine, which exploits the deformation of polymer material to switch between 
open and closed states. The device, producing synchronous populations of fi ssion yeast cells, provides a 
new on-chip tool for cell biology studies.  

  Key words     Cell cycle  ,   Synchronization  ,   Microfl uidic chip  ,   Fission yeast  ,   Baby machine  ,   PDMS 
(polydimethylsiloxane)  

1      Introduction 

 The synchronization of cells plays an essential role in experiments 
that focus on the molecular composition of the cell [ 1 ,  2 ]. There 
has been a rapid development of many cell cycle synchronization 
methods for more than half a century. These methods are generally 
divided into two sub-categories: selective or inductive [ 3 – 9 ]. The 
selective methods select a subgroup of cells from a normally divid-
ing culture—usually with particular physical characteristics that 
correspond to a certain cell cycle phase. The inductive methods 
block a whole culture of cells at a certain cell cycle phase, usually 
by adding blocking agents or depriving nutrients to stop a neces-
sary physiological event. But it is frequently argued that blocking 
agents (e.g. hydroxyurea, thymidine) or the starvation of cells may 
introduce pseudo-phenomena into experiments [ 10 ,  11 ]. 
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 Of all the existing synchronization methods, “baby machine” 
synchronizers probably introduce the fewest artifi cial conditions 
and yield cells that are homogeneous both in terms of cell cycle 
stage and “age” [ 12 ]. A variety of baby machines have been devel-
oped for cells that have different shapes, sizes, cytokinesis patterns 
and that require different culture conditions. For example, 
anchorage- dependent cells tend to adhere to the container surface 
during interphase, and detach during mitotic phase. By shaking the 
container and collecting suspending cells, one can get a synchro-
nous m-phase culture [ 4 ,  13 ]. In this case the container can be seen 
as a baby machine, although it requires many manual interventions. 
A more ingenious baby machine was realized by immobilizing cells 
on an adhesive-coated membrane, washing away newborn daughter 
cells with culture medium, and collecting effl uent over a short 
period of time. Cells in this effl uent are of similar age and cell cycle 
phase [ 7 ,  14 ,  15 ]. This baby machine is more automated and uni-
versal, being suitable for cells with no anchorage property, but it 
does require that the cell surface can bond to the membrane. Owing 
to the rapid development of microfl uidic technology, many elabo-
rate micro-devices have been invented and used for cell cycle syn-
chronization in recent years. One device exploits pressure differences 
across thousands of holes in a silicon layer to hold a corresponding 
amount of leukemia cells, and elute “seed cells” with medium fl ow 
[ 5 ]. Every time a “seed cell” divides, the daughter cell plugging the 
hole stays in place, while the other one is emitted. However, with 
this kind of microfl uidic synchronizer, it is challenging to generate 
synchronous cultures of some model organisms, such as fi ssion 
yeast, because the rod shape and stiff cell wall make it diffi cult to 
obtain a sealed hole. 

 Using polymer materials with elasticity to constrain cells is a 
more convenient approach to realize baby machines [ 16 ]. Here, a 
new microfl uidic synchronizer suitable for rod-shape bacterium 
and fungi cells is presented. With classic soft lithography technol-
ogy, thousands of slits are fabricated along a 1 cm long zigzag 
PDMS (polydimethylsiloxane) channel. After pressurizing and 
centrifuging, rod-shaped cells can be loaded into slits and con-
strained fi rmly [ 17 ]. Introduction of a simple but robust pressure- 
controlled screener enables cell collection, and long-term culturing 
can be developed to cooperate with the slit array. Fission yeast cells 
have been used to test the performance of this novel synchronizer, 
and the degree of synchronization of shed baby cells was character-
ized [ 17 ].  

2    Materials 

       1.    Silicon wafers (100 mm in diameter, 525 μm thick, orientation 
<100>, Luoyang Hejing Electronic material CO., LTD, Henan, 
China). The wafers are used as the substrate for the chip pattern.   

2.1  Photolithography
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   2.    SU-8 3000 series and SU-8 developer (Clariant Corporation, 
The woodlands, TX, USA). SU-8 is a negative photoresist, 
which becomes insoluble in developer after exposure ( see   Note 
1 ).   

   3.    Spin coater (WS-650MZ-23NPP, Laurell Technologies 
Corporation, Pennsylvania, USA).   

   4.    Exposure machine (BG-401A, No.45 Research Institute of 
China Electronics Technology Group Corporation, Beijing, 
China). Exposing under UV light changes the solubility of 
SU-8 in developer.   

   5.    Hot plate (200 × 200 mm), capable of heating to 200 °C.   
   6.    Petri dish (130 × 130 mm, thermo-stable at 80 °C). The petri 

dish serves as a container during the whole process.   
   7.    Tweezers. These are used to protect the wafer surface when 

handling it.      

       1.    PDMS prepolymer (RTV615 (A, B)) (GE Toshiba Silicones 
Co. Ltd, Shizuoka, Japan).   

   2.    Digital weighing scale.   
   3.    Plasma cleaner (PDC-M-01, Harrick Plasma Inc., New York, 

USA). With plasma treatment, the PDMS binds to the micro-
scope slide tightly and easily.   

   4.    Vacuum pump linked with a desiccator. This is used to quickly 
remove air bubbles.   

   5.    Puncher (Uni-Core-1.00, Ted Pella Inc., California, USA).   
   6.    Microscope slide (24 × 60 × 0.15 mm). This serves as the sub-

strate for the PDMS chip.   
   7.    Two disposable syringes (1 mL).   
   8.    Syringe pump (TS-1B/W0109-1B, Longer-Pump Company, 

Baoding, Hebei, China). This can be installed in a variety of 
syringes and reach a wide range of linear velocities (7.9 μm/
min to 79.4 mm/min). The infusion rate is equal to the linear 
velocity multiplied by the cross-sectional area of the syringe.   

   9.    Plastic gloves and masks. Due to the toxicity of SU-8, SU-8 
developer and the non-curing PDMS, one should wear 
gloves and a mask (to protect nose and mouth from toxic gas) 
( see   Note 2 ).   

   10.    Scotch ®  magic tape. This is used to clean the PDMS without 
leaving any residue.   

   11.    Tygon tubing, stainless blunt needles and steel wires that 
match the 1 mm puncher size ( see   Note 3 ).      

       1.    The  Schizosaccharomyces pombe  strain AY160-14D (h90 ade6- 
216 leu1-32 lys1-131 ura4-D18 nuc1: nuc1-GFP-HA-Kanr), 
purchased from the Yeast Genetic Resource Center Japan 

2.2  Materials 
for Chip Fabrication

2.3  Cell Preparation
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(YGRC/NBRP) is used [ 18 ]. The GFP in this strain acts as 
a nucleus marker, aiding determination of the exact time 
of anaphase.   

   2.    YE5S culture medium: Add 5 g yeast extract, 30 g glucose, 
225 mg adenine-HCl, 225 mg  L -histidine, 225 mg  L -leucine, 
225 mg uracil and 225 mg  L -lysine-HCl into a 1 L glass beaker 
or a bottle with scale. Make up to 1 L with water [ 19 ]. Filter 
with a 0.22 μm fi lter membrane. Sterilize at 120 °C for 30 min. 
Store at 4 °C.   

   3.    The single colony is inoculated in YE5S culture medium, 
shaken at 30 °C, 200 rpm overnight, diluted to about 10 6  cells/
mL with YE5S culture medium, and grown to produce a cul-
ture of about 10 7  cells/mL.       

3    Methods 

   Our photomasks are designed with the software L-edit (Tanner 
Research, Inc.). Other commercially available software, such as 
Auto CAD (Autodesk, Inc.) or Ai (Adobe Systems, Inc.), can be 
used to draw microfl uidic patterns. Figure  1  shows the layout of our 
device and details of the trap. The bottle-shaped traps, linked with 

3.1  Mask Design

Port A

Port B

Port C

trap detail

screenertrap array

a

b

c

  Fig. 1    The schematic drawing of the microfl uidic baby machine. ( a ) Top view of 
the device; the fl ow channel is drawn in  grey , the detail of the trap is shown in 
the  inset . ( b ) The state evolution of cells in traps;  green  cells are newly divided, 
 yellow  cells are elongated,  red  cells are about to divide. ( c ) The shut/open state 
of the diamond cell screener       
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a 200 μm wide and 20 μm high zigzag fl ow channel, have 2.0 μm 
neck width, 75° neck corner (angle between trap side wall and main 
channel), and 14–15 μm trap length (with the same 8 μm in bottom 
width, and 4 μm in trap depth). Between ports B and C, the main 
channel expands to 1 mm wide and then shrinks to 200 μm wide, 
which is a diamond-shaped cell screener. The screener consists of a 
thin PDMS (60 μm thick) wall leaving a gap (narrower than 1 μm) 
at the bottom.

        The procedure to fabricate the master mold should be carried out 
in an ultraclean chamber with yellow light. Before entering the 
chamber, one should wear protective clothing, shoe covers and 
gloves. The process is detailed below.

    1.    Print the mask patterns. The screener joint, the cell traps, and 
the main channel are the fi rst, the second, and the third layers 
of photolithography fabrication, respectively ( see   Note 4 ).   

   2.    Place a silicon wafer on a hot plate with tweezers (shiny side 
upwards). Heat at 190 °C for 5 min and then place it in a 
petri dish.   

   3.    Program the spin coater according to the spin curve of SU-8. 
Usually a two-step procedure is set. The first step spinning 
at 500 rpm for 10 s, to make SU-8 spread over the wafer. 
The second step is to set an appropriate spinning speed, for 30 s, 
in order to obtain a SU-8 thickness of 1 μm ( see   Note 1 ).   

   4.    Remove the wafer with tweezers and lay it in the spin coater. 
Centre the wafer on the spin coater holder ( see   Note 5 ).   

   5.    Pour 2–3 mL SU-8 onto the shiny side of the wafer. Run the 
spin coater ( see   Note 5 ).   

   6.    Carefully remove the wafer from the spin coater and place it 
onto the hot plate. Heat at 95 °C for 2 min ( see   Note 1 ).   

   7.    Expose the fi rst layer mask with the exposure machine. Adjust 
exposure time according to the energy of the UV light 
( see   Note 1 ).   

   8.    Place the exposed wafer onto the hot plate to cure the pattern. 
The bake condition (time and temperature) is the same as in 
 step 6  above.   

   9.    Submerge the heated wafer into SU-8 developer to remove 
unexposed SU-8 until the shiny surface appears.   

   10.    Rinse the wafer with fresh developer three or four times.   
   11.    Blow-dry the surface with a nitrogen gun ( see   Note 6 ).   
   12.    Repeat the photolithography from  steps 2  to  11  with the 

other two masks.     

 The master mold is now obtained.  

3.2  Photolithography
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       1.    Weigh 33 g PDMS prepolymer (the ratio of A:B is 10:1) and 
mix well so that uniform bubbles appear ( see   Note 7 ).   

   2.    Cast the prepolymer into the master mold, which is fi xed in a 
petri dish. Cover the dish with a lid.   

   3.    Vacuum the dish from  step 2  in a desiccator for 3–4 min and 
place it on a table for about 30 min until all air bubbles 
disappear.   

   4.    Put the dish into an oven at 75 °C for over 2 h ( see   Note 8 ).   
   5.    Peel off the cured PDMS from the master mold.   
   6.    Cut the PDMS from  step 5  to fi t the microscope slide size.   
   7.    Punch holes at port A, B, and C with a puncher.   
   8.    Clean the PDMS surface with Scotch ®  magic tape.   
   9.    Put the cleaned PDMS and the slide into the plasma cleaner 

and treat the surface with low level air plasma for 1 min.   
   10.    Bond the oxidized PDMS to the slide ( see   Note 9 ).   
   11.    Heat the bonded PDMS at 75 °C overnight.      

   The whole process operates at room temperature unless otherwise 
specifi ed. Figure  2  shows the key steps to load cells into the baby 
machine.

     1.    Cultivate the cell culture to 0.8 OD 600  at 30 °C, 200 rpm.   
   2.    Spin down the cell culture, remove a large proportion of super-

natant and resuspend the cells, so that they are concentrated to 
a fi ve times higher density.   

   3.    Draw about 400 μL of cell suspension into a 1 mL disposable 
syringe (aseptic).   

   4.    Use tygon tubing and stainless blunt needles to connect the 
syringe with the PDMS chip at port A.   

   5.    Plug port C with a short piece of steel wire, and inject about 
100 μL cell suspension into the microfl uidic channel.   

   6.    Plug port B with steel wire when the entire channel is fi lled 
with cells (except the air-fi lled branch leading to port C).   

   7.    Place a rubber band over the syringe handle, stretch each end of 
the band and attach to the plunger ends as shown in Fig.  2a . 
Adjust the length of rubber band to generate a 5 N force, which 
corresponds to the application of a 2 bar pressure to the PDMS 
chip ( see   Note 10 ). A microscopic image in Fig.  2b  shows the 
PDMS traps expanded by the syringe pressure.   

   8.    Centrifuge at 200 ×  g  for 2 min ( see   Note 11 ).   
   9.    Remove the needle and wires from the chip, and connect two 

pumps to ports A and C to perfuse culture medium at high 
speed until all of the cell residue in the fl ow channel is washed 
away. Figure  2d  shows a row of traps fi lled with fi ssion yeast.   

3.3  Chip Fabrication

3.4  Chip Operation
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   10.    Disconnect the pump from port C. Port C works as an exhaust.   
   11.    Connect two pumps to ports A and B respectively to deliver 

medium (A at 200 μL/h, B at 10 μL/h) until a synchronous 
colony has been generated. Newborn cells shed from the trap 
array are carried to the cell screener by medium fl ow, where 
further culture, observation or assay can be performed.   

   12.    At the beginning of every new round of cell collection, clear the 
cells previously accumulated at the cell screener by increasing 

a

b

c

d

e

10 µm

20 µm

syringe

syringe

chip

chip

BA
C

BA
C

  Fig. 2    The cell loading steps. ( a ) Apply high pressure into chip with a syringe bow. 
( b ) The trap necks are broadened under pressure. ( c ) An adapter used for keep-
ing the traps perpendicular to the centrifuge rotor. ( d ) A row of traps with cells 
loaded in them. ( e ) The tube connection when the device is in use (two syringes 
are connected to ports  A  and  B )       
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the inject speed of port B from 10 μL/h to an extremely high 
speed (about 10 mL/h) for a very short period (about 1 s) 
( see   Note 12 ).   

   13.    After cell collection, shut down port A, and maintain port B at 
the speed of 10 μL/h to keep the collected cells in situ and to 
prevent cells shed later from drifting downstream.    

  The complete device is shown in Fig.  2e , and the chip is 
now ready to be mounted onto a microscope for monitoring, or 
put into an incubator to produce a synchronized cell population 
( see   Note 13 ).   

4    Notes 

     1.    The SU-8 data sheet, obtained from the company website, 
offers reference for the operation parameters for spin coating 
(Subheading  3.2 ,  step 3 ) and curing (Subheading  3.2 ,  step 8 ) 
(e.g. heating temperature, heating time, exposure energy). 
Download the data sheet:   http://www.microchem.com/
Prod-SU83000.htm       

   2.    Latex hinders PDMS curing, so do not wear latex gloves when 
handling non-cured PDMS.   

   3.    To prevent liquid leakage from the inlet and outlet, the diam-
eter of the puncher should be a little smaller than that of the 
tubing.   

   4.    In this protocol two kinds of photomask were used; a chrome 
plate mask printed by Institute of Microelectronics of Chinese 
Academy of Sciences and a high precision fi lm mask purchased 
from Shenzhen MicroCAD Photo-mask LTD. In general, we 
use the chrome plate mask when the pattern size is between 2 
and 20 μm. Otherwise, the high precision fi lm mask is applied 
(larger than 20 μm).   

   5.    Before placing the wafer in the spin coater, ensure the wafer 
surface is clean (without dust). Otherwise blow its surface with 
a nitrogen gun.   

   6.    If there is not a nitrogen gun available, use a rubber pipette bulb. 
What is important is that the surface is dried under low-stress.   

   7.    33 g PDMS (A and B) is enough for a wafer that is 100 mm in 
diameter. The amount of PDMS can be adjusted according to 
the wafer’s size. To achieve uniform coating, one should avoid 
visible air bubbles in the poured SU-8. A sucker can be intro-
duced to remove bubbles.   

   8.    Higher temperature accelerates curing of the PDMS mixture. 
Due to instability of the dish, we usually bake the PDMS 
mixture at 70–80 °C for at least 30 min.   

Shujing Wang and Chunxiong Luo
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   9.    For irreversible plasma bonding, make sure to align the PDMS 
and the slide before placing the PDMS onto the slide surface. 
Meanwhile, do not bend or twist the PDMS.   

   10.    The force is determined by measuring the tension of the rub-
ber band with a spring scale. To acquire the required force, the 
length of the rubber band can be adjusted.   

   11.    The syringe pressurizer and the PDMS chip can be placed 
together into a chip holder, which can easily be constructed 
from foam, as shown in Fig.  2c . When centrifuging, the chip 
should be perpendicular to the centrifuge rotor while the trap 
neck points to the centre. In this way, cells can be forced into 
traps.   

   12.    Continue the medium injection (Port A at the speed of 
200 μL/h) for 10 min; about 300 cells could be collected, 
forming a synchronized population of similar age and cell cycle 
phase.   

   13.    The temperature of the chip, microscope lens, and incubator is 
maintained at 30 °C in the yeast experiment.         
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    Chapter 16   

 Detection of Protein–Protein Interactions in Tobacco BY-2 
Cells Using Bimolecular Fluorescence Complementation 

           Gemma     S.     Puts      and     Natasha     Spadafora   

    Abstract 

   Knowledge of protein–protein interactions in the plant cell is invaluable for furthering our understanding 
of the functions of these proteins. Many of the methods available for the study of these interactions, such 
as yeast two-hybrid and co-immunoprecipitation assays, rely on in vitro techniques. Here we describe the 
use of bimolecular fl uorescence complementation for the study of protein–protein interactions in vivo, 
using simple techniques and accessible materials.  

  Key words     BiFC  ,   Protein–protein interaction  ,   Tobacco  ,   BY-2  ,   Cell  ,   Plant  ,   Cell cycle  

1      Introduction 

 Discovering the proteins with which core cell cycle components 
interact is useful for building networks in order to discover specifi c 
pathways, and also may point toward unknown functions of indi-
vidual proteins. Several techniques are now available to researchers 
to build knowledge of protein–protein interaction networks (inter-
actomes; [ 1 ,  2 ]). In this chapter we will focus on the use of bimo-
lecular fl uorescence complementation (BiFC) in plant cells, 
specifi cally in the tobacco BY-2 cell line. The BiFC procedure uses 
the linkage of two interacting proteins to bring together two frag-
ments of yellow fl uorescence protein (YFP) fused to these proteins 
by the use of complementary expression vectors both expressed in the 
same living cell (reviewed in [ 3 ]). This method allows visualization 
of the subcellular localization of specifi c protein interactions in the 
normal cellular environment ( see  Fig.  1 ). When the proteins inter-
act and the portions of YFP are brought together, the resulting 
fl uorescence can be viewed under a standard epifl uorescence 
microscope. Two advantages of this technique for viewing  protein–
protein interactions in plant cells include the visualization of these 
interactions in vivo, and the discovery of the subcellular compart-
ments in which they take place [ 4 ]. A disadvantage of the BiFC 
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procedure is that the YFP fragments may associate non- specifi cally at 
high expression levels, which generates background fl uorescence [ 5 ].

   The BiFC vectors developed for use in plant cells are known as 
pSPYCE and pSPYNE (split YFP C-terminal/N-terminal fragment 
expression), enabling proteins of interest to be expressed and fused 
to either 86 amino acids of the C-terminus or 155 amino acids of 
the N-terminus of YFP, respectively ([ 6 ]; Fig.  2 ). Each plasmid 
contains an affi nity tag—HA in pSPYCE and C-MYC in pSPYNE—
which allows the fusion protein to be detected, for example by 
PCR or through the use of commercially available antibodies 
(Fig.  2 ). Transcription is driven by the 35S promoter of the cauli-
fl ower mosaic virus which ensures high levels of expression of the 
fusion proteins within plant cells (Fig.  2 ). The pSPYNE and 
pSPYCE vectors described here carry a gene conferring resistance 
to the antibiotic hygromycin, and to the herbicide glufosinate 
(BASTA) respectively [ 6 ].

NO

INTERACTION

X

YN Y

YFP not
expressed 

INTERACTION

X

YN
Z

YFP
expression 

YC

YC

  Fig. 1    Schematic representation of the principle of the BiFC assay. Two non-fl uorescent fragments (YN and YC) 
of the yellow fl uorescent protein (YFP) are fused to putative interaction partners (X, Y, or Z). The association of 
the interaction partners allows the two fragments of YFP to fuse and fl uoresce       

35S

35S

MCS

MCS

C-MYC

HA

YFPC(aa 156-239)

YFPN(aa 1-155) NosT

NosT

pSPYNE

pSPYCE

  Fig. 2    Plasmid vectors designed for the use of BiFC in plant cells. Both vectors contain the caulifl ower mosaic 
virus 35S promoter sequence, a multi-cloning site (MCS) containing target sites for the restriction enzymes 
Asc1 and Xma1 (among others) and the terminator for the Nos gene (NosT). The pSPYNE vector codes for the 
155 amino acids from the N-terminus of the split-YFP, and contains a C-MYC affi nity tag. The pSPYCE vector 
codes for the 83 amino acids from the C-terminus of the split YFP, and contains a hemagglutinin (HA) affi nity 
tag (Diagram adapted from Walter et al. [ 6 ])       
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   Recently, new sets of vectors have been developed for multi- 
color BiFC (mc-BiFC), allowing the visualization of more than 
one protein–protein interaction simultaneously [ 7 ,  8 ]. BiFC and 
mc-BiFC have both been used successfully to show the interactions 
of proteins in BY-2 cells [ 9 – 12 ]. BiFC can in theory be used in all 
cell types of all organisms, and has been used to confi rm protein–
protein interactions in many plant processes, including the cell 
cycle [ 13 – 15 ], processes associated with protein degradation [ 16 ] 
and DNA damage [ 17 ]. We have successfully used this approach to 
confi rm an interaction between a cell cycle regulatory gene, 
 Arath ;WEE1, and four proteins which may have a function in the 
cell cycle:  Arath ;GCN5, a histone-acetylating protein;  Arath ;TFCB, 
an α-tubulin folding cofactor;  Arath ;14-3-3ω, which may prevent 
dephosphorylation of  Arath ;WEE1; and  Arath ;GSTF9, a glutathi-
one S-transferase involved in the cell’s response to stress. This 
enzyme is involved in a redox pathway which may be linked to cell 
cycle control ([ 15 ,  16 ]; Fig.  3 ). As well as the previously published 
BiFC method using transient transformation of tobacco BY-2 cells, 
we have also developed a procedure for stable BiFC, enabling 
enrichment of pSPYCE and pSPYNE cells, with a subsequent 
improvement in effi ciency.

  Fig. 3    Examples of positive and negative BiFC. Positive bright yellow fl uorescence is observed when the two 
proteins of interest interact. In the negative control, background fl uorescence can generally be observed, but 
is of a lower intensity compared to the positive       
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2       Materials 

 All standard chemicals can be sourced from Sigma-Aldrich, Poole, 
UK unless otherwise specifi ed. Prepare and store reagents at room 
temperature unless otherwise specifi ed. 

       1.    Plasmid DNA: must contain  in planta  antibiotic selection 
markers if to be used for stable transformation of tobacco BY-2 
cells ( see   Note 1 ).   

   2.     Agrobacterium  LBA4404 competent cells.   
   3.    Liquid nitrogen.   
   4.    LB medium: Dissolve 10 g tryptone, 5 g yeast extract and 10 g 

sodium chloride in 800 mL water, adjust to pH 7 then make 
up to 1 L with water.   

   5.    LB agar plate: To make agar plates add 0.8 % Difco agar, 
 granulated (BD, Oxford, UK) to LB medium and autoclave. 
Allow to cool to approximately 60 °C before adding appropri-
ate antibiotics. Pour 25 mL per 10 cm dish and allow to dry in 
a laminar fl ow cabinet.   

   6.    Rifampicin: 50 mg/mL stock solution in dimethyl sulfoxide 
(DMSO;  see   Note 2 ).   

   7.    Appropriate antibiotics, e.g., Kanamycin, hygromycin.   
   8.    Glycerol (sterile).      

       1.    Wild type BY-2 cells.   
   2.    1 N NaOH.   
   3.    Prepare the following stock solutions in 100 mL sterile distilled 

water and store at −20 °C in 10 mL aliquots:
   (a)    Myoinositol: 1 g.   
  (b)    Potassium dihydrogen phosphate: 2 g.   
  (c)    Thiamine hydrochloride: 100 mg.       

   4.    2,4-Dichlorophenoxyacetic acid: Dissolve 10 mg in 100 mL of 
20 mM NaOH.   

   5.    BY-2 medium: Dissolve 4.3 g Murashige and Skoog basal salts 
(Duchefa Biochemie, NL), 30 g sucrose, 0.1 g/L myoinositol 
(10 mL of stock solution), 0.2 g/L potassium hydrophosphate 
(10 mL of stock solution), 1 μg/L thiamine hydrochloride 
(1 mL of stock solution) and 0.2 mg/L 2,4- Dichlorophenoxyacetic 
acid (2 mL of stock solution) in 800 mL water and adjust to pH 
5.7 using 1 N NaOH solution. Make up to 1 L with water, auto-
clave and store in a biosafety cabinet ( see   Note 3 ).   

   6.    BY-2 agar plates: To make agar plates add 0.8 % Difco agar, 
granulated (BD, Oxford, UK) to BY-2 medium and autoclave. 
Allow to cool to approximately 60 °C before adding appropriate 

2.1  Transformation 
and Maintenance 
of Agrobacterium

2.2  BY-2 Cell Culture

Gemma S. Puts and Natasha Spadafora



273

antibiotics. Pour 25 mL per 10 cm dish and allow to dry in a 
biosafety cabinet.   

   7.    300 mL conical fl asks.   
   8.    Aluminum foil.      

       1.    Acetosyringone: Dissolve 19.6 mg of acetosyringone in 1 mL 
of 100 % ethanol ( see   Note 2 ).   

   2.    Sterile cut-off pipette tips: Use scissors to cut off the points of 
pipette tips to make a wider opening, place in a tip box, and 
autoclave and dry before use.   

   3.    Nesco fi lm.   
   4.    Hoechst stain: Add 1 % 10 mg/mL Hoechst stain (Bisbenzimide 

Ca) and 2 % Triton X-100 to water and mix.   
   5.    Microscope slides and coverslips.   
   6.    Fluorescence microscope.      

       1.    0.5 M magnesium sulfate stock solution.   
   2.    250 mg/mL carbenicillin and/or timentin stock solutions 

( see   Note 2 ).   
   3.    Microporous tape ( see   Note 4 ).       

3    Methods 

       1.    Add DNA samples (0.2 μg/μL,  see   Note 1 ), in a volume of up 
to 10 μL, to separate aliquots of competent  Agrobacterium  
LBA4404 cells that have been thawed on ice, and mix.   

   2.    Freeze the cells in liquid nitrogen then thaw for 5 min at 
37 °C.   

   3.    Add 1 mL LB medium to the  Agrobacterium  and incubate for 
4 h at 30 °C at 100 rpm.   

   4.    Centrifuge the cells at 11,000 ×  g  in a bench top microcentri-
fuge for 30 s, remove all supernatant, and resuspend in 100 μL 
LB medium.   

   5.    Spread the cells onto LB agar plates in the presence of the anti-
biotic rifampicin (200 μg/mL).   

   6.    Incubate the plates at 30 °C for 3 days and monitor for the 
appearance of  Agrobacterium  colonies.      

       1.    Set up liquid cultures by inoculating colonies of each bacterial 
transformant into growth tubes containing 3 mL LB and 
appropriate antibiotics. Incubate overnight at 30 °C at 
100 rpm.   

2.3  Bimolecular 
Fluorescence 
Complementation

2.4  Stable 
Transformation 
of BY-2 Cells

3.1  Agrobacterium 
Transformation

3.2  Agrobacterium 
Glycerol Stocks
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   2.    Make glycerol stocks of the cultures by pipetting 1.5 mL of 
each cell culture into 1.5 mL Eppendorf tubes and centrifuging 
at 4000 ×  g  in a bench top microcentrifuge for 3 min.   

   3.    Resuspend each of the resulting bacterial pellets in 4:1 LB 
medium: sterile glycerol (500 μL), mix thoroughly and store 
at −80 °C.      

       1.    Culture the WT BY-2 cells under sterile conditions by adding 
3 mL of 7-day-old culture to 95 mL BY-2 culture medium in 
a 300 mL conical fl ask, and seal using two layers of foil.   

   2.    Grow at 27 °C in darkness at 130 rpm.   
   3.    Subculture the cells using the above method every 7 days to 

maintain the cell line.      

       1.    Plate  Agrobacterium  transformed with the appropriate con-
structs ( see   Note 1 ) from glycerol stocks onto LB agar plates in 
the presence of rifampicin (100 μg/mL) and appropriate anti-
biotics and grow at 30 °C for 3 days.   

   2.    Subculture onto a fresh LB agar plate containing rifampicin 
and appropriate antibiotics and grow at 30 °C for 2 days 
(maintain these cell lines by subculturing onto fresh agar 
plates every 7 days).   

   3.    Establish overnight cultures of the appropriate  Agrobacterium  
cultures, inoculating from the 2-day-old colonies into 2 mL 
LB medium in 15 mL growth tubes, and grow shaking over-
night at 30 °C.   

   4.    To transiently transform BY-2 cells with plasmids, pipette 7 mL 
of 4-day-old BY-2 cells onto a BY-2 agar plate and swirl to fi ll 
the plate to the edges.   

   5.    Add 12 μL acetosyringone and swirl to mix.   
   6.    Add 100 μL of each appropriate  Agrobacterium  culture to the 

plate and swirl to mix.   
   7.    Seal each plate in Nesco fi lm, wrap in aluminum foil and incu-

bate at 27 °C in the dark for 72 h.   
   8.    Monitor YFP fl uorescence as described below.      

   Stable transformation of BY-2 cells is based on a method modifi ed 
from An [ 18 ].

    1.    Establish overnight cultures of the appropriate  Agrobacterium  
cultures, inoculating from the 2-day-old colonies (as described 
above) into 7 mL LB medium and 2 mM magnesium sulfate in 
50 mL conical fl asks and incubate overnight at 30 °C at 100 rpm.   

   2.    Transfer 5 mL of each  Agrobacterium  culture to a 15 mL 
centrifuge tube and centrifuge at 1300 ×  g  in a bench top 
centrifuge for 5 min.   

3.3  Wild Type BY-2 
Culture

3.4  Transient 
Bimolecular 
Fluorescence 
Complementation 
(BiFC)

3.5  Stable BY-2 
Transformation
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   3.    Discard the supernatant, and resuspend the pellet in 5 mL 
BY-2 medium.   

   4.    Dilute a 3-day-old BY-2 culture to 50 % using fresh BY-2 medium.   
   5.    Add 100 μM acetosyringone to the 50 % BY-2 culture.   
   6.    Co-cultivate 10 mL aliquots of this BY-2 culture mixture with 

1 mL of the overnight  Agrobacterium  culture (transformed 
with the appropriate construct) in 50 mL conical fl asks, seal 
using aluminum foil and incubate at 27 °C, 130 rpm in darkness 
for 48 h.   

   7.    Wash BY-2 cells by transferring them into a 50 mL centrifuge 
tube and bring to 50 mL with BY-2 medium.   

   8.    Centrifuge for 5 min at 1950 ×  g  in a bench top centrifuge, and 
remove the supernatant.   

   9.    Add fresh medium to the BY-2 pellet up to 50 mL, mix and 
centrifuge as above, and remove the supernatant.   

   10.    Repeat  step 9 .   
   11.    Resuspend the fi nal pellet in 10 mL of BY-2 medium contain-

ing either 500 μg/mL carbenicillin (for vectors under kanamy-
cin selection) or 250 μg/mL timentin (for vectors under 
hygromycin selection).   

   12.    Plate aliquots of 2.5 mL onto plates of BY-2 medium contain-
ing either carbenicillin or timentin as above, and appropriate 
antibiotic selection.   

   13.    Seal plates with microporous tape, wrap in foil and incubate at 
27 °C in the dark ( see   Note 4 ). Antibiotic-resistant calli were 
isolated after 2–4 weeks.   

   14.    Transformants appear as yellow calli on a background of dead 
white cells. Each individual callus is considered as an indepen-
dent clone. Grow for a further 2 weeks on fresh plates until it 
reaches an area of approximately 2 cm 2 .   

   15.    To maintain a stable BY-2 cell line as either liquid or callus 
culture:
   (a)    Liquid: Place a tiny piece of callus (approximately 0.05 cm 2 ) 

into 8 mL BY-2 medium containing appropriate selection 
in a sterile 25 mL conical fl ask and incubate at 27 °C in 
darkness, at 130 rpm until the culture reaches stationary 
phase (approximately 1.5–2 weeks). Subculture at 7- or 
14-day intervals by transferring 250 μL of 7- or 14-day-old 
culture (depending on cell growth) to 8 mL BY-2 medium 
containing either carbenicillin or timentin as above, and 
appropriate antibiotic selection.   

  (b)    Callus: Transfer half of each callus to a fresh plate of BY-2 
medium containing appropriate selection. Seal plates with 
microporous tape, wrap in foil, and incubate at 27 °C in the 
dark. Subculture onto a fresh plate once a month.        

Protein Interactions in Tobacco Using BiFC
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         1.    To prepare slides, take 20 μL of culture using a sterile cut-off 
pipette tip, taking well-dispersed cells which look like normal 
subcultures and avoiding large masses.   

   2.    Pipette onto a slide and spread out a little.   
   3.    For counter-staining with Hoechst, add 1 μL dilute Hoechst 

stain to the cells on the microscope slide, mix with the pipette 
tip and apply a coverslip.   

   4.    Observe and photograph the cells with a fl uorescence micro-
scope under a ×20 objective, using ultraviolet light (at a wave-
length of 510 nm) to fi nd cells positive for YFP fl uorescence 
( see   Note 5  and Fig.  3 ).       

4    Notes 

     1.    The fi rst step in using BiFC, not described here, is to clone 
your genes of interest into the pSPYCE and pSPYNE vec-
tors. As a positive control, acquire the pSPYCE-BZIP63 
and pSPYNE- BZIP63 constructs, which form a homodi-
mer. As negative controls, pair your pSPYCE construct with 
the pSPYNE-BZIP63, and your pSPYNE construct with the 
pSPYCE-BZIP63 (unless, of course, you suspect that your 
protein of interest interacts with BZIP63).   

   2.    Wear safety glasses and a dust respirator and work under a 
fume hood to prepare rifampicin, acetosyringone, carbenicil-
lin, and timentin stock solutions.   

   3.    For ease of BY-2 subculture, divide your 1 L of BY-2 medium 
between 10 × 300 mL conical fl asks, 95 mL per fl ask, and seal 
with two layers of foil prior to autoclaving.   

   4.    In our hands, sealing the plates with microporous tape gave 
the best chance of the development of calli, when compared 
with Nesco fi lm.   

   5.    Positive fl uorescence events from BiFC are relatively rare, and 
background relatively high, which is why the positive and neg-
ative controls ( see   Note 1 ) are so important to help you know 
when you are looking at a real event. True positive BiFC will 
appear relatively bright compared to background (Fig.  3 ).         
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    Chapter 17   

 Tracking the Cyclin B1-GFP Sensor to Profi le the Pattern 
of Mitosis Versus Mitotic Bypass 

           Victoria     Griesdoorn    ,     M.     Rowan     Brown    ,     Marie     Wiltshire    , 
    Paul     J.     Smith    , and     Rachel     J.     Errington    

    Abstract 

   This chapter provides a method for quantitative single cell analysis to track the transition of single cells 
from G 2 , indicated by high cyclin B1 levels, to G 1  polyploidy phase (G 1 (p)), indicated by low cyclin B1 
levels, in a 4 n  population. The cell tracking methodology described provides a fl uorescence fi ngerprint 
suitable for deriving G 2 /M or G 2 /G 1 p transitions. Notably, during late G 2  the absolute cyclin B1-eGFP 
reporter levels obtained were high and the switch-off point identifi able, with destruction rates of a similar 
order across all cell cycle routing avenues. The three principle parameters extracted were defi ned as (1) 
G 2 -to-G 1 (p) transition duration (tGFP off ); (2) rate of sensor destruction (kGFP off ), and (3) peak sensor 
expression (GFP peak ).  

  Key words     Cyclin B1-GFP  ,   Time-lapse microscopy  ,   Cell cycle transitions  ,   Mitotic bypass  

1      Introduction 

 The stable expression of the cyclin B1-GFP reporter in cells pro-
vides the ability to detect single cells progressing through the late 
cell cycle with high temporal resolution. This green fl uorescent pro-
tein (GFP)-based sensor (Fig.  1 ) has expression, location, and 
destruction characteristics that shadow cyclin B1 dynamics in living 
cells [ 1 ] and its non-perturbing properties have been validated on 
high-content and high-throughput detection platforms achieving 
multi-well high-throughput screen (HTS) imaging, single cell 
kinetics tracking, and multi-parameter fl ow cytometry [ 1 ,  2 ]. 
Tracking cyclin B1 has been an approach previously used to track 
cells through mitosis and these fi rst studies showed that cyclin B1 
degradation began as soon as the spindle-assembly checkpoint was 
inactivated [ 3 ]. The focus of this chapter is to describe the typical 
methodology, including elements of quantitation. The method pre-
sented attempts to bring parameter readouts to characterize the 
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cyclin B1 oscillator. The transitions to be measured include (1) G 2  
phase through mitosis and (2) G 2  phase to G 1  polyploidy phase 
(G 1 (p))—a novel cell cycle route called mitotic bypass that occurs 
due to perturbation of the G 2 -decatenation checkpoint [ 4 ], using 
time-lapse fl uorescence microscopy. The critical features of these 
transition phases include the measurement of initial cyclin B1 status 
at the point of switch-off, i.e. peak intensity; duration of the mitosis 
or bypass transition phase; and the initial destruction kinetics. 
Tracking cyclin B1 has been an approach previously used to track 
cells through mitosis and these fi rst studies showed that cyclin B1 
degradation began as soon as the spindle-assembly checkpoint was 
inactivated [ 3 ]. The fi rst challenge for the creation of the single cell 
tracking described here is to ensure a non-invasive data collection 
approach so that the G 2 -to-“next phase transition” is unperturbed, 
but which at the same time can provide suffi cient signal-to-noise 
fl uorescence intensity readouts suitable for measurement, and can 
establish a temporal sampling suitable for tracking cells through 
normal mitosis, i.e. a mitosis that is approximately 2 h in duration.

   Overall, the priority here is to describe the instrument and 
accompanying acquisition methods that enable users to track an 
interphase morphology cell with suffi cient temporal sampling. The 
designated wide-fi eld time-lapse instrument, as described in this 
chapter’s method, meets these requirements. The detailed meth-
odology (with notes for improving the signal readout) provides the 
overall means for profi ling and characterizing cyclin B1 dynamics, 
throughout the progression of a diploid cell, which either com-
pletes cell division to produce two progeny or bypasses mitosis to 
enter a single cell tetraploid state.  

2    Materials 

       1.    U-2 OS osteosarcoma cells transfected with the cyclin B1-GFP 
sensor were obtained from GE Life Sciences [G2M Cell Cycle 
Phase Marker Vector from GE Healthcare Life Sciences].   

   2.    Culture media in McCoy’s 5A Modifi ed Medium with 10 % 
fetal calf serum (FCS), 2 mM  L -Glutamine ( L -Glut) and peni-
cillin/streptomycin antibiotics (pen/strep) with the addition 
of 0.4 M Geneticin (G418 sulfate) to maintain a stable GFP 
transfection.   

2.1  Cell Lines 
and Drug Treatments

  Fig. 1    Structure of the cyclin B1-GFP sensor. Comprises three components that 
regulate the expression of the green fl uorescent protein ( 4 ), without perturbing 
cell cycle transitions and checkpoint regulation: the cyclin B1 promoter ( 1 ); the 
destruction initiation (D-box) ( 2 ) and the Cytoplasmic Retention Sequence 
(CRS) ( 3 )       
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   3.    ICRF-193 [bis(2,6-dioxopiperazine)] prepared in DMSO at 
2 mg/ml and used at a peak concentration of 2 μg/ml (equiv-
alent to 7.2 mM). This is an exemplar drug there are other 
agents that cause tumour cells to by pass mitosis.      

       1.    A 24-well SensoPlate™ [Greiner Bio-One, 662892]. Critically, 
the plate has to have a clear borosilicate coverslip bottom 
(175 ± 15 μm) enabling optimal imaging with standard infi nity 
corrected objective lenses ( see   Note 1 ).      

       1.    The description here is of a wide-fi eld instrument with well- 
calibrated temperature regulation and multi-well sampling, the 
decision was deliberately made not to employ confocal micros-
copy. The instrument comprises an inverted microscope [e.g. 
Zeiss Axiovert 100 (Zeiss, Welwyn Garden City, U.K.)].   

   2.    A temperature-regulating incubator system and CO 2  supply. It 
is critical to ensure good temperature (36 ± 1 °C) and gas regu-
lation (5 % CO 2 ) across the entire 24-well plate.   

   3.    A motorized  x ,  y ,  z  microscope stage, with an extra recessed 
Microtiter plate holder suitable for a multi-well plate ( see  
 Note 2 ). An Orca I ER charge-coupled device camera capa-
ble of collecting 12-bit frames.   

   4.    The camera, stage ( x ,  y ) and focus ( z ) were PC-controlled via 
the MetaMorph software package (Molecular Devices, 
Reading, U.K.).   

   5.    Typically sequences can be collected with a 40×, 0.90 NA air 
objective lens, suitable for multi-well fl uorescence time-lapse 
microscopy.   

   6.    GFP fl uorescence can be detected with 480/25 nm excitation 
and 525/30 nm emission, bandpass fi lters. This minimizes the 
interference of yellow-red autofl uorescence.       

3    Methods 

       1.    Seed the 24-well plate with U-2 OS cyclin B1-GFP cells in 
densities ranging between 1300 and 5000 cells per well.   

   2.    After 24 h treat the designated wells of the plate with different 
perturbations typically for control (media only), carrier 
(DMSO), or ICRF-193 (Drug) ( see   Note 3 ).   

   3.    Immediately following the addition of the drug (or carrier) 
place the multi-well plate onto the plate holder on the micro-
scope, ensure good placement into the holder, and that the 
plate is robustly gassing with 5 % CO 2 .   

   4.    Collect image sequences at intervals of 10–30 min over a 
course of 24 h, typically 98 frames per fi eld of view; and at 3 
fi elds per well ( see   Notes 4 – 6 ).      

2.2  Sample 
Preparation 
for Imaging

2.3  Fluorescence 
Time-lapse 
Microscopy Set-Up

3.1  Image Sequence 
Acquisition

 Cyclin-B1-GFP Tracking
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       1.    Pull up a relevant image sequence for analysis; place an ROI in 
the cytoplasm and another in the nucleus of the cell. Finally, 
place an ROI in the background. As the cell moves from frame 
to frame move the three ROIs to account for this movement. 
Typically, the levels of cyclin B1-GFP reporter fl uorescence can 
be recorded from a 100 × 100 pixels square-shaped region of 
interest (ROI) (Fig.  2 ) ( see   Note 7 ).

       2.    Automated background subtraction can also be implemented 
to deal with non-uniform fi eld illumination, or uneven pat-
terns on the substrate of the cell substratum.   

   3.    Readout the profi les into excel and compare the relevant tracks 
of cells between wells and between treatments. Subtract the 
background from each track and then normalize to peak of 
cyclin B1.   

   4.    Extract parameters of interest, typically GFP peak  [the maximal 
fl uorescence intensity measured for that track], the kGFP off  
[the cyclin B1 destruction rate measured as fl uorescence inten-
sity normalized over time], and tGFP off  [the time in hours 
required for the fl uorescence intensity to reach base level] 
(Figs.  3  and  4 ) ( see   Notes 8  and  9 ).

4             Notes 

     1.    Other coverslip chambers are available and the user-choice 
depends on the microscope incubator system set-up and the 
integrated holder system, e.g. the Nunc™ Lab-Tek™ 
Chambered Coverglass, which provides optimum optical 
characteristics.   

   2.    Also, use of a motorized focus option (PS3H122 Motorized 
Focus Drive) can provide step sizes as small as 0.002 μm and 

3.2  Manual Image 
Sequence Data 
Analysis

  Fig. 2    Single cell GFP-cyclin B1 expression captured by fl uorescence time-lapse microscopy.  Top , typical 
sequence of GFP-cyclin B1 destruction in ICRF-193-treated cells (2 μg/ml) showing mitotic bypass.  Bottom , 
typical sequence of GFP-cyclin B1 destruction in control cells showing commitment to mitosis       

 

Victoria Griesdoorn et al.



283

GFPpeak

kGFPoff

tGFPoff

  Fig. 3    Typical parameters measured from single cell fl uorescence readouts. Schematic to show the location of 
the parameters including peak fl uorescence intensity, GFP peak ; rate of decrease of fl uorescence intensity nor-
malized against time, kGFP off ; and the duration of the decline in hours, tGFP off        

  Fig. 4    Single cell cytoplasmic cyclin B1-GFP fl uorescence profi les of human osteosarcoma. Plots show frame-
by-frame mean fl uorescence intensity over time with profi les of control cells undergoing normal mitosis ( panel 
left ) and mitotic bypass ( panel right ) after exposure to 2 μg/ml ICRF- 193. Intensity profi les were background 
corrected       
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provides excellent resolution for precise focus and repeatable 
positioning in the  Z -axis.   

   3.    Usually the treatment regimen is minimally repeated across 3 
wells per treatment, this provides statistically enough data.   

   4.    The experimental design described above and optimization is 
decided based on a triangle of interrelated considerations 
(Fig.  5 ) which represent the fundamental underpinnings of the 
implementation of time-lapse imaging, namely issues of sensi-
tivity, spatial resolution, and temporal resolution [ 5 ].

       5.    Further acquisition optimization can be undertaken to improve 
the signal-to-noise, particularly so that cells in G 1  of the cell 
cycle with very little GFP expression could be detected. For 
instance, the camera frame binning can be increased to 4 × 4, 
i.e. each block of 4 × 4 pixels was averaged into 1 pixel 4× 
larger, decreasing the exposure time required but sacrifi cing 
spatial resolution. However, in doing so the cell cytoplasm and 
cell shape information was not compromised and the ability to 
detect nuclear translocation of the GFP signal, as an indicator 
of mitotic commitment, was maintained. Binned image fi les 
were smaller and as a result the camera could perform more 
effi ciently. Binning has proven particularly useful for large data 
sets or live-cell imaging, and was used to ensure there was no 
phototoxicity effect on the cells.   

   6.    In order to ensure that the temporal sampling does not per-
turb the biology, a time interval of 15 min was selected over a 
course of 24 h, yielding a 5× sampling of mitosis which was an 
acceptable sampling rate (mitotic duration is 2 h).   

   7.    Placement of the region-of-interest (ROI) on to the images 
( see  Fig.  2 ), in Fig.  3 . Typically place an ROI onto the cell 
nucleus (the round ‘empty hole); and place an ROI onto the 

  Fig. 5    Single cell imaging considerations and compromises. Experimental design 
and optimization in single cell fl uorescence time-lapse is underpinned by the 
interrelated considerations or trade-offs between sensitivity, spatial resolution, 
and temporal resolution       
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cytoplasm close to the nucleus to extract fl uorescence intensi-
ties over time, placed in the c ytoplasm bordering the nucleus.   

   8.    The disadvantage of not having optical sectioning on a wide- 
fi eld microscope means that rounding of the cells during 
 mitosis—a drastic morphological change—results in a spike in 
fl uorescence intensity that is due to cell rounding and not nec-
essarily an enhanced GFP expression [ 4 ]. Thus the maximal 
nuclear intensity during mitosis is an artifact.   

   9.    The disadvantage of not having optical sectioning on a wide- 
fi eld microscope means that background (autofl uorescence) 
from the media (probably due to tryptophans in the media) 
makes for a low signal-to-noise ratio during ramping-up or 
accumulation phase of the reporter and prevents the analysis of 
the S/G2 transition.         
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    Chapter 18   

 Measuring APC/C-Dependent Ubiquitylation In Vitro 

           Marc     A.     Jarvis    ,     Nicholas     G.     Brown    ,     Edmond     R.     Watson    , 
    Ryan     VanderLinden    ,     Brenda     A.     Schulman     , and     Jan-Michael     Peters    

    Abstract 

   The anaphase-promoting complex/cyclosome (APC/C) is a 1.2 MDa ubiquitin ligase complex with 
important functions in both proliferating and post-mitotic differentiated cells. In proliferating cells, 
APC/C controls cell cycle progression by targeting inhibitors of chromosome segregation and mitotic exit 
for degradation by the 26S proteasome. To understand how APC/C recruits and ubiquitylates its sub-
strate proteins and how these processes are controlled, it is essential to analyze APC/C activity in vitro. 
In the past, such experiments have been limited by the fact that large quantities of purifi ed APC/C were 
diffi cult to obtain and that mutated versions of the APC/C could not be easily generated. In this chapter 
we review recent advances in generating and purifying recombinant forms of the human APC/C and its 
co- activators, using methods that are scalable and compatible with mutagenesis. We also describe a method 
that allows the quantitative analysis of APC/C activity using fl uorescently labeled substrate proteins.  

  Key words     Enzyme activity  ,   Anaphase promoting complex/cyclosome  ,   Ubiquitin  ,   Mitosis  

1      Introduction 

 The anaphase promoting complex/cyclosome (APC/C) is a 
 ubiquitin ligase (E3 enzyme) which has essential functions in 
eukaryotes from yeast to man (reviewed in [ 1 ]; [ 2 ]). In metaphase 
of mitosis, APC/C ubiquitylates securin, an inhibitor of the cohe-
sin protease separase, and B-type cyclins, the activating subunits of 
cyclin-dependent kinase 1 (CDK1). The APC/C recognizes spe-
cifi c “degron” sequences in these substrates, called the destruction 
box (D box) and the KEN box. The subsequent degradation of 
ubiquitylated securin and cyclin B by the 26S proteasome is essen-
tial for sister chromatid separation in anaphase and mitotic exit. 
APC/C also has functions in post-mitotic cells, for example during 
the terminal differentiation of cortical neurons [ 3 ,  4 ]. 

 The APC/C is a 1.2 MDa protein complex composed of 14 
protein subunits which are present in different stoichiometries 
(reviewed in [ 5 ]). To be able to recognize degron sequences in its 
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substrate proteins, the APC/C has to associate with an additional 
co-activator protein, either with CDC20 in early mitosis or with 
CDH1 during mitotic exit, G1 phase, and in quiescent cells. 
CDC20 and CDH1 help to recruit substrates to the APC/C, 
 presumably by directly binding their D and KEN boxes. Once 
associated with the APC/C, substrates are ubiquitylated by ubiq-
uitin-conjugating (E2) enzymes. These small monomeric enzymes 
are fi rst trans-esterifi ed with an activated ubiquitin residue by the 
ubiquitin-activating (E1) enzyme, and subsequently this ubiquitin 
residue is transferred to epsilon-amino side chains of lysine residues 
in the APC/C substrate. The APC/C can interact with different 
E2s: UBCH5A, UBCH5B, UBCH5C (also known as UBE2D1, 
UBE2D2, UBE2D3, respectively), UBCH10, and UBE2S. 
UBCH10 is thought to be recruited to the APC/C via the RING 
fi nger domain of the APC/C subunit APC11. APC11 in turn is 
bound to the APC/C subunit APC2, which belongs to the cullin 
protein family [ 2 ]. Cullin and RING fi nger subunits are also found 
in a number of other ubiquitin ligase complexes, implying that 
these use related catalytic mechanisms for substrate ubiquitylation 
reactions [ 6 ]. 

 The activity of the APC/C is tightly controlled to enable 
proper progression through the cell cycle (reviewed in [ 7 ]). For 
example, securin and cyclin B are only recognized by APC/
C- CDC20 once all chromosomes have been properly attached to 
both poles of the mitotic spindle. Before this state (metaphase) has 
been reached, APC/C’s ability to recruit securin and cyclin B is 
prevented by a four-subunit mitotic checkpoint complex (MCC). 
APC/C-CDH1 is also controlled by other mechanisms, for example 
the early mitotic inhibitor 1 (EMI1) [ 8 ]. 

 Recent advances in single-particle electron microscopy have 
provided detailed insight into the structure of the APC/C [ 5 ,  9 , 
 10 ]. However, the catalytic mechanism of APC/C-mediated sub-
strate ubiquitylation reactions and their regulation remain incom-
pletely understood. Studying these mechanisms requires the ability 
to measure the activity of the APC/C using purifi ed components, 
and structure-function analyses of these components via mutagen-
esis. For many years, these assays have utilized APC/C purifi ed 
from cultured cells (or sometimes from tissues), typically using 
immuno- affi nity purifi cation techniques (reviewed in [ 11 ,  12 ]). 
Although these approaches have been instrumental for analyzing 
APC/C, they were not easily scalable because the abundance of 
APC/C in cells is low and because the availability of APC/C anti-
bodies needed for the affi nity purifi cation is often limited. These 
appro aches were also not well suited for the analysis of APC/C loss-
of-function mutants as these are diffi cult to generate in cells because 
APC/C is essential for cell viability. 

 To overcome these limitations, methods have been developed 
that enable the generation of recombinant forms of yeast and human 
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APC/C, expressed in baculovirus-infected insect cells [ 13 – 15 ]. 
These methods are more easily scalable and well suited for muta-
genesis approaches. Here we describe one of these approaches for 
the generation of recombinant human APC/C. We also provide a 
brief description of how the other proteins can be purifi ed that are 
required for the reconstitution of APC/C-mediated substrate 
ubiquitylation reactions and describe how these reactions can 
be measured using a fl uorescently labeled substrate. 

 In brief, APC/C activity can be measured by incubating the 
respective purifi ed proteins, i.e., APC/C, an APC/C co-activator, 
E1, one or several of the E2s that cooperate with the APC/C, 
ubiquitin, and a substrate protein in the presence of Mg 2+ ATP. The 
reaction is stopped by the addition of SDS sample buffer and ana-
lyzed by sodium dodecyl sulfate-polyacrylamide gel electrophore-
sis (SDS-PAGE). Ubiquitin-substrate conjugates can be detected 
on a fl uorescence scanner if either a fl uorescently labeled substrate 
or a fl uorescently labeled ubiquitin is used. 

 APC/C can ubiquitylate substrates at multiple lysine residues 
[ 16 ,  17 ] and, once the fi rst ubiquitin residues have been linked to 
the substrate, also on lysine residues on the attached ubiquitin 
molecules (in the latter case APC/C typically modifi es lysine resi-
dues 11, 48, and 63 on ubiquitin) [ 18 – 20 ]. APC/C-mediated 
ubiquitylation reactions, therefore, result in the formation of com-
plex mixtures of different substrate-ubiquitin conjugates. These 
are resolved by SDS-PAGE into a characteristic “ladder” of bands, 
each containing a different number of ubiquitin residues coupled 
to the substrate molecule ( see  Fig.  1a ). SDS-PAGE analysis can 
therefore be used to estimate how many ubiquitin residues are 
coupled to a substrate by the APC/C, but the identity of the mod-
ifi ed lysines or whether linear or branched ubiquitin chains are 
formed can only be determined by mass spectrometric approaches 
[ 19 ]. Alternatively, APC/C-mediated ubiquitylation reactions can 
be performed in the presence of ubiquitin in which lysine residues 
have been chemically modifi ed by methylation, so that ubiquitin 
itself cannot be ubiquitylated. Comparing reactions in the absence 
and presence of methyl-ubiquitin can, therefore, be used to deter-
mine if a substrate is modifi ed by poly-ubiquitin chains, or by 
single- ubiquitin residues which are attached to multiple lysine resi-
dues, or by a combination of both.

   In most cases, APC/C activity is measured by using fl uores-
cently labeled substrate, but the activity can also be analyzed by 
using fl uorescent-labeled ubiquitin ( see  Fig.  1b ). This permits the 
visualization of not only substrate-ubiquitin conjugates, but also a 
covalent E1-ubiquitin adenylate, and—if SDS-PAGE is performed 
in the absence of reducing agents—of E2-ubiquitin thioesters 
(which are unstable in the presence of reducing agents such as 
β-mercaptoethanol or dithiothreitol). A limitation of using fl uores-
cently labeled ubiquitin is, however, that it cannot be determined 
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to which protein the ubiquitin is conjugated (the substrate protein 
or to other proteins present in the reaction mixture). 

 When APC/C-mediated ubiquitylation reactions are to be 
analyzed in the presence of UBE2S it has to be kept in mind that 
this E2 preferentially ubiquitylates lysine residues (K11) in ubiqui-
tin molecules, a property that enables it to elongate ubiquitin 
chains on substrate proteins [ 21 ]. UBE2S activity is, therefore, 
typically analyzed by using linear fl uorescent ubiquitin-substrate 
fusion proteins, or by measuring the formation of fl uorescent 
ubiquitin- ubiquitin conjugates (for an example,  see  [ 22 ]). Alter-
natively, UBE2S activity can also be analyzed in the presence of 
either UBCH5 or UBCH10, which both effi ciently ubiquitylate 
lysine residues in substrate proteins, thereby generating conjugates 
which can then serve as substrate for ubiquitin chain elongation by 
UBE2S.  

2    Materials 

       1.    Bacterial cells:  E. coli  BL21 (DE3) CodonPlus-RIL ( see   Note 1 ).   
   2.    Lysogeny broth—Miller (LB): 10 g tryptone, 5 g yeast extract, 

10 g NaCl per liter.   
   3.    0.6 M Isopropyl β- d -1-thiogalactopyranoside (IPTG).      

2.1  Bacterial Protein 
Expression
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  Fig. 1       ( a ) APC/C drives poly-ubiquitin chain formation. SDS-PAGE gel illustrating that APC/C-CDH1 drives poly- 
ubiquitin chain formation. Visualized using a fl uorescently labeled substrate [ 22 ]. ( b ) APC/C-CDH1-dependent 
formation of free Ub chains by UBE2S visualized using a fl uorescently labeled donor ubiquitin, similar to previ-
ously described [ 22 ]. For this experiment, the E1~*Ub conjugate is formed by incubating 50 mM MgCl 2 ATP 
with Tube 2 containing E1 (10 μM) and fl uorescent Ub (40 μM) for 10 min at room temperature. This reaction 
can be either left unquenched (shown) or, if desired, quenched by the addition of 50 mM ethylenediaminetet-
raacetic acid (EDTA) and/or desalting. The contents of Tube 2 are diluted tenfold into Tube 1 containing an 
unlabeled source of Ub (250 μM). Aliquots are then quenched by SDS sample buffer at the appropriate times 
and visualized by SDS-PAGE. In the experiment shown, the APC concentration used is 100 nM       
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       1.    Insect cells: Sf9/High Five ( see   Note 2 ).   
   2.    Insect media: Hyclone SFX media (GE Lifesciences) ( see   Note 2 ).      

       1.    Low- and high-speed centrifuges.   
   2.    Phosphate-buffered saline (PBS).   
   3.    APC/C lysis buffer: 50 mM Hepes pH 8, 250 mM NaCl, 5 % 

glycerol, 2 mM dithiothreitol (DTT), 2 mM benzamidine, 
5 units/mL benzonase, 10 μg/mL aprotinin, 10 μg/μL 
 leupeptin, 5 μg/μL avidin, and one Complete™ EDTA-free 
protease inhibitor tablet (per 50 mL buffer).   

   4.    Sonicator.   
   5.    Streptactin resin.   
   6.    APC/C wash buffer: 50 mM Hepes pH 8, 250 mM NaCl, 5 % 

glycerol, 2 mM DTT.   
   7.    Gravity fl ow column.   
   8.    APC/C elution buffer: 50 mM Hepes pH 8, 250 mM NaCl, 

5 % glycerol, 2.5 mM desthiobiotin, 2 mM DTT.   
   9.    Bradford reagent.   
   10.    SDS-PAGE gels and gel-running equipment.   
   11.    APC/C buffer A: 50 mM Hepes pH 8, 5 % glycerol, 2 mM 

DTT.   
   12.    APC/C buffer B: 50 mM Hepes pH 8, 1 M NaCl, 5 % glyc-

erol, 2 mM DTT.   
   13.    AKTA protein purifi cation system.   
   14.    POROS HQ 50 μm anion-exchange column.   
   15.    Superose 6 size-exclusion column.   
   16.    APC/C size-exclusion buffer: 20 mM Hepes pH 8, 200 mM 

NaCl, 1 mM DTT.      

       1.    Low- and high-speed centrifuges.   
   2.    PBS.   
   3.    Co-activator lysis buffer: 20 mM Hepes pH 7, 100 mM (NH 4 )

SO 4 , 20 mM imidazole, 5 % glycerol, 1 mM DTT, 1  Complete™ 
EDTA-free protease inhibitor tablet (per 50 mL buffer).   

   4.    Dounce homogenizers.   
   5.    Ni-NTA resin.   
   6.    Co-activator wash buffer: 20 mM Hepes pH 7, 300 mM 

(NH 4 )SO 4 , 20 mM imidazole, 2.5 % glycerol, 1 mM DTT.   
   7.    Gravity fl ow column.   
   8.    Co-activator elution buffer: 20 mM Hepes pH 7, 300 mM 

(NH 4 )SO 4 , 250 mM imidazole, 2.5 % glycerol, 250 mM imid-
azole, 1 mM DTT.   

2.2  Baculovirus- 
Insect Cell Expression

2.3  Expression 
and Purifi cation 
of Recombinant APC/C

2.4  Expression 
and Purifi cation 
of the Co-activators: 
CDC20 and CDH1
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   9.    Bradford reagent.   
   10.    SDS-PAGE gels and gel-running equipment.   
   11.    AKTA protein purifi cation system.   
   12.    Superdex 200 26/60 size-exclusion column.   
   13.    Co-activator size-exclusion buffer: 20 mM Hepes pH 7, 

300 mM NaCl, 2.5 % glycerol, 1 mM DTT.      

       1.    Low- and high-speed centrifuges.   
   2.    PBS.   
   3.    Substrate lysis buffer: 20 mM    Tris pH 7.6, 150 mM NaCl, 

1 mM DTT, 0.25 μg/mL lysozyme, 1 Complete™ EDTA- free 
protease inhibitor tablet (per 50 mL buffer).   

   4.    Sonicator.   
   5.    Glutathione sepharose.   
   6.    Substrate wash buffer: 20 mM Tris pH 7.6, 150 mM NaCl, 

1 mM DTT.   
   7.    Tobacco etch virus (TEV) protease.   
   8.    Gravity fl ow column.   
   9.    SDS-PAGE gels and gel-running equipment.   
   10.    Ni-NTA.   
   11.    Substrate elution buffer: 20 mM Tris pH 7.6, 150 mM NaCl, 

250 mM imidazole, 1 mM DTT.   
   12.    Bradford reagent.   
   13.    Amicon Ultra-15 centrifugal concentrator—3 kDa.   
   14.    DTT.   
   15.    PD-10 columns.   
   16.    Substrate pre-label buffer: 50 mM Hepes pH 7, 150 mM NaCl 

( do not include DTT !).   
   17.    Fluorescein-5-maleimide (F5M) in dimethyl sulfoxide (DMSO).   
   18.    Substrate post-label buffer: 50 mM Hepes pH 7, 150 mM 

NaCl, 1 mM DTT.   
   19.    AKTA protein purifi cation system.   
   20.    Superdex 75 16/60 column.   
   21.    Substrate size-exclusion buffer: 20 mM Hepes pH 8, 200 mM 

NaCl, 1 mM DTT.      

       1.    Low- and high-speed centrifuges.   
   2.    PBS.   
   3.    E1 lysis buffer: 20 mM Tris pH 7.6, 150 mM NaCl, 1 mM 

DTT, 0.25 μg/mL lysozyme, one Complete™ EDTA-free 
protease inhibitor tablet (per 50 mL buffer).   

2.5  Expression 
and Purifi cation 
of Substrate: Cyclin 
B 1-95* and Ub-Cyclin 
B 1-95*

2.6  Expression 
and Purifi cation 
of E1: UBA1
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   4.    Sonicator.   
   5.    Glutathione sepharose.   
   6.    E1 wash buffer: 20 mM Tris pH 7.6, 150 mM NaCl, 1 mM 

DTT.   
   7.    Gravity fl ow column.   
   8.    E1 elution buffer: 20 mM Tris pH 7.6, 150 mM NaCl, 20 mM 

reduced glutathione, 1 mM DTT.   
   9.    Bradford reagent.   
   10.    SDS-PAGE gels and gel-running equipment.   
   11.    AKTA protein purifi cation system.   
   12.    Resource Q anion-exchange column.   
   13.    E1 buffer A: 20 mM Tris pH 7.6, 1 mM DTT.   
   14.    E1 buffer B: 20 mM Tris pH 7.6, 1 M NaCl, 1 mM DTT.   
   15.    Superdex 200 16/60 size-exclusion column.   
   16.    E1 size-exclusion buffer: 20 mM Hepes pH 8, 200 mM NaCl, 

1 mM DTT.      

       1.    Low- and high-speed centrifuges.   
   2.    PBS.   
   3.    E2 lysis buffer: 20 mM Tris pH 7.6, 150 mM NaCl, 1 mM 

DTT, 0.25 μg/mL lysozyme, one Complete™ EDTA-free 
protease inhibitor tablet (one tablet per 50 mL buffer).   

   4.    Sonicator.   
   5.    Ni-NTA resin.   
   6.    E2 wash buffer: 20 mM Tris pH 7.6, 150 mM NaCl, 1 mM 

DTT.   
   7.    Gravity fl ow column.   
   8.    E2 elution buffer: 20 mM Tris pH 7.6, 150 mM NaCl, 

250 mM imidazole, 1 mM DTT.   
   9.    Bradford reagent.   
   10.    SDS-PAGE gels and gel-running equipment.   
   11.    AKTA protein purifi cation system.   
   12.    Superdex 200 16/60 size-exclusion column.   
   13.    E2 size-exclusion buffer: 20 mM Hepes pH 8, 200 mM NaCl, 

1 mM DTT.   
   14.    Resource S cation-exchange columns.   
   15.    E2 buffer A: 20 mM Tris pH 7.6, 1 mM DTT.   
   16.    E2 buffer B: 20 mM Tris pH 7.6, 1 M NaCl, 1 mM DTT.   
   17.    TEV protease.   
   18.    Amicon Ultra-15 centrifugal concentrator—10 kDa.      

2.7  Expression 
and Purifi cation 
of E2s: UBCH10 
and UBE2S
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       1.    Low- and high-speed centrifuges.   
   2.    PBS.   
   3.    Ub lysis buffer 20 mM Tris pH 7.6, 150 mM NaCl, 1 mM 

DTT, 0.25 μg/mL lysozyme and one Complete™ EDTA-free 
protease inhibitor tablet (per 50 mL buffer).   

   4.    Glacial acetic acid.   
   5.    SDS-PAGE gels and gel-running equipment.   
   6.    Dialysis tubing—3 kDa cutoff.   
   7.    Ub buffer A: 25 mM NaC 2 H 3 O 2 , pH 4.5.   
   8.    AKTA protein purifi cation system.   
   9.    Resource S cation-exchange column.   
   10.    Ub buffer B: 25 mM NaC 2 H 3 O 2 , pH 4.5, 1 M NaCl.   
   11.    Amicon Ultra-15 centrifugal concentrator—3 kDa.   
   12.    Superdex 75 16/60 size-exclusion column.   
   13.    Ub size-exclusion buffer: 20 mM Hepes pH 8, 200 mM NaCl, 

1 mM DTT.      

       1.    10 mg/mL BSA (Applichem) stock solution.   
   2.    50 mM MgCl 2+ ATP pH 7 solution.   
   3.    4× SDS sample buffer: 250 mM Tris pH 6.8, 8 % SDS, 40 % 

glycerol, 400 mM DTT and 0.04 % bromophenol blue.   
   4.    SDS-PAGE gels and gel-running equipment.   
   5.    Fluorescence scanner.       

3    Methods 

   Expression of recombinant APC/C is performed in insect cells. 
To date, published methods utilize co-expression techniques rang-
ing from co-expressing each individual subunit from baculoviruses 
each containing the open reading frame of an individual APC/C 
subunit [ 14 ] to co-expression of the APC/C subunits using two 
baculoviruses containing a distribution of the individual subunits 
[ 15 ]. Here we briefl y describe the expression and purifi cation pro-
tocol we used to purify recombinant human APC/C which has 
been characterized in [ 8 ,  14 ,  22 ].

    1.    Co-infect Sf9 cells with the respective baculoviruses at a cell 
density of 1.0 × 10 6  and incubate at 27 °C at 100 rpm for 72 h 
to allow protein expression.   

   2.    Harvest cells by centrifugation at 500 ×  g  at 4 °C for 15 min, 
and wash once with PBS before resuspending in APC/C lysis 
buffer.   

2.8  Expression 
and Purifi cation 
of Ubiquitin

2.9  APC/C 
Ubiquitylation Assay

3.1  Expression 
and Purifi cation 
of Recombinant APC/C
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   3.    Sonicate cells for 15 s, and repeat three times, before centrifuging 
at 150,000 ×  g  at 4 °C for 30 min.   

   4.    Incubate the supernatant with equilibrated Streptactin resin on 
a rotor at 4 °C for 1 h (APC4 contains a C-terminal twin-Strep tag).   

   5.    After binding, centrifuge the slurry at 1000 ×  g  at 4 °C for 
5 min, resuspend the Streptactin resin in APC/C wash buffer, 
transfer to a gravity fl ow column, and wash with 10 column 
volumes (CV) of APC/C wash buffer.   

   6.    Elution of recombinant APC/C from the Streptactin resin is 
performed over 5 CV using APC/C elution buffer. Follow the 
elution by analyzing fractions using the Bradford assay.   

   7.    Analyze the fractions by SDS-PAGE.   
   8.    The relevant fractions should then be pooled, diluted with 

APC/C buffer A to a fi nal concentration of 100 mM NaCl, 
and loaded onto a pre-equilibrated POROS HQ anion- 
exchange column. The bound recombinant APC/C is eluted 
using a gradient of APC/C buffer B.   

   9.    Fractions should be analyzed by SDS-PAGE with the appropri-
ate fractions pooled, concentrated, and loaded onto a Superose 
6 size-exclusion column equilibrated in APC/C size-exclusion 
buffer ( see   Note 3 ).   

   10.    The resulting fractions from size exclusion should then be 
 analyzed by SDS-PAGE with respective fractions pooled and 
concentrated to 1 mg/mL, aliquoted, fl ash frozen, and stored 
at −80 °C.    

     Working with a recombinant form of the human APC/C allows 
great control over which co-factors in vitro experiments are 
 per formed with. As such the co-activators need to be purifi ed sepa-
rately. We briefl y describe this below.

    1.    Infect Sf9 cells at a cell density of 1.0 × 10 6  with a baculovirus 
containing either the full-length reading frame of CDC20 or 
CDH1 with an N-terminal 3myc-his6 and incubate at 100 rpm 
at 27 °C for 72 h.   

   2.    Following expression, harvest cells by centrifugation at 500 ×  g  
at 4 °C for 15 min, and wash once with PBS before resuspend-
ing in co-activator lysis buffer.   

   3.    Dounce-homogenize cells 5×, and repeat three times, before 
centrifuging at 150,000 ×  g  at 4 °C for 30 min.   

   4.    Incubate the supernatant with equilibrated Ni-NTA resin on a 
rotor at 4 °C for 1 h.   

   5.    After binding, centrifuge the slurry at 1000 ×  g  for 5 min at 
4 °C, resuspend in co-activator wash buffer, transfer to a gravity 
fl ow column, and wash with 10 CV of co-activator wash 
buffer.   

3.2  Expression 
and Purifi cation 
of the Co-activators: 
CDC20 and CDH1
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   6.    Perform the elution over 5 CV using co-activator elution 
 buffer. Follow the elution by analyzing fractions using the 
Bradford assay.   

   7.    Analyze the fractions by SDS-PAGE.   
   8.    Pool the appropriate fractions, concentrate, and load onto a 

Superdex 200 26/60 size-exclusion column equilibrated in 
co- activator size-exclusion buffer.   

   9.    Fractions should be analyzed by SDS-PAGE with the respective 
fractions concentrated to ~1 mg/mL, aliquoted, fl ash frozen, 
and stored at −80 °C ( see   Note 4 ).      

   This substrate construct is an iteration of previous versions of the 
N-terminus of cyclin B [ 17 ].

    1.    Substrate is bacterially produced and is expressed in the  E. coli  
strain BL21 (DE3) CodonPlus-RIL. Bacteria are grown to an 
OD of 0.8, protein expression is induced by treatment with 
0.6 M IPTG, and the culture is grown overnight at 16 °C.   

   2.    Harvest cells by centrifugation at 4500 ×  g  at 4 °C for 15 min, 
and wash once with PBS before resuspending in substrate lysis 
buffer.   

   3.    Incubate cells rotating at 4 °C for 30 min before sonicating for 
15 s, repeat four times, and then centrifuge at 25,000 ×  g  at 
4 °C for 30 min.   

   4.    Incubate the supernatant with equilibrated glutathione sepha-
rose resin on a rotor at 4 °C for 1 h.   

   5.    After binding, centrifuge the slurry at 1000 ×  g  at 4 °C for 
5 min and wash with 5 CV substrate wash buffer.   

   6.    Resuspend the resin in 1 CV substrate wash buffer supplemented 
with TEV protease and incubate on a rotor overnight at 4 °C.   

   7.    The next morning transfer the slurry to a gravity fl ow column 
and collect the fl ow through. Add a further 1 CV pulse of sub-
strate wash buffer and collect the fl ow through.   

   8.    Analyze the fl ow through by SDS-PAGE.   
   9.    Incubate the fl ow through with equilibrated Ni-NTA resin on 

a rotor at 4 °C for 1 h.   
   10.    After binding, centrifuge the slurry at 1000 ×  g  at 4 °C for 

5 min, resuspend in substrate wash buffer, transfer to a gravity 
fl ow column, and wash with 10 CV of substrate wash buffer.   

   11.    Elute the protein over 5 CV using substrate elution buffer. 
Follow the elution by analyzing fractions using the Bradford 
assay.   

   12.    Analyze the fl ow through by SDS-PAGE.   
   13.    Concentrate the fl ow through containing substrate to ~2.5 mL 

and continue to label the substrate of interest.    

3.3  Expression 
and Purifi cation 
of Substrate: Cyclin 
B 1-95* and Ub-Cyclin 
B 1-95*
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         1.    Reduce the substrate by incubating with 20 mM DTT for 
20 min.   

   2.    Desalt the reduced substrate twice using PD-10 columns into 
substrate pre-label buffer.   

   3.    Dissolve the F5M in dimethyl sulfoxide (DMSO).   
   4.    The dissolved F5M is mixed with the substrate at a 10× higher 

concentration and incubated at room temperature for 3 h 
( see   Note 5 ).   

   5.    Quench the chemical reaction between the maleimide group 
and the cysteine in the substrate by the addition of a fi nal con-
centration of 10 mM DTT.   

   6.    Desalt the labeled substrate a further two times using PD-10 
columns using substrate post-label buffer and further purify 
by size-exclusion chromatography using a Superdex 75 16/60 
column equilibrated in substrate size-exclusion buffer.   

   7.    Fractions should be analyzed by SDS-PAGE with the appropri-
ate fractions concentrated to ~5 mg/mL, aliquoted, fl ash frozen, 
and stored at −80 °C [ 22 ].      

   The following method has been previously published [ 23 ].

    1.    GST-UBA1 (E1; a kind gift from Cynthia Wolberger) is bacte-
rially produced and is expressed in the  E. coli  strain BL21 
(DE3) CodonPlus-RIL. Bacteria are grown to an OD of 0.8, 
protein expression is induced by treatment with 0.6 M IPTG, 
and the culture is grown overnight at 16 °C.   

   2.    Harvest cells by centrifugation at 4500 ×  g  at 4 °C for 15 min, 
wash once with PBS, and resuspend in E1 lysis buffer.   

   3.    Incubate cells by rotating for 30 min at 4 °C, before sonicating 
for 15 s, repeat four times, and centrifuge at 25,000 ×  g  at 4 °C 
for 30 min.   

   4.    Incubate the supernatant with equilibrated glutathione sepha-
rose resin on a rotor at 4 °C for 1 h.   

   5.    Following binding, centrifuge the resin at 1000 ×  g  at 4 °C for 
5 min, resuspend in E1 wash buffer, transfer to a gravity fl ow 
column, and wash with 10 CV of E1 wash buffer.   

   6.    Elute the protein over 5 CV using E1 elution buffer. Follow 
the elution by analyzing fractions using the Bradford assay.   

   7.    Analyze the fractions by SDS-PAGE.   
   8.    The respective fractions should then be pooled, diluted with 

E1 buffer A to 50 mM NaCl, and loaded onto an equilibrated 
anion- exchange column. The bound UBA1 is eluted using a 
gradient of E1 buffer B.   

3.4  Fluorescent 
Labeling 
of the Substrate 
of Interest
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   9.    Analyze fractions by SDS-PAGE, pool the appropriate fractions, 
concentrate, and load onto a Superdex 200 16/60 size- exclusion 
column equilibrated in E1 size-exclusion buffer.   

   10.    Fractions should be analyzed by SDS-PAGE with the respec-
tive fractions concentrated to ~5 mg/mL, aliquoted, fl ash 
 frozen, and stored at −80 °C.    

         1.    UBCH10-His 6  is bacterially produced and is expressed in the 
 E. coli  strain BL21 (DE3) CodonPlus-RIL. Bacteria are grown 
to an OD of 0.8, protein expression is induced by treatment 
with 0.6 M IPTG, and the culture is grown overnight at 23 °C.   

   2.    Post-expression, harvest cells by centrifugation at 4500 ×  g  at 
4 °C for 15 min, and wash once with PBS before being resus-
pended in E2 lysis buffer.   

   3.    Incubate rotating for 30 min at 4 °C before sonicating for 
15 s, repeat four times, and centrifuge at 25,000 ×  g  at 4 °C 
for 30 min.   

   4.    Incubate the supernatant with equilibrated Ni-NTA resin on a 
rotor at 4 °C for 1 h.   

   5.    After binding, centrifuge the slurry at 1000 ×  g  at 4 °C for 
5 min, resuspend in E2 wash buffer, transfer to a gravity fl ow 
column, and wash with 10 CV of E2 wash buffer.   

   6.    Conduct elution over 5 CV using E2 elution buffer. Follow 
the elution by analyzing fractions using the Bradford assay.   

   7.    Analyze fractions by SDS-PAGE.   
   8.    Pool the appropriate fractions, concentrate, and load onto a 

Superdex 200 16/60 size-exclusion column equilibrated in E2 
size-exclusion buffer.   

   9.    Fractions from size exclusion should be analyzed by SDS-PAGE 
with respective fractions pooled, concentrated to ~5 mg/mL, 
aliquoted, fl ash frozen, and stored at −80 °C.      

       1.    His 6 -TEV-Flag-PS-UBE2S is bacterially produced and is exp-
res sed in the  E. coli  strain BL21 (DE3) CodonPlus-RIL. 
Bacteria are grown to an OD of 0.8, protein expression is 
induced by treatment with 0.6 M IPTG, and the culture is 
grown overnight at 23 °C.   

   2.    Harvest cells by centrifugation at 4500 ×  g  at 4 °C for 15 min, 
and wash once with PBS before being resuspended in E2 lysis 
buffer.   

   3.    Incubate cells rotating at 4 °C for 30 min before sonicating for 
15 s, repeat four times, and centrifuge at 25,000 ×  g  at 4 °C 
for 30 min.   

3.6  Expression 
and Purifi cation 
of E2s: UBCH10

3.7  Expression 
and Purifi cation 
of E2s: UBE2S
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   4.    Incubate the supernatant with equilibrated Ni-NTA resin 
rotating at 4 °C for 1 h.   

   5.    After binding, centrifuge the slurry at 1000 ×  g  at 4 °C for 
5 min and wash with 5 CV E2 wash buffer.   

   6.    Resuspend the resin in 1 CV E2 wash buffer supplemented 
with TEV protease and incubate on a rotor overnight at 4 °C.   

   7.    The following morning transfer the slurry to a gravity fl ow 
column and collect the fl ow through. Pulse with a further 1 
CV E2 wash buffer and collect the fl ow through.   

   8.    Dilute the fl ow through with E2 buffer A to a fi nal concentra-
tion of 50 mM NaCl, and load onto an equilibrated cation-
exchange column. The bound UBE2S is eluted using a gradient 
of E2 buffer B.   

   9.    Analyze fractions by SDS-PAGE, pool the appropriate frac-
tions, concentrate, and load onto a Superdex 200 16/60 size- 
exclusion column equilibrated in E2 size-exclusion buffer.   

   10.    Fractions from size exclusion should be analyzed by SDS- PAGE 
with respective fractions pooled, concentrated to ~5 mg/mL, 
aliquoted, fl ash frozen, and stored at −80 °C.      

   The following method has been previously published [ 25 ].

    1.    Ubiquitin is bacterially produced and is expressed in the  E. coli  
strain BL21 (DE3) CodonPlus-RIL. Bacteria are grown to an 
OD of 0.8, protein expression is induced by treatment with 
0.6 M IPTG, and the culture is grown overnight at 16 °C.   

   2.    Harvest cells by centrifugation at 4500 ×  g  at 4 °C for 15 min, 
and wash once with PBS before resuspending in Ub lysis 
buffer.   

   3.    Incubate cells rotating at 4 °C for 30 min before sonicating for 
15 s, repeat four times, and centrifuge at 25,000 ×  g  at 4 °C 
for 30 min.   

   4.    Acidify the supernatant with glacial acetic acid to approxi-
mately pH 4–4.5 ( see   Note 6 ).   

   5.    Centrifuge the supernatant again at 25,000 ×  g  at 4 °C for 
30 min.   

   6.    Analyze the supernatant by SDS-PAGE.   
   7.    Dialyze the supernatant in 3 kDa dialysis tubing at 4 °C over-

night in Ub buffer A.   
   8.    Centrifuge the supernatant again at 25,000 ×  g  at 4 °C for 

30 min and load onto an equilibrated cation-exchange  column. 
The bound ubiquitin is eluted using a gradient of Ub buffer B.   

3.8  Expression 
and Purifi cation 
of Ubiquitin

In vitro APC/C Ubiquitylation
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   9.    Analyze fractions by SDS-PAGE, pool the appropriate fractions, 
concentrate, and load onto a Superdex 7516/60 size- exclusion 
column equilibrated in Ub size-exclusion buffer.   

   10.    Fractions from size exclusion should be analyzed by SDS- PAGE 
with respective fractions pooled, concentrated to ~10 mg/mL, 
aliquoted, fl ash frozen, and stored at −80 °C.    

  Figure  2  illustrates the purity to which the above-described indi-
vidual proteins can be purifi ed.

      A typical APC/C ubiquitylation assay is conducted at room 
 temperature in a volume of 20 μL. Below we describe the basic 
procedure of such an assay. Note that the components in the assay 
can be varied depending on the purpose of the experiment and the 
pipetted volumes may change depending on the stock concentra-
tions of the purifi ed components used ( see   Note 7 ).

    1.    The individual purifi ed components (APC/C, co-activator, 
substrate, E2s) are mixed together, on ice, to reach the appro-
priate fi nal concentrations. In a second tube, E1 and ubiquitin 
are mixed together. 

     2.    The mixtures are then equilibrated to room temperature for 
10 min. 

 Tube 1

 Purifi ed component  Concentration of stock  Volume (μL)  Final concentration in assay 

 BSA  10 mg/mL  0.5  0.25 mg/mL 

 MgCl 2 ATP  50 mM  2  5 mM 

 Substrate  10 μM  1  500 nM 

 UBCH10  2.5 μM  2  250 nM 

 UBE2S  2.5 μM  2  250 nM 

 APC/C  150 nM  2  15 nM 

 Cdh1  20 μM  1  1 μM 

 Buffer  1×  5.5  – 

 Total volume: 16 μL 

   Tube 2:

 Purifi ed component  Concentration of stock  Volume (μL)  Final concentration in assay 

 E1  1 μM  2  100 nM 

 Ubiquitin  1 mM  2  100 μM 

 Total volume: 4 μL 

3.9  APC/C 
Ubiquitylation Assay

Marc A. Jarvis et al.
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   3.    The ubiquitylation reaction is initiated by adding the volume 
in tube 1 to that of tube 2, with the assay allowed to proceed 
for 5–15 min at room temperature.   

   4.    The reaction is stopped by the addition of 6 μL 4× SDS sample 
buffer to the reaction volume followed by a 5-min incubation 
at 95 °C.   

   5.    The reaction products are then resolved in the dark by SDS- 
PAGE using a NuPAGE 4–12 % Bis-Tris, 8 cm × 8 cm, 1.0 mm 
thick, 15-well protein gel according to the manufacturer’s rec-
ommendations. Alternatively, homemade polyacrylamide gels 
can also be used. The results are subsequently visualized by 
use of a fl uorescence scanner set for detecting Alexa Fluor 488 
(we use a Typhoon laser scanner in fl uorescence scanning 
mode, with a voltage of 750 V) ( see   Note 8 ).    

     This assay allows assaying of a wide range of parameters regarding 
APC/C activities with a range of different substrates, E2 combina-
tions, and inhibitors, as have been published [ 8 ,  22 ]. We describe 
one typical scenario here for quantifying the apparent Km for the 
E2, UBE2S.

    1.    We determined assay conditions in the initial velocity range for 
10-min reactions at room temperature to use 10 nM APC/C 
and 0.5 μM Ub-CyclinBNTD*.   

   2.    Because UBE2S processively generates poly-ubiquitin chains, 
reaction products were quantifi ed by determining the intensity 

3.10  Quantifi cation
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  Fig. 2    SDS-PAGE gel of the individual purifi ed protein components described in 
this chapter. From  left  to  right : APC/C, CDH1, cyclin B 1-95, UBA1, UBCH10, 
UBE2S, ubiquitin       
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of all ubiquitinated species (individual bands) using Image
Quant software, corrected for background by subtracting the 
sum of intensities in the corresponding lane for control reac-
tions lacking APC/C.   

   3.    The values for ½ Vmax and Km values can be calculated by fi tting 
the initial velocity to a hyperbolic curve according to Michaelis-
Menten kinetics using the equation  v  = Vmax[UBE2S]/
(Km + [UBE2S]). Prism 6 software (GraphPad) is suitable for 
performing curve-fi tting.    

4       Notes 

     1.     E. coli  offers a fast and effective system for protein expression. 
There are many different strains of  E. coli  offering various 
advantages such as the co-expression of rare codon encoding 
t-RNAs (e.g., BL21 (DE3) CodonPlus-RIL), tight control 
of protein expression suitable for toxic proteins (e.g., BL21 
(DE3) pLysS), and induction of proper protein folding (e.g., 
Origami (DE3)).   

   2.    The baculovirus-insect cell expression system provides a mode 
of production that yields large quantities of recombinant 
 proteins that require eukaryotic chaperones or the need to be 
 posttranslationally modifi ed by eukaryotic enzymes. There are 
various insect cell lines available such as Sf9 and High Five, as 
well as many different types of media including Grace’s media 
(Sigma-Aldrich), Hyclone SFX (GE Lifesciences), Sf-900 III 
(Life Technologies), and ESF 921 (Expression Systems) offer-
ing many solutions in recombinant protein production.   

   3.    Be conservative with respect to the fractions that you pool for 
size-exclusion chromatography. Focus on fractions that con-
tain nice stoichiometric APC/C.   

   4.    Do not concentrate the co-activators to higher concentrations 
than is necessary because these proteins tend to form aggre-
gates and to precipitate.   

   5.    Ensure that less than 5 % of the total volume contains DMSO 
as to limit the susceptibility of the substrate to DMSO.   

   6.    Do not be concerned that a lot of protein is precipitating; these 
are bacterial host proteins!   

   7.    We recommend making small working aliquots to avoid 
repeated freeze-thaw cycles of these enzymes. APC/C, the co- 
activators, and E1 are particularly sensitive to freeze-thaw 
cycles.   

   8.    When setting up this assay it is worth testing different scan 
 voltages to determine at which settings the best images are 
obtained.         

Marc A. Jarvis et al.
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    Chapter 19   

 Using the Fly-FUCCI System for the Live Analysis of Cell 
Cycle Dynamics in Cultured  Drosophila  Cells 

           N.     Zielke     ,     M.     van     Straaten    ,     J.     Bohlen    , and     B.  A.     Edgar   

    Abstract 

   Cultured  Drosophila  cells are an attractive system for live imaging experiments, as this cell type is not very 
demanding in terms of temperature and media composition. Moreover, cultured  Drosophila  cell lines are 
very responsive to RNAi without being prone to off-target effects, and thus have become important for 
use in high-content screening. We have developed a fl y-specifi c  f luorescent,  u biquitination-based  c ell  c ycle 
 i ndicator (FUCCI) system that enables faithful detection of G1, S, and G2 phases, and is thus a powerful 
tool for the analysis of cell cycle dynamics in living or fi xed cells. Here, we describe a protocol for the 
generation of cell lines stably expressing the Fly-FUCCI sensors, followed by a description of how these 
cell lines can be employed in studies of cell cycle oscillation using live microscopy.  

  Key words      Drosophila   ,   FUCCI  ,   S2 cells  ,   Stable transfection  ,   Live imaging  ,   Cell cycle oscillation  

1      Introduction 

 A major challenge of studying cell proliferation is to visualize 
cell cycle dynamics in living cells. In recent years, the  f luorescent, 
 ubiquitination- based   c ell  c ycle  i ndicator (FUCCI) method, which 
assigns specifi c fl uorescence labels to individual stages of the cell 
cycle, has become the standard approach for visualizing cell cycle 
oscillations by live microscopy [ 1 ]. We have generated a  Drosophila - 
specifi c  FUCCI system (Fly-FUCCI) that greatly simplifi es the 
analysis of cell proliferation in developing fl ies, adults, and cultured 
cells [ 2 ]. The Fly-FUCCI system is based on the degradation sig-
nals (degrons) of  Drosophila  cyclin B and E2F1, which are targeted 
for proteolysis by the E3-ligase complexes APC/C and CRL4 Cdt2 , 
respectively [ 3 ]. The APC/C is active from late mitosis throughout 
G1 phase and many of its substrates contain a destruction box 
(D-box) motif [ 4 ]. A functional D-box can be transferred to het-
erologous proteins, which prompted us to use a chimeric protein 
consisting of the N-terminal D-box containing region of  Drosophila  
cyclin B (amino acid (a.a.) 1–266) coupled to red fl uorescent 
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protein (RFP) to label cells in S/G2/M phase. This signal is 
destroyed during mitosis and absent during G1. Similarly, we have 
fused green fl uorescent protein (GFP) to the N-terminal region 
(a.a. 1–230) of the  Drosophila  transcription factor E2F1. This frag-
ment contains a conserved PIP-box motif that confers S phase-
specifi c degradation by CRL4 Cdt2  [ 5 ,  6 ]. Thus GFP-E2F1 1–230  
marks cells residing in G1, G2, and M phases, but is absent from 
S-phase cells. Besides these degrons the Fly-FUCCI probes con-
tain no other functional domains, and therefore cannot infl uence 
cell cycle progression. In contrast to the original FUCCI method, 
which only distinguishes between G1 and S/G2/M phase, the Fly-
FUCCI system can be used to visualize all stages of interphase: G1 
cells are marked by GFP, S-phase cells are marked by RFP, and cells 
in G2 phase express both markers and therefore appear yellow 
(Fig.  1b ). The Fly- FUCCI probes were cloned into the pAc5-STA-
BLE-2 vector (Fig.  1a ), which allows effi cient selection of stable 
cell lines [ 7 ]. This vector contains the  Drosophila actin5c  promoter, 
which is known to produce robust expression in commonly used 
 Drosophila  cell lines such as S2, S2-R+, and Kc [ 8 ,  9 ]. Key to this 
method is that both Fly-FUCCI probes and a neomycin resistance 
cassette are expressed as a single polypeptide (Fig.  1a ). The com-
ponents (cistrons) are separated by T2A sequences from the insect 
virus  Thosea asigna  [ 10 ,  11 ], which mediate self-cleavage of the 
multicistronic protein into individual peptides. 2A-like sequences 
do not have protease activity; the self-cleavage rather occurs co- 
translationally by a process termed “ribosome skipping” [ 12 ]. 
Essentially, the 2A-like sequence impinges on the peptidyltransfer-
ase center of the ribosome and thereby releases the nascent chain 
while the remainder of the polyprotein is translated. This design 
ensures that both Fly-FUCCI probes are always expressed at the 
same ratio and that only cells with robust expression will be 
selected. Using this strategy we generated a stable S2-R+ cell line 
that enables accurate tracking of cell cycle transitions by live 
microscopy (Fig.  2 ) [ 2 ], and thereby facilitates the detection of 
irregular cell cycle signatures.

    The original FUCCI system has been successfully used as read-
out in high-content screening [ 13 ]. Although the FUCCI system 
has clear advantages over conventional proliferation markers, this 
strategy has not yet been broadly applied. A likely explanation is 
that high-throughput live imaging of cultured mammalian cells is 
technically demanding, and thus too expensive for many laborato-
ries.  Drosophila  cell lines, by contrast, can be maintained at room 
temperature without the need of extensive environmental control. 
Furthermore, RNAi is more effective in  Drosophila  cell lines and 
less affected by off-target effects, which can obscure the results in 
mammalian cells. Hence, Fly-FUCCI-expressing  Drosophila  cells 
could provide a cost-effective answer for imaging-based screening 
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  Fig. 1    Flow cytometric enrichment of Fly-FUCCI-expressing S2-R+ cells. ( a ) Schematic of the multicistronic 
Fly-FUCCI construct. mRFP1-CycB 1–266 , GFP-E2F1 1–230 , and the neomycin resistance gene are expressed as a 
single peptide under the control of the  act5C  promoter. T2A autocleavage sequences separate the coding 
regions of each cassette. ( b ) The Fly-FUCCI system labels cells in G1 phase with  green  fl uorescence, cells in S 
phase are marked by  red  fl uorescence, and cells in G2 phase are double positive and hence appear  yellow . ( c ) 
Fly-FUCCI-expressing S2-R+ cells. GFP-E2F1 1–230  is shown in  green , mRFP1-CycB 1–266  in  red . ( d ) Phase- 
contrast image of a Geneticin-resistant cell colony. ( e ,  f ) Gating strategy for the fl ow cytometry-based enrich-
ment of Fly-FUCCI-expressing S2-R+ cells. The brackets in panels  IV  and  V  indicate the gates that have been 
used for selecting GFP/RFP double-positive cells. ( g ) FACS profi les of Fly-FUCCI-expressing S2-R+ cells after 
enrichment. FSC-A: Forward scatter-area; FSC-W: forward scatter-width; SSC-A: side scatter-area; SSC-W: 
forward scatter-width; 488-B-A: area of the signal detected from 488 mm laser with 530/30 nm band-pass 
fi lter; 561-C-A: area of the signal detected from 561 mm laser with 582/15 nm band-pass fi lter       
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  Fig. 2    Real-time imaging of cell cycle oscillations in Fly-FUCCI-expressing S2-R+ 
cells. ( a ) Time plot showing the sequential proteolysis of the Fly-FUCCI probes, 
mediated by the ubiquitin E3 ligases APC/C and CRL4 Cdt2 . GFP-E2F1 1–230  accumu-
lates during G1 phase, but is rapidly destroyed upon the onset of DNA synthesis. 
CRL4 Cdt2  is inactivated after completion of S phase, allowing the recovery 
of GFP-E2F1 1–230  levels during G2 phase. The proteasomal degradation mRFP1- 
CycB 1–266  is mediated by APC/C and lasts from mid-mitosis throughout G1 phase. 
During S phase the levels of mRFP1-CycB 1–266  start to increase and peak at the end 
of G2 phase. Hence, tracing color changes by live imaging allows precise determi-
nation of the duration of each cell cycle phase (G1 = 6.7 h, S = 4.7 h, and G2 = 8.7 h). 
( b ) Image gallery illustrating the sequence of color changes of a cell executing a 
whole cell cycle. Images were taken every 20 min of overall time frame of 48 h. 
GFP is shown in  green  and RFP in  red . The arrows indicate the daughter cells that 
were quantifi ed in (a)       
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approaches [ 14 – 17 ]. Importantly, we have also  generated a collec-
tion of transgenic Drosophila strains that express the Fly- FUCCI 
sensors under several different promoters [ 2 ]. These stocks are 
publically available at the Bloomington  Drosophila  Stock Center at 
Indiana University (  http://fl ystocks.bio.indiana.edu/Browse/
misc-browse/Fly-FUCCI.php    ), and will enable the researcher to 
do high-precision in vivo validation of results from cell-based 
experiments.  

2    Materials 

   A general description of equipment and reagents required for 
insect cell culture can be found in [ 9 ,  15 ].

    1.     Drosophila  cell line ( see   Note 1 ).   
   2.    Multicistronic Fly-FUCCI vector [ 2 ],   https://dgrc.cgb.indiana.

edu/vectors/Catalog    .   
   3.    Incubator at 25 °C (no cooling needed if the ambient tem-

perature is kept below 20 °C), sterile tissue culture hood, 
centrifuge.   

   4.    Cell culture fl asks 25 and 75 cm 2 .   
   5.    15 and 50 ml polypropylene tubes, graduated, conical bottom, 

with screw cap sterile.   
   6.    Schneider’s medium (1×) with  L -Glutamine (Gibco Cat#217020-

024;  see   Note 2 ).   
   7.    Fetal bovine serum (FBS) (PAN Cat# P30-1502,  see   Notes 3  

and  4 ).   
   8.    500 ml vacuum fi ltration device, GP Millipore Express Plus 

Membrane, pore size 0.22 μm (Nalgene Cat#SCGPU05RE).   
   9.    Penicillin-streptomycin, sterile fi ltered (10,000 U/ml–10 mg/ml).   
   10.    Complete Schneider’s medium: Schneider’s medium supple-

mented with 10 % FBS, 100 U/ml penicillin, and 100 μg/ml 
streptomycin.   

   11.    Phosphate-buffered saline (1× PBS), without Ca 2+ , Mg 2+ , ster-
ile fi ltered.   

   12.    Trypsin-EDTA (0.05–0.02 % in PBS), with phenol red, with-
out Ca 2+ , Mg 2+ , sterile fi ltered.   

   13.    Cell counter (e.g., Cellometer Auto T4, Nexcelom Bioscience) 
or hemocytometer.   

   14.    20 ml Syringe, sterile.   
   15.    Syringe fi lter (33 mm), pore size 0.22 μm, sterile (Carl Roth 

AG Cat#KH54.1).   

2.1   Drosophila  Cell 
Culture
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   16.    2 ml cryo-vials.   
   17.    Cryo freezing container (Nalgene Cat#5100-0001).   
   18.    Dimethyl sulfoxide (DMSO) cell culture grade.   
   19.    Freezing medium: 5 ml DMSO, 20 ml complete Schneider’s 

medium, 25 ml FBS.    

         1.    Calcium Phosphate Transfection Kit (Invitrogen Cat#44-0052).   
   2.    Geneticin (50 mg/ml).   
   3.    1.5 ml polypropylene microcentrifuge tube.   
   4.    5 ml polystyrene round-bottom tube.   
   5.    Glass Pasteur pipettes.   
   6.    Cell culture microscope equipped with fl uorescent light source 

(optional).      

       1.    Fluorescence-activated cell sorter fi tted with 488 and 561 nm 
laser lines (e.g., FACS-ARIA III, BD-Biosciences).   

   2.    5 ml polystyrene round-bottom tube with Cellstrainer cap 
(BD- Falcon #352235).      

       1.    Wide-fi eld live imaging system (e.g., xcellence rt, Olympus).   
   2.    35 mm dish, high, ibiTreat (#81156).   
   3.    μ-Slide 8-well, ibiTreat (#80826).       

3    Methods 

   Since Schneider’s medium does not rely on bicarbonate buffering 
and fl y cells are quite tolerant to pH changes,  Drosophila  cells can 
be cultured without CO 2  control, which is a clear advantage over 
mammalian cell culture systems. We prefer S2-R+ cells [ 18 ] to the 
original S2 cell line [ 19 ], because these cells are adherent, and 
therefore better suited for live microscopy. However, different 
 Drosophila  cell lines respond differently to signaling cues such as 
Wingless or Ecdysone [ 18 ,  20 ], and thus certain experiments may 
require the use of other cell lines. Detailed information about the 
characteristics of the various currently available  Drosophila  cell 
lines can be found in [ 21 ] and on the webpage of the  Drosophila  
Genomics Resource Center  (  https://dgrc.cgb.indiana.edu/cells/
Catalog    ). Insect cells are usually cultivated in broth-like media, 
which are commercially available for the most commonly used cell 
lines. For the culture of S2-R+ cells we are relying on Schneider’s 
medium supplemented with FBS, penicillin, and streptomycin and 
for the remainder of the text we will refer to this mixture as com-
plete Schneider’s medium ([ 22 ],  see   Note 5 ). 

2.2  Selection 
of Stable Cell Lines

2.3  FACS Enrichment 
of FUCCI- Expressing 
Cells

2.4  Live Microscopy

3.1   Drosophila  
Cell Culture
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 S2, S2-R+, and Kc cells are healthiest during their exponential 
growth phase, which occurs at concentrations between 5 × 10 5  and 
1 × 10 7  cells/ml [ 9 ]. Under optimal growth conditions S2 cells 
divide approximately once per day [ 21 ], and thus the cells should 
be subcultured (split) twice a week. 

 Compared to mammalian cells, the karyotype of  Drosophila  cell 
lines is relatively stable [ 9 ]. Nevertheless, we recommend frequently 
inspecting the cells under the microscope and routinely freezing 
 aliquots ( see  Subheading  3.1.2 ). Broth-type media are prone to con-
taminations by bacteria or fungi, and thus all operations should be 
conducted in a sterile laminar fl ow hood ( see   Note 6 ). Detailed 
guidelines for cultivating  Drosophila  cell lines can be found in [ 9 ,  15 ]. 

        In contrast to other insect cell lines, which detach from the bottom 
of the fl ask by simple agitation, S2-R+ cells require trypsinization.

    1.    Carefully remove the medium without detaching the cells from 
the bottom of the fl ask.   

   2.    Gently wash the cells with 1× PBS (e.g., 5 ml for a 25 cm 2  
fl ask) to remove dead cells and residual medium, which other-
wise will interfere with the trypsinization procedure.   

   3.    Incubate the cells for 5 min with 1 volume trypsin-EDTA 
(e.g., 2 ml for a 25 cm 2  fl ask). Check under the microscope 
whether most of the cells have detached from the bottom of 
the fl ask. If the majority of the cells are still adhering, increase 
the incubation time accordingly.   

   4.    Stop the trypsinization procedure by adding 2 volumes of 
complete medium (e.g., 4 ml for a 25 cm 2  fl ask). Use a pipette 
to fl ush the remaining cells from the bottom of the fl ask. 
Transfer suspended cells to a 15 ml polypropylene tube.   

   5.    Centrifuge for 7 min at room temperature with 100 rcf  (relative 
centrifugal force). Remove supernatant and add 10 ml of com-
plete Schneider’s medium.   

   6.    Dilute cells 1:20 in complete Schneider’s medium (e.g., 6 ml 
for 25 cm 2 ).      

     To ensure high recovery rates, we disperse the cells of a well-grown 
75 cm 2  fl ask (1 × 10 6  cells/ml) into two aliquots. Because DMSO 
is toxic to unfrozen cells, it is crucial that this procedure is carried 
out quickly.

    1.    Label the desired number of 2 ml cryo-vials (e.g., cell type, 
passage number, construct, and data). Utilize an alcohol and 
liquid nitrogen-resistant pen to prevent labels from washing 
off during the freezing/recovery procedure.   

   2.    Place an isopropanol-fi lled cryo-freezing container in an icebox.   
   3.    Prepare freezing medium and store it in the icebox until use.   

3.1.1  Subculturing

3.1.2  Freezing 
of Drosophila Cell Lines
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   4.    Harvest cells by trypsinization as described in Subheading  3.1.1 , 
 steps 1 – 4 .   

   5.    Resuspend the pellet in 3.6 ml freezing medium and split the cell 
suspension equally between two cryo-vials. To ensure a smooth 
workfl ow we recommend unscrewing the lids beforehand.   

   6.    Place the tubes in the cryo-freezing container and transfer it to 
a −80 °C freezer.   

   7.    On the following day, transfer the aliquots to a liquid nitrogen 
tank for long-term storage ( see   Note 7 ).    

     Because of the toxicity of the DMSO in the freezing medium, it is 
essential that thawed cells will be rapidly transferred to fresh medium.

    1.    Prepare labeled 15 ml tubes with 10 ml complete Schneider’s 
medium without antibiotics in the cell culture hood.   

   2.    Retrieve aliquots from liquid nitrogen tank.   
   3.    Thaw frozen aliquots quickly in a water bath set to 30 °C until 

the medium has almost completely thawed.   
   4.    Before transferring the tubes to the cell culture hood, clean the 

outer surface of the tubes with 70 % ethanol from a spray 
bottle.   

   5.    Transfer thawed cells with a 1 ml micropipette to the prepared 
15 ml tube with complete Schneider’s medium.   

   6.    Centrifuge for 7 min at room temperature with 100 rcf, remove 
the supernatant, and add 6 ml complete Schneider’s medium 
supplemented with appropriate antibiotics to maintain selection.   

   7.    Plate cells in a 25 cm 2  fl ask and cultivate at 25 °C as described 
in Subheading  3.1.1 .      

     The term “conditioned medium” refers to media that has been 
harvested from exponentially growing cells. Conditioned medium 
is used to boost the growth rate of freshly established or poorly 
growing cultures, because it contains metabolites and growth 
 factors that were secreted into the medium by the cultured cells. 
To prevent cross-contaminations it is important that conditioned 
medium is free of cells from the donor culture, which can be 
achieved by sterile fi ltration.

    1.    Collect medium of a growing culture (60–80 % confl uency, 
 see   Note 8 ) in a 50 ml polypropylene tube.   

   2.    Centrifuge for 7 min at room temperature with 100 rcf to sep-
arate debris and dead cells.   

   3.    Fill a 20 ml syringe with conditioned medium, without detach-
ing the pellet. Place a fi lter in front of the syringe and squeeze 
the medium into a fresh 50 ml polypropylene tube.   

   4.    Store conditioned medium until use at 25 °C.       

3.1.3  Recovery 
of  Drosophila  Cell Lines 
from Liquid Nitrogen

3.1.4  Conditioned 
Medium
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   Although S2-R+ cells have been utilized in many different settings, 
they cannot be used universally. Certain situations may therefore 
require transfecting the Fly-FUCCI vector into alternative cell 
lines. The integration of exogenous DNA into the genome of S2 
cells occurs by illegitimate recombination events, which lead to the 
formation of long head-to-tail arrays containing high numbers 
(>1000 copies) of the vector of interest [ 23 ]. Although liposome- 
based transfection has been successfully used in  Drosophila  cells, we 
prefer using the classic calcium phosphate transfection method, 
which leads to higher transfection effi ciencies, thereby increasing 
the chance for stable integration. Calcium phosphate transfection 
relies on the formation of a calcium phosphate-DNA precipitate, 
which is believed to promote the binding of the DNA to the cell 
surface, from where it is internalized via endocytosis [ 24 ,  25 ]. To 
guarantee high reproducibility we rely on a commercially available 
transfection kit (calcium phosphate transfection kit, Invitrogen).

    1.    Seed 5 ml S2-R+ cells (0.5–1 × 10 6  cells/ml in complete 
Schneider’s medium) in a 25 cm 2  fl ask and incubate overnight 
at 25 °C.   

   2.    Prepare the transfection mix (per 25 cm 2  fl ask) by mixing the 
following components in a microcentrifuge tube: 60 μl solu-
tion A (2 M CaCl 2 ) + 20 μg DNA. Add sterile water to a fi nal 
volume of 500 μl.   

   3.    Prepare 500 μl of solution B (2× HEPES-buffered saline = 
50 mM HEPES, 1.5 mM Na 2 HPO 4 , 280 mM NaCl, pH 7.1) 
in a 5 ml polystyrene round-bottom tube.   

   4.    Add solution A with a glass Pasteur pipette dropwise to solu-
tion B. To ensure proper production of precipitates, solution B 
has to be mixed continuously. The whole procedure should 
require 1–2 min.   

   5.    Incubate the resulting solution for 30–40 min at room tempera-
ture. After approximately 30 min a precipitate should become 
visible.   

   6.    Mix the solution and add dropwise to the cells.   
   7.    Incubate for 14–18 h at 25 °C, then remove calcium phos-

phate solution, and wash the cells with complete Schneider’s 
medium. Add fresh medium. At this step a cell culture micro-
scope equipped with a fl uorescent light source comes in handy 
for verifying the transfection effi ciency.   

   8.    After 2–3 days of recovery at 25 °C, add 240 μl Geneticin to 
the cells.   

   9.    The selection has to be maintained for 4–6 weeks with  frequent 
media changes to remove dead cells until discrete colonies of 
Fly-FUCCI cells appear.   

3.2  Calcium 
Phosphate 
Transfection 
and Selection 
of Stable Cell Lines
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   10.    Trypsinize the colonies ( see  Subheading  3.1.1 ) and replate the 
cells in a 75 cm 2  fl ask for propagation. Once stable cells have 
been established, the cell line can be maintained in complete 
Schneider’s medium supplemented with 2 mg/ml Geneticin.   

   11.    At this point we recommend freezing aliquots of the trans-
formed cells ( see  Subheading  3.1.2 ).    

     In a population of stably transformed cells most cells will be resis-
tant to Geneticin and hence carry the Fly-FUCCI plasmid. 
However, the population will usually be highly heterogeneous 
in their expression levels due to variability of copy numbers with 
the arrays of inserted DNA. Because the variable expression of the 
Fly- FUCCI sensors complicates image acquisition and analysis, 
we utilize fl uorescence-activated cell sorting (FACS) to obtain a 
homogenously expressing cell population. The gold standard for 
generating a homogenous cell population would be cloning of a 
single cell, but this procedure is laborious and technically challeng-
ing. Luckily, the Fly-FUCCI methods support tracking of single 
cells, and thus reliable results can be achieved by bulk sorting of 
well-expressing cells ( see   Note 11 ). An in-depth description of the 
use of fl ow cytometry on  Drosophila  cell lines can be found in [ 26 ].

    1.    Inoculate two 75 cm 2  fl asks with Fly-FUCCI-expressing S2-R+ 
cells and one fl ask with untreated control cells. Incubate at 
25 °C until the cultures have reached 60–80 % confl uence.   

   2.    Collect medium in 50 ml polypropylene tube and generate 
conditioned medium as described in Subheading  3.1.4 .   

   3.    Trypsinize cells as described in Subheading  3.1.1 ,  steps 1 – 4 , 
but resuspend pellets in 2 ml complete Schneider’s medium.   

   4.    Pool both cell suspensions in one tube and carefully transfer 
the liquid with a 1 ml micropipette to a 5 ml polypropylene 
tube fi tted with a cell strainer cap. This step aims to remove any 
cell clumps that may clog the fl ow cytometer ( see   Note 11 ).   

   5.    Use untreated S2-R+ cells to set the acquisition gates as 
described in Fig.  1e . The parameter forward scatter (FSC) rep-
resents the amount of light scattered in forward direction and 
refl ects the size of the cell. Side scatter (SSC), by contrast, is 
the light scattered at large angles and indicates the internal 
complexity or granularity the cells. Height ( H ) is the maxi-
mum amplitude of the fl uorescence signal. Width ( W ) stands 
for the duration of the signal and provides a measure for the 
amount of clumping. Area ( A ) is the integral of the emission 
peak.   

   6.    Clumps of cells or cellular debris have different light- scattering 
properties; hence intact cells can be isolated by plotting SSC 
against FSC (Fig.  1 eI).   

3.3  FACS Enrichment 
of Fly-FUCCI- 
Expressing Cells
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   7.    Aggregates of cells may produce signals with the same amplitude 
as individual cells, and thus negative cells may be falsely recog-
nized as positive. The signal amplitude of an individual cell is 
roughly proportional to the width of the peak, while cell aggre-
gates produce signals of increased width. Hence, single cells 
can be distinguished by plotting parameters FSC-A vs. FSC-W 
(Fig.  1 eII) and SSC-A vs. SSC-C (Fig.  1 eIII) against each 
other.   

   8.    Account for autofl uorescence in the 488 nm and the 561 nm 
spectrum by placing the collection gates outside of the peaks of 
untreated S2-R+ cells (Fig.  1e ).   

   9.    Sort double-positive (GFP+ RFP+) cells into a labeled 15 ml 
polypropylene tube (Fig.  1e ,  see   Note 10 ). We fi nd that 1 × 10 6  
cells are suffi cient for successful recultivation.   

   10.    Centrifuge for 7 min at 100 rcf. Remove as much of the super-
natant as possible and resuspend the pellet in 6 ml conditioned 
medium ( see  Subheading  3.1.4 ).   

   11.    Transfer cell suspension to 25 cm 2  fl ask and cultivate with 
 regular media exchanges. After 2–3 weeks the culture can be 
expanded to 75 cm 2  fl asks and aliquots may be frozen.    

     Successful live imaging requires cell lines that fl atten well on the 
cover slide. Therefore we prefer the S2-R+ line [ 18 ], which spreads 
much better than the more commonly used S2 or K2 cells. A major 
advantage of  Drosophila  cell lines is that they can be cultivated at 
room temperature, under atmospheric CO 2 , and hence live imag-
ing of Fly-FUCCI-expressing cells can be conducted with relatively 
simple hardware. In principle, any wide-fi eld microscope that is 
fi tted with a CCD camera (e.g., ORCA-R2, Hamamatsu) and 
capable of acquiring time series is suffi cient for capturing movies of 
Fly-FUCCI-expressing cells. However, we fi nd that more sophisti-
cated setups that include motorized  X ,  Y , and  Z  controls, hard-
ware autofocus systems ( see   Note 12 ), and an EMCCD camera 
(e.g., ImagEM Enhanced, Hamamatsu) will substantially increase 
the success rate. Because S2-R+ cells require about 24 h to com-
plete a cell cycle, images should be acquired for at least 48 h to 
ensure that each cell undergoes at least one cell cycle during the 
imaging period. Simultaneous imaging of multiple treatments in 
multi-well slides can help to compensate the relatively long acquisi-
tion times. Multiplex imaging involves extensive movements in 
 X  and  Y  direction that can cause problems with oil immersion 
objectives. For this reason we use high-quality dry objectives (e.g., 
20× NA = 0.75 or 40× NA = 0.95) for imaging in multi-well plates.

    1.    Seed Fly-FUCCI-expressing S2-R+ cells in a 25 cm 2  fl ask 
and incubate at 25 °C until the culture reaches 60–80 % 
confl uence.   

3.4  Live Imaging
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   2.    Collect medium in 15 ml polypropylene tube and keep at 
25 °C until  step 5 .   

   3.    Trypsinize remaining cells as described in Subheading  3.1.1 , 
 steps 1 – 4 , but resuspend the pellet in 5 ml complete Schneider’s 
medium.   

   4.    Determine cell density and dilute the culture with the condi-
tioned medium collected in  step 2  to a fi nal concentration 
between 5 × 10 4  and 1 × 10 5  cells/ml.   

   5.    Seed 2 ml of this cell suspension in a 35 mm μ-dish or use 
300 μl per well of a μ-Slide 8 well ( see   Note 13 ).   

   6.    Incubate overnight at 25 °C ( see   Note 14 ).   
   7.    Carefully mount the dish or the multi-well slide on an inverted 

microscope and capture a time series of z stacks. The exact 
imaging parameters should be tailored for each experimental 
layout, but a good starting point is to capture a z stack every 
20 min for an overall time period of 48 h.   

   8.    Figure  2b  shows a typical image sequence of proliferating Fly- 
FUCCI cells. After quantifi cation with ImageJ (  http://imagej.
nih.gov/ij/    ), the fl uorescence intensities are ideally plotted 
against the time (Fig.  2a ), which allows one to determine the 
duration of each cell cycle phase. G1 phase normally lasts 
for around 10 h; S phase requires approximately 4 h and G2 
phase 6 h.    

4       Notes 

        1.    Over the last several decades more than 100 cell lines have 
been isolated from  Drosophila  embryos or larvae [ 21 ]. Many of 
these cell lines as well as the Fly-FUCCI-expressing S2-R+ 
cells described in [ 2 ] are publically available at the  Drosophila  
Genomics Resource Center (  https://dgrc.cgb.indiana.edu/
cells/Catalog    ).   

   2.    Schneider’s medium can be purchased in liquid or powder 
form from many vendors. However, we fi nd that not all brands 
of Schneider’s medium support the growth of S2-R+ equally 
well. Therefore, we highly recommend comparing media from 
several manufacturers and not switching brands during an 
ongoing study. We obtained the most reproducible results with 
Schneider’s medium from Gibco, but this does not mean that 
alternative products will not produce similar results.   

   3.    We fi nd that the growth rate of S2-R+ cells changes between 
different batches of serum and therefore we recommend test-
ing the serum beforehand. Fortunately, many suppliers offer 
their customers small test samples if they obligate to purchase 
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a larger amount of serum. If a particular batch supports the 
growth of the cultures very well, a large quantity of this serum 
that will last the entire study should be acquired.   

   4.    Before use, FBS should be heat-inactivated in a water bath for 
30 min at 56 °C. Because many types of water baths are heated 
from the bottom, the serum should be mixed occasionally, to 
ensure that the serum is homogenously heated. To avoid 
 contaminants from the serum, we routinely sterile fi lter the 
heat- inactivated serum in a 500 ml vacuum fi ltration device. 
The prepared serum can then be dispersed into 50 ml aliquots 
and stored at −20 °C.   

   5.    All solutions and media required for the cultivation of  Droso-
phila  cell lines should be pre-warmed to room temperature. 
Therefore, we recommend installing a water bath that can be 
permanently kept at 25 °C. To prevent contamination from 
bacteria and fungus, the water bath should be frequently 
cleaned. Furthermore, addition of antimicrobial agents and 
subsequent spraying with ethanol helps to minimize the risk of 
contamination.   

   6.    In many laboratories it is common practice to simultaneously 
work with fl ies and cell lines. Because fl y cultures harbor all 
kinds of bacteria and fungi, and fl y food is often supplemented 
with living yeast, extra care has to be taken not to contaminate 
the cultivated cell lines. Therefore, cell culture should be car-
ried out in a designated room separated from the areas where 
the general fl y work is executed. We highly recommend  wearing 
designated lab coats while handling  Drosophila  cell lines. 
If possible we complete our cell culture work before we start 
working with living insects.   

   7.    S2 cells can be securely stored at −80 °C for several months, 
but we recommend liquid nitrogen for long-term storage. 
Extra care should be taken when removing storage racks from 
liquid nitrogen tanks, and we highly recommend wearing a lab 
coat and safety goggles as protection. It is also important to 
accurately record the locations of the frozen vials in a journal 
or database.   

   8.    The term confl uency refers to the area in a cell culture vessel 
that is covered by adherent cells and is commonly used as an 
estimate of the density of adherent cells in a vessel. 100 % con-
fl uency indicates that the surface of the vessel is covered with 
cells, whereas 50 % confl uency means that only half of the sur-
face is covered with cells and that the culture is still growing.   

   9.    Most antibiotics used in cell culture have a relatively short  half-
life in solution. Therefore, we recommend replacing the condi-
tioned medium after 2–3 days with fresh complete Schneider’s 
medium, ensuring that antibiotic selection is maintained. 
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Adding extra antibiotics to the conditioned medium could also 
work, but it is hard to estimate how much antibiotic is still left in 
the medium, and thus the fresh antibiotics may add up to inap-
propriately high concentrations.   

   10.    Very high substrate concentrations may exceed the capacity of 
the E3 ligases APC/C and CRL4 Cdt2  and thereby impair the 
function of the Fly-FUCCI system. Therefore, we suggest set-
ting the gates of the FACS in a way that cells with intermediate 
expression level will be enriched.   

   11.    Modern fl ow cytometers such as the FACSARIA III (BD- 
Biosciences) work optimally with concentrated cell suspen-
sions containing 1–10 × 10 6  cells. Higher cell numbers may be 
required if cells with suitable expression levels only occur at 
very low frequency; in this case we recommend splitting the 
cell suspension over multiple tubes.   

   12.    Most of the currently available hardware autofocus systems 
were designed for imaging cells growing on glass substrates. 
Although the optical properties of thin-bottom plastic dishes 
are very similar to glass, we have observed that the autofocus 
systems from certain manufacturers have diffi culty in maintain-
ing accurate focus with plastic dishes. However, we have suc-
cessfully used the VDC and VDC2 systems from Olympus, 
which allowed us to capture image sequences of up to 90 h 
without focus drift.   

   13.    S2-R+ cells adhere poorly to the surfaces of glass-bottom 
dishes. Therefore, coatings such as poly- l -lysine or concanavalin 
A (ConA) are frequently used to enhance the fl attening of the 
cells. However, we fi nd that these coatings disturb proliferation 
of S2-R+ cells (e.g., cells on ConA fail to complete cytokinesis), 
making these unsuitable for long-time imaging. Instead, we 
recommend using thin-bottom plastic dishes or multi-well 
slides that have optical characteristics similar to glass.   

   14.    We fi nd that it is most practical to prepare the cells in the 
 evening and start the live imaging experiment the next morn-
ing. This gives the cells suffi cient time to recover from the 
trypsinization procedure and ensures that the cells are dividing 
when the image sequence starts.         

  Acknowledgements 

 We thank Monika Petersson and Jerome Korzelius for critical read-
ing of the manuscript. The work on the Fly-FUCCI system was 
supported by the DKFZ, ERC Advanced grant 268515, and DFG 
SFB 873.  

N. Zielke et al.



319

   References 

    1.    Sakaue-Sawano A, Kurokawa H, Morimura T, 
Hanyu A, Hama H, Osawa H, Kashiwagi S, 
Fukami K, Miyata T, Miyoshi H, Imamura T, 
Ogawa M, Masai H, Miyawaki A (2008) 
Visualizing spatiotemporal dynamics of multi-
cellular cell-cycle progression. Cell 132(3):487–
498. doi:  10.1016/j.cell.2007.12.033      

        2.    Zielke N, Korzelius J, van Straaten M, Bender 
K, Schuhknecht GF, Dutta D, Xiang J, Edgar 
BA (2014) Fly-FUCCI: a versatile tool for 
studying cell proliferation in complex tissues. 
Cell Rep 7(2):588–598. doi:  10.1016/j.celrep.
2014.03.020      

    3.    Arias EE, Walter JC (2007) Strength in num-
bers: preventing rereplication via multiple mech-
anisms in eukaryotic cells. Genes Dev 21(5):
497–518. doi:  10.1101/gad.1508907      

    4.    Glotzer M, Murray AW, Kirschner MW (1991) 
Cyclin is degraded by the ubiquitin pathway. 
Nature 349(6305):132–138. doi:  10.1038/
349132a0      

    5.    Havens CG, Walter JC (2011) Mechanism of 
CRL4(Cdt2), a PCNA-dependent E3 ubiqui-
tin ligase. Genes Dev 25(15):1568–1582. 
doi:  10.1101/gad.2068611      

    6.    Shibutani ST, de la Cruz AF, Tran V, Turbyfi ll 
WJ 3rd, Reis T, Edgar BA, Duronio RJ (2008) 
Intrinsic negative cell cycle regulation provided 
by PIP box- and Cul4Cdt2-mediated destruc-
tion of E2f1 during S phase. Dev Cell 15(6):
890–900. doi:  10.1016/j.devcel.2008.10.003      

    7.    Gonzalez M, Martin-Ruiz I, Jimenez S, Pirone 
L, Barrio R, Sutherland JD (2011) Generation 
of stable Drosophila cell lines using multicis-
tronic vectors. Sci Rep 1:75. doi:  10.1038/
srep00075      

    8.    Krasnow MA, Saffman EE, Kornfeld K, Hogness 
DS (1989) Transcriptional activation and rep-
ression by Ultrabithorax proteins in cultured 
Drosophila cells. Cell 57(6):1031–1043  

        9.    Cherbas L, Cherbas P (2007) Drosophila cell 
culture and transformation. Cold Spring Harb 
Protoc 2007:pdb.top6. doi:  10.1101/pdb.top6      

    10.    Szymczak AL, Workman CJ, Wang Y, Vignali 
KM, Dilioglou S, Vanin EF, Vignali DA (2004) 
Correction of multi-gene defi ciency in vivo 
using a single ‘self-cleaving’ 2A peptide-based 
retroviral vector. Nat Biotechnol 22(5):589–
594. doi:  10.1038/nbt957      

    11.    Osborn MJ, Panoskaltsis-Mortari A, McElmurry 
RT, Bell SK, Vignali DA, Ryan MD, Wilber 
AC, McIvor RS, Tolar J, Blazar BR (2005) 

A picornaviral 2A-like sequence- based tricis-
tronic vector allowing for high-level therapeutic 
gene expression coupled to a dual- reporter sys-
tem. Mol Ther 12(3):569–574. doi:  10.1016/
j.ymthe.2005.04.013      

    12.    de Felipe P, Luke GA, Hughes LE, Gani D, 
Halpin C, Ryan MD (2006) E unum pluribus: 
multiple proteins from a self-processing poly-
protein. Trends Biotechnol 24(2):68–75. 
doi:  10.1016/j.tibtech.2005.12.006      

    13.    Sakaue-Sawano A, Kobayashi T, Ohtawa K, 
Miyawaki A (2011) Drug-induced cell cycle 
modulation leading to cell-cycle arrest, nuclear 
mis-segregation, or endoreplication. BMC Cell 
Biol 12:2. doi:  10.1186/1471-2121-12-2      

    14.    Steinbrink S, Boutros M (2008) RNAi screen-
ing in cultured Drosophila cells. Methods 
Mol Biol 420:139–153. doi:  10.1007/
978-1-59745-583-1_8      

     15.    Baum B, Cherbas L (2008) Drosophila cell 
lines as model systems and as an experimental 
tool. Methods Mol Biol 420:391–424. 
doi:  10.1007/978-1-59745-583-1_25      

   16.    Armknecht S, Boutros M, Kiger A, Nybakken 
K, Mathey-Prevot B, Perrimon N (2005) 
High-throughput RNA interference screens 
in Drosophila tissue culture cells. Methods 
Enzymol 392:55–73. doi:  10.1016/S0076-
6879(04)92004-6      

    17.    Bettencourt-Dias M, Goshima G (2009) RNAi 
in Drosophila S2 cells as a tool for studying cell 
cycle progression. Methods Mol Biol 545:39–
62. doi:  10.1007/978-1-60327-993-2_3      

      18.    Yanagawa S, Lee JS, Ishimoto A (1998) 
Identifi cation and characterization of a novel 
line of Drosophila Schneider S2 cells that 
respond to wingless signaling. J Biol Chem 
273(48):32353–32359  

    19.    Schneider I (1972) Cell lines derived from late 
embryonic stages of Drosophila melanogaster. 
J Embryol Exp Morphol 27(2):353–365  

    20.    Cherbas P, Cherbas L, Williams CM (1977) 
Induction of acetylcholinesterase activity by 
beta-ecdysone in a Drosophila cell line. Science 
197(4300):275–277  

      21.    Echalier G (1997)  Drosophila  cells in culture. 
Academic, New York, NY  

    22.    Schneider I (1964) Differentiation of larval 
Drosophila eye-antennal discs in vitro. J Exp 
Zool 156:91–103  

    23.    Kirkpatrick RB, Shatzman A (1999) Drosophila 
S2 system for heterologous gene expression. 

Using the Fly-FUCCI system

http://dx.doi.org/10.1016/j.cell.2007.12.033
http://dx.doi.org/10.1016/j.celrep.2014.03.020
http://dx.doi.org/10.1016/j.celrep.2014.03.020
http://dx.doi.org/10.1101/gad.1508907
http://dx.doi.org/10.1038/349132a0
http://dx.doi.org/10.1038/349132a0
http://dx.doi.org/10.1101/gad.2068611
http://dx.doi.org/10.1016/j.devcel.2008.10.003
http://dx.doi.org/10.1038/srep00075
http://dx.doi.org/10.1038/srep00075
http://dx.doi.org/10.1101/pdb.top6
http://dx.doi.org/10.1038/nbt957
http://dx.doi.org/10.1016/j.ymthe.2005.04.013
http://dx.doi.org/10.1016/j.ymthe.2005.04.013
http://dx.doi.org/10.1016/j.tibtech.2005.12.006
http://dx.doi.org/10.1186/1471-2121-12-2
http://dx.doi.org/10.1007/978-1-59745-583-1_8
http://dx.doi.org/10.1007/978-1-59745-583-1_8
http://dx.doi.org/10.1007/978-1-59745-583-1_25
http://dx.doi.org/10.1016/S0076-6879(04)92004-6
http://dx.doi.org/10.1016/S0076-6879(04)92004-6
http://dx.doi.org/10.1007/978-1-60327-993-2_3


320

In: Fernandez JM, Hoeffl er JP (eds) Gene 
expression systems: using nature for the art 
of expression. Academic, San Diego, CA, 
pp 289–330  

    24.    Wigler M, Silverstein S, Lee LS, Pellicer A, 
Cheng Y, Axel R (1977) Transfer of purifi ed 
herpes virus thymidine kinase gene to cultured 
mouse cells. Cell 11(1):223–232  

    25.    Graham FL, van der Eb AJ (1973) A new 
 technique for the assay of infectivity of 
human adenovirus 5 DNA. Virology 52(2):
456–467  

    26.    de la Cruz AF, Edgar BA (2008) Flow cyto-
metric analysis of Drosophila cells. Methods 
Mol Biol 420:373–389. doi:  10.1007/
978-1-59745-583-1_24        

N. Zielke et al.

http://dx.doi.org/10.1007/978-1-59745-583-1_24
http://dx.doi.org/10.1007/978-1-59745-583-1_24


321

Amanda S. Coutts and Louise Weston (eds.), Cell Cycle Oscillators: Methods and Protocols, Methods in Molecular Biology, 
vol. 1342, DOI 10.1007/978-1-4939-2957-3_20, © Springer Science+Business Media New York 2016

    Chapter 20   

 Imaging Cell Cycle Phases and Transitions of Living Cells 
from Yeast to Woman 

           Hadas     Segev    ,     Drora     Zenvirth    ,     Kobi     J.     Simpson-Lavy    , 
    Naomi     Melamed- Book        , and     Michael     Brandeis    

    Abstract 

   The eukaryotic cell cycle is comprised of different phases that take place sequentially once, and normally 
only once, every division cycle. Such a dynamic process is best viewed in real time in living dividing cells. 
The insights that can be gained from such methods are considerably larger than any alternative technique 
that only generates snapshots. A great number of studies can gain from live cell imaging; however this 
method often feels somewhat intimidating to the novice. The purpose of this chapter is to demonstrate 
that imaging cell cycle phases in living cells from yeast to human is relatively easy and can be performed 
with equipment that is available in most research institutes. We present the different approaches, review 
different types of reporters, and discuss in depth all the aspects to be considered to obtain optimal results. 
We also describe our latest cell cycle markers, which afford unprecedented “sub”-phase temporal 
resolution.  

  Key words     Cell cycle  ,   Live cell  ,   Imaging  ,   Cdc6  ,   GFP  ,   mCherry  ,   APC/C     

1     Introduction 

 Live cell imaging of cell cycle transitions has been pioneered more 
than 30 years ago using phase-contrast microscopy [ 1 ]. Mitosis, 
when cells round up and divide into two daughter cells, was the 
only event in the mammalian cycle that could be detected by this 
method. All other cell cycle transitions remained obscure. 

 The discovery in the early 1990s that fl uorescent proteins 
can be expressed in mammalian cells [ 2 ] heralded a dramatic 
 breakthrough in our capacity to visualize cell cycle transitions. 

    Using a title from yeast to man is not only chauvinistic but also wrong—all the human cells we used for this work—
HeLa, HT1080 U2OS, and RPE1—are female cells. 

 Electronic supplementary material:   The online version of this chapter (doi:  10.1007/978-1- 4939-2957-3_20    ) contains 
supplementary material, which is available to authorized users. 
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Fluorescent proteins fused to proteins that are either degraded or 
redistributed in the cell, in specifi c phases of the cell cycle, could 
now be used to follow cell cycle transitions in real time. Jon Pines 
pioneered this approach by fusing green fl uorescent protein (GFP) 
to cyclin B1 [ 3 ]. Cyclin B1 is degraded upon cell division and 
remains unstable throughout G1 until the onset of S phase [ 4 ]. 
The use of this fusion protein enables one to distinguish cells in G1 
from cells during the rest of the cell cycle. We, and others, have 
since used multiple APC/C substrates like securin [ 5 ], Fzy [ 6 ], 
geminin [ 7 ], and Plk1 [ 8 ] fused to various fl uorescent proteins to 
a similar effect. 

 Miyawaki and co-workers developed a marker based on a frag-
ment of Cdt1, which is stable in G1 and degraded in S-G2-M, 
mirroring the stability of the markers based on APC/C-specifi c 
degradation like geminin or cyclin B1 [ 7 ]. Co-expression of these 
so-called FUCCI markers in cells generates red G1 cells and green 
S-G2-M cells, but it does not improve on the temporal resolution 
of either marker on its own. 

 Temporal resolution can be improved by using proliferating 
cell nuclear antigen (PCNA) fused to a fl uorescent protein. PCNA 
is not degraded during the cycle, but its uniform nuclear distribu-
tion changes upon entry into S phase and forms typical nuclear 
foci [ 9 ]. DNA ligase I fused to a fl uorescent protein can be used in 
a similar fashion [ 10 ]. Using these markers thus enables identifi ca-
tion of all four cell cycle transitions and to some extent even distin-
guishes between different stages of S phase. 

 The most recent fl uorescent marker we have started to use is 
the Cdc6-GFP fusion protein. Cdc6 is nuclear in late G1, cytoplasmic 
during S and G2, and degraded in mitosis and early G1 [ 11 ,  12 ]. 
By using Cdc6-GFP in conjunction with PCNA-mCherry we obtain 
unprecedented temporal resolution of multiple cell cycle transi-
tions ( see  Fig.  1  and Supplemental Movie  1 ).

   Live cell imaging in yeast has been greatly facilitated by the 
availability of a comprehensive collection of chromosomally GFP- 
tagged yeast strains [ 13 ], as well as by the relative ease with which 
yeast can be manipulated genetically. Yeast are smaller and their 
fl uorescent signal is often weaker. On the other hand they have a 
much shorter cell cycle and, as cells start to bud upon entry into 
S phase and bud size corresponds to progress in the cycle, it is 
 possible to follow their cell cycle by phase-contrast microscopy 
with excellent temporal resolution ( see  Fig.  2  and Supplemental 
Movie  2 ).

   In this chapter we outline different approaches to live cell 
imaging to visualize the cell cycle and review a variety of reporters, 
which we believe can be easily used to give optimal results.  
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2    Materials 

       1.    Cell lines: The choice of cell type depends on the experimental 
setup and biological question. In the past we used murine 
NIH3t3 and human U2OS and HT1080 cancer cell lines. 
We now prefer to use TERT immortalized human RPE1 
 (retina pigment epithelium) cells ( see   Note 1 ).   

   2.    Budding yeast cells: Most yeast strains are suitable for live cell 
imaging ( see   Note 2  for exceptions). The collection of yeast 
strains expressing full-length, chromosomally tagged GFP 
was generated in the S288C strain [ 13 ] and is most useful for 
microscopy. We further routinely use the W303 strain.   

2.1  Cell Culture 
Materials

  Fig. 1    RPE1 cells co-expressing Cdc6-GFP and PCNA-mCherry lentiviral vectors were imaged for 24 h on a 
laser scanning confocal microscope. See also Supplemental Movie  1        
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   3.    Fluorescent cell cycle markers: Multiple markers are available 
now and can be easily obtained from the Addgene™ repository 
(  www.addgene.org    ) or from individual researchers, so that in 
most cases there is no need to design new ones ( see   Notes 3 – 5 ).   

   4.    Cell culture media: Choose the appropriate media suitable for 
your cell type of choice. To improve the signal-to-noise ratio, 
especially in the green spectrum we generally use phenol red- 
free DMEM ( see   Note 6 ).   

   5.    Yeast reagents: For imaging of yeast standard synthetic medium 
and growth reagents are required, as well as a 1 mg/ml 
 concanavalin A (ConA, Sigma) solution for coating the culture 
dish.   

   6.    Tissue culture dishes: For a single experiment 35 mm glass- 
bottom dishes are most convenient. For multiple simultaneous 
experiments 4- or 8-well “slide” dishes or a 35 mm dish divided 
into four are suitable. For a larger number of parallel experi-
ments glass-bottom multi-well dishes should be used ( see   Note 7  
and Fig.  3 ). The dish sizes of different suppliers vary, so make 
sure in advance that the dish fi ts into your microscope stage 
holder.

  Fig. 2    Budding yeast co-expressing chromosomally tagged Hsl1-GFP and Pus1-RFP were imaged for 2 h on a 
laser scanning confocal microscope. See also Supplemental Movie  2        
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              1.    Epifl uorescent wide-fi eld microscope with a sensitive CCD 
camera, a laser scanning confocal microscope, or a spinning 
disc system are essential for live cell imaging (for various pos-
sible setups  see   Note 8 ).   

   2.    An incubator that will keep the cells at constant temperature 
and if required in a controlled atmosphere ( see   Note 9 ).      

   Most systems come with their own proprietary software, for example 
our FV1000 and FV1200 Olympus laser scanning confocals run on 
Olympus Fluorview software. When integrating your own system it 
is possible to purchase expensive commercial software packages to 
run the shutter, CCD, microscope, stage, and fi lter wheel. It is how-
ever possible, and recommended, to use the free Micro-Manager 
package (  https://www.micro-manager.org/    ) which interfaces with 
ImageJ (  http://imagej.net    ). This system has drivers for most hard-
ware confi gurations, is constantly updated, and boasts a large and 
helpful community.   

2.2  Microscopy 
Materials

2.3  Software 
and Image Analysis

  Fig. 3    A selection of glass-bottom tissue culture dishes for live cell imaging       
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3    Methods 

       1.    Choose the cell type.   
   2.    Plate out the cells in an appropriate dish. Use a glass-bottom 

dish for higher quality images and when planning to use an 
immersion objective. We plate out about 2 × 10 5  RPE-1 cells per 
35 mm dish. The density of cells in the dish is important. When 
there are too few cells they often do not grow well and you will 
have to collect many fi elds to obtain suffi cient data. When there 
are too many cells they might become confl uent and arrested 
and it is also diffi cult to follow cells that are too crowded.   

   3.    Choose the appropriate fl uorescent marker ( see   Notes 3 – 5 ) 
and express the fl uorescent marker/s in the cells, preferably 
using stably expressing cells.   

   4.    Grow the cells for at least 16 h until they have settled well and 
express the fl uorescent marker. Live cell image analysis is done 
at the individual cell level. In theory, and in most cases in prac-
tice, live cell synchronization is thus not required. If your 
experiment requires synchronization this should be done now 
( see   Note 10 ). If synchronization is done by mitotic shake-off 
with or without nocodazole/taxol treatment this has to be 
done before plating on the imaging dish.   

   5.    Replace the culture medium if necessary to medium without 
phenol red. Take care to equilibrate the temperature of the 
fresh medium to avoid cold or heat shocking the cells.   

   6.    Pre-equilibrate the temperature of the incubator of the micro-
scope to the desired temperature. Pre-equilibration is impor-
tant not only for the sake of the cells but also for preventing 
focal drift.   

   7.    Mount your plate on the microscope. Make sure in advance 
that your imaging dish snugly fi ts into your stage adaptor. Start 
the CO 2  pump if using one.   

   8.    Defi ne the magnifi cation and focus on the cell. Magnifi cation is 
a trade-off between the number of cells you wish to image and 
resolution of each cell. For metazoan cells 20× to 40× objec-
tives are most suitable. Further magnifi cation can be achieved 
by zooming in when using a confocal microscope. The problem 
with higher magnifi cation, in addition to the reduced number 
of cells in the fi eld, is a reduced depth of fi eld. This requires 
more precise maintenance of focus throughout the entire 
experiment.   

   9.    Defi ne the wavelength and exposure to image the fl uorescent 
markers. 

 Choosing the correct exposure is not always easy as the 
strength of signals can change dramatically during the cell 
cycle. It is best to use the minimal exposure that will yield a 

3.1  Live Cell Imaging 
of Metazoan Cells
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good signal-to-noise ratio. Extended exposure will damage 
the cells and affect the cell cycle. Overexposure will lead to 
saturated signals that cannot be quantifi ed. The higher the 
magnifi cation, the shorter the exposure.   

   10.    If your microscope has an XY motorized stage choose multiple 
fi elds. If it has an autofocus option consider activating it. 
We routinely acquire up to 40 fi elds in a single experiment 
obtaining a large amount of data at once. As cells tend to 
move, it is advisable to acquire fi elds of adjacent cells (2 × 2 or 
3 × 3 grids are useful and can be easily stitched together after-
wards). Multi-fi eld acquisition enables one to include different 
experiments and controls in the same experiment under identi-
cal conditions. As it might be diffi cult to position the dish 
completely fl at and parallel to the objective each fi eld may 
have a slightly different focal plane. Most software-controlled 
motorized XY stages are also controlled at the  Z -axis so that 
each fi eld will have its specifi c focus. It is advisable not to 
choose fi elds that are too far apart to save travel time.   

   11.    Set the temporal pattern of your experiments and its length. 
 For most cell cycle experiments acquisition at about 5-min 
intervals is suffi cient. A typical mammalian cell cycle lasts for 
20 h so that if you desire to visualize cells completing a full 
round it is best to acquire for at least 24 h. Often an entire 
cycle for each cell is not required, as individual cells will com-
plete different phases over a given time, such that 16 h is often 
suffi cient.   

   12.    Start your experiment.   
   13.    Check on your experiment after about 1 h to ensure that the 

focus has not drifted and that everything runs properly.   
   14.    Download your data and analyze it with ImageJ or with a com-

mercial software package ( see   Note 11 ).      

   Following the budding yeast cell cycle by live cell imaging bears 
many similarities with those of metazoan cells but there are also 
important differences. One of the big advantages of budding yeast 
for live cell imaging is the fact that, unlike metazoan cells, the stage 
of the cycle can be deduced by phenotypic appearance at any given 
point. A second advantage is that yeast are easy to manipulate 
genetically and endogenous genes can be readily tagged with a 
fl uorescent marker. 

 On the downside yeast are much smaller, they auto-fl uoresce, 
and the fl uorescent signal, in particular the ones achieved by tag-
ging endogenous genes, is often too weak to follow. The extended 
exposure to UV radiation required for detecting weak signals is 
deleterious to the yeast and might affect the cell cycle by activating 

3.2  Live Cell Imaging 
of Budding Yeast
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the DNA damage response. In addition yeast are non-adherent 
and must be attached to the glass as we describe below.

    1.    Choose the appropriate strain ( see   Note 2 ).   
   2.    Choose the appropriate fl uorescent marker. Ensure that bleed- 

through between channels is minimized.   
   3.    Express the fl uorescent marker/s in the cells ( see   Note 12 ).   
   4.    Culture the cells overnight in synthetic medium, dilute, and 

grow to a logarithmic phase ( see   Note 13 ).   
   5.    Pre-equilibrate the temperature of the incubator of the micro-

scope to the desired temperature. Pre-equilibration is impor-
tant as otherwise any changes in temperature will cause focal 
drift.   

   6.    Coat a glass-bottom tissue culture dish with ConA by covering 
it with 1 mg/ml solution of ConA for several minutes and sub-
sequently aspirating it.   

   7.    Wash the cells in synthetic medium. Dilute the yeast ( see   Note 13 ) 
and put in the dish. Let the cells settle and stick to the ConA for 
10 min; remove the cells that have not attached to the glass and 
add fresh medium.   

   8.    Mount your plate on the microscope.   
   9.    Defi ne the wavelength and exposure to image the fl uorescent 

markers ( see   Note 14 ).   
   10.    Defi ne the magnifi cation and focus on the cell. For yeast 40× 

or 60× high N.A. oil immersion objectives are most suitable. 
Further magnifi cation can be achieved by zooming in when 
using a confocal microscope.   

   11.    If your microscope has an XY motorized stage choose multiple 
fi elds. If it has an autofocus option consider activating it. Unlike 
in metazoan cells, multiple fi elds of the same experiment might 
not be required because each fi eld has many yeast cells. Multiple 
experiments (treatments, strains, etc.) can however be done in 
parallel achieving the best controlled conditions.   

   12.    Set the temporal pattern of your experiments and its length. 
For most cell cycle experiments acquisition at about 3 ± 1-min 
intervals is suitable. More frequent sampling adds little infor-
mation and exposes the cells to unnecessary radiation. A typi-
cal yeast cell cycle lasts, under optimal growth conditions, for 
about 90 min. In various mutant strains, and under suboptimal 
conditions, the cycle can be considerably longer. Following 
cells for several hours will, in most cases, enable one to follow 
several cell cycles.   

   13.    Start your experiment.   
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   14.    Check on your experiment after about 20 min to check 
that the focus has not drifted and that everything is running 
properly.   

   15.    Download your data and analyze it with ImageJ or with a com-
mercial software package.       

4    Notes 

     1.    Many cell types are hard to transfect and as long as cells had 
to be transfected with expression vectors they were diffi cult to 
use. The use of viral vectors, which can be used to express pro-
teins in virtually any cell line, broadens the range of cells that 
can now be used. Imaging of non-adherent cells is slightly 
more challenging than imaging of adherent ones but is defi -
nitely possible [ 14 ].   

   2.    Ade2 or ade1 mutant yeast strains are to be avoided as they 
accumulate the fl uorescent red pigment P- ribosylaminoimidazole 
(AIR).   

   3.    The most widely used method to visualize the cell cycle is using 
fl uorescent fusion proteins of substrates that are degraded by 
the anaphase-promoting complex/cyclosome (APC/C). The 
APC/C is active throughout G1 and G0 and fusion FP  proteins 
are therefore absent in G1 (and G0) and present in S-G2-M. The 
most widely used fusion proteins are cyclin B1 [ 3 ] and geminin 
[ 7 ]. Cdc6 is also degraded by the APC/C [ 15 ] but has a more 
complex [ 16 ] and thus more informative pattern of degra-
dation and cellular localization ( see  Fig.  1  and Supplemental 
Movie  1 ). A fragment of Cdt1 fused to a fl uorescent marker is 
degraded in S-G2-M and stains cells in G1 and G0. PCNA [ 9 ] 
and DNA ligase I [ 10 ] fused to a fl uorescent marker change 
their distribution in the nucleus upon entry into and exit from 
S phase. These proteins can be fused to the various GFP vari-
ants as well as to Cherry. In most cases it is suffi cient to fuse 
only the fragment of the protein harboring the specifi c degron, 
rather than the entire active protein, to the fl uorescent marker. 
For example instead of expressing full-length cyclin B1, which 
binds and activates cdk1, we use only the amino (N)-terminal 
100 residues. This approach eliminates, or at least strongly 
reduces, the risk that the marker will affect the cell cycle. 
Whether the fl uorescent protein is fused to the N- or carboxy 
(C)-terminus of the protein that is degraded can have a crucial 
effect. For example, fusing a fl uorescent protein to the 
N-terminus of cyclin B1 generates a stable protein that cannot 
serve as a marker. We generally fuse the fl uorescent protein to 
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the C-terminus of the protein but this is in no way a failproof 
approach. The fl uorescent protein used for the FUCCI marker 
Cdt1, for example, is fused to the N-terminus of a small part of 
the protein, as expressing full-length Cdt1 leads to cell cycle 
arrest [ 7 ].   

   4.    The number of fl uorescent proteins has dramatically expanded 
over recent years and their description is beyond the scope of 
this chapter. We routinely use red mCherry and “yellow” YFP 
(or Venus which is a YFP variant). YFP and mCherry do not 
overlap when used with the appropriate fi lter sets and have 
excellent signal-to-noise ratio. It is possible to further use CFP 
(cyan; or other more advanced “blue” variants) but the blue 
light required for its imaging is more damaging to cells and 
should be used carefully. With appropriate fi lters CFP and 
YFP can be almost completely separated so that together with 
mCherry (or other red proteins) three markers can be followed 
simultaneously. Far-red variants are also becoming available so 
that a fourth marker can be used in parallel (but we have never 
done it). In general, the different fl uorescent proteins do not 
alter the expression pattern of the proteins used for cell cycle 
imaging. In particular the different GFP variants (CFP, GFP, 
and YFP), which differ by only a few point mutations, as well 
as mCherry do not seem to affect the pattern of expression. 
Other fl uorescent proteins can have some effect and it is 
 essential to carefully test every new combination. Even if the 
different fl uorescent proteins do not affect the expression pat-
tern they have different maturation times. While this will not 
affect their degradation timing, it could alter the time their 
accumulation can be detected. 

 Several fl uorescent proteins change their color over time 
and can be used as timers [ 17 ,  18 ]. Another consideration is 
the maturation time of the fl uorescent tag. While most FPs 
mature quickly, most red-fl uorescent proteins (except mCherry) 
have a maturation half time in the hours range (e.g., DsRed at 
10 h). Slow-maturing FPs are clearly unsuitable for tagging 
proteins whose abundance is cell cycle regulated. However, 
they are advantageous for tagging organelles, and the discrep-
ancy between the maturation rates can serve as a molecular 
timer for studying inheritance of proteins or organelles.   

   5.    In order to express the fl uorescent markers in cells, the expres-
sion vectors have to be introduced into cells. Cells can be 
transfected by a large variety of transfection agents (depending 
on cell type) or by electroporation. Alternatively expression 
can be accomplished by using viral vectors like lentivirus or 
retroviruses. Viral vectors are slightly more complex to prepare 
and require additional biosafety measures. They are, however, 
much more convenient for preparing stable lines expressing 
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the fl uorescent markers. Fluorescent markers can be expressed 
either transiently or stably in cells. Preparing stable cell lines 
can take several weeks and is a laborious process; however we 
nevertheless  strongly discourage  using transiently transfected 
cells. Transient transfection leads to the introduction of huge 
amounts of DNA into cells leading to high expression of the 
marker, which is likely to affect the cell cycle of the transfected 
cells. The selection process ensures that cells that express exces-
sive levels of the transgene will not survive and that we will get 
a population of cells in which transgene levels do not arrest the 
cell cycle. In order to obtain cells that stably express the desired 
marker, the plasmid should also contain a resistance marker 
like Puro, Neo, and Hyg. Alternatively the expression vector 
can be co-transfected with another plasmid that carries such a 
resistance marker. After transfection, cells have to be selected 
for at least a fortnight to obtain expressing colonies. Selection 
can be initiated about 48 h after transfection but it is recom-
mended not to add the selection immediately after splitting the 
cells. If a fair proportion of the stable colonies express the fl uo-
rescent marker it is possible to pool all colonies instead of pick-
ing individual ones. This is not only quicker and easier but also 
creates a population of cells with mixed integration sites. The 
integration position of a marker can have some effect on its 
expression and using a mixed population is a good safeguard 
against such an effect. Using viral expression vectors to express 
cell cycle markers is considerably easier and faster than the use 
of plasmids. Virtually every cell type can be infected and stable 
expression of most cells is rapidly achieved. It is useful to grow 
the cells for a few generations just to make sure that the trans-
gene does not interfere with cell division. As always it is impor-
tant to be aware of potential effects of the markers on the cell 
cycle. As cells will be tracked individually by live cell imaging it 
is not essential to obtain a population with 100% expression, so 
it is of minor concern if not all cells express the transgene. We 
tend to sort cells by FACS to obtain a population of expressing 
cells but in most cases this is not essential. 

 The viral CMV promoter is the most widely used pro-
moter in commercial plasmids. This promoter is exceedingly 
strong and is rumored to be prone to epigenetic silencing. We 
therefore routinely prefer the EF1 promoter, which yields 
robust levels of expression and is not prone to silencing. It is 
possible also to use cell cycle-specifi c promoters to combine 
the effect of transcription and degradation.   

   6.    Most cell culture media like DMEM or RPMI contain the pH 
indicator phenol red, which has some background fl uorescence. 
This background slightly interferes with visualizing fl uorescent 
proteins, in particular those in the green spectrum, especially 
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when their level is low. Red proteins suffer much less from this 
background problem. It is possible to obtain standard media 
without phenol red, from commercial suppliers (like Biological 
Industries Beit Haemek, Israel). Apart from removing phenol 
red it is very important not to change the growth conditions of 
cells prior to imaging as this could affect cells in various ways. 

 For researchers that lack a CO 2  incubator mounted on 
their microscope it is necessary to use CO 2 -independent 
HEPES- based medium, but be aware that certain cell types do 
not  tolerate HEPES. Again it is crucial to be aware of the effect 
of changing the type of medium when moving cells to the 
microscope.   

   7.    Imaging in plastic cell culture dishes is possible for low magni-
fi cation and resolution imaging; however glass-bottom dishes 
will yield much better results. Glass-bottom or specialized plas-
tic-bottom dishes are essential when using immersion objec-
tives. Glass-bottom dishes can be homemade or obtained 
from different suppliers (MatTek, Ibidi, Lab-Tek, IVS, Greiner, 
etc.), which differ in price, quality, and size. We have had good 
experience with all of them. We generally use “35 mm” dishes. 
Annoyingly, the dishes of different suppliers have a slightly 
 different diameter (thus the quotation marks), so it is essential 
to make sure that the dish fi ts snugly into the adapter of your 
microscope. 

 In most cases we perform several simultaneous experi-
ments and use glass-bottom multi-well cell culture dishes. 
Various types of these dishes are commercially available from 
the abovementioned suppliers. We either use glass-bottom 
35 mm dishes that are divided into 4- or 8-well dishes with a 
glass cover slip bottom that is in the shape of a microscope 
slide (again sizes vary). Glass-bottom multi-well (96, 48, 24, 
etc.) dishes are also commercially available. Certain cell types 
will require coating of the glass. It is also possible to purchase 
pre- coated dishes or coat them yourself. In addition dishes are 
now available with a special thin plastic bottom that is sup-
posed to have the optical qualities a glass cover slip (Ibidi). 
Figure  3  shows a selection of dishes we use.   

   8.    Live cell imaging of fl uorescent markers requires an inverted 
microscope (there are some solutions if only an upright is avail-
able) that can be used to observe the required wavelength or 
wavelengths. Such a system can either be a laser confocal, 
a spinning disc, or a “wide-fi eld” epifl uorescent microscope. 
Most confocal and spinning disc systems will already include all 
the required hardware. 

 A wide-fi eld microscope must be fi tted with a sensitive 
CCD camera. The required sensitivity of the CCD depends on 
the signal-to-noise ratio of the signal to be imaged, as well as 
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on the noise ( see  medium considerations,  Note 6 , above). 
Monochrome CCDs are as a rule more sensitive than color 
ones. We use a Coolsnap (Roper) and Sensicam (PCO) but 
other options abound. The microscope does not have to be 
motorized but at least one shutter (for imaging only a single 
channel) and two shutters (for imaging both a fl uorescent 
marker and phase/DIC channels) are required. For multiple 
fl uorescent wavelengths a motorized fi lter cube holder or 
external fi lter wheels are needed. The latter can be retrofi tted 
to any non-motorized microscope. We use fi lter wheels pro-
duced by Sutter. These enable near-simultaneous imaging of 
multiple wavelengths using a single multipass dichroic mirror 
(Chroma). An XY motorized stage will be required for taking 
multiple fi elds for each experiment, which enables acquiring a 
large amount of data in a single experiment, as well as 
for acquiring different wells (with control cells, cells treated in 
different manner, etc. in parallel).   

   9.    Following cells through the cell cycle requires maintaining 
them at optimal growth conditions. The most basic require-
ment is growth at a controlled temperature, usually 37 °C for 
mammalian cells and 23 or 30 °C for yeast. A second require-
ment for mammalian cells is growth at 5 % CO 2  to keep the 
bicarbonate buffer of most growth media at an optimal pH. 
Many cells do however thrive also in HEPES-buffered medium 
(sold as CO 2 -independent medium) and can be maintained 
and imaged at ambient atmospheric conditions. Temperature 
is in most cases regulated by encasing the microscope in a 
Perspex incubator. The atmosphere is either regulated by 
maintaining the entire incubator at the desired CO 2  level or 
by covering the cells in a smaller internal chamber, which is 
kept at the desired CO 2  level and humidity. 

 The way temperature and CO 2  are maintained depends on 
a balance between budgetary constraints and skill. With suffi -
cient available funds it is best to order a custom-made Perspex 
incubator, heater, and gas regulator. We are using the excellent 
systems built by LIS (Fig.  4 ), but there are other manufactur-
ers on the market. We have however successfully used home-
made systems. We used a heater built by the Stanford workshop 
from a hair dryer. The internal gas chamber was built by the 
same workshop and kept at 5 % CO 2  by connecting it to a com-
mercially available 5 % CO 2  mixture, which saved buying a gas 
mixer. Much of our work was done at even more frugal condi-
tions by keeping the cells at 37 °C on a heated stage built at the 
workshop of the life science institute of the Hebrew University 
(Fig.  5 ) and using CO 2 -independent medium. The latter sys-
tem has some disadvantages as humidity cannot be regulated 
and over extended periods the medium evaporates. We are 
mentioning this setup only to emphasize that lack of funds is 
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not an insurmountable obstacle to live cell studies (in fact this 
system gave rise to several high-impact publications). Such a 
simple setup is often suffi cient for yeast imaging, which does not 
require CO 2  and is typically restricted in time to several hours.

        10.    Multiple methods have been developed to synchronize cells. 
All of these methods share the disadvantage that they perturb 
cellular pathways and the cell cycle. Some methods have a 
stronger effect and some a weaker one but as the basic instinct 

  Fig. 4    Commercial microscope temperature-controlled incubator with internal CO 2  incubator (LIS)       

  Fig. 5    A homemade heating device without CO 2  incubator       
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of cells in culture is to proliferate, synchronization will inevitably 
have some effect. The big advantage of live cell imaging is 
that in general there is no need to pre-synchronize the cells. 
By following enough cells for suffi cient time it is in most cases 
superfl uous to enrich them in any specifi c phase of the cell 
cycle. Unlike any other assay, live cell imaging benefi ts in 
most cases from an unsynchronized and unperturbed cell 
population.   

   11.    The analysis of cells from the experiment can sometimes be 
diffi cult due to cell motility and crowding. One way to facili-
tate analysis is to co-express a fl uorescently tagged nuclear 
marker like PCNA or histone. Analysis of the cells can be done 
automatically, semiautomatically, or manually.   

   12.    Expression of fl uorescent markers can be done either by tag-
ging an endogenous gene by homologous recombination or 
by expressing a plasmid with a tagged gene. It is further pos-
sible use a GFP-tagged strain from available libraries [ 14 ]. It is 
important to make sure that the desired gene has indeed been 
tagged. Tagging endogenous genes usually has a less deleteri-
ous effect on cells but will yield a weaker signal. The regulation 
of the endogenous tagged protein will be both at the transcrip-
tional and protein stability level. It is best to choose a marker 
with a defi ned localization—the nucleus or the bud neck are 
both a good choice. Cytoplasmic markers are usually too dilute 
and not suitable due to the autofl uorescence of the yeast cells.   

   13.    Yeast cultured in rich medium prepared from yeast extract and 
peptone (YP) auto-fl uoresce and the media is itself fl uorescent. 
Synthetic defi ned (SD) medium should therefore be used for 
growing the cells. If the fl uorescent reporter is expressed 
from a plasmid the medium should contain the appropriate 
selection. 
 Finding the correct dilution can be a bit awkward, as adding 
too many cells to the dish will make it diffi cult to follow them 
along the cell cycle and subsequent cycles. It is better to start 
with a low concentration and add more cells if the desired 
number of cells has not been achieved within about 10 min.   

   14.    Choosing the correct exposure is not always easy as the strength 
of signals can change dramatically during the cell cycle. It is 
best to use the minimal exposure that will yield a good signal-
to-noise ratio. Extended exposure will damage the cells and 
affect the cell cycle. Moreover, overexposure will lead to satu-
rated signals that cannot be quantifi ed. The balance here is 
even more diffi cult to strike than in metazoan cells as most 
markers are relatively weak and yeast cells are more sensitive to 
radiation.         
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    Chapter 21   

 Measurement of Cdk1/Cyclin B Kinase Activity 
by Specifi c Antibodies and Western Blotting 

           Cody     W.     Lewis    ,     Ryan     G.     Taylor    , and     Roy     M.     Golsteyn    

    Abstract 

   Quantitative measurement of enzyme activity is a valuable approach to study how cells function. We present 
a method to measure the activity of the enzyme Cdk1/cyclin B. This enzyme is required by all eukaryotic 
cells to enter mitosis. Therefore, a biochemical assay to measure Cdk1/cyclin B activity can be used to 
identify cell populations that are in mitosis or to detect inhibitors of Cdk1/Cyclin B in vitro. A key 
distinction of the method presented here, compared to others, is that it uses a recombinant protein, a 
specifi c antibody, and a western blot apparatus, which makes the technique available to cell and molecular 
biology laboratories who do not wish to use radioisotopes, which are commonly required for other protein 
kinase assays.  

  Key words     Cyclin-dependent protein kinase 1  ,   Cyclin B  ,   Phospho-antibodies  ,   Protein kinase assay  , 
  Small-molecule inhibitors  ,   Western blotting  

1      Introduction 

 Mitosis is a key event in cell biology. During this phase of the cell 
cycle a cell distributes a copy of its genome to two daughter cells, 
which ensures the continuity of life [ 1 ]. Mitosis has a major impact 
upon disease, such as when a cell fails to segregate chromosomes 
correctly [ 2 ] or when the genome has been damaged and the cell 
escapes a checkpoint [ 3 ]. Given the importance of mitosis to 
biology, techniques are required to detect it in populations of cells 
or to identify chemicals that might act as antiproliferative drugs by 
inhibiting mitotic enzymes. 

 Cyclin-dependent kinase-1 (Cdk1/cyclin B) is a highly con-
served protein kinase complex that is essential for entry into mito-
sis in eukaryotic cells [ 4 ]. It is a heterodimer composed of a 55 kDa 
regulatory subunit (cyclin B) and a 34 kDa catalytic subunit (Cdk1) 
[ 5 ]. During the cell cycle levels of the catalytic subunit remain 
constant while levels of cyclin B oscillate. In G 1  and S phases, 
cyclin B levels are low, but increase throughout G 2  phase until a 
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maximal level is reached during the G 2 /M-phase transition. During 
anaphase, cyclin B is selectively proteolyzed by the anaphase- 
promoting complex/cyclosome (APC/c) rapidly decreasing its 
levels, causing exit from mitosis [ 6 ]. Although cyclin B binding is 
essential for Cdk1 enzymatic activity, it is not suffi cient to activate 
the complex. The Cdk1/cyclin B complex requires stepwise phos-
phorylation and dephosphorylation events that ensure accurate 
temporal and spatial activation in the cell cycle [ 7 ]. Because Cdk1/
cyclin B protein levels and activity are highly regulated, a direct 
measure of its activity is the most reliable method to detect mitosis 
in cell populations [ 8 ]. 

 Methods to measure Cdk1/cyclin B activity frequently use 
radiolabeled ATP as a substrate and measure the incorporation of 
phosphate onto the protein substrate histone H1 [ 9 ]. This assay is 
robust, quantitative, and well adapted to high-throughput screen-
ing approaches. There are, however, safety concerns and costs to 
handling radioisotopes in research laboratories. Those who investi-
gate mitosis infrequently may not wish to invest in specialized 
laboratory equipment to handle or measure radioisotopes. These 
limitations have made it necessary to develop nonradioactive meth-
ods to measure Cdk1 activity. Fluorescence resonance energy 
transfer (FRET) is one method suitable for measuring Cdk1 activ-
ity in live cells [ 7 ]. We investigated another approach that uses 
western blotting and specifi c antibodies, because this technique 
will be more widely available to molecular and cellular biology lab-
oratories and can be modifi ed to provide quantitative measure-
ments [ 10 ]. 

 To design a western blot assay to measure Cdk1/cyclin B 
activity, we searched known Cdk1/cyclin B protein substrates for 
ones with a reliable antibody to the phosphorylated epitope. 
Protein phosphatase-1Cα (PP1Cα) is phosphorylated on threo-
nine 320 by Cdk1/cyclin B [ 11 ] and can be detected by western 
blotting using phospho-Thr 320 -specifi c antibodies. With this infor-
mation, we synthesized an artifi cial substrate (GST-PP1C-S) that 
contained the Cdk1 canonical consensus sequence found within 
PP1Cα at threonine 320 in frame to the C-terminus of the GST 
protein. We then used the GST-PP1C-S substrate to develop a 
Cdk1 assay whereby GST-PP1C-S phosphorylation levels are 
quantifi ed in cells or in vitro by western blotting. Specifi cally, we 
measure the fl uorescence intensity of the secondary fl uorescently 
coupled antibody that detects the respective phospho-antibody. 

 In this chapter, we describe how to measure Cdk1 activity by 
western blotting. The assay has been used to measure mitosis in 
cultured human cells undergoing checkpoint adaptation [ 3 ] and to 
detect Cdk1 chemical inhibitors [ 8 ]. This assay can be quantifi ed 
without handling radioisotopes, such as those used in the histone 
H1 kinase assay.  
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2    Materials 

 All solution and reagents should be prepared in deionized and dis-
tilled H 2 O. 

       1.    10× Phosphate-buffered saline (PBS): 685 mM NaCl, 
13.5 mM KCl, 500 mM Na 2 HPO 4 , 88 mM KH 2 PO 4 . pH to 
7.4 and sterilize by autoclaving.   

   2.    Lysis buffer: 50 mM HEPES, 50 mM NaF, 10 mM EGTA, 
50 mM β-glycerophosphate, 1 mM ATP, 1 mM dithiothreitol 
(DTT), 1 % Triton X-100, 10 μg/mL RNase A, 0.4 unit/mL 
DNase I, with Roche protease inhibitor tablet.   

   3.    26-G needle.   
   4.    1 mL syringe.   
   5.    Trypsin–EDTA solution.   
   6.    Nocodazole (200 mg/mL) in DMSO. Store at −20 °C.      

       1.    BL21 bacteria previously transformed with pGEX-T1 
plasmid.   

   2.    BL21 bacteria previously transformed with pGEX-PP1Cα His 
plasmid (Fig.  1 ).

       3.    LB ampicillin agar plates.   
   4.    1 mM Isopropyl β-  D  -1-thiogalactopyranoside (IPTG).   
   5.    2× SDS sample buffer: 62.5 mM Tris, 35 mM DTT, 25 % glyc-

erol, 694 mM sodium dodecyl sulfate, 150 μM bromophenol 
blue. Prepare aliquots and store at −20 °C.   

   6.    Bacterial cell lysis buffer: 50 mM PBS, 1 mM EDTA, 100 mM 
NaCl, protease inhibitor (1/10 mL) at a ratio of 1 mL per g. 
Lysozyme solution (50 mg/mL Sigma L7651 in 10 mM PBS, 
1 mM EDTA). Prepare aliquots and store at −80 °C.   

   7.    Glutathione affi nity chromatography purifi cation system.   
   8.    Elution buffer: 10 mM reduced glutathione, 50 mM Tris 

(pH 7.9).   

2.1  Human Cell 
Extraction Preparation

2.2  Recombinant 
GST-PP1C-S and GST

GST

T232 (T320)

6 His

N-terminus C-terminus

  Fig. 1    The Cdk1/cyclin B recombinant protein substrate. A schematic diagram of the protein substrate is 
shown. The GST domain ( blue ) is located in the N-terminus, followed by the amino acids from PP1Ca that 
contain the T320 Phosphorylation site ( white ) with the phospho-residue at position 232. The six-histidine 
C-terminus is shown in  red . The amino acid sequence of the phosphorylation site copied from human PP1-Ca 
with six histidines is GRPI T PPRNHHHHHH       
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   9.    Dialysis tubing.   
   10.    50 mM Tris (pH 7.9).   
   11.    A protein chip (On-Chip-Electrophoresis; Agilent Technologies).   
   12.    A Bioanalyzer 2100.      

       1.    2× Cdk1 phospho buffer: 100 mM β-glycerophosphate, 
20 mM MgCl 2 , 20 mM NaF, 2 mM DTT. Store aliquots at 
−20 °C.   

   2.    2× Sample buffer: 62.5 mM Tris, 35 mM DTT, 25 % glycerol, 
694 mM sodium dodecyl sulfate, 150 μM bromophenol blue. 
Prepare aliquots and store at −20 °C.   

   3.    Lysis buffer: 50 mM HEPES, 50 mM NaF, 10 mM EGTA, 
50 mM β-glycerophosphate, 1 mM ATP, 1 mM DTT, 1 % 
Triton X-100, 10 μg/mL RNase A, 0.4 unit/mL DNase I, 
with Roche protease inhibitor cocktail.   

   4.    1 M ATP.   
   5.    Cell extracts: 20,000 cells/μL in lysis buffer.  We recommend the 

use of nocodazole-treated and untreated cell extracts for mitotic 
and interphasic controls, respectively.    

   6.    Cdk1/cyclin B active enzyme (Millipore; 14-450).  For purifi ed 
enzyme assay only.       

       1.    Resolving gel buffer (1.5 M Tris base): 1.5 M Tris, pH to 8.8 
and store at room temperature.   

   2.    Stacking gel buffer (0.5 M Tris base): 0.5 M Tris, pH to 6.8 
and store at room temperature.   

   3.    30 % acrylamide/bis solution. Store at 4 °C.   
   4.    10 % (w/v) Ammonium persulfate solution (APS). Prepare ali-

quots and store at −20 °C.   
   5.     N,N,N,N′ -tetramethyl-ethylenediamine (TEMED). Store at 

4 °C.   
   6.    10 % (w/v) Sodium dodecyl sulfate solution. Store at room 

temperature.   
   7.    SDS-PAGE running buffer: 24.8 mM Tris (hydroxymethyl) 

aminomethane, 190 mM glycine, 3.5 mM sodium dodecyl 
sulfate.   

   8.    Coomassie blue stain: 0.1 % Coomassie blue R250, 25 % etha-
nol, 7.5 % acetic acid in distilled water.   

   9.    Molecular weight marker (MWM).   
   10.    Standard polyacrylamide gel electrophoresis equipment.      

       1.    Nitrocellulose membrane.   
   2.    Thick Whatman blotting paper.   

2.3  Kinase Assay

2.4  Polyacrylamide 
Gel Electrophoresis

2.5  Western Blotting
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   3.    Towbin transfer buffer: 10 % Towbin buffer (2.4 M glycine, 
313 mM Tris, 20 % methanol). Store at room temperature.   

   4.    Ponceau-S stain: 1 % (w/v) of Ponceau-S in 5 % (v/v) acetic 
acid.   

   5.    Tris buffer saline (TBS): 500 mM Tris and 1.5 M NaCl. Store 
at room temperature.   

   6.    TBS with Tween ® 20 (TBST): 10 % TBS (500 mM Tris and 
1.5 M NaCl), 0.1 % Tween ® 20. Store at room temperature.   

   7.    2 % BSA blocking buffer in TBS-T. Store at 4 °C.   
   8.    5 % milk powder blocking buffer in TBS-T. Store at 4 °C.   
   9.    Alkaline phosphatase (AP) development buffer: To 10 mL of 

TBS, 66 μL of NBT (50 mg/mL nitroblue tetrazolium chlo-
ride in dimethylformamide) and 33 μL BCIP (50 mg/mL 
5-bromo-4-chloro-3′-indolylphosphate p-toluidine in dimeth-
ylformamide) mixed immediately before use.   

   10.    Standard western blotting apparatus.      

       1.    Rabbit anti-glutathione S transferase antibody (Sigma; 
G7781-100UL).   

   2.    Mouse anti-PPP1A (Phospho-T320) antibody (Abcam; 
ab62334).   

   3.    Alkaline phosphatase-coupled anti-mouse antibody (Promega; 
S3721).   

   4.    AlexaFluor 488-coupled anti-rabbit antibody (Invitrogen; 
A11008).   

   5.    AlexaFluor 488-coupled anti-mouse antibody (Invitrogen; 
A11059).      

       1.    Phospho-imager such as the Typhoon Trio™ Imager.   
   2.    ImageQuant software.       

3    Methods 

        1.    In addition to the experimental extracts, prepare control 
extracts from cells either treated or not treated with 200 ng/
mL nocodazole for 24 h ( see   Note 1 ). After treatment, mitotic 
(rounded) cells are separated from interphase (fl attened) cells 
in both nocodazole and untreated populations by mechanical 
shake-off. Strike the fl ask of cells against a hard surface several 
times until the mitotic cells detach. After one or more strikes, 
observe the fl ask by light microscopy to detect cell release. 
Collect the suspension containing the mitotic cells from the 
nocodazole treatment by centrifugation. This sample serves as 

2.6  Antibodies

2.7  Fluorescence 
Detection

3.1  Human Cultured 
Cell Extracts
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a positive control that will contain Cdk1 activity. The remain-
ing fl attened adherent cells in the untreated population will be 
in interphase and will serve as a negative control that does not 
have Cdk1 activity. These cells can be collected by trypsiniza-
tion. All cell samples should be processed without delay.   

   2.    Use a cell counter to determine cell number.   
   3.    Centrifuge cell suspensions at 350 ×  g  for 5 min. After centrifu-

gation, aspirate media without disturbing cell pellet.   
   4.    Resuspend pellet in 1 mL of cold PBS and centrifuge (4 °C) by 

high-speed pulse centrifugation (20 s at 10,000 ×  g ). Rotate 
tube 180° and repeat.   

   5.    Resuspend cell pellet in precooled lysis buffer (4 °C) to a con-
centration of 20,000 cells/μL.   

   6.    Pass cell suspension through a 26-G needle fi ve times. Avoid 
creating a foam.   

   7.    Store on ice for 30 min.   
   8.    Centrifuge suspension for 10 min at 10,000 ×  g  (4 °C).   
   9.    Transfer the supernatant into a sterile precooled tube without 

disturbing the pellet. From this tube, note the volume, then 
transfer aliquots to sterile precooled tubes, and store them at 
−80 °C ( see   Note 2 ).      

        1.    Thaw BL21 bacteria ( E. coli ) that have been previously 
transformed with pGEX-PP1Cα His plasmid and thaw BL21 
bacteria that have been previously transformed with the pGEX-
T1 plasmid. Keep bacteria on ice ( see   Note 3 ).   

   2.    Plate each bacteria preparation onto separate LB ampicillin 
(AMP) agar plates and incubate for 24 h at 37 °C.   

   3.    Select one isolated colony from each plate and use it to inocu-
late separate fl asks of LB + AMP liquid media.   

   4.    Monitor the optical density of the culture, when it reaches an 
OD 600  = 0.6, remove a 500 μL sample, and store on ice. Then 
induce the culture to express protein by adding IPTG to 1 mM.   

   5.    Continue to culture the suspension for 3–4 h, then measure 
the OD 600 , remove a 500 μL sample (induction sample), and 
store on ice ( see   Note 4) . Combine induction samples with 
equal volumes of 2× SDS sample buffer and store at −20 °C.   

   6.    Centrifuge the remaining culture at 10,000 ×  g  for 20 min and 
then remove supernatant without disturbing the pellet. Store 
the pellet at −80 °C.   

   7.    For purifi cation, thaw the pellet on ice and resuspend in bacterial 
cell lysis buffer.   

   8.    Add lysozyme solution at a ratio of 50 μL/10 mL of bacterial 
cell lysis buffer and incubate for 10 min.   

3.2  Preparation 
of Recombinant 
GST-PP1C-S and GST
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   9.    Sonicate extract at 50 % duty cycle with a limit of eight cycles 
for 10 min. Remove a 100 μL sample (total extract sample).   

   10.    Centrifuge the total extract for 10 min at 10,000 ×  g . Remove 
a 100 μL sample (total supernatant sample).   

   11.    Remove supernatant without disturbing the pellet and store 
on ice in a precooled tube.   

   12.    Gently wash the surface of the pellet with fresh lysis buffer and 
then resuspend the pellet to the original extract volume. 
Remove a 100 μL sample (total pellet sample) and discard the 
remaining sample.   

   13.    Pass the supernatant (from  step 11 ) through a column contain-
ing the glutathione-coated beads and then rinse three times with 
PBS (see the manufacturer’s specifi cations). Collect a 100 μL 
sample from the fl ow through and each subsequent wash with 
PBS. Store the fl ow through and wash samples at −80 °C.   

   14.    Add 50–100 μL of elution buffer per 1 mL of total supernatant 
used and then incubate at room temperature for 5–10 min 
with gentle agitation.   

   15.    Centrifuge at 500 ×  g  for 5 min, transfer the supernatant to a 
precooled tube or at −80 °C until dialysis, and repeat  steps 14  
and  15  two more times.   

   16.    Before proceeding to dialysis, confi rm the presence of the 
GST-PP1C-S and/or the GST by SDS-PAGE. Load preinduc-
tion, post-induction, total extract, total supernatant, pellet sus-
pension (total pellet), washes, and elution samples into a 12 % 
gel ( see  Subheading  3.4 ).   

   17.    Once the gel has run, stain it with Coomassie blue. The GST-
PP1C- S and/or the GST proteins should be visible at the 
25 kDa marker position in the post-induction samples and not 
in the preinduction sample.   

   18.    Prepare the dialysis tubing by tying one end closed.   
   19.    If most of the substrate is in the fi rst elution sample, pipette the 

contents into the dialysis tubing and seal, removing any bub-
bles. If a signifi cant portion of the substrate is found in the 
other elution samples, they may be combined before adding to 
the dialysis tubing.   

   20.    Place the fi lled dialysis tubing into a 1 L column fi lled with 50 mM 
Tris buffer (pH 7.9) for 6 h, gently inverting every 2 h.   

   21.    Remove the dialysis tubing after 6 h. Open one end of the tub-
ing and aliquot desired volumes into precooled tubes. Store at 
−80 °C.   

   22.    Analyze the GST-PP1C-S and GST on a protein chip with a 
Bioanalyzer 2100. For best results, ensure that the purity is 
greater than 95 %.      
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       1.    Thaw cell extracts (Subheading  3.1 ,  step 9 ) (or Cdk1 enzyme), 
GST-PP1C-S, and GST on ice (Subheading  3.2 ,  step 20 ) and 
then centrifuge at 10,000  ×   g  for 10 min at 4 °C.   

   2.    Transfer the supernatant to new tubes without disturbing the 
pellet.   

   3.    Prepare fresh 400 μM ATP solution in 2× Cdk1 phospho- 
buffer and store on ice. This amount is suffi cient for 39 
reactions.   

   4.    Dilute GST-PP1C-S and GST substrates to a fi nal volume of 
80 ng/μL in 2× Cdk1 phospho-buffer. Store on ice.   

   5.    Dilute cell extract to 100 cells/μL in lysis buffer or Cdk1 
enzyme to 58 mg/L in 2× Cdk1 phospho-buffer. Store on ice.   

   6.    Prepare each reaction by combining 5 μL of GST-PP1C-S or 
GST with 10 μL of 400 μM ATP in 2× Cdk1 phospho-buffer. 
Note that each cell extract should individually be reacted with 
both substrates (Table  1 ; Fig.  3 ).

       7.    Prepare one set of negative control reactions where 5 μL of 
substrate is combined with 15 μL of 400 μM ATP in 2× Cdk1 
phospho-buffer with no cell extracts or Cdk1 enzyme.   

   8.    Add 5 μL of the diluted cell extract or Cdk1 enzyme (positive 
control) to each tube and incubate at 30 °C for 15 min.   

   9.    Stop the reactions by adding 2× sample buffer and store on ice 
or at −20 °C until analysis by western blotting.      

        1.    Prepare a 12 % resolving gel: Combine 6.7 mL of  dd H 2 O, 5 mL 
of resolving buffer (1.5 M Tris, pH 8.8), 10 mL of acrylamide/
bis (30 %), and SDS (10 % w/v) into a tube. Gently mix solu-
tion without introducing air bubbles. Add 100 μL of APS 
(10 % w/v) and 20 μL TEMED and gently mix. Pour gel 
immediately into a 1.5 mm cast. Leave approximately 2 cm for 

3.3  Kinase Assay

3.4  SDS-PAGE

   Table 1  
  Final RXN conditions: 40 ng/μL substrate, 25 cell/μL cell extract, 1× Cdk1 
reaction buffer (200 μM ATP)   

 Reaction  PP1Ca  GST 

 Mitotic cell extract (μL)  5  X  X  5  X  X 

 Interphase cell extract (μL)  X  5  X  X  5  X 

 GST-PP1C-S: 80 ng/μL (μL)  5  5  5  X  X  X 

 GST protein: 20 ng/μL (μL)  X  X  X  5  5  5 

 2× Cdk1 reaction buffer + 400 μM 
ATP (μL) 

 10  10  15  10  10  15 

 Final volume (μL)  20  20  20  20  20  20 
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the stalking gel. Fill the remaining cast with 100 % ethanol. 
Allow the gel to polymerize for 30 min.   

   2.    After the resolving gel has polymerized remove the ethanol 
and rinse three times with water.   

   3.    Prepare a 4 % stacking gel: Combine 3.1 mL of  dd H 2 O, 1.25 mL 
of 0.5 stacking buffer (0.5 M Tris, pH 6.8), 665 μL acryl-
amide/bis (30 %), 50 μL SDS (10 % w/v), 65 μL APS 
(10 % w/v), and 5 μL TEMED. Pour staking gel on top of the 
polymerized resolving gel. Insert the comb and allow gel to set 
for 30 min.   

   4.    After the resolving gel has polymerized remove the comb, 
insert the cast containing the gel into the SDS-PAGE electrode 
box, and fi ll with SDS-PAGE running buffer.   

   5.    Heat the kinase reaction samples to 95 °C for 5 min.   
   6.    Vortex and load 10 μL of each sample into the gel lanes and 

load the molecular weight marker according to the manufac-
turer’s recommendations. Samples should be run in duplicate 
to test for both GST and GST-PP1C-S.   

   7.    Allow the SDS-PAGE system to run for 45 min at 200 V.      

       1.    Remove the protein gel from the cast and place the gel into 
Towbin transfer buffer for 10 min.   

   2.    Separately pre-wet two pieces of Whatman blotting paper and 
nitrocellulose membrane ( see   Note 5 ) in Towbin transfer buffer 
( see   Note 6 ).   

   3.    Prepared a blotting “sandwich”: Place one sheet of Whatman 
blotting paper directly on the positive plate of the transfer 
system. Next add the nitrocellulose membrane followed by the 
protein gel and another piece of Whatman paper.   

   4.    Remove air bubbles by rolling a piece of tubing over the sand-
wich, close the negative plate over the sandwich, and load it 
into the transfer apparatus.   

   5.    Run the transfer system for 45 min at 25 V.   
   6.    After the transfer is complete carefully remove nitrocellulose 

membrane and add to TBS-T buffer.   
   7.    Optional step: To confi rm that protein transfer was successful, 

pour a few milliliters of Ponceau-S stain directly onto the 
membrane. After 1 min, rinse with distilled H 2 O. Red bands 
(representing the GST/GST-PP1C-S) should be visible at the 
25 kDa marker position.   

   8.    Place membranes in either 2 % BSA blocking buffer for 
anti-PPP1A-phospho-T320 or 5 % milk blocking buffer for 
detection of anti-GST for 1 h.   

3.5  Western Blotting 
(Semidry)
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   9.    Incubate membranes with either anti-PPP1A-phospho-T320 
(1:30,0000) in 2 % BSA blocking buffer or anti-GST (1:10,000) 
in 5 % milk blocking buffer. Leave overnight at room 
temperature.   

   10.    Wash with TBS-T for 15 min three times.   
   11.    As an alternative step to the quantitative measure described 

below, Cdk1 activity can be detected using the alkaline 
phosphatase- coupled secondary antibodies (Fig.  2 ). The anti-
body handling and wash steps are similar to those for the 
fl uorochrome- coupled antibodies. After the washes are com-
pleted, develop the nitrocellulose membrane by submerging 
the membrane in AP development buffer until bands are visi-
ble on a white background. Stop the development by rinsing 
the membrane with 1 mM EDTA. Dry the membrane and take 
an image by light scanner or camera.

       12.    For quantitative measurement, incubate the membranes at 
room temperature for 3 h with their respective AlexaFluor 
488-couple antibodies (mouse or rabbit) at a dilution of 1:400.   

   13.    Wash with TBS-T for 15 min three times.   
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  Fig. 2    The detection of phosphorylated PP1Ca in a mitotic extract ( lane 1 ) and  
the phosphorylated form of GST-PP1C-S ( lane 5  positive control) is shown. In this 
assay, Cdk1/cyclin B enzyme was added to the reaction using the substrates GST 
( lane 3  ) and GST-PP1C-S ( lane 5  ) but it was not added to samples shown in 
 lanes 2  and  4 . GST proteins and non-phosphorylated GST-PP1C-S were not 
detected by the anti-PPP1A antibody ( lanes 2, 3, 4  ). The nitrocellulose mem-
brane was developed with secondary antibodies coupled to alkaline phospha-
tase, which provides a qualitative estimate of signal strength. Reproduced from 
Lewis 2013 with permission from Elsevier [ 8 ]       
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   14.    Remove membranes from TBS-T and scan on a phospho- 
imager such as the Typhoon Trio™ Imager. Insure that the 
detection is set to scan fl uorescent molecules. Use the 670BP30 
emission fi lter with a 633 red laser for optimal scans. Set the 
voltage to between 450 and 500 V.   

   15.    Analyze fl uorescent signals using ImageQuant software (Fig.  3 ).
       16.    Normalize fl uorescent signals collected from the membrane 

incubated with the anti-PPP1A phospho-T320 antibody by 
subtracting fl uorescent signals obtained from the membrane 
incubated with the anti-GST antibody.       

4    Notes 

     1.    Prepare lysis buffer and store it on ice prior to harvesting cells 
with trypsin. In steps that handle cell extracts (including soni-
cation), the extract must be kept cold or the Cdk1/cyclin 
complex will denature and become inactive.   

   2.    Cell extract supernatants are fi rst transferred to a new tube 
prior to preparing aliquots to ensure that the supernatant is 
homogenous prior to distribution.   

   3.    GST-PP1C-S is composed of GST sequence (N-terminus) in 
frame with amino acids 316–324 of PP1Ca followed by 
6- histidines at the C-terminus (Fig.  1 ). Although we did not 
use it in this protocol, the 6-histidine can be used to purify 
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  Fig. 3    Quantitative detection of phosphorylated GST-PP1C-S by western blotting 
with fl uorochrome-labeled secondary antibodies. GST ( lanes 1–3  ) or GST-
PP1C- S ( lanes 4–6  ) were incubated either with buffer, interphasic cell extract, or 
mitotic cell extract. The samples were processed by western blotting. The GST-
PP1C- S substrate is detected by anti-PPP1A antibody when it is phosphorylated 
by a mitotic extract       
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GST-PP1C-S by the method of nickel chromatography. 
Furthermore, the 6-histidines present a convenient epitope 
with which to detect GST-PP1C-S by western blotting with an 
anti- histidine antibody [ 8 ].   

   4.    The production of protein by IPTG induction should be care-
fully surveyed by examining the OD 600  and removing samples 
at various time points. By knowing the time of relative maxi-
mum production, one can reduce the amount of undesired 
proteins present in the extract. Ideally, the OD 600  will increase 
at lower rate after IPTG induction as compared to prior to 
induction. Analyze protein induction by SDS-PAGE. To load 
equal amounts of bacterial cells per gel lane, load an OD equiv-
alent equal to 300 (i.e., volume bacterial suspension sample 
multiplied by its OD 600 ).   

   5.    To minimize background levels on membrane, do not used 
powdered gloves or ink pens to mark the membrane when car-
rying out the steps in this protocol.   

   6.    The Whatman blotting paper and nitrocellulose membrane 
should have slightly larger surface areas than the gel such that 
the edges of the gel do not hang over the membrane during 
the transfer.         
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Complex”, the Materials section, on page 244, section 2.2.3 (Reagents and Media for Sf9 
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the HB100 buffer. One of the components, GTP, is listed as 100 mM GTP. It should be 
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