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Underlying Alzheimer’s Disease
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Abstract

Alzheimer’s disease (AD) is known to be a multifactorial neurodegenerative disorder, and is one of the 
main causes of dementia in the elderly. Many studies have demonstrated molecules involved in the patho-
genesis of AD, however its underlying mechanisms remain obscure. It may be simplistic to try to explain 
the disease based on the role of a few genes only. Accumulating new, huge amount of information from 
e.g. genome, proteome and interactome datasets and new knowledge, we are now able to clarify and char-
acterize diseases essentially as a result of dysfunction of molecular networks. Recent studies have indicated 
that relevant genes affected in human diseases concentrate in a part of the network, often called as “disease 
module.” In the case of AD, some disease-associated pathways seem different, but some of them are clearly 
disease-related and coherent. This suggests the existence of a common pathway that negatively drives from 
healthy state to disease state (i.e., the disease module(s)). Additionally, such disease modules should 
dynamically change through AD progression. Thus, network-level approaches are indispensable to address 
unknown mechanisms of AD. In this chapter, we introduce network strategies using gene co-expression 
and protein interaction networks.

Key words Alzheimer’s disease, Systems biology, Network dysfunction, Network perturbation, 
Disease module, Gene expression profile, Gene co-expression network, Protein interaction network

1  Introduction

Alzheimer’s disease (AD) is neuropathologically characterized by 
extracellular plaques of amyloid-beta (Aβ) peptide and intra-
neuronal accumulation of neurofibrillary tangles (NFTs). However, 
the molecular mechanisms of AD pathology remain obscure. What 
molecules accelerate production of Aβ or NFTs? How do those 
molecules lead to neuronal cell death? It is difficult to take into 
account pathological mechanisms of AD by only the known mol-
ecules. The new approaches need to identify the remaining essen-
tial molecules and pathways.
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Recently, developments of high-throughput technologies have 
emerged as a new paradigm for elucidation of biological complexity 
including complex diseases. Biological molecular interactions (e.g. 
gene–gene, protein–protein, protein–DNA interactions and others) 
obtained by comprehensive resources are analyzed using a network 
representation. In terms of such network biology, there are some 
attempts to characterize diseases as network perturbations [1–4]. 
These studies indicate that genes affected in diseases concentrate in 
a part of the network, often called as “disease module” [5]. 
AD-associated pathways seem superficially different, but some of 
them are clearly not incoherent [6, 7]. A common pathway that 
negatively drives from healthy state to disease state (i.e., the disease 
module) may exist in AD.  Moreover, pursuing the AD-specific 
modules may help to understand the other neurodegenerative dis-
eases. Actually, a rare mutation in triggering receptor expressed on 
myeloid cells 2 (TREM2) relates not only to AD [8, 9] but also to 
Nasu-Hakola disease [10] and frontotemporal dementia [11], 
which suggests that those diseases share common modules or path-
ways centered on TREM2. The network-level approaches would 
shed light on the uncharacterized cellular phenomena within AD 
brains. In this chapter, we present methods for understanding AD 
pathology through network-based, but not single molecules analysis. 
To this end, we introduce available gene expression profiles from 
AD postmortem brains and the human protein–protein interaction 
datasets in Subheading  2, and in Subheading  3 we provide the 
actual approaches from recent studies.

2  Materials

A gene co-expression network is generally reconstructed using 
available gene expression profiles. On the other hand, the protein 
interaction network is assembled from protein–protein interac-
tion data in open access repositories. We here provide available 
gene expression profiles of AD and protein–protein interaction 
databases.

Many of systems biology studies have yielded important insights 
into mechanisms underlying AD using gene expression profiles 
from postmortem brains and autopsied tissues of AD subjects. 
Public gene expression datasets are basically registered in the Gene 
Expression Omnibus (GEO) database [12] (see Note 1), with 
GEO accession numbers assigned. Below, we introduce some avail-
able gene expression profiles from AD subjects.

The Braak stage is used as the neuropathological staging in 
AD, which is diagnosed based on expansion of neurofibrillary tan-
gles (NFTs) across brain regions. NFTs deposit in the following 
order; the transentorhinal region (Braak stage I–II), the limbic 
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system (Braak stage III–IV) and the isocortical region (Braak stage 
V–VI) [13]. Liang et  al. provided gene expression profiles from 
postmortem brains of 14 healthy subjects (Braak stage 0–II) and 
34AD-affected subjects (Braak stage III–VI) (GEO accession 
number: GSE5281) [14, 15]. Postmortem brains were laser-
captured in six brain regions (entorhinal cortex, hippocampus, 
medial temporal gyrus, posterior cingulate, superior frontal gyrus 
and primary visual cortex). The gene expression profiles were 
obtained with Affymetrix Human Genome U133 Plus 2.0 micro-
arrays (Affymetrix Inc., Santa Clara, CA, USA).

The MiniMental State Examination (MMSE) test is a clinical 
assessment for cognitive function [16]. Blalock et al. stratified 35 
subjects by MMSE score into four groups, “Control” (MMSE 
score > 25), “Incipient AD” (MMSE score 20–25), “Moderate 
AD” (MMSE score 14–19), and “Severe AD” (MMSE score < 14) 
(GSE1297) [17]. The CA1 and CA3 regions were dissected from 
the frozen hippocampal tissues and they were profiled on Affymetrix 
Human Genome U133A Array.

In order to construct gene regulatory network in late-
onset  alzheimer’s disease (LOAD) and non-demented healthy 
controls, Zhang et al. collected 690 autopsied tissues from dorso-
lateral prefrontal cortex BA9, visual cortex BA17 and cerebellum 
in brains of LOAD patients, and utilized custom microarrays man-
ufactured by Agilent Technologies (GSE44772) [18].

Each interaction between proteins has been identified by established 
methods (i.e. two-hybrid system, immunoprecipitation method, and 
others). Over the past decade, high-throughput technologies includ-
ing large-scale yeast two-hybrid screenings and mass spectrometry 
have enabled to obtain comprehensive protein–protein interaction 
(PPI) datasets in human [19–21]. At present, PPI datasets curated 
from published studies regardless of small- or large-scale experi-
ments are integrated in databases as those in Table 1.

3  Methods

In order to build the gene co-expression network, associations 
between genes are determined by Pearson correlation coefficient 
(PCC) using gene expressions across samples. PCC ranges from −1 
(negative correlation) to 1 (positive correlation). When PCC 
between gene i and gene j (PCCi,j) exceeds a threshold, two genes 
are linked (co-expression). The PCC value (e.g., |PCC| > 0.5) and 
p-value can be used directly as test for no correlation. However, 
these thresholds depend on sample size and are often arbitrary. To 
overcome these difficulties, the weighted gene co-expression net-
work analysis (WGCNA) (see Note 2) [22, 23], which is widely 
applied in some studies including AD [18, 24, 25], determines a 
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threshold based on the fact that biological networks are essentially 
scale-free (see Note 3). First, PCCi,j is transformed into “similar-
ity,” si,j , taking from 0 to 1 (see Note 4):

	
si j i j, ,= PCC

	

If you preserved the sign of PCCi,j,

	
si j

i j
,

,=
+1

2

PCC

	

is used (see Note 5). Next, si,j is assigned into the power function:

	
a si j i j, ,=

b

	

where β is the parameter. The parameter β should be set to be 
higher than the scale-free topology model fit (R2) that is the slope 
between log10(p(k)) and log10(k) (see Note 3 about p(k)). A strin-
gent parameter brings the higher R2, but it may lead to networks 
with very few interactions because of trade-off relationships 
between R2 and the number of interactions.

Some studies analyze PPI datasets that combine data from several 
databases and repositories, however the curation policies of each 
database are different. In addition, registered proteins are often 
maintained with different identifiers (e.g. Entrez gene ID and 
UniProt ID). The International Molecular Exchange (IMEx) con-
sortium recently developed common strategies and attempts to 
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Table 1 
Protein interaction databases

Database name URL

The Biological General Repository for 
Interaction Datasets (BioGRID)

http://thebiogrid.org/

The Database of Interacting Proteins (DIP) http://dip.doe-mbi.ucla.edu/dip/Main.cgi

The Human Protein Reference Database 
(HPRD)

http://www.hprd.org/

The IntAct http://www.ebi.ac.uk/intact/

The Interologous Interaction Database (I2D) http://ophid.utoronto.ca/ophidv2.204/

IRefIndex http://irefindex.org/wiki/index.php?title=iRefIndex

The Molecular INTeraction database (MINT) http://mint.bio.uniroma2.it/mint/Welcome.do

STRING http://string-db.org/
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provide a nonredundant dataset through the participating databases 
[26]. To avoid problems in some efforts at unifying IDs for example, 
iRefIndex provides an index across 13 primary databases [27].

The enormous amount of information in biological networks 
makes it difficult to be analyzed. Therefore, networks are usually 
divided into modules, which are defined as subsets of nodes (genes 
or proteins) that densely interact with each other (represented as 
links or edges).

There are mainly two methods for module detection. Basically, 
either a node belongs to only one module or to multiple modules. 
We here present the Infomap algorithm and the topological over-
lap as the first method, and the link clustering algorithm as the 
second method.

The Infomap algorithm that proposed by Rosvall and 
Bergstrom, which detects modules based on the random walk 
[28]. The algorithm divides a network into m modules with an 
optimal number of modules, M. Here, the module is defined as the 
region in which the random walker tends to stay for a long time. 
The efficiency on M is assessed by the map equation [29]:

	
L M q H Q p H p

i

m
i i( ) = ( ) + ( )

=
å� �

1 	

where q↷ and H Q( )  are the probability and the entropy of the 
movement of the random walker between modules, p↻i and H Pi( )  
are the fraction and the entropy of the movement within module i. 
This equation takes/results in a low value when a random walker 
has less module transitions and less within-module movements.  
It seeks the best number of modules to minimize the map equation 
over all possible partitions. The Infomap algorithm is reported to 
have the best-performance compared to several algorithms [30].

Next, the topological overlap is the method focused on a link 
similarity between node i and j (ωi,j), which is given by the formula 
below:
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where li,j is the number of common nodes connected between 
node i and j, ai,j is adjacency function (ai,j = 1, if i and j are linked. 
and ai,j = 0, otherwise), and ki is the connection degree (the num-
ber of interacting partners) of i [31]. The topological overlap cal-
culated across all nodes is displayed as a matrix. Hierarchical 
clustering is implemented to its matrix, and the classified clusters 
are regarded as modules. This method can be applied to unweighted 
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and weighted networks. In practice, the weighted gene co-expression 
network analysis (WGCNA) detects modules by the topological 
overlap matrix (TOM) from a constructed gene co-expression 
network.

The two methods above essentially assign a node to a module, 
whereas in real networks a node could participate/belong to mul-
tiple modules. For instance, proteins that have a lot of functions 
may associate with several protein complexes in the biological net-
work. In particular, such proteins are called as “date hubs” in the 
context of systems biology [32]. The link clustering is a method to 
classify links into distinct modules [33]. The originality of this 
method is to calculate similarity between links eik and ejk that share 
a node k as:

	
S e e

n i n j

n i n jik jk,( ) =
( ) ( )
( ) ( )

+ +

+ +

Ç
È
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where n i+ ( )  is the node set of node i and the neighbors. Calculated 
similarities are reordered by the application of hierarchical cluster-
ing and the results are represented as a dendrogram. In order to 
determine the best threshold to cut branches in a dendrogram, the 
partition density, D, is used:
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where M is the number of links in the network, c is the number of 
the modules, mc is the number of links in a module and nc is the 
number of the nodes in a module. The partition density, D, indi-
cates the average density across each module and takes the value 
from 0 (sparse) to 1 (dense). D is computed at each height of the 
dendrogram. The height at which D takes the maximum value is 
adopted as the cutting threshold.

Zhang and coworkers analyzed the gene expression profiles of three 
brain regions (dorsolateral prefrontal cortex (PFC), visual cortex 
(VC) and cerebellum (CB)) from LOAD and non-demented indi-
viduals described in Subheading 2.1 (GSE44772) [22]. They first 
obtained 13,193 (one-third) of the most variable probesets in each 
brain. The probesets were assigned a unique identifier, combined 
probeset ID and brain region name, and those expression data were 
merged. Based on these multi-tissue expression data sets containing 
each 39,579 probesets in LOAD and non-demented brains, multi-
tissue co-expression networks were constructed by WGCNA. From 
the topological overlap matrices (see Subheading 3.3), 111 and 89 
modules were identified in LOAD and non-demented brains, respec-
tively. Next, they measured the modular differential connectivity 
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(MDC) to compare the connectivity among modules in LOAD and 
normal healthy brains. MDC is defined by the following:
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where N is the number of genes in a module, kij is the connectivity 
between genes i and j. Here, kij equals to ai,j in Subheading 3.1. 
The modules with MDC > 1 indicate gain of connectivity (GOC), 
in contrast, those with MDC <1 indicate loss of connectivity 
(LOC). The GOC modules were found more than ten times 
greater than the LOC modules. In GOC modules with at least 100 
genes, the immune/microglia module was identified, and 99.5 % 
of genes in this module were differentially expressed in PFC, which 
is commonly affected in AD. Interestingly, expressions of genes in 
the PFC immune/microglia module correlated with atrophy levels 
in several brain regions. Furthermore, expression quantitative trait 
loci (eQTL) analyses were performed to identify SNPs associated 
with gene expressions (eSNPs). Many genes in the PFC immune/
microglia module were significantly enriched cis-eSNPs located 
within around 1 Mb of the gene body. Finally, the directed Bayesian 
networks for the immune/microglia module were constructed. As 
a result of calculation of the combined score, based on the number 
of downstream genes and differential expression, TYRO protein 
tyrosine kinase-binding protein (TYROBP) was ranked the highest 
score, indicating TYROBP is a key causal regulator. TYROBP is 
also known as DNAX-activating protein of 12 kD (DAP12), and 
works as a signaling adaptor protein of TREM2. A rare variant of 
TREM2 was recently reported increases the risk to develop LOAD 
in cohorts from North America and Europe [6, 7].

The biggest risk for AD is aging. AD progresses slowly over years 
or decades, rather than a rapid transition from healthy to disease 
state. We therefore have to consider dynamic, temporal changes of 
the AD-associated networks and modules.

We recently identified modules disrupted with the progression 
of AD by combining a protein interaction network with gene 
expression profiles of brains from AD and normal aging individuals 
[34]. The AD gene expression profiles used were from postmor-
tem brains of AD subjects (GSE5281), introduced in 
Subheading 2.1. We also used the gene expression profiles from 
postmortem brains (entorhinal cortex, hippocampus, superior 
frontal gyrus and postcentral gyrus) of cognitively intact subjects 
aged 60–99 years as normal aging [35]. Normal aging subjects 
were classified into the following four age groups: 60–69, 70–79, 
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80–89, and 90–99 years old. We analysed gene expression profiles 
from common three brain regions (entorhinal cortex (EC), hip-
pocampus (HIP) and superior frontal gyrus (SFG)) between two 
datasets. First, gene expression datasets were normalized using the 
MAS 5.0 algorithm (Affymetrix, Santa Clara, CA). Then, we used 
probe sets marked as “present” by the detection call algorithm 
(Affymetrix) and averaged their expression values through samples 
in same brain region in same stage (Braak stage or age group). 
Here, we considered that a gene is expressed if the average expres-
sion values exceeded 200, and assumed direct protein expression 
from gene expression (RNA expression) datasets (see Note 6). We 
next retrieved the human interaction dataset from BioGRID [36]. 
Adding physical interactions between expressed proteins, the 
expressed protein interaction networks (PINs) were constructed in 
each stage, and they were divided into modules using the Infomap 
algorithm (see Subheading 3.3). To observe trajectories of modules 
through AD progression (Braak stages), we performed the brute-
force approach to compute similarities of interactions (CL) and cel-
lular functions of proteins (CGO) between modules in a stage and 
the next stage. The similarity was defined as follows:

	
C t

A t A t

A t A t
( ) =

( ) +( )
( ) +( )
Ç
È

1

1
	

where A(t) is a set of interactions to obtain similarities of interac-
tions (CL), or cellular functions, to obtain similarities of cellular 
functions (CGO), in a module at time t (i.e., Braak stage or age 
group) (Fig. 1). A similarity takes 1 when the modules in time t 
and t + 1 have same interactions or same cellular functions (see 
Note 7). To estimate whether two modules in time t and t + 1 are 
conserved, we considered that the both modules were conserved 
if a module pair has the highest CL and their CL and CGO exceed 
0.5 (see Note 8). Otherwise, they are not conserved. Repeating 
this procedure, the conserved relationships between modules in 
consecutive stages were linked as a module lineage. Next, we 
sought AD-specific disrupted module lineages, which are defined 
as module lineages that are fully conserved across all age groups in 
normal aging but are not conserved across Braak stages in 
AD. AD-specific, disrupted module lineages are classified into the 
early-disrupted type and the late-disrupted type. In entorthinal 
cortex (EC), affected in the incipient Braak stage, 4.0  % of all 
module lineages indicated early-disrupted type, and 40.0 % of all 
module lineages indicated late-disrupted type (see Note 9). Of the 
late-disrupted type in EC, we found a module that lost the most 
interactions across Braak stages. The members in the module are 
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significantly associated with the histone acetyltransferase (HAT) 
complex. We also found that the HAT module tightly interacted 
with the proteasome module via the deubiquitinating enzyme 
UCHL5 in Braak stage I (Fig. 2). However, interactions between 
UCHL5 and some members in the HAT module (INO80B/C, 
NFRKB and others) were beginning to disappear in Braak stage 
II, and fully collapsed in Braak stage IV.  UCHL5 has been 
reported to interact with the INO80 complex via NFRKB [37]. 
This complex could alter chromatin conformation and regulate 
gene transcription or DNA repair [38]. Furthermore, the deubiq-
uitinating enzyme UCHL5 is also associated with the 26S protea-
some. In healthy cells, abnormal toxic proteins (e.g., Aβ in AD) 
are decomposed by protein quality control systems such as the 
ubiquitin-proteasome system (UPS). However, the degradation 
of toxic proteins does not seem to work efficiently in AD compared 
to healthy subject. Indeed, an impairment in ubiquitin-proteasome 
system function has recently been observed in AD [39, 40].  
Our findings suggest that down-regulated UCHL5 and affected 
network interactions may disturb proteolysis, with also presence 
of aberrant gene expression in AD.

Fig. 1 Calculation for similarities between modules stage t and t + 1. Similarities of 
interactions (CL) and cellular functions (CGO) are calculated over all possible module 
pairs between stage t and t + 1. We considered that the both modules were con-
served if a module pair has the highest CL and their CL and CGO exceed 0.5

Network-Based Analysis for Alzheimer’s Disease
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4  Notes

	 1.	The Gene Expression Omnibus (GEO) is provided at the 
National Center for Biotechnology Information (NCBI), and 
is freely accessible at (http://www.ncbi.nlm.nih.gov/geo/).

	 2.	WGCNA is implemented based on the R project for statistical 
computing package (http://www.r-project.org).

	 3.	A network is composed of nodes (e.g., genes or proteins) and 
edges/links (e.g., co-expression relationships or physical inter-
actions). In a scale-free network, the frequency of connection 
degree (number of partners a node interacts with) is p(k) ~ k−γ, 
where k is the connection degree and γ is the degree exponent. 
This indicates the presence of many nodes with a few interac-
tions and a few nodes with many interactions. Many biological 
networks are scale-free [41]. In WGCNA, the users can deter-
mine the parameter β to conserve scale-free topology.

	 4.	Besides Pearson correlation coefficient, the other measure-
ments (e.g. biweight midcorrelation, mutual information) are 
calculable.

	 5.	The users can select “unsigned” or “signed” from the variables 
in corresponding functions (“type” and “networkType”).

	 6.	To determine whether the gene is expressed or not, we adopted a 
200 threshold based on the method proposed by Bossi et al. [42]. 

Fig. 2 Dynamics of module interactions in the entorhinal cortex during AD progression. The upper yellow and 
lower green nodes are components of the histone acetyltransferase and proteasome modules respectively. 
Hub proteins disappearing with Braak stage are depicted as large nodes. Figure obtained, adapted from stud-
ies/data in [34]
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An expression value of 200 represents approximately 3–5 copies 
per cell [43].

	 7.	Based on the “biological process” functions of the Gene 
Ontology Annotation (GOA), we assigned proteins with cel-
lular functions. Note that one protein can have several func-
tions. Next, we assigned an interaction with the GOA common 
to both proteins constituting the interaction. Using interac-
tion sets with the GOA functions, we next sought significantly 
enriched functions within each module by hypergeometric 
test. If the probability by hypergeometric distribution was less 
than 0.05 and the ratio to expected value was greater than 2, 
we assigned the GOA function to the module. As an example 
of calculation of CGO, we consider a module with functions A, 
B and C at time t (Mt

1), and a module with functions B and D 
at time t + 1 Mt+( )11 . The common function is B, and the union 
of functions is A, B, C and D, therefore the CGO is 1/4.

	 8.	This criterion has two steps: (1) filtering module pairs with the 
highest CL and, (2) extracting module pairs with CL and 
CGO > 0.5 from module pairs filtered in step (1). In the first 
step, if the modules at time t and t + 1 are conserved, each 
interaction that constitute the two modules has to be highly 
shared. For instance, when a module at time t Mt

1 shows the 
highest CL with a module at time t + 1 Mt+1

1  and Mt+1
1  also 

shows the highest CL with Mt
1, M Mt t

1
1

1- +  pair moves to the 
next step. On the other hand, if Mt+1

1  shows the highest CL 
with a different module at time t Mt

2, M Mt t
1

1
1- +  pair is omitted 

from this criterion. Note that the highest CL can be same value 
(e.g., when Mt

1 equally splits into Mt+1
1  and Mt+1

2  at time t + 1). 
The second step is a process to filter out pairs with same high-
est CL and lowest conserved pairs. Summation of CL of a mod-
ule is ≤1. From this, it follows that with a threshold >0.5, the 
pair satisfying this threshold is determined uniquely. Conversely, 
summation of CGO of a module can be >1 because cellular 
functions can be redundant. The threshold of CGO is therefore 
arbitrary.

	 9.	We did not verify the statistical significance of the disrupted 
modules in [34]. To do this here, we propose bootstrap analy-
sis as a useful approach. More specifically, we randomly resa-
mple protein sets (e.g., 1,000) with the same number of 
proteins as the observed module from expressed proteins (i.e. 
“resampling set” and “observed set”). We compare statistics 
(e.g., number of interactions lost across Braak stages) between 
the observed set and the resampling sets. If the statistics of the 
observed set are significantly different with those of the resam-
pling sets, we evaluate that the observed module is a disrupted 
module.

Network-Based Analysis for Alzheimer’s Disease
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