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Preface

Alzheimer’s disease (AD), the most common form of dementia, currently affects over 44 mil-
lion individuals worldwide; its incidence is set to almost double by 2030 and more than triple
by 2050. The global cost of dementia was estimated in 2010 at USD 604 billion and is likely
to rise. Strong support exists toward progress on risk reduction via protective and modifiable
factors, early diagnosis, and timely intervention (Prince et al. 2011; WHO 2012; ADI1 2014).

Alzheimer’s and many other neurodegenerative disorders are multifactorial in nature,
involving a combination of genomic, epigenomic, networks dynamic, and environmental
factors. The interplay of disease mechanisms and homeostatic biological networks will
underlie the time of onset and rate of progression of the disease, with a cascade of down-
stream effects resulting in a range of patient-specific phenotypes. The proper investigation
of the complexity of the disease requires new integrative Systems Biology approaches, at
both the experimental and computational level. The practical goals of such investigation
include improved classification of risks and the characterization and detection of the first
imbalances that underlie the onset of the disease, in the expectation that early diagnosis will
enable tailored and timely interventions.

This book addresses such an integrated approach to Alzheimer’s disease and comprises
six parts: In Part I (Chapters 1 and 2), we present AD as a complex multifactorial disease,
with intrinsic susceptibility and network dynamics, for which integrative Systems Biology
experimental and computational approaches are necessary. In Part IT (Chapters 3-10), an
up-to-date view of relevant pathways and networks underlying AD is provided. In Parz I11
(Chapters 11-16), a number of the main disease models recapitulating AD features, with
latest studies and methods, are presented. In Part IV, “Experimental Systems Biology”
(Chapters 17-25), we present a perspective on next-generation molecular and high-
throughput methods for the study of AD susceptibility and the characterization of the
pathways and networks underlying the disease. These are applicable not only to AD but also
to other multifactorial diseases. In Part V, “Computational Systems Biology” (Chapters
26-30), the latest computational and integrative network biology approaches are presented.
Finally, in Part VI, “AD in Practice. From Systems Biology to Systems Medicine” (Chapters
31-33), selected examples of studies and strategies toward earlier diagnosis and tailored
therapeutic intervention are included.

This book is intended for postgraduate students, postdoctoral researchers, and experts
in different fields with an interest in comprehensive Systems Biology strategies applicable to
AD and other complex multifactorial diseases (including other neurodegenerative diseases
and cancers). We aim to present Systems Biology, including both experimental and compu-
tational approaches, as a new strategy for the study of AD and other dynamic multifactorial
diseases, with the hope and expectation that the results will translate into more effective
diagnosis and treatment, and improved public health policies. We expect this book to com-
plement other excellent volumes and monographs on AD that cover fundamental, physio-
logical, or medical aspects of the disease.

Cambridge, UK Juan I. Castrillo
Stephen G. Oliver
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Systems Biology of Multifactorial Diseases:
Alzheimer’s Disease



Chapter 1

Alzheimer’s as a Systems-Level Disease Involving
the Interplay of Multiple Cellular Networks

Juan |. Castrillo and Stephen G. Oliver

Abstract

Alzheimer’s disease (AD), and many neurodegenerative disorders, are multifactorial in nature. They involve
a combination of genomic, epigenomic, interactomic and environmental factors. Progress is being made,
and these complex diseases are beginning to be understood as having their origin in altered states of bio-
logical networks at the cellular level. In the case of AD, genomic susceptibility and mechanisms leading to
(or accompanying) the impairment of the central Amyloid Precursor Protein (APP) processing and tau
networks are widely accepted as major contributors to the diseased state. The derangement of these net-
works may result in both the gain and loss of functions, increased generation of toxic species (e.g., toxic
soluble oligomers and aggregates) and imbalances, whose effects can propagate to supra-cellular levels.
Although well sustained by empirical data and widely accepted, this global perspective often overlooks
the essential roles played by the main counteracting homeostatic networks (e.g., protein quality control/
proteostasis, unfolded protein response, protein folding chaperone networks, disaggregases, ER-associated
degradation /ubiquitin proteasome system, endolysosomal network, autophagy, and other stress-protec-
tive and clearance networks), whose relevance to AD is just beginning to be fully realized. In this chapter,
an integrative perspective is presented. Alzheimer’s disease is characterized to be a result of: (a) intrinsic
genomic/epigenomic susceptibility and, (b) a continued dynamic interplay between the deranged net-
works and the central homeostatic networks of nerve cells. This interplay of networks will underlie both
the onset and rate of progression of the disease in each individual. Integrative Systems Biology approaches
are required to effect its elucidation. Comprehensive Systems Biology experiments at different ‘omics
levels in simple model organisms, engineered to recapitulate the basic features of AD may illuminate the
onset and sequence of events underlying AD. Indeed, studies of models of AD in simple organisms, dif-
ferentiated cells in culture and rodents are beginning to offer hope that the onset and progression of AD,
if detected at an early stage, may be stopped, delayed, or even reversed, by activating or modulating
networks involved in proteostasis and the clearance of toxic species. In practice, the incorporation of next-
generation neuroimaging, high-throughput and computational approaches are opening the way towards
carly diagnosis well before irreversible cell death. Thus, the presence or co-occurrence of: (a) accumulation
of toxic AP oligomers and tau species; (b) altered splicing and transcriptome patterns; (c) impaired redox,
proteostatic, and metabolic networks together with, (d) compromised homeostatic capacities may consti-
tute relevant “AD hallmarks at the cellular level towards reliable and early diagnosis. From here, preventive
lifestyle changes and tailored therapies may be investigated, such as combined strategies aimed at both
lowering the production of toxic species and potentiating homeostatic responses, in order to prevent or delay
the onset, and arrest, alleviate, or even reverse the progression of the disecase.

Juan |. Castrillo and Stephen G. Oliver (eds.), Systems Biology of Alzheimer’s Disease, Methods in Molecular Biology,
vol. 1303, DOI 10.1007/978-1-4939-2627-5_1, © Springer Science+Business Media New York 2016
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Systems Biology of Multifactorial Diseases: Alzheimer’s Disease

In 2003, just a couple of years after the publication of the first draft
sequence [1, 2], the scientific community announced the success-
ful completion of the Human Genome Project (Human genome
project completion report; April 14, 2003) [3, 4]. Unanimously
recognized as one of the greatest milestones in biology, which
opened up the prospect of constructing a detailed catalog of human
genetic variation (e.g., 1000 Genomes Project Consortium 2010
[5] and [6]), the fact is that we are still far from understanding the
exquisite complexity of human biology, and the molecular basis
and mechanisms underlying complex diseases, even at the basic
cellular level [7-15].

Many complex diseases are being revealed as multifactorial in
nature [7, 11, 13, 16-18], involving a combination of genomic,
epigenomic, interactomic and environmental factors. While it is
clear that the increased availability and efficiency of next generation-
sequencing (NGS) technologies [19-22] are already delivering in
terms of both the diagnosis and treatment of diseases with a basic
genomic component (e.g., Mendelian and, as yet, uncharacterized
diseases) [23—34], and will continue to be invaluable in the identi-
fication of genomic loci and their specific contribution [16, 33,
35, 36], the challenge of multifactorial diseases is to integrate all
components involved and elucidate their interactions. This can
only be achieved by the quantitative and holistic approach that
Systems Biology offers.

Many complex phenotypes may be more directly related to
“alterations in the properties of systems ov networks than to particular
genome sequences” (Vidal in ref. 7). The idea that multi-scale com-
plex systems formed by interacting macromolecules, arranged in
dynamic modular complexes and networks underlie some of the
most fundamental aspects of life was proposed half a century ago
(see ref. 37 and references therein). The new era of biology is not
so much concerned with building blocks, or inventories of working
parts, but, rather, with how those parts interact, and are arranged
into functional modules, essential complexes and networks (e.g.,
DNA-protein; RNA-protein; protein-protein; protein-metabolite
networks), in order to produce units of biological organization
whose properties are much greater than the sum of their parts.
This is what Systems Biology is about—what makes complex
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networks and systems sustainable and viable, and how complex
diseases can arise from altered networks states [38] that are the
consequence of multifactorial perturbations, whose mechanisms
and dynamics can perhaps best be studied initially by experiments
using model organisms, with the conclusions later confirmed in
humans [7, 13,17, 18, 37, 39-47].

Many complex human diseases (including diabetes, neurode-
generative diseases and most cancers) are far too complex to have
a single cause or to rely on genomic variations alone. What really
defines these complex diseases is that they are: (1) multifactorial,
i.e., with significant contributions from both genomic/epigenomic
and environmental perturbations; (2) primarily the result of altered
networks, affecting essential modules required for the correct
functioning of basic pathways in the cell or organism; (3) funda-
mentally dynamic, with a fine balance between these impaired
networks and homeostatic defense mechanisms [11, 18, 48-55].

We propose that multifactorial complex diseases should be
contemplated essentially as shown in Fig. 1. The genome and epig-
enome underlie the essential networks, first homeostatic states and
the basic ‘genomic/epigenomic’ susceptibility to dysregulation
of an organism, which will be subjected to a particular sequence of
environmental perturbations (mild or severe; transient or sustained
in time) during its lifetime. Mild perturbations may be counter-
acted by intrinsic (stress) defense networks, such as the heat-shock
response, protein homeostasis, inflammatory or immunological
networks and others, that restore the ‘healthy’ state of the indi-
vidual. However, severe and /or sustained perturbations can over-
come these homeostatic defense networks, whose efficiency may
well decrease through life [62—-64]. This may lead to cascades of
dysregulations through intertwined essential networks resulting in
acute imbalances, pleiotropic effects and complex diseases. Eventually,
the system’s capacity to restore homeostasis may be overwhelmed,
resulting in an irreversible catastrophic collapse [62, 65-67]. Until
we understand complex diseases as altered states of human biolo-
gical networks, in constant relation with the environment (e.g.,
external insults, perturbations, traumas, infections, and our own
microbiome [61, 68]), with specific dynamics and interplay, our
vision will be incomplete [13, 38]. Human individuality at the
genomic and metabolomic levels [5, 6, 69] adds an additional layer
of complexity, and presents us with an even more challenging pic-
ture. Where to start? How can we begin to address most complex
human diseases?

Fortunately, for a majority of cases in which the disease first
manifests itself mainly at the cellular level (early stage, likely asymp-
tomatic), a good starting point will be to recapitulate the altered
states of the systems and networks in simple disease models at the
level of the eukaryotic cell. Together with this, since a majority of
the essential homeostatic networks (e.g., DNA, RNA, and protein
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Fig. 1 Dynamics of interplay of biological networks leading to recovery of homeostasis or cascades of dysregu-
lation, acute imbalances and complex diseases. Firstly, the genome and epigenome underlie the essential
networks, homeostatic states and initial susceptibility to dysregulation of an individual (a) which will be sub-
jected to a specific sequence of environmental perturbations (mild or severe; transient or sustained) during
lifetime. Mild perturbations (b), result in deactivation of redundant networks (grey nodes and edges) and acti-
vation of homeostatic defense responses (e.g., ER stress, protein homeostasis (proteostasis), immunological
and/or inflammatory networks; see new nodes and edges, --0--) until a new homeostatic state is restored.
More importantly, severe, complex (e.g., multifactorial) and/or sustained perturbations (c) leading to acute
imbalances overcoming homeostatic responses may result in cascades of dysregulations, which can propa-
gate through intertwined networks resulting in acute impairments and diseases, with potential irreversible
collapse of the whole ‘system’, at the cellular and/or physiological level. Periodic, longitudinal monitoring at
different ‘omic levels (e.g., transcriptome, proteome, metabolome and interactomes) towards characterization
of the dynamics of impaired and homeostatic networks in molecular and Systems Biology comprehensive
experiments in diseases model organisms and human trials (i.e., from yeast to human) [13, 56—60] have the
potential to unveil the origin, early stages and dynamics of progression of multifactorial diseases (e.g., neuro-
degenerative diseases and cancers), well before the tipping point, towards early diagnosis (e.g., characteriza-
tion of a panel of reliable biomarkers at different ‘omic and physiological levels) and timely intervention.
Adapted from ref. 13 with permission from Elsevier. Human interactome network picture visualized by
Cytoscape 2.5. Human microbiome networks with direct interactions with the human interactome at the inter-
face of health and disease [61] are omitted for clarity. Dataset created by Andrew Garrow at Unilever UK. Author:;
Keiono, reproduced under GNU Free Documentation License and Creative Commons (CC) licenses (http://
en.wikipedia.org/wiki/File:Human_interactome.jpg)
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1.1 Alzheimer’s
Disease: A Gomplex
Multifactorial Disease

quality control; proteostasis, autophagic mechanisms and clearance
pathways) that are of greatest relevance to disease, are essentially
conserved in all eukaryotes (e.g., from yeast to human) through
millions of years of evolution [13, 17, 18, 41, 62-64, 70-74],
well-designed studies with simple organisms may provide invalu-
able information at this basic cellular level. These are particularly
accessible to Systems Biology studies[13,17,18,75]. Confirmation
of essentially conserved pathways and networks, and closer-
to-human specific mechanisms underlying complex diseases will
always require further studies in animal models and, ultimately, in
human subjects. The greatest progress will come from integrating
this systems-level information (some of which can only be obtained
using model organisms, for either practical or ethical reasons) with
data from well-designed longitudinal cohort studies.

In 1906, a German neurologist, Dr Alois Alzheimer, first described
the presence of distinctive pathologic abnormalities in the autop-
sied brain of a woman who was affected for years by memory prob-
lems, confusion, and language dysfunction. He reported the
presence of a collection of dense deposits or plaques outside the
neurons and bands of fibres or tangles within the brain cells. These
senile plaques and neurofibrillary tangles (NFTs) have been recog-
nized to be the two core pathological hallmarks of Alzheimer’s
disease (AD). Plaques are composed of amyloid beta (Af) protein
and are called amyloid plaques, and the tangles consist of hyper-
phosphorylated tau protein. Associated with these changes are
increased levels of inflammation, oxidative stress, and nerve cell
death [76, 77]. Both senile plaques and neurofibrillary tangles are
associated with the progressive loss of neurons and synapses, brain
atrophy, and dilatation of the lateral ventricles due to loss of brain
tissue, which (together) are the broad features of brain damage in
dementia. Cellular dysfunction, tissue and brain changes underly-
ing AD are likely to develop over a period of at least 20-30 years
before the onset of symptoms, with the earliest signs appearing
around the base of the brain in the fifth decade of life, and plaques
and tangles later spreading up to the cortical regions, in a pattern
distinct from normal aging and mild cognitive impairment (MCI)
(Fig. 2) [78-81].

Alzheimer’s disease causes a progressive dementia that cur-
rently is estimated to affect over 44 million individuals worldwide,
its incidence is set to almost double by 2030 and more than triple
by 2050. The global cost of dementia was estimated in 2010 at US
$604 billion, and this is only set to rise [77, 82]. Doctors can offer
no effective preventive or disease-modifying treatments, and this
may be due to our inability to fully understand the underlying
mechanisms and to detect the disease at the early asymptomatic
stage, well before it has progressed to produce evident memory
loss and functional decline ([47, 77]; Table 1 and references
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Young Normal aging

] Amyloid plaques
(] | BVa
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Fig. 2 Progression of neuropathology in aging and Alzheimer’'s disease.
Neuroanatomical distribution of amyloid plaques, neurofibrillary tangles (NFTSs),
and neuronal loss during normal aging, mild cognitive impairment (MCI), and
Alzheimer’s disease (AD). In cognitively intact aging individuals, amyloid plaques
can appear in the neocortex and hippocampus, whereas NFTs are localized
predominantly to the entorhinal cortex. MCI is marked by the appearance of
neuronal loss in layer 2 of the entorhinal cortex and the CA1 region of the hip-
pocampus, and is often accompanied by an increase in the number and distribu-
tion of plagques and NFTs. Plaques and NFTs are generally more widespread in
AD, although this is variable. However, the extent of neuronal and synaptic loss
correlates with dementia. Republished with permission of “Annual Reviews”,
from “The aging brain”, Yankner et al., Annu Rev Pathol 3 (2008); [79] with per-
mission conveyed through Copyright Clearance Center, Inc

therein [13, 18, 83-299]). Ciriteria for AD diagnosis, validation
and guidelines are, with the help of new knowledge and techniques,
being developed and refined [99, 101, 102, 104, 105]; see also
Table 1.

Although clear histological features and patterns of progres-
sion characterize AD [78, 79, 300] (Fig. 2), families and groups of
individuals exhibit marked differences and heterogeneity, which
are revealing distinct contributions of genomic/epigenomic and
environmental factors in different cases. Thus, around <1 % of the
AD cases are familial forms of autosomal dominant inheritance,
which usually have an onset before age 65. This form of the disease
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is known as autosomal dominant Alzheimer’s disease (ADAD) [301].
Most of autosomal dominant AD can be attributed to mutations in
one of three genes: those encoding amyloid precursor protein
(APP) and presenilins 1 and 2 [266, 302]. Most mutations in the
APP and presenilin genes increase the production of the most toxic
protein fragment Ay,, which is the main component of aggregates
and senile plaques, or the ratio between Ay, and the other forms
e.g., APy [303]. The latest studies on impairment in APP process-
ing in ADAD have reported presenilin-1 mutations dramatically
reduce trimming of long amyloid p-peptides (AP) by y-secretase
which leads to the increase of toxic APy, /APy ratio [304].

Most cases of Alzheimer’s disease do not exhibit autosomal-
dominant inheritance and are termed ‘sporadic’ or late-onset AD
(LOAD), in which both genetic and environmental differences act
as risk factors. The best known genetic risk factor in these cases is
the inheritance of the e4 allele of the apolipoprotein E (APOE)
gene [305]. LOAD is the most common form of Alzheimer’s dis-
ease, accounting for >90 % of cases, with overt symptoms usually
occurring after age 65 [306].

Most relevant progress on mechanisms and pathways underlying
AD has come from comprehensive studies on genetic factors and
their contribution to the disease. This entails the study of not only
gene sequences (with mutations occurring in both coding and non-
coding regions), but also genomic alterations (including copy num-
ber variations (CNVs), structural rearrangements, aneuploidies and
others) which can affect the regulation of pathways and networks
underlying susceptibility to AD. All these are being subjected to
exhaustive investigation. Most relevant discoveries on AD genomic
susceptibility using molecular and high-throughput experimental
systems biology techniques such as next generation sequencing
(NGS) and network interactome approaches can be summarized in
selected references ([88, 107, 117, 124, 128, 247]; AlzGene data-
base (http://www.alzgene.org/); National Institute of Ageing
(NTA) (http://www.nia.nih.gov/); Alzheimer’s Disease Sequencing
Project (ADSP) (https: / /www.niagads.org/adsp/); seealso Table 1).
The latest approaches using both experimental and computational
systems biology techniques are revealing new genomic loci and path-
ways underlying complex diseases and are beginning to set new
standards in terms of the evidence for causality [246].

Studies on genetic susceptibility to AD are already delivering
key insights into the role of specific mechanisms and pathways such
as impaired APP processing and tau networks. Thus, APP locus
duplication has been shown to lead to autosomal dominant early-
onset alzheimer disease (ADAD) [307]. Furthermore, as many as
50 % of people with Down’s syndrome (trisomy 21) who live into
their 60s may be affected by AD. This high risk has been linked
to the presence of the extra copy of the APP gene in chromosome
21 (Alzheimer’s Society UK; http://www.alzheimers.org.uk).


http://www.alzgene.org/
http://www.nia.nih.gov/
https://www.niagads.org/adsp/
http://www.alzheimers.org.uk/
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The important role of impaired APP processing in AD is supported
by the existence of a protective mutation (A673T) in APP, present
in a small group of Scandinavian people who do not get AD.
This mutation reduces the effectiveness of APP as a substrate for
f-secretase which, in turn, reduces the production of Ap [121].
New variants and genomic loci are being studied, and those
affecting homeostatic, stress-protective networks responsible for
clearance of toxic compounds in age-related protein aggregation
diseases (e.g., LOAD), compromising homeostatic responses or
leading to proteostasis collapse should be included [129].
Landmark studies on families carrying known autosomal
dominant mutations are providing relevant information on the
early presymptomatic stages, onset and progression in ADAD. Thus,
Fig. 3 shows the timeline of ADAD, obtained from cross-sectional
studies, showing clear changes happening decades before symptom
onset, in good agreement with clinicopathological evidence [80].
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Fig. 3 Timeline in autosomal dominant Alzheimer's disease (ADAD). Cross-
sectional studies in the Dominantly Inherited Alzheimer Network (DIAN) project.
Comparison of clinical, cognitive, structural, metabolic and biochemical changes
as a function of estimated years from expected symptom onset. The normalized
differences between mutation carriers and noncarriers are shown versus esti-
mated years from expected symptom onset and plotted with a fitted curve. The
order of differences suggests decreasing Ap,, in the cerebrospinal fluid (CSF
Ap.,), followed by fibrillar AB deposition, then increased tau in the CSF (CSF tau),
followed by hippocampal atrophy and hypometabolism, with cognitive and clinical
changes (as measured by the Clinical Dementia Rating—Sum of Boxes [CDR-SOB])
occurring later. Mild dementia (CDR 1) occurred an average of 3.3 years before
expected symptom onset. Reproduced from The New England Journal of Medicine,
Bateman, Xiong, Benzinger et al. “Clinical and biomarker changes in dominantly
inherited Alzheimer’s disease”, vol 367, 795-804. Copyright © (2012) [80]
Massachusetts Medical Society. Reprinted with permission from Massachusetts
Medical Society
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More recent longitudinal studies are confirming this, with a possible
change of pattern (decrease in concentrations of CSF biomarkers
of neuronal injury) after symptom onset, to be confirmed in fur-
ther longitudinal within-person studies [265]. At this point, it is
important to remark that the results and proposed model of bio-
markers progression of dominantly inherited AD may not apply to
patients with sporadic late-onset alzheimer’s disease (LOAD) [80].
Comprehensive systems biology and physiology approaches will be
required to translate these findings to sporadic disease [18,47].

The reality is that there is a broad spectrum of AD patterns,
with broad range in the age of onset and rates of progression [ 306,
308] different not only between LOAD and ADAD, or within
LOAD, but also within Down’s syndrome people, within ADAD
individuals carrying the same mutation [309] and even in mono-
zygotic twins [310-312]. These cases provide an excellent opp-
ortunity to investigate candidate epigenetic and environmental
contributions underlying AD, a multifactorial disease [81] involv-
ing genomic, epigenomic, interactomics, networks dynamics and
environmental factors. Any integrative perspective aimed at under-
standing the common underlying features, and global differences
between AD cases will require continued scrutiny and validation
using advanced techniques in both experimental and computa-
tional Systems Biology approaches (see next sections).

2 Susceptibility and Dynamic Interplay of Impaired and Homeostatic Networks
Underlying the Onset and Progression of Alzheimer’s Disease

Fundamental studies on neurodegeneration in AD are showing the
existence of a high number of ‘actors’ relevant to brain cells’ func-
tion, synaptic connectivity, development and plasticity being
impaired in AD, at the molecular, cellular, supra-cellular, synaptic,
glial, neuronal circuitry, and physiological levels. For instance:
(a) Abnormal accumulation of AP and tau as oligomers, neuritic
plaques and neurofibrillary tangles which may impair neuronal
function, with tau aggregates destabilizing microtubules and axo-
nal transport and thus compromising synaptic function; (b) AP
aggregates inducing the proliferation and activation of astrocytes
and microglia, leading to the production of neurotoxic cytokines
and reactive oxygen species (ROS); (c) AB-induced endocytosis
of synaptic NMDA and AMPA receptors, with increased calcium
influx through calcium channels and impaired re-uptake of gluta-
mate by astrocytes leading to synaptic dysfunction; (d) A aggre-
gates activating caspases through several pathways, including cell
death receptors, calpain activation and mitochondrial damage,
leading to neuronal apoptosis ([79] and references therein). Table 1
provides a fully referenced guide to the literature on mechanisms,
pathways and networks that underlie AD.
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Confronted with the high complexity of AD, there is a need
to go ‘back to basics’ focusing on the core mechanisms, pathways,
and networks that underlie the disease at its earliest cellular stages.
At this level the principal actors are revealed to be: (1) Impaired
amyloid precursor protein (APP) processing and tau networks.
These may be impaired due to intrinsic genetic or epigenetic sus-
ceptibilities which may exert their effects at various stages of the
individual’s life, for example as a result of environmental pertur-
bations or stresses. (2) The stress-response homeostatic networks
(predominantly proteostasis) actively counteracting the earliest
imbalances. These, often overlooked, essential homeostatic net-
works are the ones which, if overwhelmed by severe or sustained
accumulative stress, may lead to the activation of senescence path-
ways and lead to apoptotic cell death (e.g., [313] and below).
Importantly, these homeostatic networks may be progressively
impaired through life [ 18, 62—64], thus contributing to AD being
a disease of old age (LOAD).

Studies on the role the APP processing and tau networks
in AD are yielding new results and more refined knowledge. As a
consequence, the classical amyloid cascade hypothesis [144] is
being refined with the incorporation of the new “oligomer cas-
cade” hypothesis [ 134, 145]. This proposes that toxic Af and tau
oligomers are the main initiating pathogenic agents in AD. The
accumulation and spread of these soluble oligomers are likely to be
responsible for earliest dysfunction in AD [134], followed by amy-
loid plaques and neurofibrillary tangles deposition [144]. The bal-
ance of current evidence substantiates the view of AD as essentially
a ‘proteinopathy’, in which increased production of Af and tau
oligomers and aggregates, and the failure of the homeostatic net-
works to clear these proteotoxic species underlies the earliest stages
of the disease and its progression. In addition to this, new informa-
tion on the role of tau, toxic tau oligomers, and neurofibrillary
tangles in AD further illuminate our overall view of the cellular
basis of AD [138, 141, 314, 315].

The relevant homeostatic networks include the essential proteo-
stasis networks: e.g., protein-folding chaperone networks, endo-
plasmic reticulum (ER) stress and unfolded protein response
(UPR), disaggregases, the ER-associated degradation/ubiquitin
proteasome system (ERAD/UPS), the endolysosomal network,
autophagy, and other stress-protective and clearance pathways
(Fig. 4). These networks are part of the ‘core protein machinery’
that is conserved in all eukaryotes, from yeast to human [18, 53,
75, 180, 187, 316]. The proteostatic machinery is responsible for
the continuous quality control of the proteome, and should pre-
vent the accumulation of toxic misfolded proteins and aggregates;
its underlying mechanisms are subject of intensive investigation
([173, 180, 181, 187, 316-318]; see also Table 1). The evolution-
ary conservation of these proteostatic networks opens the way to
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Fig. 4 Proteostasis network (PN). Protein fates. The proteostasis network (PN) integrates chaperone pathways
in the cytosol, endoplasmic reticulum (ER), nucleus and mitochondria for the proper folding of newly synthe-
sized proteins, for the remodeling of misfolded states and for disaggregation with the protein degradation
mediated by the ubiquitin proteasome system-endoplasmic reticulum associated degradation networks (UPS/
ERAD) and the autophagy system. The essential proteostasis network machinery is conserved in all eukar-
yotes, from yeast to human [173, 180, 316]. Approximately 180 different chaperone components and their
regulators orchestrate these processes in mammalian cells, whereas the UPS/ERAD comprises ~600 and the
autophagy system ~30 different components. The primary effort of the chaperone system is in preventing
aggregation. Sub-cellular organization and organelles omitted for clarity. Crucial machinery for the disaggre-
gation of aggregated proteins has been also detected in yeast and in metazoans, from C. elegans [171] to
mammals (mouse and human) [172]. Reprinted by permission from Macmillan Publishers Ltd: Nature (Hartl
et al., Nature 475, 324-332) [173], copyright (2011)

systems biology studies (first, in simple disease models such as
yeast) aimed at dissecting the interplay of the genetic and environ-
mental factors involved. Subsequent longitudinal studies in human
subjects must be performed to validate the predictions made using
these simple models ([ 13, 18] and references therein; see also below).

A considerable body of evidence supports the crucial role of
homeostatic networks in determining the initial cascade of events
that result in AD. Relevant findings include the following: (1) Tau
accumulation activates the unfolded protein response (UPR) by
impairing UPS/ERAD and this is reversible, which suggests tau-
based therapeutics could significantly delay cell death and disease
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Fig. 5 Amyloid beta peptide (Ap);_4 ER stress and deregulation of proteostasis in brain endothelial cells.
ER stress caused by Ap toxic species leads to the accumulation of misfolded proteins that can be targeted for
degradation in the proteasome or in the lysosome by macroautophagy when become aggregated. However,
oligomeric and large protein aggregates block the proteasome and further induce ER stress. Under conditions
of severe ER stress, general protein translation is inhibited and impairs ER functioning, compromising the
biogenesis of organelles, such as the lysosome. As a consequence, the degradation of autophagosomes’ cargo
decreases and protein aggregates accumulate. Therefore, ER stress and proteasome blockage are exacer-
bated, leading to cell death by apoptosis [319]; see also ref. 313. Reprinted adapted from Biochimica et
Biophysica Acta. Molecular Cell Research vol. 1843, Fonseca et al. (2014) Loss of proteostasis induced by
amyloid beta peptide in brain endothelial cells, pages 1150-1161. Copyright (2014), [319] with permission
from Elsevier

progression [135]. (2) Amyloid beta peptide (AP) deregulates
proteostasis in brain endothelial cells, leading to accumulation of
ubiquitinated proteins, autophagy impairment and cell death [319]
(Fig. 5). (3) Metabolic stress induces the phosphorylation of
endogenous tau via activation of the UPR, and this is reversible.
Upon intervention to restore homeostasis, the levels of UPR mark-
ers and tau phosphorylation can be reversed [320]. (4) There is
accumulated evidence of the role of impairment of homeostatic
and clearance pathways in neurodegenerative diseases other than
AD [321, 322]. (5) Sustained protein folding stress, with accumu-
lation of misfolded proteins, activates the UPR and causes a build-
up in levels of the death cell receptor DR5. If the stress is relieved
soon enough levels of the receptor decay back to normal and the
cells stay alive (homeostasis being restored), otherwise induction
of apoptotic cell death follows [313] (see also below).

Based on all this, an integrative perspective is presented
in Fig. 6. Alzheimer’s disease is shown to essentially result from: (a)
intrinsic genomic/epigenomic susceptibilities and, (b) the dynamic
interplay between impaired and central homeostatic networks. These
homeostatic, stress-protective networks appear to be mobilized at
the earliest stages of the disease. The interplay of these networks will
underlie the time of onset and rate of progression of the disease in a
given individual (Fig. 1).

This integrative perspective will need to be refined to include
important signaling pathways and the effects of senescence [115,
130, 313], as well as being reconciled with other theories [115, 313].
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Thus, focusing on LOAD only, Krstic and Knuesel have proposed
this might be initiated by chronic inflammatory conditions causing
dysregulation of the mechanisms that clear misfolded or damaged
neuronal proteins which accumulate with age, as well as tau-associated
impairments of axonal integrity and transport. Together these tip the
balance towards events leading to the generation of the aggregation-
prone toxic species and AD [335, 336]. It is likely that LOAD may
have various origins in different individuals, but the initial sequence
of events nevertheless converges on interplay between impaired and
homeostatic networks (Fig. 6).

3 Potentiation of Homeostatic Networks at the Early Stages of AD May Delay
the Onset, Arrest, or Even Reverse the Progression of the Disease

Studies on homeostatic networks are not only revealing their
exquisite complexity, but also their key role in neurodegenerative
diseases [316, 321]. Remarkably, studies in simple model organ-
isms, mammalian models, and human cell lines are all beginning to
reveal promising results that show that supposedly ‘untreatable’
proteinopathies such as AD may be reversible. They hold out the
hope that the onset and progression of AD may be counteracted by
early intervention by appropriate therapies or lifestyle changes.
Such interventions might include the use of drugs to modulate
proteostasis activities (these might be targeted at chaperones, dis-
aggregases etc.) combined with changes in a individual’s diet and
exercise regime. These hopes are bolstered by the fact that main
proteostasis networks are highly conserved through evolution. The
characterization of the additional human-specific homeostatic net-
works, their role in counteracting, compensating AD pathology in
AD and DS individuals, at the cellular, supra-cellular and physio-
logical levels, and the signaling pathways responsible for their reg-
ulation, is being actively pursued as well. Relevant examples are
summarized in Table 2 and selected case examples are given here:

1. Those providing evidence on the role of essential homeostatic
mechanisms, towards candidate therapeutic strategies:

(a) Tau accumulation activates the unfolded protein response
(UPR) by impairing UPS/ERAD (increasing levels of ubi-
quitinated proteins). Depleting soluble tau levels in cells
and brain could reverse UPR activation. The reversibility of

»

Fig.6 (continued) miRNAs microRNAs networks; RNA alt. splicing RNA alternative splicing; RNPs, ribonucleoprotein
complexes/networks; PTMs, post-translational modifications/pathways (e.g., proteolytic cleavage pathways in APP
processing and tau networks). UPR, unfolded protein response; UPS-ERAD, ubiquitin proteasome system-
endoplasmic reticulum associated degradation pathways/networks. UDP-GIcNAc, UDP-N-acetyl-glucosamine
(hexosamine pathway) [183, 185]; REST, repressor element 1-silencing transcription factor [184]
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Fig. 6 Alzheimer’s disease. An integrative perspective. Susceptibility and dynamic interplay of impaired and homeo-
static networks. Main biological networks and ‘omic levels relevant to brain cells’ function, connectivity and devel-
opment underlying AD: from genotype to phenotype, are shown. First, the genome and epigenome [1] (bottom of
the figure) underlie the essential networks, homeostatic states and initial susceptibility to dysregulation/disease.
Genetic and/or environmental perturbations/stressors may lead to progressive impairment of the central amyloid
precursor protein (APP) processing and tau networks reported main responsible for the neurodegeneration features
and characteristic hallmarks of AD [85-87, 89, 93, 106]. With independence of many interplaying mechanisms
contributing to dysregulation and progressive impairment (e.g., leading to the accumulation of candidate cytotoxic
species such as toxic soluble A monomers, oligomers and/or aggregates; tau-microtubules interactions; tau-
small nuclear RNAs aggregates affecting alternative splicing [165, 166], redox species and others;-omitted for
clarity), the brain cells’ function (e.g., neurons; glia, endothelial cells) is essentially displayed characterized by a fine
balance, dynamic interplay between “central modular networks” (including the APP and tau networks and several
others; [323, 324]) at different ‘omic and interactomes levels [13, 18, 52, 53, 243] and the essential “homeostatic
networks”, stress-response/defense networks (e.g., redox homeostasis and proteostasis networks), activated to
counteract, compensate or minimize cellular imbalances well before irrreversible damage and cell death [172, 189,
313, 325, 326]. The crucial role the homeostatic networks such as the protein quality control (proteostasis) net-
works including UPS/ERAD and disaggregase activities [171-173, 177-179, 183, 185, 186, 322, 327], endolyso-
somal trafficking network and autophagy [190, 328, 329] and the heat-shock/proteostasis signaling, Wnt signaling
and REST networks [184, 330-332] is often overlooked or underestimated. Specific environmental perturbations/
stressors (mild or severe, transient or sustained in time) may also impair homeostatic defenses networks during
lifetime [62—64]. In all, intrinsic susceptibility and the fine balance between dynamic networks may result in a broad
range of patterns, heterogeneity, in the age of onset and rate of progression of the disease, and diverse patient-
specific phenotypes. Sub-cellular organization and organelles omitted for clarity. Additional signaling, impaired and
defense homeostatic networks (e.g., glia, immunological and/or inflammatory responses; vascular and glymphatic
clearance systems) and neuronal circuitry and networks occurring at the supra-cellular, tissue and/or physiolo-
gical levels [86, 197, 259, 333] omitted for clarity. Adapted from ref. 334 with permission and ref. 13 with
permission from Elsevier. APP, amyloid precursor protein; mRNA, messenger RNA; sRNA, small (noncoding) RNA;
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Table 2

Latest studies on characterization of essential stress-protective homeostatic networks, pathways
and mechanisms and their interplay in neurodegenerative diseases. Relevant case examples showing
their crucial role which may arrest, delay or reverse toxic effects, from simple disease models to
human. Support for new studies and molecular evidence of protective and modifiable factors [299];
World Alzheimer Report, 2014. http://www.alz.co.uk/research/world-report-2014) [77]

Description of study (disease model) References

Disturbance of endoplasmic reticulum proteostasis in neurodegenerative diseases [322]
(eukaryotes)

Molecular chaperones in protein folding and proteostasis (eukaryotes) [173]

Biology of the heat shock response and protein chaperones (yeast) [180]

A quantitative chaperone interaction network reveals the architecture of human cellular  [316]
protein homeostasis pathways (human cells)

Essential role of dysfunctional protein homeostasis in neurodegenerative diseases (from  [187]
single-celled models to human)

Discovery and characterization of mammalian amyloid disaggregation activities [172]
(mammalian tissues; mouse, human)

Defining human endoplasmic reticulum-associated degradation (ERAD) networks [177]
through an integrative mapping strategy (human)

The ubiquitin-proteasome system (UPS/ERAD) and the autophagy-lysosome system [181]
(eukaryotes, mammals, human)

Beta-amyloid accumulation inhibits the ubiquitin-proteasome system (UPS) and impairs [337]
multivesicular body (MVB) sorting (mouse primary neurons)

Amyloid beta peptide (Af) deregulates proteostasis in brain endothelial cells leading to ~ [319]
accumulation of ubiquitinated proteins, autophagy impairment and cell death (rat
brain endothelial cells)

Aggregation-mediated Abeta(1-42) toxicity can be reduced in Caenorbabditis elegansby [171]
decreased insulin signaling and downstream transcription factors heat shock factor 1
and DAEF-16 (C. elegans, worm)

Starvation and inhibition of lysosomal function increase tau secretion (mouse primary [338]
cortical neurons)

Endocytosis of extracellular monomeric tau is sufficient to inititate tau pathology (CHO [139]
and human neuroblastoma cells)

Tau accumulation activates the unfolded protein response (UPR) by impairing UPS/ [135]
ERAD. The reversibility of the process suggests tau-based therapeutics could
significantly delay cell death and disease progression (mouse, human)

Tau promotes neurodegeneration through global epigenetic changes, heterochromatin =~ [339]
loss and aberrant gene expression (Drosophiln, mouse, human)

Progressive impairment of UPS modules during Alzheimer’s disease progression revealed [255]
by computational network biology approaches (human)

(continued)
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Table 2

(continued)
Description of study (disease model) References
Proteasome dysfunction activates autophagy and anti-oxidative pathways (mouse) [340]
Proteasome dysfunction causes mitochondria impairment leading to increase reactive [341]

oxygen species (ROS) production and cell death (Chinese hamster ovary cell lines,
CHO)

Enhancing protein disaggregation restores reduced proteasome activity in aged cells [342]
(yeast)
NAD+ salvage pathway proteins suppress proteotoxicity in yeast models of [182]

neurodegeneration by promoting the clearance of misfolded /oligomerized proteins
(yeast)

Reversing deleterious protein aggregation with re-engineered protein disaggregases (¢.g., [343-345]
potentiated yeast Hspl04 disaggregase (yeast, C. elegans))

Sustained, unmitigated protein folding ER stress activates the UPR and build up levels of [313]
death cell receptor DR5. If stress is relieved soon enough levels of the receptor decay
back to normal and the cells stay alive (effect counteracted /reversed; homeostasis
restored), otherwise induction of apoptotic cell death (human cell lines, mouse)

Chronic mild stress accelerates the onset and progression of an AD phenotype (mouse)  [207]

Metabolic stress induces the phosphorylation of endogenous tau via activation of the [320]
UPR. This is reversible. Upon intervention to restore homeostasis the levels of UPR
markers and tau phosphorylation are reversed (human cell lines and Syrian hamsters
hypometabolic models)

Under stress, the spliced X-box binding protein 1 (Xbpls) couples the UPR to the [186]
hexosamine biosynthetic pathway (mouse, rat, human heart tissue)

Hexosamine pathway metabolites enhance protein quality control, reduce aggregation [183]
and extend lifespan ( C. elegans, worm)

Deficiency in LRP6-mediated Wnt signaling contributes to synaptic abnormalities and [323, 346]
amyloid pathology in Alzheimer’s disease (mouse). Restoring Wnt signaling can be
explored as a viable strategy for AD therapy.

Activation of Wnt signaling enhances cognitive function of adult mice and reverses [332]
cognitive deficits in an Alzheimer’s disease model (mouse).

Repressor element 1-silencing transcription factor (REST), protecting neurons from [184, 347]
oxidative stress and amyloid p-protein toxicity, is lost in mild cognitive impairment and
Alzheimer’s disease. REST as a new therapeutic target for neurodegenerative disorders
(C. elegans, mouse, human)

Environmental novelty activates f2-adrenergic signaling to prevent hippocampal [297]
impairment by Ap oligomers (mouse)

Environmental enrichment strengthens corticocortical interactions and reduces [298]
amyloid-p oligomers in aged mice (mouse)

(continued)
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Table 2

(continued)
Description of study (disease model) References
8-hydroxyquinolines protect models of TDP-43 protein, a-synuclein, polyglutamine [284, 348]

proteotoxicity and rescue AP toxicity (yeast)

Yeast-to-human high-throughput small-molecule screening platform for compounds [213]
modulating toxic effects in synucleinopathies, validated in patient-derived neurons
(yeast, human)

Therapeutic induction of autophagy as an strategy to modulate neurodegenerative [287]
disease progression (Drosophila)

A multifaceted drug exerts neuroprotective effects and reverses AD-like phenotype (mouse) [349]

FDA approved lipoxygenase (LOX) inhibitors (e.g., zileuton) and new LOX inhibitors [295,296]
such as blood brain barrier (BBB) permeable curcumin-derivative compounds lower
AB levels through activation of the UPR, proteostasis and autophagy, limit the
accumulation of ubiquitinated aggregated proteins and improve memory, amyloid and
tau pathology in AD mouse models

Immunomodulatory treatment (Toll-like receptor 9 stimulation) with TLR9 agonists such as  [350]
CpG oligodeoxynucleotides (ODNSs) reduces both Af§ and tau pathologies, and levels of
toxic oligomers, and leads to cognitive rescue in the absence of inflammatory toxicity (mice)

Potential for primary prevention of Alzheimer’s disease. Risk modifiable factors [299]

World Alzheimer Report (2014). Dementia and Risk Reduction: An analysis of protective [77]
and modifiable factors. ADI http: //www.alz.co.uk /research /world-report-2014

the process suggests tau-based therapeutics could signifi-
cantly delay cell death and disease progression [135].

(b) Activation of the UPR, proteostasis and autophagy via FDA-
approved lipoxygenase (LOX) inhibitors such as blood brain
barrier permeable curcumin-derivative compounds lower Ap
levels, limit the accumulation of ubiquitinated protein aggre-
gates proteins, and improve memory, as well as amyloid and
tau pathology in AD mouse models [295, 296].

(c) Evidence of therapeutic induction of autophagy as a strategy
to modulate neurodegenerative disease progression [287].

(d) Immunomodulatory treatments (e.g., Toll-like receptor 9
stimulation with TLR9 agonists) reduces both A} and tau
pathologies and levels of toxic oligomers, and leads to cog-
nitive rescue in the absence of inflammatory toxicity [350].

(e) Sustained, unmitigated protein-misfolding ER stress acti-
vates the UPR and build up levels of death cell receptor
DR5. If stress is relieved soon enough, levels of the recep-
tor decay back to normal and the cells stay alive (effect
counteracted /reversed; homeostasis restored), otherwise
induction of apoptotic cell death follows [313].
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(f) Metabolic stress induces the phosphorylation of endoge-
nous tau via activation of the UPR. This is reversible—
upon intervention to restore homeostasis, the levels of UPR
markers and tau phosphorylation are reversed [320].

2. Evidence that the benefits of modifying risk factors such as
poor diet or a sedentary lifestyle [77, 299 ] may be mediated by
homeostatic networks and signaling pathways which might be
investigated as candidate therapeutic targets as well:

(a) Environmental novelty activates p2-adrenergic signaling to
prevent hippocampal impairment by AP oligomers [297].

(b) Environmental enrichment (EE) strengthens corticocorti-
cal interactions and reduces amyloid-p oligomers in aged
mice [298].

(c) Modulation of protein homeostasis and lifespan depend-
ing on diet composition [351].
(d) Aggregation-mediated Abeta(1—42) toxicity can be reduced

by decreased insulin signaling and downstream transcrip-
tion factors heat shock factor 1 and DAF-16 [171].

(e) Deficiency in LRP6-mediated Wnt signaling contributes
to synaptic abnormalities and amyloid pathology in AD.
Restoring Wnt signaling can be explored as a viable strat-
egy for AD therapy [323, 346].

(f) Activation of Wnt signaling enhances cognitive function
of adult mice and reverses cognitive deficits in an AD
model [332].

(g) The repressor element 1-silencing transcription factor
(REST) pathway, which protects neurons from oxidative
stress and amyloid p-protein toxicity, is lost in mild cognitive
impairment and AD. Thus REST potentiation is a candi-
date strategy for neurodegenerative disorders [ 184, 347].

(h) In the brains of those with AD, both Wnt signaling and
REST induction are suppressed, leading to neurodegen-
eration [184, 352].

(i) The hexosamine pathway, protein folding stress induces the

UPR, with the spliced X-box binding protein 1 activating key
enzymes of the hexosamine biosynthetic pathway (HBP) in
studies on mouse, rat and human heart tissue [186]. HBP
metabolites enhance protein quality control, reduce aggrega-
tion, and extend lifespan in C. elegans [183, 185].

As promising as these results may appear, they will need to be
validated by new evidence, with early detection of impaired mecha-
nisms and their dynamic interplay with homeostatic networks as
one of the most formidable challenges ahead. Longitudinal studies
applying new advances in the neuroimaging of small oligomers
or aggregates, and of increasing deposition (indicative of the net
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generation of toxic species, i.e., disease progression) [273, 276,
277, 353, 354] will be of paramount importance. Together with
this, sensitive molecular and high-throughput techniques able to
reliably detect earliest impairments at different ‘omic levels, such as
altered RNA splicing, redox imbalances, proteotoxic species (Af
and tau species), altered RNAs, proteins and/or metabolic pat-
terns, biomarkers for inflammation and homeostatic and clearance
activities well before apoptotic cell death, would constitute the
best-case scenario. Biomarkers for the presence of apoptosis (e.g.,
proteins or lipids membranes, detectable in biofluids) represent
significant advances in revealing brain cells’ lysis and disease pro-
gression. However, such methods may only be able to detect AD
at a stage when counteracting strategies potentiating homeostatic
mechanisms such as some of those presented in Table 2 may no
longer reverse the disease. In this context, advances in the identifi-
cation of patterns and candidate biomarkers of impaired and com-
pensatory mechanisms and networks during the early decades of
Down’s syndrome (DS) and ADAD individuals (at the asymptom-
atic stage), able to counteract early acute impairments (e.g., altered
RNA splicing, redox imbalances and systemic oxidative stress from
the womb [165, 211, 355]), efficiently halting or delaying the
onset of the disease until these patients’ 40s or 50s will be of great
interest.

At this point, it appears clear new studies are beginning to yield
promising results and opening up still more avenues of research.
However, in order to achieve significant and steady progress tow-
ards risk classification, early diagnosis, and mechanistically-based
therapeutic and /or lifestyle interventions, a new strategy is needed.
We submit that there is a need to advance our understanding of
AD by taking an ‘holistic’ Systems Biology perspective (see
Section 1 of this chapter). That is, AD as a multifactorial disease,
primarily arising from altered networks affecting essential modules
and pathways, and fundamentally ‘dynamic’ (Figs. 1 and 6). The
greatest progress will come from the integration of knowledge from
studies in several disease models and by the synergistic interaction
of researchers from diverse disciplines. Their novel findings will
need to be validated in humans in order to make the transition from
Systems Biology to Translational Systems Medicine [57, 59, 60,
263, 264]. This transition can only be made within an enlightened
framework of Public Health benefit policies, recommendations and
incentives [77, 299].

4

Implementing a Systems Biology Approach to AD

The previous results and integrative perspective open the way to
new hypothesis-driven comprehensive studies on the role of
impaired and homeostatic networks and their dynamics in AD, but
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how: If a Systems Biology approach [13, 18, 39, 46, 47] is to
succeed, what is required? We suggest that the following will be
needed:

1. Advanced molecular and high-throughput techniques for
monitoring time-course experiments coupled to longitudinal
studies that take into account the effects of specific environ-
mental stresses (either transient or sustained), and the drug
regimes to which individuals may be subject for other (appar-
ently unrelated) conditions.

2. Computational and integrative network biology tools and
approaches for the elucidation of genomic regions susceptibil-
ity and network modules underlying AD, and their dynamics in
time-course experiments and longitudinal cohort studies. Raw
data and integrative analysis approaches will need to be depos-
ited in well-curated databases and data repositories, with essen-
tial metadata (e.g., conditions and techniques used) to guide
in the identification of real comparable datasets, for solid ana-
lytical studies (i.e. computational systems biology).

Huge efforts are being made and advances steadily produced
in both the experimental and computational systems biology areas.
Selected examples are shown in Table 1, see also refs. 13, 18,
Handbook of Systems Biology [114], and chapters and contribu-
tors in this Systems Biology of AD volume. Amongst most relevant
experimental systems biology molecular and high-throughput
techniques are, for instance: (a) New molecular tracers and neuro-
imaging approaches to study small oligomers, aggregates, and
amyloid plaques and tangles deposition [276, 353, 354]; (b)
Molecular super-fluorescence resolution microscopy,/nanoscopy
approaches able to unveil earliest molecular events, aggregation
and dysfunction at the cellular level [356, 357] (http://www.
nature.com/news/nobel-for-microscopy-that-reveals-inner-
world-of-cells-1.16097); (c) new molecular biology techniques
(e.g., CRISPR-Cas9 genome editing) opening the way to the con-
struction of advanced disease models, from simple organisms
(yeast) [ 358] to animal models (e.g., mouse) in vivo at any stage in
the animal’s life, or disease stage [359]; (d) Next generation high-
throughput ‘omics (genome/epigenome, transcriptome, pro-
teome, metabolome and interactomes) techniques under controlled
conditions including, among others: Next generation sequencing
(NGS) (e.g., whole genome sequencing (WGS), exome-sequencing
and others) to study not only genes but also non-coding regions,
epigenetic patterns, CNVs and structural rearrangements, aneu-
ploidies and mosaicism, to illuminate genomic/epigenomic risk
susceptibility; Transcriptional (e.g., RNA-sequencing, impaired
RNAs splicing and microRNAs expression methods) and pro-
teomic techniques, to study genome-wide expression and altered
patterns at the transcriptional and proteome/peptidome levels in
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disease models under different conditions (e.g., top-down, http: //
www.the-scientist.com /?articles.view /articleNo /40248 /title /
Bird-s-Eye-Proteomics/, and bottom-up proteomics, http: //www.
the-scientist.com/?articles.view /articleNo /40051 /title /Moving-
Target/, single reaction monitoring (SRM/MRM), data indepen-
dent acquisition DIA (SWATH-MS) next generation proteomics,
fluorescence-activated cell sorting (FACS) and other targeted pro-
teomics, metabolomics, lipidomics, and differential interactomes
approaches [122, 126, 165, 166, 235, 241, 360-364], and many
others (see Table 1, [13, 18, 114], this volume and references
therein)).

Comprehensive integrative systems biology experiments study-
ing transcriptome, proteome, metabolome patterns and interac-
tions under defined conditions were first achieved in yeast, as a
reference ‘model eukaryote’ [75] (see also ref. 18 and references
therein). This has opened the way to studies in other organisms
and finally to its implantation in human. Thus, multi-omics studies
could be performed in longitudinal studies in human using inte-
grative Personal ‘Omics Profiling (iPOP), monitoring panels of
biomarkers and patterns towards diagnosis and tailored personal-
ized medicine. While still expensive, such approaches are progres-
sively becoming more affordable [56, 60, 262, 365] and Table 1.
These integrative ‘omics approaches could be combined with
excellent reference studies monitoring patterns of onset and pro-
gression in AD [80, 265].

Computational systems biology approaches are also being con-
tinuously developed and refined, for integrative data analyses and for
the construction and analysis of networks and modules underlying
complex diseases. For basic rules on integrative analyses of ‘omics
datasets under equivalent comparable conditions (i.e., without
introduction of systematic error, noise or bias), and latest integrative
tools on analyses of dynamic responses, affected modules and net-
works in time-course experiments and other approaches see refs. 13,
18, and Handbook of Systems Biology [114]. Relevant to neurode-
generative diseases and AD, the excellent work of groups such as
those of Cruchaga, Califano, Bar-Joseph, Gitter, Ogishima, and
Zhang, which combine large experimental datasets with advanced
computational network biology approaches, are already delivering
essential information on AD genomic susceptibility and new causal
drivers of AD [122, 366]. More importantly, they also provide infor-
mation on the dynamics of dysregulation of essential modules and
networks, from the early stages, through progression (e.g., altered
ERAD /UPS proteasomal modules/networks), to the late stages of
AD (e.g., acute impaired gene expression with heterochromatin dys-
function; apoptopic, inflammatory and innate immunity responses)
[251, 254, 255]. With progressive incorporation of better input
datasets from carefully designed longitudinal experiments, including
the earliest asymptomatic stages (e.g., since first decades of life in
voluntary DS and ADAD individuals and people with antecedents,
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family history of LOADs), these are expected to provide
unprecedented insights on mechanisms and networks underlying
AD. When combined with information on their dynamics across the
span of human life, including the influence of environmental pertur-
bations, they may provide an opportunity for tailored interventions.
For more information on computational/networks biology and
combined approaches see Table 1 and chapters in this volume.

At this point, it is important to note that these exciting new
approaches do have their limitations.

Newly developed techniques, protocols and approaches need to be
tested, compared with previous ones and, once validated, lead to the
establishment of new standards and guidelines. This is a continuous
process, fundamental to scientific research, and of prime importance
in diagnostics. For example, progress in early diagnosis of complex
diseases will come with the establishment of new guidelines on clini-
cal genome and exome sequencing [367], advances in validation
and standardization of experimental techniques, and proper data
integration of ‘omics datasets (e.g., see Suppl. Methods in refs. 75,
and 18, 60, 262, with guidelines for longitudinal studies and trials,
e.g., US Food and Drug Administration (FDA) clinical trials guid-
ances, with adherence to the principles of good clinical practice
(GCP):  http: //www.fda.gov/regulatoryinformation /guidances/
ucm122046.htm; http: //clinicaltrials.gov/; European Medicine
Agency (EMA) and European Clinical Trials Database (EudraCT):
https: //eudract.ema.curopa.cu/, and [ 13, 18]). Together with this,
the FDA recently issued draft guidance documents outlining its
regulatory plans for laboratory-developed tests (LDTs) for molecu-
lar diagnostics; http://www.bio-itworld.com /2014 /10/3 /tda-
issues-draft-guidance-laboratory-developed-tests.html.

More specifically, the main advances on standardization and
guidelines in neurodegenerative diseases and AD are coming from
global efforts on neuroimaging and biomarkers; for example, form
the Alzheimer’s disease neuroimaging initiative (ADNI) (http://
www.adni-info.org/) and the Dominantly Inherited Alzheimer
Network (DIAN) (http://dian-info.org/) (see also Table 1),
together with new studies on sample quality and assessment of, for
example, cerebrospinal fluid samples for biomarker investigations
[237], and new guidelines for the standardization of preanalytic
variables for blood-based biomarker studies in AD research, from
the STandards for Alzheimer’s Research in Blood biomarkers
(STAR-B) and Blood-Based Biomarker Interest Group (BBBIG)
working groups [368]. Still more initiatives are in progress.

By definition, comprehensive studies on multifactorial complex
diseases such as AD need to address two main objectives:

1. The construction of reliable models which recapitulate altered
mechanisms and features of the disease at the molecular and
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cellular level, leading to the generation of the characteristic
supra-cellular features, hallmarks of the disease (e.g., in AD,
amyloid plaques and neurofibrillary tangles). This is the most
important ‘take-home message’, the main requirement of
good disease models: ‘to be able to recapitulate molecular and
physiological features of the disease’, towards a better under-
standing of the real events in vivo [18].

2. To analyze the progression of the altered networks and pheno-
types in well-designed experiments and models under con-
trolled conditions, reproducing environmental in vivo
perturbations (whether transient or sustained), whose effects
are representative of those contributing to the disease. These
experimental systems should be easy to implement, monitor-
ing the impaired networks together with the activation of
defense responses with their dynamics and interplay, and enable
progress towards direct applications (e.g., earliest diagnosis
and timely intervention). To do this effectively demands:

(a) Caretul selection of the disease model to be used for spe-
cific objective(s), with construction of new advanced mod-
els, including (and this is crucial) female and male disease
models at the cellular, supra-cellular, animal model levels
[369-371]. The greatest progress will come from the inte-
gration of knowledge from studies on several disease mod-
els, to be confirmed in humans.

(b) The use of proper experimental design, minimizing
confounding variables and bias, and putting in place a
bioinformatic and statistical strategy from the outset. Early
discussions with bioinformatic experts analyzing goals and
expected results, number of experiments, conditions and
replicates, costs, and alternative data analysis strategies, in
order to get statistically significant results and solid con-
clusions, will be of clear benefit (see ref. 18 and references
therein).

In the end, complex human diseases will be characterized by
the dynamic interplay between impaired and counteracting homeo-
static networks (Figs. 1 and 6). If the main objective is the study of
essentially conserved networks common to all eukaryotes (e.g.,
main homeostatic networks, proteostasis and others) yeast can be a
first (and excellent) model, with advanced techniques to unravel
basic mechanisms, and time course experiments to study homeo-
static networks counteracting proteotoxicity, monitoring dynamic
responses to transient or sustained perturbations under controlled
conditions. Such experiments are very difficult to implement or
not affordable with mammalian and human cell lines, and supra-
cellular animal models [18].

A selection of the most relevant studies with AD disease models
is included in Table 1. The main disease models in studies showing
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early intervention may arrest, delay or reverse toxic effects in AD,
from single-celled organisms to human, are presented in Table 2.

The main challenge will always be the construction of models
that recapitulate main mechanisms and disease features at the cel-
lular, supra-cellular and tissue /brain regions levels (for example, in
animal models e.g., rodents, see below). At the cellular level, good
results could be expected from studies using human cell lines or
patient-specific cell lines from induced pluripotent stem cells
(iPSC) under controlled conditions [209, 210, 369, 372-375].
These are the cases, one would expect, in which human-specific
mechanisms, e.g., RNA splicing patterns, protein isoforms, the
stoichiometry of protein complexes (e.g., y-secretase), interac-
tions, interactomes, and interplay of networks (Fig. 6) may
approach what happens in patients. However, it is important to
note that neurons in culture may not reflect conditions of normal
neurons in the brain and more studies and models will be needed.
As general rule, since a single model cannot fully recapitulate all
AD features at all levels, continued integration of knowledge from
different models, from single-celled models, mammalian cell lines,
patient-specific cell lines, to supra-cellular animal models and
human longitudinal studies [43, 187, 209, 210, 373-378] will be
required.

In the case of AD, most relevant landmark disease models reca-
pitulating main AD features are:

1. Human cellular models. Human neurons derived from AD
patients have been reported showing elevated levels of toxic
amyloid-p species and phosphorylated tau [379-381].

2. Patient-specific cell lines from induced pluripotent stem cells
(iPSC). Thus, Shi and coworkers (Livesey’s group) showed for
the first time both AP deposition and tau pathology, from
iPSC-derived neuron cultures derived from Down’s syndrome
[209, 210].

3. Supra-cellular and animal models. The extreme difficulty of
recapitulating all AD features in basic mouse models has been
explained as likely to be a consequence of the different proper-
ties of the mouse AP peptide and intracellular mouse proteome
compared to that of the human. The construction of a closer-
to-human rat model, expressing mutant human APP and pre-
senilin 1 genes only, has enabled the recapitulation of all AD
human features, including plaques and tau pathology. These
rats manifest age-dependent (in their 6-26 months) cerebral
amyloidosis preceding tauopathy, gliosis, apoptotic loss of neu-
rons in the cerebral cortex and hippocampus, and cognitive
disturbance [136, 208].

Advanced mouse models showing both AD hallmarks are
being obtained, thanks to the introduction of more carefully
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designed, fine manipulation. Although distant from human and
with their limitations, some of these models are providing impor-
tant insights. Firstly, creation of a triple transgenic mouse that
overexpressed pathogenic variants of APP, presenilin-1, and tau
gave rise to progressive formation of amyloid plaques and NFTs, as
well as synaptic dysfunction. This appeared at four months of age
and correlated with hippocampal accumulation of intraneuronal
AP, and preceded the appearance of plaques and tangles [382]; see
also ref. 79 and references therein. More recently, triple mutants,
APP/PS1 overexpressing sterol regulatory element-binding pro-
tein-2 (SREP-2), also exhibit combined Af accumulation and tau
pathology, opening the way to examine the contribution of altered
lipid metabolism (mitochondrial cholesterol loading and glutathi-
one depletion), in the onset of AD-like pathological alterations in
ADAD, with their interplay [229]. Together with this, Platt’s
group reported, just knock-in of human f-secretase (BACEL) in
mouse cleaves murine APP and initiates amyloid pathogenesis.
Thus, processing of murine APP in this mouse model resulted in
the formation of toxic APP compounds that accumulated intra-
and extraneuronally in hippocampus and cortex. Heightened levels
of inflammation (gliosis) also appeared in several AD-related brain
regions at 6 and 12 months of age [383]. The progressive incorpo-
ration of new advanced genome-editing techniques at any stage of
the animal lifetime or disease stage [359] is expected to open the
way to new next generation disease models and more refined,
hypothesis-driven studies.

Finally, an important breakthrough has been the first demon-
stration of a supra-cellular human model of AD: In a relevant study,
researchers led by Doo Yeon Kim and Rudolph Tanzi at Harvard
described a three-dimensional human neural cell culture model of
ADAD recapitulating spontaneous formation of both A plaques
and neurofibrillary tangles in human cultured cells [230]. This
confirms and extends the results of Shi and coworkers [209]. The
results strongly suggest that Af aggregation can directly lead to tau
aggregation, and that inflammation may not be essential, or first
causative to AD pathology. They also showed that treatment of the
cultures with f- or y-secretase inhibitors can dramatically reduce
amyloid-p pathology and attenuate tauopathy. This represents a
good candidate for a model with which to study how Ap may drive
tau pathology, and to potentially test new treatments targeting AP,
tau or other targets [230] (but see some limitations of neurons in
culture above, and http://www.alzforum.org,/news/research-
news/alzheimers-dish-av-stokes-tau-pathology-third-dimension).

At this point, with an integrative perspective and a new strategy,
Systems Biology, with advanced molecular, experimental and com-
putational approaches and disease models recapitulating AD fea-
tures, all this potential opens the way to the formulation of new
questions and hypothesis towards basic and translational (applicable
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to patient) discoveries. Some challenging questions (the reader may
think of better ones) are:

1. Whereas main hallmarks of AD have been recapitulated in ani-
mal models and human cell cultures in weeks/months (see
above), these hallmarks take years, even decades to appear in
ADAD, DS and LOAD individuals. What homeostatic mecha-
nisms and networks are readily mobilized in human, etfectively
counteracting AD as a well-established proteinopathy? The
fine balance, dynamic interplay between impaired and homeo-
static networks, for intrinsic experimental reasons, will be dif-
ficult to study in animal models and cell lines. For a steady
progress, this calls for time-course experiments in simple mod-
els and, ultimately in well-designed longitudinal studies with
ADAD [301, 302], DS [153, 384-386] and high risk LOAD
individuals.

2. Promising results showing early intervention may delay or
reverse toxic effects in AD (Table 2) need to be validated, sus-
tained with more evidence, in well-designed studies from sim-
ple disease models to humans.

3. Reported benefits of lifestyle modifiable factors (e.g., exercise,
diet, active lifestyle) [77, 299] need to be confirmed, their
underlying mechanisms unveiled (a few examples in Table 2),
to support Public Health initiatives and incentives. Are signal-
ing, activation and/or potentiation of homeostatic networks
(e.g., proteostasis, Wnt signaling, REST protein and, hexos-
amine pathways) underlying any of their benefits?

5 Conclusions: Future perspectives

Alzheimer’s disease is a complex multifactorial disease starting
decades before the appearance of first cognitive symptoms [78-81,
265]. This evidence emphasizes the urgent need to study the earli-
est impairments and interplay of networks at the ‘core’ of the dis-
ease, at the cellular level (and beyond).

In this work, an integrative perspective has been presented.
Alzheimer’s disease was characterized to result from: (a) intrinsic
genomic/epigenomic susceptibility and, (b) a continued fine bal-
ance, dynamic interplay, between impaired and central homeostatic
networks, mobilized since the earliest stages of the disease. The
combined, unique interplay of networks will underlie the specific
onset and rate of progression of the disease of an individual, whose
proper investigation requires new integrative Systems Biology
approaches.

Systems Biology experimental and computational approaches
in simple model organisms recapitulating basic AD features offer
the potential to dissect and unveil basic mechanisms, short and
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long-term effects of perturbations and dysregulations and their
interplay with homeostatic networks at the fundamental cellular
level, which may illuminate the onset and sequence of events
underlying AD. This rationale may be reproduced in more com-
plex model systems (e.g., mammalian cell lines, patient-specific cell
lines, animal models) and ultimately in human longitudinal stud-
ies. The latest studies of commonly assumed ‘untreatable’ pro-
teinopathies such as AD are beginning to reveal promising results
(Table 2).

In practice, main efforts should aim at advances on risk clas-
sification, earlier diagnostics, and timely and tailored interven-
tions. Next Generation Systems Biology experimental and
computational approaches, individually and combined, are already
delivering remarkable insights on basic AD genomic/epigenomic
susceptibility (e.g., [122, 366] and Table 1) towards risk classifi-
cation of individuals. With the progressive incorporation of
experimental and computational systems biology approaches such
as those presented in this volume, new rational strategies towards
early diagnosis well before apoptotic cell death may begin to be
envisaged. Thus, we expect that early detection and monitoring
of the presence and/or co-occurrence of, among others: (a) con-
tinued imbalances and generation of toxic Ap oligomers and tau
species (e.g., aggregates, tangles); (b) altered pre-mRNA splicing
and noncoding RNA networks; (¢) biomarkers of impaired pro-
teome and metabolic networks and redox imbalances, together
with (d) compromised, progressively atfected or declining homeo-
static capacities, may constitute an initial strategy towards the
achievement of reliable diagnostics at the earliest asymptomatic
disease stages.

Together with this, candidate tailored interventions (preven-
tive in lifestyle, and/or therapeutic) may be investigated. First,
accumulative evidence of benefits of protective, modifiable factors
(e.g., diet, exercise, enriched environment, active lifestyle) during
lifetime [77, 299] should be confirmed mechanistically, to support
Health Public initiatives and incentives, and expedite their imple-
mentation. Also, there is a need to avoid toxic perturbations, such
as sustained stress, since (without time to recover) the homeostatic
responses become overwhelmed such that damage accumulates
and apoptosis or necrosis results (see Fig. 1 and examples and
mechanisms in Table 2). In all, only multidisciplinary worldwide
collaborations will allow us to progress from Systems Biology to
Translational Systems Medicine and Public Health. As a research
community, our responsibility lies in delivering excellent results
and outputs to advance both basic knowledge and its translational
impact for the benefit of society.
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Chapter 2

Application of Systems Theory in Longitudinal Studies
on the Origin and Progression of Alzheimer’s Disease

Simone Lista, Zaven S. Khachaturian, Dan Rujescu,
Francesco Garaci, Bruno Dubois, and Harald Hampel

Abstract

This chapter questions the prevailing “implicit” assumption that molecular mechanisms and the biological
phenotype of dominantly inherited early-onset alzheimer’s disease (EOAD) could serve as a linear model
to study the pathogenesis of sporadic late-onset alzheimer’s disease (LOAD). Now there is growing evi-
dence to suggest that such reductionism may not be warranted; these suppositions are not adequate to
explain the molecular complexities of LOAD. For example, the failure of some recent amyloid-centric
clinical trials, which were largely based on the extrapolations from EOAD biological phenotypes to the
molecular mechanisms in the pathogenesis of LOAD, might be due to such false assumptions. The distinct
difference in the biology of LOAD and EOAD is underscored by the presence of EOAD cases without
evidence of familial clustering or Mendelian transmission and, conversely, the discovery and frequent
reports of such clustering and transmission patterns in LOAD cases. The primary thesis of this chapter is
that a radically different way of thinking is required for comprehensive explanations regarding the distinct
complexities in the molecular pathogenesis of inherited and sporadic forms of Alzheimer’s disease (AD).
We propose using longitudinal analytical methods and the paradigm of systems biology (using transcrip-
tomics, proteomics, metabolomics, and lipidomics) to provide us a more comprehensive insight into the
lifelong origin and progression of different molecular mechanisms and neurodegeneration. Such studies
should aim to clarify the role of specific pathophysiological and signaling pathways such as neuroinflammation,
altered lipid metabolism, apoptosis, oxidative stress, tau hyperphosphorylation, protein misfolding, tangle
formation, and amyloidogenic cascade leading to overproduction and reduced clearance of aggregating
amyloid-beta (Ap) species. A more complete understanding of the distinct difference in molecular mecha-
nisms, signaling pathways, as well as comparability of the various forms of AD is of paramount importance.
The development of knowledge and technologies for early detection and characterization of the disease
across all stages will improve the predictions regarding the course of the disease, prognosis, and response
to treatment. No doubt such advances will have a significant impact on the clinical management of both
EOAD and LOAD patients. The approach propped here, combining longitudinal studies with the systems
biology paradigm, will create a more effective and comprehensive framework for development of preven-
tion therapies in AD.

Key words Early-onset alzheimer’s disease, Late-onset alzheimer’s disease, Sporadic Alzheimer’s disease,
Longitudinal studies, Systems biology, Transcriptomics, Proteomics, Metabolomics, Lipidomics,
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1

Introduction

The prevailing conceptual model of Alzheimer’s disease (AD) is
that of a primary degenerative brain disease, a protein misfolding
disease, characterized by the hallmark of (a) senile plaques with
primary constituent of amyloid-beta (Ap) peptide, and (b) neuro-
fibrillary tangles, consisting of hyperphosphorylated tau protein
(p-tau) [1]. The biological genotypes as well as the clinical-
behavioral phenotypes of Alzheimer’s syndrome are highly hetero-
geneous in both forms: early-onset familial AD (EOAD or fAD)
and late-onset or sporadic AD (LOAD or sAD) [2].

The fAD form of the syndrome is extremely rare; only 1-5 %
of all cases are fAD type with mutations in one of the three specific
genes: amyloid precursor protein (APP, located at chromosome
region 21q21.2), presenilin 1 (PSENI, located at 14q24.3), and
presenilin 2 (PSEN2, located at 1q42.13) [3]. These mutations are
inherited by autosomal dominant transmission; therefore, the clin-
ical entity is referred to as autosomal dominant AD (ADAD). The
term fAD is often used to denote the early-onset AD (EOAD),
with an average age of onset at ca. 50 years, although there are rare
case of earlier onset where symptoms are manifested as early as the
age of 35 or less. Although the current state of knowledge regard-
ing the mutations in these three genes oftfers substantial informa-
tion on plausible molecular mechanism underlying the fAD or
Mendelian form of AD, this knowledge does not appear to be
adequate to explain all cases or other forms of the syndrome. Thus,
the search for a comprehensive elucidation of the complete cascade
of molecular processes leading to AD syndrome will require the
discovery of not only other genes but also the role of epigenetic
factors or gene-gene interactions [2]. In this regard, pathogenic
mutations in progranulin (GRN) gene, which are traditionally
known to cause the autosomal-dominant form of frontotemporal
dementia (FTD) [4, 5], can be linked to familial early-onset forms
of dementia [6-10]. Thus, it is likely that the variants in GRN may
also play a role as risk factors in AD.

The majority of AD cases (95 %), which do not show
Mendelian inheritance, have a typical onset age of 65 years or older
and belong to the late-onset AD (LOAD) or sAD form [3]. The
best established and perhaps the most important genetic suscepti-
bility for LOAD is the presence of one or two copies of the ¢4 allele
in the apolipoprotein E gene (APOE, chromosome 19q13.2) [11].
The employment of high-throughput DNA sequencing meth-
ods, which allow concurrent genotyping of large number of
subjects, has enabled the execution of unbiased genome-wide
association studies (GWAS). These comprehensive examinations of
genomes allow wide range of explorations that are not restricted
to genetic variants of presumed pathophysiological significance.
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Accordingly, the whole genome has been inspected for association
with disease risk (for a summary of the gathered evidence, see the
AlzGene database at http: //www.alzgene.org) [12]. Recent large-
scale GWAS have detected no less than ten novel loci related to an
increased risk of developing LOAD [13-17]. These genes may
interact with crucial events of the AD pathogenesis, including the
amyloidogenic cascade, tau hyperphosphorylation, apoptosis, oxida-
tive processes, cell membrane and endocytic pathways, cholesterol /
lipid metabolism, apoptosis, and immune-inflaimmatory mecha-
nisms [18]. Notably, Jones and colleagues have sought to investi-
gate the functional role of genetic variants not quite reaching
genome-wide significance in AD and concluded that especially
pathways related to immune system response and lipid metabolism
seem to be significantly overrepresented [19].

The recognition for the need of large-scale meta-analyses of
GWAS to enhance the search for additional genetic risk factors has
led to launch the International Genomics of Alzheimer’s Project
(I-GAP). This collaborative effort links the resources of four con-
sortia conducting research on the genetics of AD, namely the
Alzheimer’s Disease Genetic Consortium (ADGC), the Cohorts for
Heartand Ageing Research in Genomic Epidemiology (CHARGE)
consortium, the European Alzheimer’s Disease initiative (EADI),
and the Genetic and Environmental Risk in Alzheimer’s Disease
(GERAD) consortium. Following the meta-analysis of 74,046
subjects, this international collaboration has allowed the identifica-
tion of 11 novel susceptibility loci for AD [20]. Some of these
novel genes highlight the importance of pathways previously
assumed to be associated with an increased risk for AD, such as
immune response and inflammation, cell migration, lipid trans-
port, and endocytosis. Intriguingly, the presence of novel pathways
underpinning AD, e.g., hippocampal synaptic function, cytoskele-
tal function, axonal transport, and microglial and myeloid cell
function, has also been proposed [20]. These novel areas deserve
further investigation since they might provide new insights in
terms of AD pharmacological research therapy.

Remarkably, novel significant data have provided new incen-
tives in the explication of the genetics mechanisms underpinning
the development of LOAD. In this regard, a rare genetic variant—
1rs75932628—which leads to a substitution of arginine by histidine
at the amino acidic residue 47 (R47H) in the TREM?2 gene (encod-
ing for the triggering receptor expressed on myeloid cells 2) is
significantly associated with increased susceptibility to LOAD
[21, 22]. The amplified risk of LOAD associated with the
rs75932628 variant might be caused by a dysregulation of the
inflammatory processes in the central nervous system (CNS) [23].
In all likelihood, further AD susceptibility variants are expected to
be revealed in imminent GWAS based on larger sample sizes and/
or higher resolution genetic maps, as successfully demonstrated in
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the large-scale GWAS meta-analysis conducted by Lambert and
colleagues [20].

The rare form of dominantly inherited EOAD, with almost
complete mutation penetrance and defined age of disease onset,
has been traditionally considered as a model to study the very early
disease mechanisms that are also supposed to underlie the com-
mon sporadic LOAD. However, this commonly accepted dichot-
omy between EOAD versus LOAD is turning out to be too
simplistic a model because of growing evidence, for cases of EOAD
without any familial clustering, and, conversely, there are findings
reporting familial clustering—transmission patterns in LOAD
cases [2]. The emerging knowledge regarding complexity of this
multi-genetic disease with a prolonged time course mandated lon-
gitudinal analytical methods to determine the interactions among
multiple systems: a time-series analysis of the sequences and pat-
terns of changes in various neural networks and signaling path-
ways. Thus, there is the need for a “systems theory” approach to
explain the origin and time course of the functional failure underly-
ing the pathogenesis of all forms of AD. Therefore, we propose
that systems biology and longitudinal investigations will provide a
more comprehensive characterization of the complex molecular
pathogenesis of inherited and sporadic forms of AD. The working
hypothesis is that all forms of AD evolve through the convergence
of failures in several “systems,” networks, signaling pathways, or
pathophysiological processes such as neuroinflaimmation, altered
lipid metabolism, apoptosis, oxidative stress, tau hyperphosphory-
lation, tangle formation, and amyloidogenic cascade including the
generation of different AP species. This knowledge is of key signifi-
cance for the understanding of altered disease mechanisms and sig-
naling pathways as well as for the comparability of the purely
genetic and the sporadic forms of AD.

2 The Need for Longitudinal Studies

Longitudinal studies in AD involve following EOAD or LOAD
patients over time, thereby measuring one or more outcome vari-
ables (e.g., neuropsychological performances) and different imag-
ing or biological markers at least at two different points in time,
and often more. In general, the primary focus of a longitudinal
study is to elucidate if and how much an explanatory variable (or
changes in this variable) may cause changes in the outcome vari-
ables [24]. The advantages of longitudinal studies over other study
designs, such as cross-sectional studies, are well documented.
Longitudinal data involve repeated measures of the same subjects
over time, while cross-sectional data involve measures at one time
point only. Thus, cross-sectional research can only measure the
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prevalence of a factor of interest at a certain point in time, while
longitudinal research measures prevalence at several points in time
and can provide information on causation, prognosis, stability,
deviation, and change [25]. While cross-sectional data only allow
investigation of differences between individuals, a longitudinal
study can examine change within and between individuals as well as
differences in variations between them (i.e., interaction effects) [26].
It should be noted, however, that prospective longitudinal studies
are very expensive to undertake, particularly in terms of personnel
costs. In this context, the future implementation of consortia and
collaborative research networks is expected to increase to provide
large, representative EOAD and LOAD study samples with high-
quality data that can be used to generate longitudinal evidence on
the natural history and to inform how molecular and imaging
markers can predict the disease course, response to treatment, and
clinical decision making [27].

In utilizing neurochemical, imaging, and neuropsychological
biomarkers to track changes in longitudinal studies of both inher-
ited and sporadic forms of AD, the physician needs to be aware of
the characteristics required of clinically useful markers for this pur-
pose, the sources of their measurement variance, and the principles
to minimize this [28]. In longitudinal analyses of AD, biomarker
estimates need to be interpreted in the context of the normal vari-
ance both within an individual and between individuals [29]. Thus,
the main determinants of the normal variance of a biomarker
within an individual consist of the within-subject biological vari-
ance and analytical variance. To the physician, whose role is to
diagnose AD at the asymptomatic stages and monitor disease or
response to treatment as early as possible, it is the degree of stan-
dardization, e.g., total within-subject and between-subject vari-
ance of any given biomarker, that is of greatest relevance in the
context of interpreting biomarker levels released by a laboratory
and relating this to the clinical state of an individual patient [30].
A longitudinal study investigating the performance of repeated
measures of multimodal markers in tracking cognitive changes in
EOAD and LOAD relies on all repeated measures being collected
and analyzed under optimal conditions to minimize measurement
errors and all repeated measures to be consistently recorded at all
time points [31].

In conducting longitudinal studies in the setting of EOAD and
LOAD, an important issue lies in the population that will be
included in the study and how to sample that population; indeed,
it is important that any longitudinal project is able to extend the
implications of the findings beyond the participants who actually
participated in the study. To achieve this goal, studies should be
designed not only to recruit sufficient participants to meet the
sample size and power requirements of the study but also to
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adequately represent the target population. The timing of collecting
biomarker data is especially important, as it affects the effectiveness
of data-gathering. Timing needs to be considered at all stages of a
longitudinal study at recruitment, during follow-up visits, and pos-
sibly after a participant has exited the research protocol [28].

The choice of suitable study populations in which to conduct
well-designed longitudinal AD prevention trials is a fundamental
issue for communities, researchers, sponsors, and stakeholders.
Such studies are feasible only among at-risk subjects presenting
with evolving mild cognitive impairment (MCI) or prodromal at-
risk individuals meeting characteristic biomarker patterns, where
high AD incidence rates make prevention trials feasible. In such
settings, preliminary feasibility studies with a longitudinal design
are considered essential to inform the design of future phase 111
efficacy and safety trials. Researchers typically frame their assess-
ment of feasibility within an “epidemiological paradigm,” focusing
on a limited number of key outcome parameters to guide decision
making, like biochemical or imaging markers [28].

Until now, researchers have mainly related cross-sectional bio-
marker data to longitudinal clinical or neuroimaging markers or
time before the expected onset of disease to construct pseudo-
longitudinal AD studies. However, the composition of pseudo-
longitudinal cohorts changes over time as most severe cases may
decease or exit the study for various reasons of attrition. This may
introduce a bias in the clinical trajectories estimated from cross-
sectional data. If, for example, patients who exit the sample are
more likely to have poorer clinical outcomes than those who stay,
the clinical trajectories based on pseudo-longitudinal cohorts will
be biased towards a delayed onset of amyloid deposition and neu-
rodegeneration compared with what actually would be. In the
future, the use of true longitudinal follow-up data is expected to
reduce the confounding effects that may originate from variation
in collection modes and procedures across datasets and/or differ-
ent participating centers.

Recent evidences derived from longitudinal sAD data collected
by Villemagne and colleagues from the Australian Imaging
Biomarkers and Lifestyle (AIBL) research group [32] reconcile
well with cross-sectional results obtained in EOAD mutation carri-
ers enrolled in the Dominantly Inherited Alzheimer Network
(DIAN) study [33], thus suggesting that sporadic and inherited
forms of AD may share common pathogenic pathways. However,
the results from cross-sectional studies and true longitudinal data
source seem to suggest significant differences in terms of other
biomarkers. Moreover, in light of the biological complexity of AD,
it is reasonable that not only longitudinal studies but also a systems
biology approach would be required to unravel the different sAD
endophenotypes and to explicate the differences and similarities
between EOAD and LOAD.
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3 Systems Biology of Alzheimer’s Disease

3.1 Transcriptomics

Traditional biological strategies to the analysis of the pathogenesis
of neurodegenerative diseases, including AD, have commonly been
focused on a few important genes and their associated products,
resulting in limited knowledge of the complex etiopathogenesis.
Difterently, systems biology is an emerging integrative interdisci-
plinary approach applying advances in multimodal high-throughput
method development that permits the investigation of networks of
biological pathways where high amounts of structurally /function-
ally dissimilar molecules are simultaneously detected over time in
cells, groups of cells, tissues, organs, or whole organisms [34].
According to Noorbakhsh and colleagues, systems biology is
dependent on comprehensive enumeration and quantification of
biological processes, followed by data exploration and integration,
enabling the formulation of hypotheses that can be verified at a
system level (for instance, cell, tissue, or organism) [34].

Systems biology-based strategies have become practicable only
in recent times, owing to the development of various high-
throughput methods applied to the “omics” sciences including
genomics, transcriptomics, proteomics, and metabolomics/lipido-
mics. Technological platforms employed in the “omics” disciplines,
in conjunction with accurate and dedicated statistical /computa-
tional tools, allow the characterization of various biomolecules
including DNA sequences, transcripts, proteins, metabolites, and
lipids [35].

In addition to genetic variants, other sources of variability are asso-
ciated with transcriptional, translational, and posttranslational
modifications. Therefore, after inspecting the collective genotypes
of a subject, it is reasonably appropriate to move towards the area
of transcriptomics. Transcriptomics designates the examination of
the genome-wide gene expression products. The transcriptome
represents the whole set of RNA transcripts in a distinct cell type or
tissue at a specific developmental stage and /or under certain physi-
ological conditions, including messenger RNA (mRNA), transfer
RNA, ribosomal RNA, and other noncoding RNAs. While the
genome is stable in a given individual, the transcriptome is subject
to variations along the cell cycle and the life cycle of the organism
and along all various kinds of tissues; moreover, it can be affected
by epigenetic modifications [36]. Transcriptomics frequently uti-
lizes high-throughput methods including hybridization- or
sequence-based approaches. More recently, the development of
novel high-throughput DNA sequencing technologies has pro-
vided a novel system for mapping/quantifying transcriptomes
referred to as RNA sequencing (RNA-Seq) that has been predicted
to revolutionize the way in which eukaryotic transcriptomes will be
scrutinized [37].
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Transcriptomic studies in AD compare mRNA expression levels
between AD patients and healthy controls. Significant differences
in mRNA expression levels indicate that genes are expressed to a
diverse extent. This, in turn, may result in dissimilar levels of
proteins. An influential study by Liang and colleagues [38] has
reported gene expression profiles from postmortem examination
of six anatomically and functionally separate brain regions in AD
patients. Notably, the authors have disclosed significant regional
differential expression in AD brains compared with healthy control
brains including expression changes of genes previously implicated
in AD pathogenesis and especially concerning plaques and tangle
formation [38]. In another study, consistent patterns of alteration
in the gene expression profile in the neocortex of AD patients ver-
sus healthy subjects have been described. The exploration of the
AD transcriptome unveiled synaptic dysfunction, disrupted neuro-
transmission, and generation of neuroinflammation [39].

Given the high structural and histological heterogeneity of the
brain, the selection of the anatomical cerebral area to inspect might
significantly affect the final results. Furthermore, human brain tis-
sues for analysis can only be attained postmortem and sampled
only once. In light of this, transcriptomic research etforts have
been directed towards blood that is easily accessible and can be
sampled repeatedly, thus allowing for longitudinal assessment of
gene dysregulation at different disease stages. In this regard, Maes
and colleagues have described the gene expression profiling of
blood mononuclear cells of mild sAD patients versus cognitively
healthy individuals [40]. Twenty-eight percent of the upregulated
genes and 16 % of the downregulated genes in AD blood mono-
nuclear cells have been demonstrated to have analogous expression
patterns in AD brain [41—43], whereas only 4 % of affected genes
differ in terms of expression between blood and brain [42]. More
specifically, AD blood mononuclear cells show a major decrease in
the expression of genes related to cytoskeletal preservation, cellular
trafficking and stress response, redox homeostasis, transcription,
and DNA repair. Therefore, these data emphasize the systemic
nature of gene dysregulation in sAD. Fehlbaum-Beurdeley and
colleagues [44] have reported a blood RNA signature that can
properly discriminate AD patients from non-demented control
subjects with a sensitivity of 100 % and specificity of 96 %. This
signature includes genes that are part of pathways related to mac-
rophages and lymphocytes in AD patients: transforming growth
factor signaling, oxidative stress, innate immunity,/inflammation,
and cholesterol homeostasis [44]. The implementation of a tran-
scriptome study of leukocytes from MCI subjects, AD patients, as
well as healthy controls by using oligonucleotide microarrays has
led to disclosure of eight genes significantly associated with purine
metabolism and ATP-binding cassette (ABC) transporters [45].
Interestingly, Booji and colleagues have established and validated a
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blood gene expression signature that is able to categorize AD
patients and cognitively healthy individuals with high accuracy
(87 %) [46]. More recently, Fehlbaum-Beurdeley and colleagues
[47] have demonstrated that AclarusDx™, a blood-based tran-
scriptomic test, can be of valuable support in differentiating AD
patients from healthy control individuals. This noninvasive test, in
conjunction with standard assessments, can provide physicians
with unbiased data and indications to facilitate the diagnosis of AD.
AclarusDx™ is currently being assessed in many prospective
cohorts that will be of benefit in improving its clinical utility [47].
Finally, Han and colleagues [48], after systematically exploring
data on AD blood transcriptome, have observed a distinctive per-
turbation of cellular functional units, including upregulation of
environmental responses (immune responses, survival /death sig-
naling, and cellular recycling pathways) and downregulation of
central metabolism (energy metabolism and translation/splicing
mechanisms). This peculiar perturbation has been found to be
characteristic of AD when compared to blood transcriptomes from
other neurological diseases. More importantly, a comparable
degree of perturbation has been reported in both AD patients and
MCI subjects [48].

The easiness with which fresh blood mononuclear cells can be
noninvasively and repeatedly collected should (a) allow scrupulous
longitudinal evaluation of gene dysregulation in the different
stages of MCI and AD, (b) simplify assessment of disease-modifying
interventions, and (¢) be of support during the differential diagno-
sis of dementia in elderly people.

In brief, transcriptomic studies have identified a large number
of genes and putative pathways. The growing list of mechanisms/
pathways substantiates the heterogeneous nature of AD and needs
further standardization, replication, and validation.

Among the developing platforms needed to perform research in
neurodegenerative diseases, with AD being investigated most
extensively, proteome analysis (proteomics) has gathered high con-
sideration. The word “proteome” has been originally employed to
designate the cluster of all proteins expressed by a specific genome
[49]. Given that its composition varies from tissue to tissue and
from cell to cell, the proteome refers to a set of proteins in a certain
time and space, which highlights its dynamic nature [50]. Proteins
are characterized by alternative splicing mechanisms, conforma-
tional changes, and posttranslational modifications. These features
account for the high variability of the proteomic information. In
light of this, the number of proteins is much greater than that of
their corresponding genes. Therefore, proteins are assumed to
have a high potential as dynamic biomarkers in the diagnosis, pre-
diction, and progress monitoring of a given disease [51].
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3.3 Metabolomics
and Lipidomics

Proteomics has been used on a global scale in neuroscience
to scrutinize and decipher the molecular “bar code” of the brain.
Such a system-based strategy is called neuroproteomics, the large-
scale profiling and functional annotation of brain proteins [52].
The description of the CNS proteome under both normal and
pathological conditions is an important initiative sponsored by the
Human Proteome Organization (HUPO) (available at http://
www.hupo.org/), the largest international consortium supporting
proteomic research and study of human tissues. Interestingly, the
target of the HUPO Brain Proteome Project (HUPO BPP), an
initiative launched by HUPO, is the elucidation of the CNS pro-
teome in both ageing and neurodegenerative diseases [53].

Progresses in analytical instrumentation, especially in mass
spectrometry and improvement of ionization techniques, have
enhanced proteomic examination of tissues. The interpretation of
mass spectra may allow portions of the spectrum to be labeled with
a protein/peptide identity. However, when a protein/peptide has
been recognized, what confers it the status of a candidate marker is
its consistent variation in some features such as abundance between
two states (for instance, presence or absence of a pathophysiology)
[54]. Different approaches have been employed to inspect pro-
teome alterations in AD during the last 15 years. Proteomics of AD
has been investigated at different stages of the disease using a
plethora of high-throughput systems. These have been exploited in
different types of clinical biofluids, especially cerebrospinal fluid
(CSF)[55-70] and blood (i.e., plasma/serum) [ 71-80]. Moreover,
critical overviews of the literature in the area of AD proteomics
have been produced in the last decade [81-87].

Given the dynamic progresses in AD proteomic research and
the continuous introduction of new technology platforms, pro-
teins encompass the majority of feasible candidate biomarkers for
AD diagnosis and are of value for measuring statistical differences
between AD patients and healthy controls. Furthermore, several
of these protein molecules show potential to increase the diag-
nostic accuracy of the currently recognized CSF markers of AD,
i.e., APy 4, total tau (t-tau), and tau phosphorylated at threonine
181 (p-tauyg;) [88].

The most recent of the “omics” sciences—metabolomics—ofters
powerful approaches that allow the examination of perturbations
in metabolic pathways /networks [80, 89]. Metabolomics accumu-
lates quantitative data on a large amount of metabolites in order to
delineate a complete depiction of metabolism and to characterize
metabolic fluctuations associated with pathological conditions
[90]. Metabolomics implicates the inspection of small molecules—
metabolites—detected in cells, tissues, organs, or biological fluids.
To this end, several techniques have been developed to separate
and measure the components of the metabolome. The selection of
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the appropriate platform will enable the analysis of these molecules
with regard to their individual features [89].

The technologies employed by most studies are (a) mass spec-
trometry, utilized in combination with gas /liquid chromatography
or capillary electrophoresis in order to attain the initial separation
of metabolites, and (b) nuclear magnetic resonance (NMR) spec-
troscopy. It should be noted that each methodological approach
shows advantages as well as drawbacks since the classes of metabo-
lites detected by each system are different. At present, no specific
analytical methodology is able to capture the whole metabolomic
information from a single sample. Thus, various approaches need
to be combined, especially in the area of biomarker discovery [91].
Notably, owing to progress in instrumentation, it has recently
become possible to simultaneously measure thousands of metabo-
lites using extremely low sample volumes [92]. In addition,
advances in technology coupled with recent bioinformatic tools
and software have allowed the comprehensive inspection of cellular
metabolites without bias. However, several molecules whose
importance has been highlighted have not been integrated in
metabolite repositories; therefore, the depiction of cellular metab-
olism is still incomplete [93].

Several pathologies have been shown to result in the disruption
of metabolic pathways. Therefore, they can produce long-term
metabolic alterations that can be reported in terms of metabolic
signatures. Metabolomic profiling can be executed quite easily in
peripheral tissues as well as in biofluids including CSF or plasma/
serum, thus making this approach suitable for clinical applica-
tions [94]. Metabolomic signatures have been documented for
some pathological conditions, including AD [95]. These signa-
tures are represented by numerous dysregulated metabolites. Their
levels fluctuate in the disease state or after drug exposure. The
analysis of these signatures might otfer significant information con-
cerning disease pathophysiology [96]. In addition, several projects
aiming at disclosing serum-derived metabolic markers in AD are
currently available, such as HUSERMET (available at http: //www.
husermet.org/) [97, 98] and PredictAD (available at http: //www.
predictad.eu/).

Metabolomic profiling has been utilized to evaluate cross-
sectional modifications in brain samples [99], CSF [100-102], and
plasma/serum specimens [ 103-105] from patients with a different
extent of AD clinical severity. Nevertheless, attempts of matching
the obtained data have been limited since metabolomic platforms
and biofluids employed were dissimilar and the studies diverged in
the range of the detected metabolites. Very recently, nontargeted
mass spectrometry-based metabolomic profiling has been employed
to search for global modifications in metabolites and several
recognized metabolic pathways in both CSF and plasma specimens
from the same subjects in the context of AD progression [94].
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Notably, the altered pathways revealed by CSF and plasma analysis
of MCI individuals and AD patients have been primarily associ-
ated with mitochondrial activity and energy metabolism as well as
biosynthesis/trafficking /metabolism of lipids, amino acids, neu-
rotransmitters, and hormones [94].

The evidence that APOE—encoding for apolipoprotein E, a
lipid transport/chaperone protein—is the most important gene for
sporadic LOAD points to the importance of lipid dynamics as an
area that needs to be explored in AD research. Lipidomics is a spe-
cific branch of metabolomics focused on detecting and quantifying
a wide range of polar and nonpolar lipid metabolites in cells and
biofluids to attain a complete representation of human lipid bio-
chemical pathways [ 106]. The comprehensive analysis of lipid met-
abolic pathways in AD might provide novel concepts on the
modulation of lipid homeostasis, which may, therefore, explicate
the pathogenesis of the disease [107]. Intriguingly, lipid molecular
profiling, combined with biophysical modeling of membrane sys-
tems to examine lipid membranes [108] or lipoproteins [109],
provides the opportunity to associate the molecular pathway alter-
ations with cell- and tissue-level physiology and structure. This
may not only suggest new insights into disease pathogenesis, but
also offer new opportunities from a diagnostic and therapeutic
viewpoint.

4 Molecular Networks in Alzheimer’s Disease

The main goal of high-content analyses centered on AD patho-
genesis is the system-wide investigation of qualitative /quantitative
alterations in transcripts, proteins, metabolites, and lipids, followed
by the formulation of pathways linking biomolecules and patho-
physiological, disease-related mechanisms. These descriptive analy-
ses represent several systems biology-based investigations focused
on AD [34, 110]. Notably, according to Kitano [110], a second
category of systems biology analyses, which exhibits higher com-
plexity, has been more recently developed. These are molecular
networks, also called “molecular modules,” that are created within
a cell. Understanding the arrangement and connectivity of molec-
ular networks allows the prediction of their dynamical behavior,
including the depiction of their physiological or pathological status
[34,110].

In this regard, an influential study by Miller and colleagues
employed weighted gene co-expression network analysis (WGCNA)
[111-113] on microarray data from the CAI region of the hip-
pocampus to identify co-expression modules associated with AD
[114]. This strategy arranges results from gene expression studies
into a framework to inspect AD pathophysiology from a systems
viewpoint. WGCNA explicates the higher degree links among
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genes via their co-expression interactions, defining groups (i.e.,
modules) of biologically connected genes and enabling an unbi-
ased depiction of transcriptome organization, which is relevant to
the pathology. Moreover, within these clusters of highly co-
expressed genes, WGCNA is able to detect the most strictly related
genes, often termed “hub genes” [115]. This approach has allowed
to identify a number of AD-associated co-expression modules
participating in synaptic transmission, mitochondrial activities,
metabolic functions, immune response mechanisms, extracellular
transport, and myelination [114]. The study of the module com-
prising a substantial number of mitochondrial genes (i.e., the
“mitochondrial module”) has led to discovery of some hub genes
playing a part in ion transport: voltage-dependent anion channel 1
and 3 (VDACI, VDAC3) and ATP synthase, H* transporting,
mitochondrial Fy complex, subunit B1 (ATP5FI) [114]. Other
hub genes belonging to “synaptic modules,” such as synaptojanin
1 (SYNJI), syntaxin-binding protein 1 (STXBPI), and synapto-
somal associated protein, 91 kDa (SNAP9I), have clearly been
implicated in fusion of synaptic vesicles and endocytosis. Therefore,
they are expected to participate in synaptic transmission [114].
Notably, the implementation of a comparative network analysis of
transcriptome organization between AD and physiological aging
has disclosed a significant overlap between mitochondrial and syn-
aptic modules. In light of this, a certain degree of similarity between
the two conditions has been shown. However, local network
examination of well-established AD genes revealed altered connec-
tivity for PSENI between AD and aging. Thus, the role of PSEN1
in CAl region in AD may diverge from that in normal aging. The
modified activity of PSENI in the AD network is in line with its
acknowledged function in the pathology [114].

Protein-protein interaction (PPI) network models are of help
in detecting important proteins and biochemical pathways in a
specific pathological condition and offer a context for the examina-
tion of complex disorders such as AD. Network models have also
been employed in integrating data from other sources, such as
gene expression data [116, 117]. This combined strategy helps
discover crucial cellular pathways or complexes where up- or down-
regulated gene products are grouped, thus finding genes poten-
tially related to the disease.

In a study by Hallock and Thomas, a “core” PPI network for
AD has been created by reviewing the primary literature as well as
web resources associated with AD [118]. Then, the employment
of data from the Human Protein Reference Database (HPRD)
[119] has led to assembly of an “expanded” network, enriched
with supplementary proteins interacting with those of the core PPI
network. After inspecting the structure and protein content of
both networks to detect central proteins, protein interactions, and
molecular pathways implicated in AD, existing gene expression
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studies have been mapped to the core network. This combined
model has allowed the identification of two cellular pathways
exhibiting clusters of differentially modulated genes: (a) the
mitogen-activated protein kinase /extracellular signal-regulated
kinase (MAPK/ERK) pathway, which is significantly involved in
synaptic plasticity mechanisms and is altered in AD, and (b)
clathrin-mediated receptor endocytosis, involved in the internal-
ization of APP that can result in grown intracellular levels of Ap.
The first and the second pathways have been shown to be down-
regulated and upregulated in AD, respectively [118]. Interestingly,
some genes recognized by recent GWAS as being associated with
AD play also a role in receptor-mediated endocytosis and/or
clathrin interactions [17, 20]. These include CD2-associated pro-
tein (CD2AP), bridging integrator 1 ( BIN1), phosphatidylinositol-
binding clathrin assembly protein (PICALM) [17], and sortilin-
related receptor, L(DLR class) 1 (SORLI) [20]. All these findings
highlight the prominent function of clathrin-mediated endocy-
tosis in AD.

In summary, the analyses of complex molecular interactions,
such as transcriptional modules, gene-interaction networks, PPI
networks, and signaling networks, are of significant relevance
because they help comprehensively unveil the previously unknown
complex molecular network properties of AD as well as detect key
genes, proteins, and cellular pathways involved in AD mechanisms.
This, in turn, supports the establishment and selection of gene/
protein targets for treating the disease.

5 Conclusions

The high degree of heterogeneity in the biological as well as
behavioral-clinical genotypes of AD syndrome is reflected in the
extensive variations in the neuropathological lesions, age of onset,
and pattern and types of behavioral-clinical manifestations. These
well-validated observations regarding the “Alzheimer’s syndrome”
speak for the complexity of the multigenic nature of this disorder.

Thus, this extreme complexity of AD pathogenesis mandates
the necessity for integrating knowledge-information from several
distinct but parallel sources (systems or networks) using both clini-
cal and laboratory observations such as high-throughput molecu-
lar profiling strategies (transcriptomics, proteomics, metabolomics,
and lipidomics), multiple brain imaging, neurophysiological mea-
sures, and psychometric cognitive assessments. From a basic
research standpoint, the development of the “omics” sciences has
provided the strategies for the identification of novel molecular
biomarkers from biofluids, cells, and tissues. High-throughput
methods have the ability to collect large amounts of data with ref-
erence to a specific phenotype or disease status in an unbiased way.
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The implementation of a systems biology strategy to investigate
AD will require the amalgamation of heterogeneous data. The
combination of these data includes the development of tools not
only for storing and mining the data, but also for modeling of the
data in the context of disease pathophysiology [ 120]. Sophisticated
methods are required to scrutinize molecules related to AD and
their interactions in the spatial and temporal setting. Since data
attained at different levels may carry complementary information
on the pathophysiology of AD, their integration is likely to enhance
the diagnosis and the interpretation of the pathophysiology [120]
and the elucidation of the commonalities and dissimilarities
between inherited and sporadic forms of AD. From a clinical stand-
point, the implementation of consortia and collaborative research
networks is expected to provide large, representative EOAD and
LOAD study samples that can be used to generate longitudinal
characterization of the natural history and to inform how novel
molecular and imaging biomarkers can predict the disease course,
response to treatment, and clinical decision making.
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Chapter 3

The APP Proteolytic System and Its Interactions
with Dynamic Networks in Alzheimer’s Disease

Sally Hunter, Steven Martin, and Carol Brayne

Abstract

Diseases of aging are often complex and multifactorial, involving many genetic and life course modifiers.
Systems biology is becoming an essential tool to investigate disease initiation and disease progression.
Alzheimer’s disease (AD) can be used as a case study to investigate the application of systems biology to
complex disease. Here we describe approaches to capturing biological data, representing data in terms of
networks and interpreting their meaning in relation to the human population. We highlight issues that
remain to be addressed both in terms of modeling disease progression and in relating findings to the cur-
rent understanding of human disease.

Key words Alzheimer’s disease, Amyloid precursor protein, Amyloid-beta-protein, Presenilin,
Network modeling, Systems biology

1 Introduction

Diseases of aging, such as cancer and neurodegeneration, are com-
plex and multifactorial, involving many genetic and life course
modifiers. As more evidence becomes available, many links between
different diseases of aging are becoming apparent [ 1], such as the
roles of cell cycle proteins in cancer and neurodegeneration [2] or
the contributions of Alzheimer’s disease (AD) related and cardio-
vascular related genes in both normal aging and neurodegenera-
tion [3]. Systems biology, a field that aims to integrate data from
diverse biological areas, is becoming an essential tool to investigate
processes relating to initiation and progression in complex disease.
AD is the most common form of dementia associated with aging
and is increasingly being accepted as a complex multifactorial neu-
rodegenerative syndrome. AD can be used as a case study to inves-
tigate the application of systems biology to complex molecular
disease pathways and relate these to brain behavior and ultimately
treatment strategies.
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2 Overview of Alzheimer’s Disease (AD)

AD is characterized clinically by memory loss, cognitive impair-
ments and dementia [4, 5]. These symptoms lead to impairments
in activities of daily living with the result that individuals with AD
require an increasing degree of support and care as the disease
progresses. Neuropathologically, the hallmarks of AD include
intracellular neurofibrillary tangles (NFT) composed of paired
helical filaments of the microtubule associated protein tau, extra-
cellular senile plaques containing aggregated amyloid-beta-protein
(AP) and neuritic plaques and dystrophic neurites that are tau reac-
tive and are also often associated with aggregated Ap [6, 7].

The importance of the amyloid precursor protein (APP) proteo-
lytic system to dementia initiation and progression in AD is high-
lighted by both neuropathological and genetic evidence. Various
mutations within APP and the y-secretase associated Presenilin
(PS) genes, PS1 and PS2, are associated with early onset familial
Alzheimer’s disease (FAD) [8]. The genetic data is further linked
to disease progression by the deposition of the AP, a proteolytic
fragment of APP, in neuritic and senile plaques. Additionally, the
deposition of Af in the brain vasculature as congophilic amyloid
angiopathy (CAA) is common in AD and may have independent
effects on cognitive function [9, 10]. For late onset AD, account-
ing for >95 % of cases, the genetic contributions to disease are esti-
mated to be between48 and 79 % [11, 12 ] and include contributions
from genes such as ApoE [13], CLU and PICALM [14] and CR1
[15] amongst others (reviewed in [16, 17]). Lifestyle modifiers
that may contribute to dementia risk include education [18], exer-
cise [19] and diet [20].

The relationship between neuropathology and cognitive status
is not straight forward [21]. While considered as neuropathologi-
cal hallmarks of AD, clinicopathological population studies show
that the relationships between various neuropathologies, age and
dementia status are complex [22] and that very few “pure” AD
cases exist [23]. Population studies of the aging brain commonly
find the neuropathological hallmarks of AD in cognitively normal
individuals, albeit generally at lower severities, and demented indi-
viduals may show little neuropathology [21, 22, 24]. This raises
questions around how these neuropathologies, and the neuro-
chemistry associated with them, contribute to disease initiation
and progression and how AD is defined both clinically and neuro-
pathologically. If the aim is to devise treatment strategies, where
some medication may alleviate or prevent the clinical manifestation
of dementia, then the relationships between the human genome,
(the complete set of genetic material in a cell), the transcriptome,
(the entire collection of gene transcripts both destined to be
expressed as proteins and as regulatory elements), the proteome,
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(the complete set of expressed proteins in a specific cell type), the
interactome, (the complete set of molecular interactions in a cell),
the functional brain connectome, (the complete set of neural and
synaptic connections in the human), and the whole body within its
ever-changing environment must be elucidated. Computational
models can be a tool to investigate these relationships and how
they change due to disease.

3 Basic Background for Biomolecular Networks

3.1 Gompartmenta-
tion

3.2 Relative Affinity

Molecular pathways are dynamic functional systems involving mul-
tiple players often with complex regulatory systems involving both
direct and indirect feedback loops. Flow of biological information
through these pathways can be represented as computational net-
works based on molecular communication theories [25]. Within a
cell as a whole, the probability that an interaction or biological
reaction will occur between specific molecules and not others
depends on many factors including, compartmentation, relative
affinity, concentration, half-life, protein modifications, the pres-
ence of co-factors, and the formation of biologically active protein
complexes.

A cell is divided into compartments and forms organized structures
that allow cellular processes to occur in a controlled way. Organelles,
such as the nucleus, endoplasmic reticulum and mitochondria, iso-
late specific cellular processes within semi-permeable membranes
that concentrate components of a particular cellular process and
increase the chance that they will combine. Compartmentation
also isolates reactions that would otherwise be deleterious for the
whole cell, such as lysosomal reactions involved in the breakdown
of proteins tagged for destruction. Within organelles, specific com-
partments can be defined by further interactions between factors,
such as relatively rigid cholesterol-rich lipid raft areas within a more
fluid phospholipid membrane. In order to maintain cellular com-
partments, the cell must express all the various components in the
correct place and at the appropriate time and this involves the com-
plex process of cellular trafficking.

The relative affinity of one protein for another contributes to the
probability that they will react and this affinity depends on shape
and charge distribution which ultimately depend on the amino
acid sequence and protein folding. Protein shape and charge distri-
bution are altered by the protein modifications described below
and by many other factors including pH, metal ion binding and
interactions with other cellular molecules.
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3.4 Half Life

3.5 Protein
Maodifications

3.6

Co-factors

The concentration of the active form of a protein depends on many
factors including gene expression, protein synthesis, protein modi-
fication, trafficking and storage mechanisms and protein degrada-
tion amongst others. Concentration is usually tightly regulated
and over- or under- expression of active proteins can be disruptive
to normal cellular processes.

The rate at which a protein is synthesized and degraded is its turn-
over and this is characterized by its half-life, i.e. the time it takes for
half the amount of a particular protein to be degraded. The length
of time a protein is active and available can contribute to the likeli-
hood that it will be involved in a cellular reaction. The concentra-
tion of a protein with a short half-life is more easily manipulated by

the cell.

After translation, proteins are often processed and/or modified
before achieving an active form and more than 200 different
types of modification are known [26]. Modifications can be per-
manent or transient. Permanent modifications include proteo-
lytic processing, where an immature protein, such as immature
PS, requires cleavage to attain its active form [27, 28]. Transient
and reversible enzymatic modifications are fundamental to the
regulation cellular processes and include (1) glycosylation, the
addition of sugar groups, (2) phosphorylation and dephosphory-
lation, the addition and removal of phosphate groups and (3)
acetylation and deacetylation, the addition or removal of acetyl
groups. Phosphorylation and dephosphorylation in particular
form a major mechanism by which cells can switch processes on
or off or change the flow through a biochemical pathway.
Additionally, proteins may be modified non-enzymatically by
metabolites, e.g. the modification of various lysine residues by
the glycolytic metabolite 1,3-bisphosphoglycerate [29].

Co factors are molecules or ions that are required for biological
functions or reactions to occur. For many proteins, metal ions are
central to their mechanism of action. For example, the N-methyl
D-Aspartate (NMDA) glutamate receptor allows calcium ions into
a neuron when both electrical and neurotransmitter signals are
received. The Ca?* channel is normally blocked by Mg?*. This
block is removed briefly when a previous electrical signal changes
the electrical potential of the membrane surrounding the NMDA
glutamate receptor. If glutamate binds at this time, the calcium
channel opens to allow Ca* ions into the cell. With no change in
electrical potential, glutamate binding cannot open the channel. In
effect, Mg** contributes mechanistically to the way the NMDA
receptor senses coincidence in electric and neurotransmitter signals
and this process contributes to one mechanism of synaptic plasticity.
Other examples of co-factors include small molecules such as
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vitamins which are often involved in enzyme reactions as part of
the chemical process.

The formation of tightly associated proteins within large com-
plexes is often required for biological activity. An example of this is
the endopeptidase y secretase complex, discussed later, where at
least four different proteins are required to form an active enzyme
[30]. These include one of the presenilins, either PS1 (UniProt
P49768) or PS2 (UniProt P49810), which forms the catalytic core
and the proteins Pen-2 (UniProt QI9NZ42), nicastrin (UniProt
Q92542) and APH-1 (UniProt Q96BI3) that may contribute to
the activation of the protein complex and regulate how the com-
plex interacts with its various substrates [31].

In addition to processes regulated by the cell via gene and protein
expression, features such as temperature, pH or redox state associ-
ated with the cellular environment may also aftect the likelihood of
a reaction, for example pH modulates AP aggregation [32, 33] and
oxidative stress may increase Ap production and also be increased

by AB [34].

The properties of affinity and concentration for active forms of a
protein in relation to its biological outcomes can be illustrated by
dose response curves (Fig. 1). Further, interactions such as enzyme
reactions can be described by various kinetic constants such as the
affinity constant K,), the catalytic efficiency K, maximal reaction
velocity V) and K, an inverse measure of affinity defined as the
amount of substrate at half V,.... These values are calculated from
experimental data using equations such as the Michaelis-Menten
equation [35] and associated variations. The basic biochemical
properties should be captured in any mechanistic model of a
molecular pathway. Some pathways will be more complex than
others but most will feature these properties in regulatory mecha-
nisms. It must be remembered that molecules and signaling path-
ways in different cell types may be associated with different
functions and these may also vary between species making a gener-
ally applicable model of any one molecular pathway impossible.

4 Networks and Their Analysis as Tools to Investigate Complexity
in Molecular Pathways

One approach to teasing apart the complexity of molecular path-
ways is to model molecular interactions as networks to describe
and characterize the complex relationships and components within
and between pathways. A molecular system can be represented as a
graph in the form of a collection of nodes (objects) and edges
(relationships). The functional relevance of nodes and edges can be
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Physiologically relevent
range

Biological response

Concentration (dose)

Fig. 1 A generalized dose response curve. Where the concentration of an active
protein is very low, the probability that it will interact with its target is also very
low and any associated biological outcome will be minimal (a). As concentration
increases towards a physiologically relevant range, the high affinity biological
outcome will also increase (b). At a certain point the system is maximally active
and any further increase in protein concentration will not increase the high affin-
ity biological outcome as other features of the system may be rate limiting and
the biological outcome reaches a steady state (c). At increasing concentrations
of the active protein, other pathways may become more relevant as the chances
of lower affinity reactions increase (d); other features of the lower affinity sys-
tems may be rate limiting for the relevant biological outcomes which will reach
a steady state. At very high concentrations, there are increased chances of aber-
rant or inappropriate reactions/interactions between the active protein and other
pathways with which it would not normally associate (e), and these may not be
rate limited

described by assigning various attributes derived from the molecu-
lar system in question.

Nodes can be used to represent molecules and annotations can
represent the various factors such as concentration, affinity and
compartmentation. Edges can be either directed, specifying a
source (starting point) and a target (endpoint), or non-directed.
Directed edges are suitable for representing flow while non-
directed edges are used to represent mutual interactions. Mixed
graphs contain both directed and undirected edges and have vari-
ous sets of relations.

A network of molecular relationships can be built in several
ways. One way is to iteratively search literature databases using key-
words relevant to the system being investigated [36]. An iterative
procedure can be used to develop the search strategy, with input
from clinician advisors, neuropathologists, information specialists
etc. A search of PubMed (28 August 2013) for the keywords sys-
tems biology AND Alzheimer disease retrieved 183 results and the
increasing number of references over time indicates that the applica-
tion of systems biology to AD research is of increasing importance.
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Not all of these references will be relevant and manual curation will
be required. A search of PubMed (28 August 2013) using the MeSH
terms (“Systems Biology”[ Mesh |) AND “Alzheimer Disease”[ Mesh |
retrieved 24 results, with some relevant references missing. A com-
prehensive search of several bibliographic databases as well as hand
searches of key journals would also need to be undertaken to ensure
all literature would be identified. All titles and abstracts should be
screened by two independent reviewers and a third reviewer would
resolve any disagreements about inclusion. This underlines the
importance of a reliable and repeatable search strategy.

Once a collection of papers has been generated, there are vari-
ous ways to filter these results to obtain only those papers of inter-
est, involving either automated text search, human search of
abstracts or both. Using this approach, networks can be built based
on the information available, analyzed and then used to generate
questions for further experimentation.

It must be remembered that any defined literature search,
whilst being reproducible, may not retrieve all the papers of inter-
est and a manual search of paper references may be required until
no more useful references are found. Specific molecules in older
literature may not be named in a standard way and in one network
construction study [37], two APP interacting proteins were
excluded as they could not be identified with certainty due to
inconsistent naming. Additionally, only information that is pub-
lished is available, leading to an unquantifiable bias in network
construction due to missing information and this has important
consequences for the analysis and interpretation of any resultant
molecular network.

Molecular interactions can also be extracted from databases
such as those listed in Table 1. While each database may be slightly
different, there are now systematic ways to query such databases
and extract relevant information in standard formats [38].
However, these databases are built from the existing literature and
will therefore share the unquantifiable bias due to missing informa-
tion. Automated methods of text searching are often used in data-
base construction as they can be fast and repeatable. However,
automation can lead to errors of misclassification and manual cura-
tion is used in most databases to minimize this. Manual curation
can also lead to errors which must be repaired when found.

Most molecular databases are built using data from a variety of
sources and are annotated with the experimental system from
which the data were derived; this generally includes the species,
whether in-vivo or in vitro and the exact method used, such as co-
immunoprecipitation, various gene [39, 40] and protein [41, 42]
expression systems or co-migration in sodium dodecyl sulfate—
polyacrylamide gel electrophoresis (SDS-PAGE), all methods have
strengths and weaknesses.
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Table 1

Examples of molecular pathway and interaction databases

Database Database description Reference/link

MINT Experimentally verified protein interactions; uses http://mint.bio.uniroma2.
automated literature mining and expert curation it/mint/Welcome.do

IntAct Molecular interactions derived from literature mining or http: //www.ebi.ac.uk /intact
from direct user submissions; expert curation /*conversationContext=1

DIP Experimentally verified protein interactions; data from a http: //dip.doe-mbi.ucla.
variety of sources including automated literature edu/dip/Main.cgi
mining and expert curation

KEGG A collection of databases covering various areas http: //www.genome.jp,/
including ontology, genomics and molecular networks kegg/

HPRD Database of human specific protein interactions, expert http: //www.hprd.org
curation, no automation

BioGRID  Protein interactions from a number of species models, http: //thebiogrid.org/
automatic literature mining and expert curation

STRING  Known and predicted direct and indirect protein http: //string-db.org/

interactions; uses automated literature mining and
expert curation

The studies listed in Table 2 have approached map construc-
tion in different ways, using different combinations of protein-
protein interaction (PPI) databases, with different literature
searching protocols and different inclusion or exclusion criteria.
The networks generated in these studies do not always correspond
and different studies highlight different pathways or biological
processes, ¢.g. Fe?* [43], apoptosis [44 |, or cardiovascular disease /
diabetes [3]. Each study has different starting points, inclusion/
exclusion criteria and network construction methods, so this lack
of agreement is to be expected. It is difficult to assess the degree to
which the various starting points, criteria and network construc-
tion methods bias results towards an outcome. For example, the
study by Soler-Lopez et al. [45] may not represent the interactions
of full length APP in the membrane adequately, as many of the
extracellular matrix (ECM) proteins that might be expected to
interact with APP are excluded due to difficulties involved in
expressing them in the experimental microarray used. This may
shift the focus of their network more towards intracellular interac-
tions. Given the importance of the various interactions of APP
with components of the ECM (see Fig. 2), any network excluding
such proteins and proteoglycans could be seriously confounded
and any findings would have to be interpreted carefully. Additionally,
the correspondence between gene expression as mRNA and viable
functional proteins within a cell is not absolute, varying from 9 to
87 % depending on which genes are investigated [46].
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Protein—Protein interaction (PPI) network studies (adapted from [36])

Reference Selection criteria Exclusion criteria

Main focus

[37]

[45]

Evidence of Non-protein molecules and

direct PPI metals, poorly
from literature characterized proteins,
searches specific peptides are

included as parent genes

Genes in close Proteins without open

proximity reading frames, highly
with 12 “seed”  glycosylated proteins,
genes transcription factors,
previously extracellular proteins,
associated proteins with several
with AD transmembrane regions

Co-expressed Probe-sets not mapping to

genes that any gene or mapping to
differ between hypothetic proteins are
controls removed
and AD

Genes with Outlier removal, removed
variable datasets with low
expression interspecies expression
between and connectivity; top
human and 5,000H and 3,000 M

connected genes
included, rest removed to
reduce noise

mouse datasets

Direct PPI involving APP and associated
fragments by domain with reference to
APP770 isoform; molecular networks
with reference to biological processes

Identification of genes in AD with
reference to direct PPI and biological
processes

Variations in transcriptomes of AD similar
to cardiovascular disecase and diabetes.

Cis regulatory elements identified in
several diseases known to co-occur
with AD

Mouse and human networks are similar—
expression levels more preserved than
connectivity, species differences in gene
co-expression in astroglia and microglia
but not neurons, human specific role
of PSENI in myelination and evidence
of species differences in glial cells
linked to neuroinflammation

Molecular networks built from PPI databases or literature
searches do not explicitly take into account differences between
cell types arising through the processes of differentiation during
development which can lead to different susceptibilities of differ-
ent cell types to neuropathology, such as the well-recognized dif-
ference in susceptibility to tau reactive NFT pathology of Ca4,
Ca3, Ca2 and Cal neurons in the hippocampus as reflected in
Braak Staging [47]; a widely accepted semi-quantitative measure
of NFT pathology. Different cellular systems may have very differ-
ent functions depending on cell type: an example of this is the way
many cell cycle proteins, involved in regulating cell proliferation,
are involved in synaptic plasticity in non-proliferative neurons [2].
The differences between cell types potentially undermine many of
the current network approaches, especially where different experi-
mental systems have been used to generate interaction data. Ideally
there should be a database for each cell type, and for the brain this
would need to include different neuron types as not all neurons
necessarily share similar signaling and interaction pathways.
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Functions of the ECM
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Fig. 2 A simplified view of selected interactions of the APP proteolytic system (adapted from [36]) Nodes
represent molecules or molecular assemblies and interactions between them as arrows. Some complex inter-
actions have been collapsed into general processes shown in grey. Multiple sequence variants and conforma-
tions of APP and Ap have been collapsed into a single node for each. AB, amyloid beta protein; ADAM, a
disintegrin and metalloproteinase domain-containing protein; AICD, APP intracellular domain; APP, amyloid
precursor protein; BACE, beta-site amyloid precursor protein cleaving enzyme; CD74, HLA class Il histocom-
patibility antigen gamma chain; CTF, carboxy- terminal fragment; ECM, extracellular matrix; Fe65, Amyloid
beta A4 precursor protein-binding family B member 1; LTP, long-term potentiation; PKA, protein kinase A; PKC,
protein kinase C; SAPP, secreted amyloid precursor protein; Tip60, Histone acetyltransferase KAT5. With per-
mission from BioMed Central (part of Springer Science + Business Media) under the Open Access License
Agreement (http://www.biomedcentral.com/about/license)

A major problem with all molecular map type networks is their
inability to include dynamic information relating to the way molec-
ular networks are regulated in living systems. Transient protein
modifications, such as phosphorylation, regulate molecular inter-
actions and are central to cellular function are not easily captured,
for example, differential phosphorylation of the tyrosine (tyr) resi-
dues Tyrgs, and/or Threonine Thrgeg of the APPgos cytoplasmic
domain regulates many interactions with small binding proteins
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and kinases [48]. Other dynamic processes that may not be fully
represented include transient changes in gene expression via epi-
genetic mechanisms, changes in protein expression via RNA inter-
ference, responses to environmental perturbations such as infection
and activity lead changes, such as the up-regulation of synaptic
proteins in response to synaptic activity.

Inter-species differences in the way cellular signaling systems
are organized, especially in the brain, are well recognized [49, 50]
and this should be taken into account when designing animal dis-
ease models and building networks. Miller et al. [51] confirm this
in the comparison between human and mouse networks, revealing
an additional function of PS in oligodendrocytes and myelination
in humans that is not seen in the mouse. Given the association of
PS mutations in FAD, this difference is likely to impact on the suit-
ability of the mouse as a model for AD.

The development of animal models that represent AD disease
processes in humans is crucial in the search for effective therapeutic
interventions. Early transgenic mouse models did not completely
replicate the neuropathology associated with human disease [52]
nor the more fundamental aspects of AP biochemistry in humans
[50]. Attempts to fully represent AD in humans are on-going with
the development of new animal models that can be used to inves-
tigate the links between various features of AD. Using multiply
transgenic animal models allows the investigation of molecular
interactions and signaling pathways involved in different aspects of
the disease in a way not possible in humans. For example, the
TgF344-AD rat [53] displays oligomeric Af species and plaque
pathology, tau pathology, behavioral change and neuronal loss,
combinations not always present together in other animal models,
and this model can be used to study the connections between AP
and tau pathologies. Different animal models may be used to high-
light different aspects of human disease, such as the association
between AP and cholesterol metabolism in the triple transgenic
mouse model over-expressing the sterol regulatory element-binding
protein-2 [54] or the relationship between age and cognitive
decline in the senescence-accelerated mouse [55].

The success of all animal models depends on being comparable
to disease presentation in humans, and this is where the main prob-
lems lie. The characteristics of AD in humans are constantly being
updated as new disease processes and pathologies are found.
Disease processes, such as hippocampal sclerosis [7], or other
pathologies such as the Tar-DNA binding protein of 43 kDa
(TDP-43) [56] may independently contribute to cognitive status
and are yet to be fully characterized in the human population.
Population studies highlight the existence of multiple pathologies
including contributions from the vascular system in the develop-
ment of Alzheimer- like dementia in the aging population, with
relatively few cases of “pure” AD [23, 57]. Additionally, the
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relationship between age, neuropathology and disease is not
straight-forward, with many pathologies showing an age related
distribution [22].

Fresh human brain tissue that may be of use in functional stud-
ies is extremely rare and to a great extent, interaction databases rely
on various animal, cell culture and in vitro based models, all of
which have yet to be fully characterized with respect to the normal
human system. If only animal or cell based systems are used as
experimental models, functions that are human specific could be
misrepresented or missed completely. The full range of pathologies
associated with age and AD in humans still remains to be replicated
in any animal model.

5 APP: A Dynamic and Complex Proteolytic System

A review of the complexity of the APP proteolytic system has been
described [36]. In summary, APP is a member of a wider family of
similar proteins that also includes the APP like proteins (APLP)1
and APLP2 that have significant functional redundancy [58] com-
plicating investigations. It is expressed in various isoforms due to
mRNA splicing, with APP4s being expressed predominantly in the
brain and linked to amyloid deposition. It is a type I, single pass
transmembrane protein with diverse functions including associa-
tions with cell differentiation [59], neurite outgrowth [60, 61],
cell adhesion [62], synapse formation, maintenance and plasticity
[62, 63] and many cell signaling pathways [36, 64, 65] including
apoptosis [66]. APP is post-translationally glycosylated [67] and
phosphorylated [48] at various residues and these modifications
may contribute to the regulation of the various APP functions and
proteolytic pathways.

Full length APP has a large N-terminal domain that interacts
with various components of the ECM including heparin and other
proteoglycans [68, 69], other proteins such as reelin [70], DAB1
[71] and also forms homodimers regulated by heparin and Zn?**
[72]. The transmembrane region has been implicated in the pro-
cess of homodimerization and also interacts with various proteins
including Notch [73]. The C-terminal domain of full length APP
also interacts functionally with a variety of proteins including FE65
[74], the low density lipoprotein receptor protein (LRP) [75, 76],
a variety of small binding proteins [48, 77] and several kinases [48,
78, 79] that phosphorylate the residues Yqg, of the binding and
signaling sequence GY, ENPTY and Tees of APPgos [48, 79, 80].
Phosphorylation regulates the interaction of the C-terminal
domain with other proteins [48, 77], may modulate proteolytic
processing [80] and allows cross talk between diverse cellular
systems [48].
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Full length APP can remain at the cell surface, be recycled via
endocytosis or proteolytically processed and has a high turnover,
with a half-life ranging from 30 min [76, 81-83] to 4 h [84-86].
Unprocessed APP is degraded or recycled via the endosomal or
lysosomal pathways and may be recycled back to the membrane
and processed within ~30 min [82 ], with perhaps one third to one
half being processed via the cleavage pathways as measured by
secreted sAPPa/p [82]. APP is proteolytically processed to more
than 40 fragments [87]. There are two main cleavage pathways,
a- and p- pathways that then converge on a shared y-cleavage,
summarized in Fig. 2. These cleavages have been well reviewed
[88, 89]. Additional cleavage pathways (not shown in Fig. 2)
include caspase cleavages producing an alternative C-terminal
cytoplasmic fragment C31 that is associated with apoptosis [90,
91] and the alternative cleavages by f-site APP cleaving enzyme
(BACE)1, 11 residues within the A sequence [88, 92] leaving a
membrane bound fragment C88 and BACE?2 at the 0-cleavage site
between the phenylalanine residues, Fg 5 and Fg 6 of APPgos down-
stream of both the Af and P3 cleavage sites, producing a mem-
brane bound fragment C80 [93].

a-cleavage occurs between residues Lysg, and Leug;; within the
AP sequence of APPgs, releasing the N-terminal sAPPa and leav-
ing a membrane bound C83 C-terminal fragment [88]. a-secretase
activity has been observed by several membrane-anchored zinc-
dependent metalloproteinase enzymes including A Disintegrin
and Metalloproteinase (ADAM)9, ADAM10, ADAM17 [94-96]
and possibly the matrix metalloproteinase (MMP)9 [97].
a-cleavage is both constitutive and regulated, with the various
ADAMs responding in different ways depending on many factors
[95, 98]. In addition to APP, a-secretases also cleave alternative
substrates such as Notch [99], pro-TNF-a and the epidermal
growth factor receptor [100] which may lead to competition
between different pathways with consequences for many cellular
processes including development, synaptic plasticity and the cell
cycle and cancer [96, 100, 101]. How the balance between these
alternative pathways is regulated is not known.

The soluble N-terminal fragment released by a-cleavage,
sAPPa, retains two heparin binding sites and has been shown to
bind heparin as a dimer [102]. The ability of sSAPPa to disrupt APP
dimerization at the cell surface may contribute to its neuroprotec-
tive actions [ 103-105] and may partly explain why sAPPo is ~100x
more neuroprotective against excytotoxicity, glucose deprivation
and the addition of AP in hippocampal cultures than sAPPf, which
lacks the second C-terminal heparin bindingsite [ 104 |. Additionally,
neuroprotective actions of sSAPPa may be mediated by its antago-
nism of stress signaling by the JNK stress signaling pathway [106].
Dementia status has been associated with both reduced sAPPa



84 Sally Hunter et al.

5.2 p Cleavage

5.3 y Cleavage

levels in human CSF [107] and an increased half-life of SAPPa [86 ]
in transgenic mice, however, as yet, there has been no systematic
study of the a-pathway proteolytic fragments in the human
population.

B cleavage occurs between residues Metsgs and Aspsg; of APPgos
within the second heparin binding site, releasing the N-terminal
sAPPp from the membrane bound C99 C-terminal fragment [88,
92]. Two membrane bound aspartyl proteases are associated with
B-cleavage, BACE 1 and to a lesser extent, BACE2 [88, 92].
Additionally, Cathepsins D and B have shown p-cleavage activity to
release AP [108]. BACEL and BACE?2 are differentially regulated
and have different functions [109]. In addition to APP, BACE1
may also cleave alternative substrates including APLP1 and APLP2
[110] and P-selectin glycoprotein ligand-1 [111]. Heparin and
heparin sulfates may be involved in regulating APP cleavage by
BACE]1 [112]. In addition to interactions with sAPPa and APD,
the large soluble sAPPf fragment may be associated with apoptotic
signaling and axonal degeneration via the death receptor DR6 and
caspase6 [113], though the interactions of sAPPf are not fully
characterized and require further detailed investigation.

Cleavage of APP by the y-secretase complex occurs within the
membrane to release the variable length 3846 residue AP peptide
following p-cleavage, the variable length 21-29 residue P3 (Ap17-X)
fragment following a-cleavage, with both pathways releasing the
APP intracellular domain, (AICD) [8, 88, 114, 115]. There is some
uncertainty as to how y-cleavage occurs; y-secretase cleavage may
occur via successive { and e cleavages producing progressively
shorter AP fragments [ 116-118], though there may also be distinct
cleavage mechanisms that may be separately modulated [119].
There are a number of alternative y-secretase substrates, e.g.
APLP1, APLP2, Notch, cadherins, LRP [120, 121], and syndecan-
1[114, 122]. In addition to y-secretase dependent functions, some
PS functions are independent of y-secretase, so that in effect,
y-secretase may compete for presenilins with other y-secretase inde-
pendent PS functions including cell adhesion, trafficking of various
proteins [123], and Ca?* homeostasis [ 114 ]. How the y-secretase is
regulated between the different substrates is not fully understood
but may involve other binding proteins such as numb [65] and
Racl [124], regulation of PS trafficking, including a possible recip-
rocal interaction with APP [125] and localization of PS within
specific organelles and cellular membrane compartments [126].
AP is produced in a range of sequence lengths [87] and can
form monomers, dimers, oligomers and fibrils 8] which have been
difficult to study due to their dynamic instability [127]. At physi-
ological concentrations A is associated with numerous normal
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cellular functions [128] and in AD progression has multiple
interactions that have been described as either neuroprotective or
neurotoxic [36]. It is deposited in the brain in various pathologi-
cal forms including CAA, diffuse and cored senile plaques and is
often associated with neuritic plaques. Different sequence lengths
have different propensities to aggregate [32, 129] and aggrega-
tion is also affected by amino acid substitution in mutant forms
[130, 131] and various factors such as proximity to membranes
[132], and pH or metal ion availability [ 133]. Different sequence
lengths and different aggregation states can have different func-
tional roles [ 36], making investigations into the exact roles of Ap
in the brain difficult. These associations may be better approached
experimentally as a matrix, where the various sequence lengths,
aggregation states and mutant forms should be assessed for each
interaction.

While it is likely that P3 is produced in alternative sequence
lengths following v cleavage, very little evidence can be found in
the literature for the contributions of P3 to disease progression.
There is currently little interest in characterizing the contributions
of P3 to normal brain function or AD, even though P3 is known
to aggregate [ 134-136], has been associated with in cotton wool
type amyloid plaques [137] enhances the aggregation of Af1-40
[138] and may have a signaling role in apoptosis via caspase acti-
vation [139].

Regulation of expression and proteolysis of APP involves mul-
tiple factors, some of which are summarized in Fig. 2 (adapted
from [36]). How signals from these multiple factors in various
cellular locations are integrated to produce a specific outcome in
any one cell is not known. Regulation of APP proteolysis, from
both outside and within the APP proteolytic system, can be in
response to a wide variety of cellular signals and various modula-
tors including glycosylation, phosphorylation, dimerization, asso-
ciations with heparin glycoproteins and other binding proteins.
Feedback routes can be simple and short range such as the promo-
tion of APP expression associated with fibrillar Ap and prion pro-
tein [140]. Indirect and complex feedback routes also exist, such
as the effects of heparin on regulating p-cleavage with low concen-
tration promoting and high concentration inhibiting the activa-
tion of BACEI [141] and the effects of Ap on heparin. AP interacts
with heparins in the ECM and at high levels may prevent the
catabolism of proteoglycans and promote amyloid formation
[142]. Reciprocally heparins modulate many of the interactions
involving AP such as enhancing both nucleation and elongation
processes in the aggregation of Af [143], limiting the neurotoxic
and pro-inflammatory activity of Ap in a dose dependent manner
[144] and contributing to the uptake of Ap by a pathway shared
with ApoE [145].
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6 Modeling the APP Proteolytic System. Practical Considerations

As a summary of interactions, maps, such as Fig. 2, can highlight
particular areas that may be of interest such as hubs or regulatory
interactions that may be open to modification by medications, or
may highlight areas where data are missing, leading to further
research. While molecular networks involving APP can be con-
structed, how these relate to the actual network of molecular inter-
actions in any one human cell type at any one stage of development
cannot yet be fully assessed. As reviewed above, different criteria
and network construction methods can generate different net-
works, each with strengths, weaknesses and different behaviors in
analysis. The impact of missing data, such as interactions that have
not yet been identified, is difficult to assess. For the APP network,
the contributions of alternative proteolytic fragments, such as
sAPPa, sSAPPP, P3 and the various longer AP fragments, e¢.g. AB43,
AP45, Ap46 and AP48, in various states of aggregation have yet to
be fully described. It is still unclear which Ap sequence or aggrega-
tion state is linked to disease progression [146]. These alternative
fragments may yet provide further interactions that have the poten-
tial to affect network behavior as a whole, as suggested by the pre-
disposition to form AP42 from y cleavage due to the accumulation
of y secretase substrates, C99 and longer Ap fragments [147].

There are great difficulties in representing an iterative and
dynamic proteolytic system, such as APP, as a static network map
of connections. One of the first questions raised is what exactly
does a static network represent? If a network represents interac-
tions, and these interactions change with protein modifications
such as phosphorylation, is it best to represent each functional pro-
tein version as a separate node? Should the alternative isoforms of
APP be included and if so, should they have separate nodes? How
do we best represent Ap with around 40 possible sequence lengths
[87] and various states of aggregation [32, 146]? In Fig. 2, AP has
been collapsed into a single node for clarity. How would over 40
nodes in this space with potentially different connections affect
computational and analytical methods? Given the different confor-
mations [ 148] and functional actions [149-151] of AB(1-40) and
AP(1-42), a single node for these peptides cannot fully represent
the APP functional network.

If the aim is to understand the role of PS in AD, perhaps with a
view to developing treatment strategies that modulate its probabil-
ity to react between its various substrates, then a network of its
interactions could be constructed and this could be the basis for a
dynamic computational model. This dynamic model would need to
include calculations of a protein’s probability of reaction, where the
basic molecular features described previously, (concentration, half-
life etc.), could be represented as values in a computational matrix.
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Kinetic values for human synthetic wild-type PS1. N/A, not available

Reaction K. Vinax Cell/model system Ref
APP C99 - AB 0.40+£0.05 pM  175.6+8.4 pM/min  Mouse embryonic fibroblasts ~ [152]
and AICD (C99) (AICD) (MEF) derived membrane
Notch 1.08+£0.17 pM 95.7+7.5 pM/min cell free assay system
($3)— NICD (NICD)
APP 874+252 nM 15+1.82 nM/h MEF derived membrane cell [147]
C99 — AICD (AICD) (AICD) free assay system
APP C99 - AB N/A Maximal activity: HelLa cells transfected with [153]
217+110 APP WTC99 cDNA
PM,/106 cells (AB) construct
Ap42 — AP38 370+40 nM N/A Hek293 cells transfected [118]
with wild type PS1

This approach could be developed iteratively and different versions
of a network could be compared in terms of flow through the net-
work. Experimental data relating to basic biomolecular properties
that are relevant to modeling the probability that a reaction will
occur can be extracted from the literature, including V..., K, and
K ... However, characterizing enzyme reactions in order to model
the probability of reaction is not an easy task as demonstrated in the
following example.

Recent studies [118, 147, 152, 153] have looked at y secretase
enzyme kinetics for a variety of PS mutations, substrates and prod-
ucts. Different experimental models have been used and different
features of the system have been reported in different formats.
Table 3 gives values for K, and V,,,, for human synthetic wild-type
PS1 and its interaction with various substrates extracted from the
associated references.

Values for K, have been given in pM or nM and values for maxi-
mum reaction rate have been given as V., (pM/min or nM/h) or
maximal activity (pM/10° cells). While manual extraction from the
literature could easily convert pM to nM or nM/h to pM/min,
automated text based searches could introduce error due to units
reported. It is not possible to convert pM/10° cells into nM/h or
pM/min, making comparisons between these studies difficult. The
degree to which the experimental system used affects the values
gained is difficult to assess, mouse embryonic fibroblast (MEF)
derived membrane cell free assays, Hek293 or Helaa cell based sys-
tems are likely to have very different environments and each system
will have experimental advantages and disadvantages. None of these
systems accurately represent aging in the human brain. Indeed,
which values of K, and V,,,, in Table 3 would be most representative
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of the situation in any human neuron? Standard reporting formats
for proteomic data exist [154, 155] and are annotated by experi-
mental system used to derive the information such as species used,
etc. so that data from different studies can be integrated but it is
difficult to choose those values that may best represent the human
system as it has not yet been fully characterized.

Attempts to dynamically model the human cognitive system are
on-going with a diversity of approaches. For example, Kasabov
et al. [156, 157] have combined gene and protein expression net-
works with a probabilistic spiking neural network and compared
this to real human electroencephalograms [158] and used this to
investigate pathways involved in AD [157]. In these models,
dynamic behavior is captured in the network output, represented as
spiking neurons, which can be controlled by networks representing
gene and protein expression data. These gene and protein networks
are in turn re-modeled iteratively by the spiking neural network.
While a computational model of the AD process would be very use-
ful to investigate how the system might be perturbed by changes to
gene and protein expression, their current usefulness is open to
question. Connectionist network models contain unquantifiable
modules, as the weights of connections between the nodes in a net-
work are stochastically modified during the training process. The
relationships between the nodes and weighted connections with
any feature of the human system are not certain: the nodes do not
necessarily represent real human neurons and the connections do
not necessarily represent connections between neurons. Populations
of trained networks will consist of individual network models, ecach
of which will have different connection weights. The difficulty here
is in relating the distributions of the weights in any network to the
living human system: the extraction of potentially useful informa-
tion from the structure of the network is problematic.

7 Applying Systems Biology Approaches in Other Areas

7.1 Pattern
Recognition
and the Early
Diagnosis of AD

Various computational methods such as principle component anal-
ysis [159, 160], linear regression methods [161, 162], machine
learning methods [163-165] and random forests [ 166] are being
used to investigate automated pattern recognition in magnetic
resonance imaging (MRI) image analysis [ 161 ] or various imaging
methods coupled with multiple biomarker analysis [ 160, 163, 165,
166] with some success in separating normal aging from mild cog-
nitive impairment (MCI) and AD. Although the use of new com-
putational methods for multiple markers for AD increases the
specificity and sensitivity in categorizing normal aging, MCI or
AD, there is still no combination of markers that can identify those
with MCI that may convert to dementia and AD with certainty
and this is an urgent requirement.
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7.2 The Human Beyond mapping gene and protein expression or interaction net-

Connectome Project works, the effects of the human connectome on dementia risk is
another complex area that presents huge challenges. The human
connectome project [167] aims to map the human connectome at
the macroscopic scale, (~1 mm?) using a variety of neuroimaging
methods. This project aims to create a map of healthy human con-
nectivity. There is great inter-individual heterogeneity, both in the
vascular system, that may affect certain imaging methods and in
cortical folding, so any resultant map can only be an idealized ref-
erence map. Further, how this connectivity changes with progres-
sion in dementia may also be highly heterogeneous between
individuals and this has yet to be fully investigated.

8 Relating the Systems Biology of APP to Normal Cognition and Disease
Progression in AD

For any neuron, signals received via synapses must be integrated
into dynamic responses of the cell as a whole and this requires sig-
naling between any specific synapse on a dendrite and its nucleus,
possibly located some distance from the synapse. Changes to gene
and protein expression in response to synaptic signaling must be
transmitted back to the synapse via protein trafficking so that
receptors and signaling molecules are in the correct cellular posi-
tions. There may be different signals arriving via different path-
ways, both electrical and metabolic, and these must be integrated
into a coherent neuronal response. There is a temporal coherence,
where everything must be in the right place at the right time, as the
synaptic response builds on the previous state of the synapse. These
synapses are further organized within a neural network connectome
of different cell types and different functional brain areas from
which cognition and human behavior arise that may include inputs
from the whole body as it interacts with its environment. Figure 3
illustrates the interdependence of the areas involved in normal
brain function, where gene expression may be modified by behav-
ior which in turn may change protein expression and interaction
leading to further changes in behavior as the whole system
iteratively and stochastically changes over time. Attempts to isolate
any specific area, such as protein expression, can be undermined by
this interdependence and contributions to cognitive processes may
be misrepresented, simply due to the assumptions of independence
in experimental design.

In order to understand this coherent system, research has nec-
essarily had to break it into smaller parts giving rise to discrete
research fields investigating all the areas involved from genomes
and proteomes to interactomes and connectomes. Traditionally,
the reductionist approach aims to characterize individual pathways
by introducing changes that are meant to impact on specific
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components in potentially well understood ways. This can lead to
a limited view of complex processes, for example, the amyloid cas-
cade hypothesis suggests that Af, in some form, is the sole cause of
AD and that therefore removal of A should modify the disease
course. This can be understood in terms of a more linear infection
type model. However, treatments based on this model have been
unsuccessful in clinical trials so far and have failed to change the
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course of the disease [168], questioning its validity. Population
studies highlight complexity in the presentation of AD, bringing
wider research areas such as aging, diet, exercise, education, the
vascular system and other biochemical pathways into consider-
ation. Few complex biological mechanisms can be reduced to sim-
ple in vitro, cell based or animal based experimental models [50]
and poorly characterized or unsuitable experimental systems may
lead to erroneous interpretations.

In contrast to reductionist approaches, in which molecular sys-
tems may be treated as isolated and independent mechanisms,
systems biology aims to integrate evidence from diverse areas into
a representation of living processes as a whole. Even simple molec-
ular systems present enormous challenges in terms of modeling
biological outcomes as theories of molecular communication, i.e.
how biological information is transmitted through a molecular
network, are still being developed [25] and any computational rep-
resentations of biological processes are necessarily limited to the
data we currently have. In complex maps of protein interactions,
many pathways are possible and whether any specific interactions
are central, peripheral or involved in only subtypes of disease pro-
gression cannot yet be fully assessed.

Integrating networks constructed at the level of gene expres-
sion, with networks constructed at the levels of protein expression,
protein interaction and cellular behavior is currently difficult as
there isn’t correspondence between them. As reviewed above, not
all genes expressed as mRNA transcripts become functional pro-
teins and not all functional proteins necessarily interact due to
dynamic regulation. Additionally, while the human connectome is
being mapped at ever increasing resolution [167], how informa-
tion is represented and stored across the human brain as a dynamic
neural system of synaptic connections and how this changes with
disease progression is not known.

Given that there is no qualitative marker for AD, diagnosis has
relied on various clinical [4, 5] and neuropathological [6, 7] crite-
ria that are quantitative and involve the application of thresholds:
no single measure yet defines AD. Further, biomarkers used in the
diagnosis of clinical disease remain to be standardized and harmo-
nized [169]. AP fragments, commonly employed as biomarkers of
disease, may have both protective and aberrant behaviors associ-
ated with disease and multiple disease pathways may exist.
Additionally, no A fragment has been identified as the “neuro-
toxic” disease related species [146]. How can poorly defined neu-
rodegenerative diseases be diagnosed at an early stage when
treatment strategies could have the best chance of preserving cogni-
tive functions? This has consequences for how we understand AD,
whether it is a single process that will respond to a single intervention
strategy or whether AD is a syndrome, requiring multiple different
interventions depending on disease types, yet to be characterized.
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This is of great importance to the design of experimental
investigations and clinical trials. Selection of participants and con-
trols relies on how we understand the disease process and how any
disease process is reflected in clinical markers. How do we know
that in any given clinical trial, the subjects selected represent
homogenous disease or non-disease groups? There may be other
disease processes, such as hippocampal sclerosis [7] and other
pathologies such as TDP-43 [56] that may contribute to disease
pathways and are yet to be fully characterized. Additionally, indi-
viduals may vary in the degree to which cognitive reserve and com-
pensation to neuronal injury may limit the impact of pathological
changes that occur during aging to better preserve cognitive func-
tions [170].

In terms of health care planning, given the lack of progress
towards a reliable dementia treatment strategy, in the immediate
future perhaps dementia prevention and dementia care are areas
where progress can best be made. The association of education
[18], exercise [19] and diet [20] throughout life with a lower
dementia risk in old age suggests that Public Health strategies
devised to promote these activities would be worthwhile. Without
a cure or ameliorating treatment, we need to be able to care for
dementia sufferers in the most appropriate and efficient manner to
maintain an individual’s independence and quality of life for as
long as possible.

While applying the systems biology approach to represent com-
plex dynamic proteolytic systems such as APP may not yet be
entirely feasible, useful perspectives can still be generated. For APP,
the complexity of its interactions and regulatory features suggest
that multiple initiation and progression pathways are possible: the
analysis of networks to highlight those disease pathways that may be
most likely to occur in humans presents major challenges. Capturing
this complexity in any network model and being able to relate net-
work behavior to real human brains is the ultimate goal. Whether it
will ever be possible to build a dynamic model of the AD disease
processes at all levels of consideration (genome, proteome, interac-
tome, connectome and whole body) is not clear. There is no best
way to build a network and all networks constructed so far are
incomplete. Additionally, both AD and normal aging in humans
have yet to be fully characterized. How this missing data impacts on
the reliable prediction of events from an incomplete network can-
not yet be known. However, this chapter suggests some initial steps
and proposals on how we could build more sophisticated networks.
The challenge to the AD biomedical research community is to itera-
tively integrate data generated via a variety of approaches, both
reductionist and systems biology, and then to use any insights
gained to integrate the information and design further experiments
to generate new data. It is clear that no single approach, reduction-
ist or systems biology can tackle this problem alone.
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Chapter 4

Effects of Mild and Severe Oxidative Stress on BACE1
Expression and APP Amyloidogenic Processing

Jiangli Tan, Qiao-Xin Li, and Genevieve Evin

Abstract

This chapter describes methods for establishing oxidative stress conditions that do not induce cell death in
a neuronal cell culture model. We termed these conditions “mild oxidative stress,” as opposed to “severe
oxidative stress,” which results in significant cell loss. Mild oxidative stress resembles more closely what
happens in the aging brain than severe oxidative stress. The protocols we have delineated include the
preparation and maintenance of mouse primary cortical cultures, the induction of oxidative stress by treat-
ment with hydrogen peroxide, the assessment of cell viability by the 3-(4,5-dimethylthiazol-2-yl)-2,
5-diphenyltetrazolium bromide (MTT) assay, the measurement of free radical production by the
2',7’-dichlorofluorescein (DCF) assay, and western blot analysis of the amyloid precursor protein (APP)
and B-site APP cleaving enzyme, BACE]L, two key proteins associated with Alzheimer’s disease pathology
and oxidative stress.

Key words Oxidative stress, BACE1, Alzheimer’s disease, Amyloid precursor protein, Free radicals,
Primary cortical cultures, Hydrogen peroxide, MTT assay, DCF assay, Western blotting

1 Introduction

The B-site of APP cleaving enzyme 1 (BACEL) is directly impli-
cated in the pathology of Alzheimer’s disease, as its cleavage of the
amyloid precursor protein (APP) represents the first step in AP
amyloid generation [1-5]. Numerous studies have shown that
BACEI expression increases in response to oxidative stress [6—18],
which is a process associated with Alzheimer’s disease [19-22]. We
have recently demonstrated, using murine primary cortical cul-
tures, that changes in BACEL expression depend on the extent of
oxidative stress, and that BACE]1 protein levels only increase under
severe oxidative stress conditions, which result in cell death [23].
We have also shown that mild oxidative stress, although having no
effect on BACEI cellular levels, caused the subcellular redistribu-
tion of the enzyme to promote cleavage of APP, and thereby initi-
ate APP amyloidogenic processing [23].
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The cellular model of neuronal oxidative stress described in
this chapter involves treatment of mouse primary cortical cells with
hydrogen peroxide, as the source of reactive oxygen species. The
methodology section begins with the preparation of primary corti-
cal cultures from mouse embryos, following with the optimization
of hydrogen peroxide concentration to induce mild oxidative
stress, and assays to evaluate cell viability and free radical produc-
tion, and finally analysis of changes in BACE1 protein expression
and APP processing.

The method chosen to evaluate the cell viability is the MTT
assay, which measures mitochondrial reductase enzyme as a marker
of healthy cellular metabolic activity [24]. This enzyme catalyzes
conversion of the soluble, cell-permeable, 3-(4,5-dimethylthiazol-
2-yl)-2,5-diphenyltetrazolium bromide (MTT) to its formazan
derivative, a purple-colored insoluble salt. Formazan concentra-
tion is measured by spectrophotometry.

Free radical production is determined by the DCF assay [25, 26].
This involves 2')7’-dichlorofluorescin diacetate (DCFH-DA), a
stable, non-polar and cell-penetrant compound that is hydrolyzed
by intracellular esterases to produce dichlorofluorescin (DCFH),
which is retained within the cells. DCFH becomes oxidized in the
presence of intracellular free radicals to form the fluorescent com-
pound, 2’.7’-dichlorofluorescein (DCF), which can be measured
by fluorescence spectroscopy.

This chapter also describes the applications of SDS-PAGE and
immunoblotting to the detection of BACEL and of APP and its
C-terminal fragments, f-CTF (or C99) and a-CTF (or C83).

2 Materials

2.1 Preparation
of Murine Primary
Cortical Culture
Gomponents

2.1.1 Animals

2.1.2 Equipment

e Animal ethics approval must be obtained prior to the study and
animals have to be maintained in an ethically approved facility.

e Pregnant C57BL/6 mouse (embryonic day 14) are used.

e Sterile biological safety cabinet.

e  Humidified 37 °C, 5 % CO, incubator.

e Shaking 37 °C water bath.

* Liquid aspirator (optional).

¢ Dissection tools: scissors and fine forceps (one straight and one
curved).

¢ Dissection microscope with light source.

e Tissue culture dishes (3 and 10 cm) and tissue culture plates.

e 70 % ethanol.



2.1.3 Buffers
and Reagents

2.2 Hydrogen
Peroxide Treatment
Gomponents

2.3 MTT Assay
Gomponents

2.4 DCF Assay
Gomponents
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B-27® Serum-Free Supplement 50x liquid (e.g. Invitrogen).

Krebs/HEPES buffer (pH 7.4): 124.1 mM NaCl, 5.4 mM
KCIl, 1.0 mM NaH,PO,, 14.4 mM bp-Glucose, 24.9 mM
HEPES, and 0.0027 mM Phenol red. Store at 4 °C.

Bufter 1: Krebs/HEPES buffer supplemented with 0.3 % (w/v)
BSA and 0.031 % (w/v) MgSO,.

Bufter 2: Krebs/HEPES buffer supplemented with 2.5 mg/mL
trypsin (>7,500 Units/mg). Prepare when needed (see Note 1).

Buffer 3: Krebs/HEPES butffer supplemented with 0.8 mg/
mL DNase I (52,000 Units/mg) and 2.6 mg/mL soybean
trypsin inhibitor. Prepare when needed (see Note 2).

Plating medium: Minimum Essential Medium (MEM), cell cul-
ture medium supplemented with 2 mM r-Glutamine, 0.22 %
(v/v) bicarbonate (NaHCO;), 0.01 mg/mL Gentamicin, 10 %
(v/v) fetal calf serum and 5 % (v/v) horse serum. Store at 4 °C.

Culture medium: Neurobasal medium supplemented with
0.2 mM L-Glutamine, 0.01 mg/mL Gentamicin and 1x B27®
Serum-Free Supplement (see Note 3).

100x stock poly-p-Lysine (0.5 mg/mL) prepared by dissol-
ving 25 mg of poly-p-Lysine (e.g. Sigma) in 50 mL filter-
sterilized water. Can be stored as aliquots, at =20 °C.

30 % hydrogen peroxide solution.
B-27® Serum-Free Supplement Minus Anti-oxidants 50x lig-
uid (e.g. Invitrogen).

Treatment medium: Neurobasal medium supplemented with
0.2 mM r-Glutamine, 0.01 mg/mL Gentamicin and B27®
Serum-Free Supplement Minus Antioxidant supplement.

Phosphate buffered saline (PBS): 137 mM NaCl, 2.7 mM
KCl, 6.5 mM Na,HPO,, 1.5 mM KH,PO,, pH 7 4.

Light-protection (dark) tubes.

3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide
(MTT).
Dimethyl sulfoxide (DMSO), tissue culture grade.

Phosphate buffered saline (PBS): 137 mM NaCl, 2.7 mM
KCl, 6.5 mM Na,HPO,, 1.5 mM KH,PO,, pH 7 4.

Clear plastic 96-well plate.

Absorbance microplate reader (spectrophotometer).

2',7'-dichlorofluorescin diacetate (DCFH-DA).

DCEF assay cell lysis buffer: 0.1 M Tris-HCI pH 7.5 supple-
mented with protease inhibitor cocktail (Roche Complete)
and 1 % Triton X-100.
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2.5 Sodium Dodecyl!
Sulfate-
Polyacrylamide Gel
Electrophoresis
(SDS-PAGE)

and Immunoblotting
Components

2.5.1 Equipment

2.5.2 Buffers
and Reagents

96-well microplate for fluorescence assays (i.e. Perkin Elmer
Optiplate).

Fluorescence microplate reader.

Cell scraper to harvest the cells.

1.5 mL microfuge tubes.

Centrifuge capable of spinning at 14,000 x g (either refriger-
ated at 4 °C, or placed in a cold room).

Mini gel electrophoresis system (i.e. BioRad Mini Protean, or
Life Technologies XCell Sure-Lock Mini Cell).

Heating block for microtubes.

BioRad Precision Plus or other pre-stained protein molecular
weight markers.

8.5 % Tris-Glycine polyacrylamide gels (for BACE]1 analysis).
10-20 % Tris-Tricine gels (for APP CTF analysis).

Western transfer apparatus (equipped with transfer cassettes
and sponges if using wet system).

Nitrocellulose membrane (BioRad).

Filter paper (Whatman).

Small containers (for incubating membranes with blocking and
antibody solutions).

Rocking or shaking platform.

Imaging system for enhanced chemiluminescence (ECL)
detection.

Lysis buffer (RIPA): 50 mM Tris-HCI pH 7.4, 150 mM
sodium chloride, 1 % Nonidet-p40, 0.5 % sodium deoxycho-
late, 0.1 % sodium dodecyl sulfate (SDS). Just before use, add
phosphatase inhibitor cocktail (i.e. Roche PhosSTOP), prote-
ase inhibitor cocktail (i.e. Roche Complete), and DNAse 1
(Roche; 0.05 mg/mL) and keep buffer chilled on ice.

4x Laemmli sample buffer: 62.5 mM Tris-HCI pH 6.8, 25 %
glycerol, 2 % SDS, 0.01 % bromophenol blue, plus 20 %
2-mercaptoethanol (added immediately before use).

Glycine electrophoresis buffer: 25 mM Tris, 192 mM Glycine,
0.1 % sodium dodecyl sulfate (SDS), pH 8.3.

Tricine electrophoresis buffer: 100 mM Tris-HCI, 100 mM
Tricine, 0.1 % sodium dodecyl sulfate (SDS), pH 8.2.
Western transfer buffer: 25 mM Tris, 192 mM Glycine, 20 %
methanol. Store at 4 °C.

Tris-buffered saline containing Tween 20 (TBST): 10 mM
Tris—HCI, 150 mM NaCl, pH 8, containing 0.05 % Tween 20.
Store at 4 °C.
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e Skim milk blocking buffer (5 % skim milk): Dissolve skim milk
in TBST at a ratio of 5 % (w/V). Store at 4 °C for no more than
3 days (or freeze for longer storage).

¢ Bovine serum albumin (BSA) blocking buffer (5 % BSA): To
be prepared in advance. Dissolve bovine serum albumin (BSA;
Fraction V), at a ratio of 5 % (w/v) in TBST, by gently mixing
with rocking (avoid energetic mixing methods that will cause
frothing). Store at 4 °C for no more than 3 days (or freeze for
longer storage).

e Casein blocking buffer (0.5 % casein): To be prepared in
advance. Heat 0.5 g of casein in 10 mL of 0.1 N sodium
hydroxide, until a clear solution is obtained. Cool to room
temperature. Adjust pH to 7.4 with 1 N hydrochloric acid
(HCI). Add PBS to make 100 mL final volume. Store at 4 °C
for no more than 3 days (or freeze for longer storage).

e DPrimary antibodies: BACEl CT antibody (DI10E5, Cell
Signaling cat #5606), APP CT 369 (directed to the APP cyto-
plasmic domain; kindly provided by Prof Sam Gandy, Mount
Sinai Hospital, New York), rabbit anti-actin antibody (Sigma).

e Secondary horseradish peroxidase (HRP)-conjugated antibod-
ies: Immunopure goat anti-rabbit IgG (#31460, PIERCE
Thermo Scientific).

e Enhanced chemiluminescence (ECL) reagent (i.e. Pierce West
Dura, Thermo Scientific).

3 Methods

3.1 Preparation
of Murine Primary
Cortical Cells

3.1.1  Preliminary Steps

3.1.2 Procedure
for Neuronal Cell
Preparation

The day before the cell preparation, coat tissue culture plates with
poly-p-lysine. In a sterile biological cabinet, make a working con-
centration by diluting 100 times the 0.5 mg/mL stock in sterile
water. Pipette poly-D-Lysine solution to cover the bottom of the
wells. Wrap the plates in aluminium foil (to protect from UV light)
and leave overnight in the tissue culture cabinet. The next day,
aspirate the poly-p-Lysine solution, and let the wells dry before
plating the cells.

On the day of the procedure, pre-warm the plating medium in
a 37 °C water bath. The Krebs/HEPES buffer is kept refrigerated
until needed. Thaw aliquots of trypsin and DNase I/Soybean
Trypsin Inhibitor solution (see Notes 1 and 2) on ice or in the
refrigerator, and prepare Buffer 2. Place it in the 37 °C water bath.

1. Euthanize a pregnant C57BL /6 mouse at embryonic day E14
by carbon dioxide asphyxiation.

2. Spray scissors, forceps and mouse with 70 % ethanol.

3. Make incision to the abdomen to expose the uterus and spray
uterus with 70 % ethanol.
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4. Excise uterus and rinse in a 3 cm dish containing cold bufter 1.

10.

11.
12.
13.

14.

15.

16.
17.
18.

19.

20.

21.

. Fill the base of a 10 cm dish with Buffer 1 and immerse the

uterus in the buffer, proceed to liberate the embryonic sac by
peeling open the uterus with fine forceps.

. Gently make an incision in the embryonic sac to expose and

extract mouse embryos.

. Once all embryos have been extracted, transfer them to the lid

of'a 10 cm dish containing cold Buffer 1 (see Note 3).

. Spray fine forceps with 70 % ethanol to remove any animal hair.

. Under a dissection microscope with a light source, firstly make

an incision at the posterior section of the head with fine for-
ceps. Then gently peel off the scalp and skull layers in the
direction towards the anterior part of the head to minimize
damage to the cortex (sec Note 4).

Gently separate the brain from the head at the margin between
the midbrain and pons.

Remove the olfactory bulbs from the hemispheres.
Separate the cerebral cortex from the midbrain and cerebellum.

Separate the two hemispheres of the isolated cerebral cortex
and remove the meninges with the fine forceps.

Transfer isolated cortices to a 3 cm cell culture dish and
homogenize with a sterile scalpel blade.

For all the following steps, buffers and media must be
warmed to 37 °C and procedures must be performed in a ster-
ile biological safety cabinet.

Mix the homogenized cortical tissue with 1 mL of Buffer 2
and transfer into a 50 mL tube containing 14 mL of the same
buffer.

Incubate in a 37 °C water bath for 20 min with shaking.
During the incubation, prepare 11 mL of Buffer 3 (se¢ Note 2).

After incubation, remove the cortical material from the water
bath and add to it 10 mL of the Buffer 3 prepared at step 17.
Mix by inversion until the viscous precipitate is fragmented
into small particles.

Centrifuge at ~250 x g for 3 min at room temperature and then
aspirate the supernatant.

Carefully triturate the resultant cell pellet to dissociate the cells
with the remaining 1 mL cortical prep Buffer 3 prepared at
step 17. Triturate slowly no more than 30 times (se¢ Note 5).

Transfer the 1 mL cell suspension into another tube contain-
ing 9 mL buffer 3. Avoid the presence of undissolved materials
(see Note 6).



3.2 Induction

of Oxidative Stress
with Hydrogen
Peroxide

3.2.1 Preliminary Steps

3.2.2 Treatment
Procedure

22.

23.

24.

25.

26.

27.

28.
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Centrifuge at ~250xg for 3 min at room temperature and
aspirate the supernatant.

Resuspend the cells in 1 mL plating medium by gently triturat-
ing three times.

Adjust cell suspension volume to 10 mL with plating medium
and do cell counting (see Note 7).

Adjust the cell concentration to 8 x 10° cells per mL with warm
plating medium and seed 1 mL of this suspension into wells of
a 12-well poly-p-Lysine-coated tissue culture plate.

Incubate the plate in a humidified 37 °C, 5 % CO, incubator
for no more than 4 h (see Note 8).

Observe cells under a microscope. At this stage, the neurons
will appear as bright round cells attached to the base of the
wells; some neurons will have begun to establish processes.
Warm up culture medium at 37 °C. Aspirate the plating
medium and gently replace with 1 mL of culture medium.
Culture cortical cells in a humidified 37 °C, 5 % CO; incubator
for 6 days.

Treatment of primary cortical cells can commence on the sixth
day in culture. At this stage, wells should be evenly confluent
with a monolayer of cells; the neuronal cell bodies should be
clearly visible with extensive branching of axons and dendrites.
There should not be uneven cortical cell clusters throughout
the wells.

Pre-warm the culture medium at 37 °C.

1.

Before starting treatment, observe primary cortical cells under
the microscope to ensure they are healthy.

. Prepare hydrogen peroxide dilutions spanning a broad con-

centration range (i.e. from 1 to 100 pM) in warmed culture
medium, in light-protection tubes. Treatment volume per well
should be the same as the volume for culturing. Ensure the
total volume prepared is sufficient for replicates (sec Note 9).

. Tilt the tissue culture dish and aspirate conditioned medium.

. Gently add 1 mL of treatment medium into control wells and

1 mL of medium containing the hydrogen peroxide solutions
to the remaining wells (when exchanging media, tilt the plate
and gently pipette the media into the wells to avoid lifting the
cells). Return the cells to the incubator and allow treatment to



108 Jiangli Tan et al.

3.3 Assessing
the Cell Viability by
the MTT Assay

3.4 Assessing
Intracellular Free
Radical Generation by
the DCF Assay

3.5 SDS-PAGE
and Immunoblotting
for BACE1 and APP/
APP-CTFs

proceed for 6 h (or time predetermined), before lysis for either
assessment of cell viability, or measurement of intracellular free
radical levels, or for western blotting, as described below.

. Prepare MTT 100x stock solution at a concentration of 5 mg,/mL

in PBS. This can be prepared in advance and stored as 1 mL
aliquots at =20 °C (see Note 10). Frozen aliquots should be
thawed in a 37 °C water bath before use.

. To each well, add 10 pL of MTT stock solution into the 1 mL

conditioned medium 30 min before the end of the treatment.
Return cells to the incubator (see Note 11)

. At the end of the treatment period, aspirate and discard condi-

tioned medium.

. Lyse cells by adding 400-500 pL. of DMSO and triturating a

few times with a pipette tip. Leave at room temperature until
the formazan precipitate is completely dissolved (see Note 12).

. Transfer 100-150 pL triplicate aliquots of the DMSO solution

into a clear 96-well plate to measure absorbance by spectro-
photometry at a wavelength of 540 nm. A decrease in forma-
zan levels indicates reduced mitochondrial function, thus

reduced cell viability.

. Assess the effect of hydrogen peroxide treatment on viability

by calculating absorbance readings of the treated cells relative
to untreated controls (for an example, refer to Fig. 1).

. After hydrogen peroxide treatment, aspirate medium and wash

the cells with 1 mL PBS.

. Aspirate PBS and carefully add 1 mL of culture medium sup-

plemented with 50 pM DCFH-DA. Place plate in 37 °C, 5 %
CO; incubator for 40 min (se¢ Note 13).

. Wash cells with PBS (see Note 14).
4. Disrupt cells by adding 40-50 pL of DCF assay cell lysis buffer

to each well.

. Transfer lysates into a 96-well microplate for fluorescence

assay, and measure DCF fluorescence at excitation and
emission wavelengths of 485 nm and 535 nm, respectively
(see Note 15 and Fig. 2).

. After treatment, aspirate conditioned media and transfer them

to microfuge tubes. Store the media at -20 °C for future
analysis.

. Lyse the cells by pipetting 40-50 pL of cold RIPA lysis buffer

into each well. Disrupt the cells using a cell scraper. Then tritu-
rate several times with a pipette tip and transfer lysate to 1.5 mL
microfuge tubes (see Note 16).
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Fig. 1 Use of the MTT Assay for determining non-lethal concentrations of hydrogen peroxide in the treatment
of mouse primary cortical cells. Cells at day 6 in culture were treated for 6 h with indicated hydrogen peroxide
(H20,) concentrations. (a) Treatment with hydrogen peroxide at up to 100 pM (n=3). Note that the cell viability
decreased significantly with 50 and 100 uM hydrogen peroxide concentrations. (b) Treatment with a lower
range of hydrogen peroxide concentrations, up to 40 pM (n=6). The results indicate no significant loss in cell
viability within 10-40 pM hydrogen peroxide concentrations. Data reproduced from previous work [23], with
permission under the Creative Commons Attribution License, Open Access License (no permission required,;
http://www.plosone.org/static/license)
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Fig. 2 Use of the DCF assay to demonstrate free radical production in cortical
cells treated with low hydrogen peroxide concentrations. Mouse primary cortical
cell were treated for 6 h with hydrogen peroxide concentrations, as indicated,
and cell lysates were subjected to the DCF assay. The results indicate that levels
of intracellular free radicals were significantly increased after treatment with
10-40 puM hydrogen peroxide. Data reproduced from previous work [23], with
permission under the Creative Commons Attribution License, Open Access
License (no permission required; http://www.plosone.org/static/license)
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Table 1

Parameters for SDS-PAGE of BACE1 and APP/APP-CTFs

Sample
Protein heating Gel system Electrophoresis Western transfer
BACE1L 55 °C, 8.5 % Glycine 40 mA, constant 370 mA, constant
10 min buffer 30—40 min 60 min
APP/APP 95 °C, 10-20 % Tricine 126 V, constant 26V, constant
CTFs 5 min buffer 100 min 90 min

These parameters are based on electrophoresis using the Biorad Mini Protean III (BACE1) and Novex X Cell II
SureLock Mini-Cell (APP-CTFs). Buffer compositions are given in Materials (Subheading 2.5)

10.

11.

12.

13.

. Centrifuge lysates at 14,000 x4 for 5 min, at 4 °C.

. Collect supernatants and transfer to new 1.5 mL microfuge

tubes (see Note 17).

. Determine the protein concentration in the lysates (e.g. using

the Bicinchoninic acid (BCA) assay kit from Pierce, Thermo
Fisher or equivalent).

. Prepare 20 pg protein samples in 1.5 mL microfuge tubes and

add Laemmli sample buffer (see Subheading 2.5). Place the
tubes in a heating block to denature the samples. Heating
temperatures and times for specific proteins are indicated in
Table 1.

. Centrifuge the tubes briefly to collect all liquid at the bottom

of the tubes.

. Load samples and pre-stained molecular weight markers on

polyacrylamide gels, and carry out electrophoresis (for condi-
tions refer to Table 1).

. Perform western transfer of proteins onto nitrocellulose mem-

brane (see Table 1).

After transfer, rinse the membrane with deionized water, and
place it into a small container with a minimum volume of
blocking bufter to cover the surface of the membrane. Incubate
blot at room temperature for 1 h on a rocking platform (for
blocking buffer selection, refer to Table 2)

Discard blocking buffer and wash membrane three times for
10-min with a minimum volume of cold TBST, with shaking
on a rocking platform.

Discard washing buffer, and add primary antibody dilution (see
Table 2). Incubate at 4 °C overnight (or for 2-3 h at room tem-
perature), with shaking on a rocking platform (se¢ Note 18).

Discard antibody dilution (or transfer to a tube for recycling) and
wash the membrane three times with cold TBST as in step 11.
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Conditions for immunoblotting of BACE1 and APP/APP-CTFs

Blocking
Protein buffer Primary antibody Secondary antibody
BACE1 5 % skim milk DI10E5 (1,/1,000 in Anti-rabbit-HRP (1,/2,000 in
5 % BSA) 5 % skim milk)
APP/ 5 % skim milk Ab369 (1,/2,000 in Anti-rabbit-HRP (1,/5,000 in
APP-CTFs 0.5 % casein) TBST)

For preparation of blocking buffers and TBST refer to Subheading 2.5
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* 16 -
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S— e — Actin 45_‘ — — —— —‘ Actin

Fig. 3 Immunoblot analysis of BACE1 and APP/APP CTFs in mouse primary corti-
cal cultures treated with hydrogen peroxide. (a) Immunoblot of BACE1. 20 pg of
protein were separated by SDS-PAGE on an 8.5 % polyacrylamide gel and trans-
ferred to nitrocellulose membrane. The blot was probed with BACE1 C-terminal
antibody, D10E5. BACE1 was detected as a 70 kDa signal. This signal was
increased in cells treated with 100 pM hydrogen peroxide compared to untreated
cells. The asterisk indicates a non-specific signal. (b) Immunoblot of APP and its
C-terminal fragments. 20 pg of protein were separated by SDS-PAGE on a
10-20 % Tris-Tricine gel and transferred to nitrocellulose. The membrane was
developed with APP C-terminal 369 antibody. APP was detected as a 110 kDa
doublet band. - and «-CTFs were separated as ~12 and 10 kDa bands respec-
tively. The 12 kDa signal increased relatively to the 10 kDa signal in the cells
treated with 40 pM hydrogen peroxide

14. Incubate membrane with secondary antibody solution for 1 h
at room temperature, on a rocking platform.

15. Wash membrane three times with TBST as in step 11.

16. Prepare ECL developing solution according to the manufac-
turer’s recommendations.

17. Delicately place the membrane into a container layered with
ECL solution (see Note 19).

18. Drip excess reagent and place the membrane in an imaging
digital camera instrument suitable for chemiluminescence
detection. Typical images of blots are shown in Fig. 3.
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4 Notes

. Aliquots of a 20x trypsin solution can be prepared in advance

and stored at -20 °C. Dissolve 25 mg of trypsin in 10 mL of
Krebs/HEPES butffer; sterilize by passage through a 0.2 pm
syringe filter, and distribute into 750 pL aliquots for storage.
To prepare Bufter 2, add one thawed trypsin aliquot to 15 mL
Krebs/HEPES buffer.

. Aliquots of DNase I/Soybean Trypsin Inhibitor solution can

be prepared and stored at —20 °C. Weigh out 8§ mg DNase 1
and 26 mg Soybean Trypsin Inhibitor in a tube and dissolve in
10 mL Krebs/HEPES buffer; sterilize by passage through a
0.2 pm syringe filter and distribute into 500 pL aliquots for
storage at —-20 °C. To prepare Buffer 3, add one thawed ali-
quot of DNase I/Soybean Trypsin Inhibitor solution to
10.5 mL Krebs/HEPES bulffer.

. The volume of Buffer 1 to be used (step 7) should be just

enough to submerge the embryos. A too large buffer volume
will make dissection under a microscope harder as handling the
embryos will be challenging, and make microscope observa-
tion less clear due to increased light diffraction.

. When isolating the cortex (step 9), the embryo’s head may

be held with the non-dominant hand using the curved for-
ceps while peeling with the dominant hand using the straight
forceps.

. When dissociating the cell pellet (step 20), cell loss is unavoid-

able due to the fragility of the primary neurons. It is thus advis-
able to use a pipette tip with a blunt edge to minimize cell
rupture during the trituration. For this reason, it is important
to keep record of the type of pipette tip used at this step of the
procedure. If a low cell yield is obtained, changing to another
manufacturer’s tip may be trialled, assuming that the other
steps of the protocol have been correctly executed. Once a
suitable tip brand has been selected, this should always be used
for future preparations. Trituration must not exceed 30 strokes
to minimize cell loss. Generally, 6-7 x 10° cells can be obtained
from each E14 embryo.

. Undissolved materials may remain in the 1 mL cell suspension

after trituration (step 21). This corresponds to pieces of undi-
gested connective tissue and cellular debris. It is essential to
avoid carrying this material throughout the next steps to
ensure a clean preparation. For this, it may be recommended
to filter the cell suspension through a sterile mesh while trans-
ferring to the tube containing the 9 mL of buffer 3.
Alternatively, the cell suspension may be gently and slowly run
down the walls of the tube to retain the undissolved materials.
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This can be repeated two to three times on different areas of
the tube to further clean up the cell suspension before transfer
to a new tube containing Krebs/HEPES butter 3. This latter
approach is often practised in our laboratory.

. The primary neuron cell density for seeding (step 24) will have

to be optimized. To foster the viability of the neurons it is cru-
cial that the cell density is not too low. For example, in our
laboratory, when using a NUNC 12-well plate, we often seed
8 x 10° cells per well; this density allows a confluent monolayer
of cells to be established by the time of treatment (day 6).
When seeding cells, one should take care that the cells are
evenly distributed to facilitate formation of a monolayer.

. It is advisable not to maintain the cortical cells in plating

medium for more than 4 h (step 26), as the serum contents
allow the growth and proliferation of glial cells. If the goal
is to establish a predominantly neuronal population, then the
plating medium should be removed after 4 h (NB: Removing
the plating medium sooner may result in losing cortical cells,
as these may not have enough time to adhere properly). The
serum-free B27 supplement in the Neurobasal medium
(step 26) promotes neuronal cell growth while minimizing
glial proliferation [27, 28],

. It is recommended to prepare hydrogen peroxide solutions in

light-protection (dark) tubes, as hydrogen peroxide is light
sensitive.

MTT powder may be difficult to dissolve, thus it should be
weighed in a screw-capped tube that will allow vigorous
vortexing.

Although the protocol states that the MTT solution should be
added 30 min before the end of the treatment, the experi-
menter may determine empirically the optimal time to com-
mence MTT treatment so as to avoid under, or over production
of formazan. Optimizing the duration of MTT treatment is
essential for distinguishing between untreated and treated cell
populations, as a too short treatment may only cause a subtle
difference in color formation.

The volume of DMSO to be used for cell lysis will depend on
the diameter of the wells and the intensity of color formation.
A volume that can cover the cells completely and easily dissolve
the formazan is recommended (for example, for cells seeded at
a density of 8 x10° per well, in a 12-well plate, adding 400—
500 pL of DMSO per well is usually sufficient). If the forma-
zan does not dissolve completely, triturating or vortexing
several times, followed by resting at room temperature for a
few minutes before mixing again may be tried. If formazan
granules still persist, allow longer incubation at room temperature
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13.

14.

15.

16.

17.

18.

(or add a small volume of DMSO) and mix again. Ensure that
the formazan is completely dissolved before spectrophotome-
try measurement.

The final concentration of DCFH-DA (Subheading 3.4, step
2) may need to be optimized to allow discriminating between
untreated and treated cells. Free radicals are always present
within cells, thus using too high a concentration of DCFH-DA
will result in saturated signals in both control and treated cells,
and make it impossible to assess the increase in free radicals
caused by the oxidant. The DCFH-DA concentration of
50 pM suggested here was optimized for our experiments with
hydrogen peroxide treatment of murine primary cortical cells.
Conditions should be optimized according to the free-radical
inducing chemical, the source of the primary cells (embryonic
day of harvesting, and days in culture), and the cell number.
For example, 5 pM DCFH-DA was determined to be more
appropriate than 50 pM for mouse primary cortical cells treated
with buthionine sulfoximine.

The PBS wash step (step 3) is required to remove extracellular
DCFH-DA; if needed, this washing step can be repeated before
cell lysis. This will ensure that false positive DCF signal is mini-
mized, as unwashed DCFH-DA present will be exposed to
intracellular esterases and oxidants when the cells are lysed.
This washing step should be done gently to prevent cell loss.

The volume of lysis buffer is given for a 12-well plate, and
must be adjusted according to the size of the wells (step 4).
Several lysate dilutions should be tried so as to avoid signal
saturation.

If a more concentrated lysate is needed, a smaller volume of
lysis buffer can be used. It is advisable to perform lysis under
cold conditions. Therefore the lysis buffer must be cold and
the plate placed on ice while lysing cells; the lysates should
be placed on ice immediately after transferring into microfuge
tubes.

Lysates can be stored at —20 °C as two to three aliquots so as
to avoid freezing/thawing cycles that will lead to protein
degradation.

Antibody dilutions in Table 2 are given as a guide. Optimization
may be required, depending on the detection reagent and
instrument to be used. Antibody solutions can be reused
several times, if adding sodium azide (final concentration of
0.02 % (w/v)) during the initial preparation. Cease reusing
when signal development becomes weak and /or background
signals and artefacts become an issue.

Note that sodinwm azide is a bazardous chemical, thus appro-
priate safety measures must be followed during its handling.
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19. When applying the ECL reagent to the membrane, the entire
surface of the membrane should be evenly exposed to the
reagent. For this, pipette the ECL solution into a container
that is just large enough to accommodate the membrane, and,
with a pair of forceps, gently roll the membrane with the pro-
tein side down onto the ECL solution; leave for several sec-
onds, and drip oftf ECL reagent before imaging (excess reagent
during imaging may cause blotching). Place the membrane
side up on a clear transparent sheet, and load into the imager
instrument. Exposure times have to be optimized for the ECL
reagent and the instrument used.
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Chapter 5

Advanced Assay Monitoring APP-Carhoxyl-Terminal
Fragments as Markers of APP Processing in Alzheimer
Disease Mouse Models

Ana Garcia-0Osta and Mar Cuadrado-Tejedor

Abstract

The 99-amino-acid-long APP-carboxy-terminal fragment, named C99, is a membrane-bound peptide
generated from the amyloid precursor protein (APP) by p-secretase cleavage and is the direct precursor of
amyloid beta (AB). Here we describe a method for the quantification of C99. The amount of C99 is an
indicative value of the amyloid pathology in an Alzheimer’s disease (AD) model, and could be used as a
marker to study AD progression in comprehensive experiments, including screening for new compounds
and repurposing of drugs to treat AD.

Key words APP processing, C99, C83, Bis-Tris gels, Tg2576 mouse model

1 Introduction

Alzheimer’s disease (AD) is a neurodegenerative disorder char-
acterized by the accumulation of extracellular senile plaques,
composed of amyloidal-f (Af) peptides [1, 2], and intracellular
neurofibrillary tangles (NFTs), composed mainly of aggregates
of the microtubule-associated protein tau [3].

Blocking AP production has been one of the main approaches
to treat AD. Af is formed from the amyloid precursor protein
(APP) processing, which is altered in AD. First, APP is cleaved by
either a- or P-secretase, leading to the formation of the 83- or
99-amino acid long APP-carboxy-terminal fragments (APP-CTFs),
named APP-C83 and APP-C99, respectively. The APP-C83 frag-
ment is next processed by the intramembrane y-secretase generat-
ing the APP intracellular domains (AICDs), and extracellular
nontoxic p3 fragments. The same secretase cuts the APP-C99 frag-
ment generating the AP peptides (38—43 amino acids long) [4, 5].
Among the AP peptides, AP42 has the highest propensity to
aggregate and is considered to be the most toxic AP species [6].

Juan |. Castrillo and Stephen G. Oliver (eds.), Systems Biology of Alzheimer’s Disease, Methods in Molecular Biology,
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For convenience, we will refer to this form here as ‘Af’. During
decades, scientists have been working trying to prevent the conver-
sion of APP into Ap.

The transgenic mouse model Tg2576 seems to be a promising
laboratory tool to test potential modulators of Ap formation [7].
This mouse overexpresses the human APP with the Swedish muta-
tion (APPswe) and, with age, develops extracellular amyloid depos-
its in expected AD-affected brains areas such as the hippocampus
and cortex. Indeed, C-terminal products of a-, B-, and y-secretase
cleavage are readily detectable in the brain of these transgenic mice
since the age of 7-8 months [7]. Moreover, these animals develop
an age-dependent impairment in memory. The production of the
C99 fragment from APP is believed to be the rate-limiting step in
releasing smaller aggregation-prone peptide fragments, such as Ap
peptide, from the membrane [8]. The accumulation of these APP
fragments is thought to ultimately lead to the neurodegeneration
that is evident in Alzheimer’s disease (AD) [9], and that could
contribute to AD pathology independently of A [10]. More
recently, the accumulation of intracellular C99 has been suggested
an early marker of AD pathology [11]. The determination of C99
levels in AD models presented here can constitute a new strategy
to study the onset and progression of AD and the effects of candi-
date therapeutic compounds in comprehensive drug screening
experiments.

2 Materials

2.1 Animal Models

2.2 Preparation
of Soluble

and Insoluble Brain
Protein Fractions

Prepare solutions in distilled water (or milli Q water).

Tg2576 AD transgenic mice are used in this assay. Tg2576 mice
express the human 695 amino acid isoform of APP containing the
Swedish double mutation (APPswe) [(APP695) Lys670- Asn,
Met671-Leu] driven by a hamster prion promoter. These mice
were inbred on a C57BL/6JxSJL genetic background. Tg2576
AD mice exponentially accumulate Af peptide in the brain between
7 and 12 months of age, and they exhibit memory impairment in
the fear conditioning test from 6 months of age [7]. Animals are
housed 4-5 per cage with ad libitum access to food and water, and
they are maintained in a temperature-controlled environment on a
12 h light/dark cycle. For the assay 12-month-old female Tg2576
mice are used (z=10-12).

¢ Sodium dodecyl sulfate (SDS) lysis buffer: 2 % (w/v) SDS,
10 mM, Tris—-HCI (pH 7.4), protease inhibitors (Complete™
Protease Inhibitor Cocktail, Roche), phosphatase inhibitors
(0.1 mM Na;VO,, 1 mM NaF).



2.3 Western Blot
Analysis

2.3.1 Protein Sample
Preparation

2.3.2 Electrophoresis

2.3.3 Immunoblotting
Components: Transfer
to Membrane

2.3.4 Antibodies
Incubation
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Sonicator.

Standard protein assay such as the bicinchoninic acid (BCA,
Thermo Scientific, Pierce) assay, or equivalent.

XT sample buffer: 4x premixed protein sample buffer for use
with all Criterion XT gels, from Bio-Rad (catalog #161-0791)
or equivalent. This ensures lane-to-lane consistency and guar-
antees reproducible results.

XT reducing agent: 20x reducing agent for use with all
Criterion XT gels, from Bio-Rad (catalog #161-0792) or
equivalent. This is a pH neutralized and stabilized solution of
tris(2-carboxyethyl) phosphine (TCEP), which is a reducing
agent used to break disulfide bonds within and between pro-
teins as a preparatory step for gel electrophoresis.

Thermoblock.

Criterion XT precast gel system (Bio-Rad) [12].

Bis-Tris precast gels Criterion XT 4-12 % (12+2 well, Bio-Rad,
catalog #345-0123). Criterion XT precast gels are formulated
at pH near neutrality to optimize gel matrix stability, signifi-
cantly delaying acrylamide hydrolysis, which occurs in tradi-
tional Laemmli systems. 4-12 % acrylamide allows the
separation of small to mid-sized proteins. Bis-Tris gels allow
consistent results and have stability for a minimum of 1 year.
Bis-Tris running buffer XT MES. (Bio-Rad; Catalog #161-
0789). MES is the common name for the compound
2-( N-morpholino) ethanesulfonic acid).. This is an optimized
20x electrophoresis buffer for use with Criterion XT Bis-Tris
gels, which results in consistently resolved bands throughout
the life of the gel.

Polyvinylidene difluoride (PVDF) (positively-charged nylon)
transfer membrane (0.2 pm removal rating; Hybond LFP,
Amersham Biosciences, UK; Catalog #RPN303LPF) or
equivalent.

Transfer buffer: 0.025 M Tris, 0.192 M glycine, 20 %
methanol.

Bio-Rad Criterion Blotter.

Bio-Ice cooling unit.

Tris buffered saline (TBS) (10x): 1.5 M NaCl, 0.1 M Tris—
HCI, pH 7 4.

TBS containing 0.05 % Tween-20 (TBST).
Blocking solution: 5 % milk in TBS.
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2.3.5 Imaging

¢ Diluent solution: 2.5 % milk in TBS.

e Rabbit polyclonal anti-APP C-terminal (CT19, amino acids
676-695 of hAPP) (1:2,000, Sigma-Aldrich, St. Louis, MO,
USA).

*  Mouse monoclonal 6E10 (amino acids 1-17 of Ap peptide,
1:1,000, Chemicon).

e Mouse monoclonal anti a-tubulin (1:10,000, Sigma).

e Chemiluminescence system (e.g. ECL, GE Healthcare

and Quantification Bioscience, UK).
e Hyperfilm™ ECL (GE Healthcare Bioscience) or equivalent.
e  Quantification, data analysis software. Quantity One™ soft-
ware v.4.6.3 (Bio-Rad) or equivalent.
3 Methods
3.1 Preparation Protein sample preparation is critical to differentiate the C99 frag-
of Soluble ment from other APP-related products that might be detected
and Insoluble Brain with the same antibody, and to obtain clear and accurate resolution
Protein Fractions of protein bands.

3.2 Western Blot
Analysis

3.2.1 Protein Sample
Preparation

1. Animals should be sacrificed by cervical dislocation, removing
the brain and quickly dissecting the hippocampus. Homogenize
the hippocampus with six volumes of SDS lysis buffer.

2. The homogenates are sonicated for 2 min and centrifuged at
100,000x 4 for 1 h. Aliquots of the supernatant should be
frozen at -80 °C.

3. The protein concentration of the homogenates should be
determined using a standard protein assay such as the BCA
assay (Thermo Scientific, Pierce) or equivalent, prior to sample
preparation (see Note 1).

For Western blot analysis using the Criterion XT precast gel system
(Bio-Rad) [12], aliquots of the protein extracts are mixed with XT
sample buffer plus XT reducing agent and boiled. Proteins are sep-
arated in a Criterion precast gel and transferred to membranes.
The membranes are blocked, followed by overnight incubation
with antibodies (see steps below).

Protein samples for the Criterion XT precast gel system (Bio-Rad)
are prepared in a reducing buffer.

1. Prepare fresh loading buffer by premixing XT sample buffer
with XT reducing buffer.



3.2.2 Electrophoresis:
Running Conditions

3.2.3 Transfer
to Membrane

3.2.4 Antibodies
Incubation

3.2.5 Imaging
and Quantification
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2. Mix loading buffer (4x) with 40 pg of protein sample and heat
5 min at 95 °C (use a thermoblock) to denature the proteins.
The use of TCEP in combination with Bio-Rad’s optimized
buffers maintains proteins in a fully reduced state during the
electrophoresis run, eliminating the need for an anti-oxidant in
the upper bufter chamber.

¢ DPower: 150 V, constant.
e Starting current: 90-100 mA (10 min).
e Final current: 150 mA.

e Stop when dye front reaches 1 cm from the bottom of the gel.

Cut the PVDF membrane to the appropriate size. Then activate it
by submerging in methanol for 15 s, place it in purified water and
incubate in ice cold transfer buftfer for 5 min. The gel also needs to
be equilibrated for 3-5 min in ice cold transfer buffer.

Use the Bio-Rad Criterion Blotter for the transfer. Use a fro-
zen Bio-Ice cooling unit, and a magnetic stir bar into the buffer
tank. Transfer the protein at 340 mA for 1 h (see Notes 2—4).

e After transfer, wash the membrane with TBS for 5 min at room
temperature.

¢ Incubate membrane in 5 % milk in TBS ml for 1 h at room
temperature.

e Wash with 15 ml of TBS /T for 5 min.

e Incubate membrane with primary antibody: rabbit polyclonal
anti-APP C-terminal (CT19, against amino acids 676-695 of
APP, 1:2,000 in 2.5 % milk in TBS), with gentle agitation.
Incubate overnight at 4 °C.

e Wash three times with TBS/T, 15 min each time.

e Incubate with HRP-conjugated secondary antibody:
(1:5,000 in 2.5 % milk in TBS) for 1 h at room temperature.

e Wash two times with TBS/T, 15 min each, and once with
TBS.

Bands are detected by using an enhanced chemiluminescence
system (e.g. ECL, GE Healthcare Bioscience, Buckinghamshire,
UK), and autoradiographic exposure to Hyperfilm™ ECL (GE
Healthcare Bioscience). Signals quantification performed using
Quantity One™ software v.4.6.3 (Bio-Rad).

Analysis of the protein fraction revealed two protein bands
migrating close to the 12-kDa molecular weight marker (Fig. 1).
These bands corresponded to C99 and C83, based on their appar-
ent molecular masses (se¢ Notes 5 and 6).
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WB:

CT19 6E10

APP—» APP —»
(100 kDa

C99» C99 —»
C83—+» % (12 kDa)

Tg2576 © Tg2576

.;.;.-.’-‘

Fig. 1 Western blot of protein extracts obtained from the hippocampus of 12-month-old female Tg2576 mice.
As a control, the hippocampus of a non transgenic animal was used (). In the immunoblot obtained using the
CT19 antibody, which specifically recognizes the first 19 amino acids of the carboxy terminal of the APP, the
full-length APP (~100 kDa), and both APP derived carboxyl terminal fragments (CTFs) C99 and C83 (~12 kDa)
are detected. In the immunoblot obtained using the 6E10 antibody, which specifically recognizes human APP
in the fragment corresponding to amino acids 1-17 of Ap peptide, only APP and C99, in Tg2576 samples, are

revealed

4 Notes

. Loading too much protein will result in poorly resolved bands

in the Western blot in overloaded lane and out of shape elec-
trophoretic patterns in adjacent lanes. Underloading the sam-
ple will prevent detection of bands that will became too faint
for quantification. Therefore, the protein concentration of the
homogenates should be carefully determined.

. Wear gloves for sandwiching the gel and membrane between

paper. Air bubbles between the gel and membrane can be
removed by rolling them out using a pipette or 15 ml tube.

. Fill the tank with cold transfer buffer. This will allow efficient

and quantitative protein transfer and prevent gel and transfer
buffer from overheating.

. Power settings and transfer time. High electric fields may cause

small proteins to be transferred too quickly or, conversely,
incomplete separation of large proteins. Performing the run
overnight at low voltage (30 V), may result in better separa-
tion, quantitative transfer over a broader range of molecular
weights.

. To confirm the band identities developed with the CT19 anti-

body, the membrane can be stripped and reprobed using 6E10
monoclonal antibody which recognizes C99 but not C83.
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6. The 6E10 antibody recognizes only human APP, whereas
CT19 recognizes both murine and human APP. A wild type
sample can be introduced to recognize the specific band when
the membrane is probed with the 6E10 antibody.
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Chapter 6

Optical Super-Resolution Imaging of f-Amyloid
Aggregation In Vitro and In Vivo: Method and Techniques

Dorothea Pinotsi, Gabriele S. Kaminski Schierle,
and Clemens F. Kaminski

Abstract

Super-resolution microscopy has emerged as a powerful and non-invasive tool for the study of molecular
processes both in vitro and in live cells. In particular, super-resolution microscopy has proven valuable for
research studies in protein aggregation. In this chapter we present details of recent advances in this method
and the specific techniques, enabling the study of amyloid beta aggregation optically, both in vitro and in
cells. First, we show that variants of optical super-resolution microscopy provide a capability to visualize
oligomeric and fibrillar structures directly, providing detailed information on species morphology in vitro
and even in situ, in the cellular environment. We focus on direct Stochastic Optical Reconstruction
Microscopy, ASTORM, which provides morphological detail on spatial scales below 20 nm, and provide
detailed protocols for its implementation in the context of amyloid beta research. Secondly, we present a
range of optical techniques that offer super-resolution indirectly, which we call multi-parametric micros-
copy. The latter offers molecular scale information on self-assembly reactions via changes in protein or
fluorophore spectral signatures. These techniques are empowered by our recent discovery that disease
related amyloid proteins adopt intrinsic energy states upon fibrilisation. We show that fluorescence lifetime
imaging provides a particularly sensitive readout to report on the aggregation state, which is robustly
quantifiable for experiments performed either in vitro or in vivo.

Key words Amyloid beta, Amyloid fibrils, In vivo imaging, Super-resolution microscopy, Multi-
parametric imaging

1 Introduction

Protein misfolding and aggregation are root causes of neurode-
generative diseases, such as Alzheimer’s and Parkinson’s diseases.
Their pathological hallmarks are caused by the conversion of ini-
tially soluble monomeric species into highly ordered, insoluble
fibrillar amyloid species, a process affected by many parameters
in the complex cellular environment in which it occurs. Key to
an understanding of pathological pathways and thus unravelling
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mechanisms of disease, is an ability to visualize the steps involved
in amyloidogenesis at a molecular level.

In Alzheimer’s disease, amyloid beta (A) form aggregates, the
nature and morphology of which have been the subject of exten-
sive research over recent years [1]. The kinetics of A fibril forma-
tion have mostly been studied via experiments performed in vitro
[2—4] for example, by monitoring the increase in extrinsic [5] or
intrinsic [6] fluorescence upon aggregation. The latter method
exploits the fact that the formation of amyloid fibrils leads to the
attainment of an intrinsic fluorescence signature in the visible
range, which is linked to their rich content of cross f-sheet struc-
ture and extensive hydrogen bonding networks (Fig. la—c) [6-8].
However, these experiments probe ensemble behavior and thus do
not provide detailed insight into mechanisms of aggregation.
Moreover, data gained from in vitro samples prepared in the test
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Fig. 1 Ap42 fibrils formed in vitro develop an intrinsic fluorescence in the visible range. (a) Atomic force micros-
copy (AFM) image of AB4z2 fibrils. (b) Intrinsic fluorescence lifetime image of the same amyloid fibrils obtained
by confocal microscopy. () Black line: emission spectrum of the intrinsic fluorescence from the aggregates. Red
line: fluorescence signal from the corresponding monomeric protein. The laser excitation wavelength is at
405 nm. (d) Figure reprinted (adapted) with permission from [6] Copyright 2013 Wiley. (d) Simple schematic
depicting the labeling and FRET interaction of the amyloid fibril formed with the attached fluorophore
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tube are often not informative on mechanisms taking place in vivo,
where the molecular environment is fundamentally different.
There is thus a great need for techniques that monitor the self-
assembly reactions of Ap (and other amyloid proteins) directly and
non-invasively.

Fluorescence microscopy is particularly suited for this task. It is
relatively non-invasive, thus permitting the probing in the cellular
environment; it is specific via molecular labeling techniques; it is
dynamic and hence capable of providing real-time information on
protein self-assembly reactions. In this chapter, we present two vari-
ants of optical microscopy techniques developed in our laboratory
for the study of AP aggregation both in vitro and in situ in biologi-
cal environment. Both techniques offer aggregate size specific
information on a scale much smaller than the wavelength of light.
The first technique, optical super-resolution microscopy provides
‘direct photographs’ of fibrils at a resolution approaching that of
electron microscopy, without the limitations imposed by optical dif-
fraction. The other, referred to as multi-parametric imaging, informs
on aggregation reactions via changes in fluorescence properties,
which correlate protein aggregation with lifetime changes in
reporter fluorophores (Fig. 1d). The latter technique, whilst offer-
ing ‘indirect’ information on aggregate size, is particularly powerful
tool for application in live cells and even higher organisms.

Conventional fluorescence microscopy is limited in resolution by
the diffraction of light; in an optical system with finite aperture,
this resolution limit is typically in the 250 nm range. An isolated
dye molecule, for example, gives rise to a blurred spot in the image
plane (e.g. camera chip), the so-called point spread function (PSF)
whose lateral dimension is of this size. This precludes its use for the
direct observation of aggregate morphology which therefore, until
recently, had only been possible with invasive techniques such as
electron or atomic force microscopy (AFM) and gel electrophore-
sis (GE). With the recent advent of optical super-resolution tech-
niques, however, the limitations imposed by optical diffraction
have been overcome [9-12]. We have demonstrated that it is pos-
sible to obtain structural information on Ap fibrils in situ, in cells,
at a resolution close to that achievable with electron microscopy
(Fig. 2) [13]. Here we present protocols for direct stochastic opti-
cal reconstruction microscopy (ISTORM) [9] imaging of amyloid
fibrils, a variant of the single molecule localization microscopy
principle. It relies on the sequential photoswitching of dye labels
from a non-fluorescent ‘oft” state to a fluorescent ‘on’ state, such
that, at any given time, only a sparse subset of all fluorescent labels
are active. Images of a suitably sparse fluorophore subset are
recorded which consist of spatially distinct PSFs, permitting accu-
rate determination of each fluorophore’s position through
computer fitting of PSF distributions. Repeating the imaging cycle
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a
AB,,, in vitro

¢

AB, ,, in cells

1-42

Fig. 2 Standard fluorescence microscopy and dSTORM images. (a) Standard fluorescence microscopy image
of ABy, fibrils formed in vitro on the surface of a coverslip. (b) Corresponding ¢STORM image. A comparison
with the image obtained with conventional imaging demonstrates the dramatic resolution enhancement
provided by dSTORM. (¢) Standard fluorescence microscopy image of a section of a cell containing AB,, fibrils.
(d) Corresponding dSTORM image. dSTORM imaging permits the nature and morphology of intracellular Ap,,
aggregates to be probed in situ. Figure reprinted (adapted) with permission from [13]. Copyright 2011 American
Chemical Society

thousands of times permits the retrieval of structural information
of the labeled sample on a ‘super-resolved’ scale. ASTORM imag-
ing is usually performed in total internal reflection (TIR) illumina-
tion mode, such that light is collected only from a thin region (ca
100 nm) close to the coverslip surface. The highly inclined illumi-
nation (HiLo) mode [14] is a variant which permits imaging
deeper into cells (up to ca 5 pm deep). The technique can be
extended to provide resolution in 3 dimensions with multiple col-
ors, ideal for example, for co-localization studies of differentially
labeled aggregates with cellular substructures. This technique has
been applied successfully for other amyloid proteins apart from Ap
[15, 16], such as a-synuclein, and Tau [17, 18].
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The spectral properties of specific fluorophores is strongly influenced
by changes in local (molecular) environment. Since protein aggre-
gation induces modifications in the environment of reporter fluo-
rophores, properties such as spectrum, lifetime and polarization of
the emitted light are modified, all of which can be quantified
through a range of techniques we refer to as multi-parametric
imaging. In this chapter we focus on one variant of these tech-
niques, informing on aggregation of amyloids via changes in fluo-
rescence lifetimes of reporter dyes linked to the protein of interest.
Both fluorescent proteins (such as GFP and YFP) and synthetic
dyes (such as Alexa Fluor 488) covalently attached to the protein
of interest can be used. We have shown previously that the method
permits one to distinguish between monomeric, oligomeric and
fibrillar species both in vitro and in vivo. In order to perform these
measurements, a fluorescence microscope with Fluorescence
Lifetime Imaging (FLIM) capability is required [19, 20]. The life-
time change is mediated by a fluorescence resonance energy trans-
fer (FRET)-like process from the reporter fluorophore to the beta
sheet rich amyloid scatfold (Fig. 1d). The phenomenon is explained
by our recent reports that amyloid proteins develop intrinsic energy
states excitable in the visible range upon aggregation [6, 8]. These
energy states act as acceptors for suitably chosen fluorescent labels.
We have shown that this permits the monitoring of aggregation
reactions in vitro, in live cells and even in organisms [7, 21]. It is
possible to distinguish between oligomeric and fibrillar species
in vivo and to correlate this information with toxic phenotypes.
The method is independent of prevailing reporter fluorophore
density and works at low dye concentrations thus minimizing
potential artifacts caused by steric interference or perturbation of
pathological function of forming aggregates. We have applied the
technique successfully for a range of amyloid proteins including
AP, a-synuclein, and Tau both in vitro, in live cells and in organism
models of aggregation [7, 18, 21].

The following protocols use AP as a representative example for
the successful imaging of amyloid aggregation reactions by
ASTORM and lifetime imaging. Protocols need to be suitably
adjusted for other amyloid proteins; hints and references to litera-
ture are given, where appropriate, to facilitate this adaptation.

2 Materials

1. Unlabeled APy and APy, (Bachem GmbH, Weil am Rhein,
Germany). APy and APy, labeled with Hilyte Fluor™ 488 and
Hilyte Fluor™ 647 (fluorescent labeling dye solutions)
(Anaspec, Fremont, USA).

2. 1x Phosphate buffered saline (PBS) (e.g. Life Technologies).
3. Milli-Q water.
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14.

15.

16.

17.

18.
19.

. 0.20 pm filters (e.g. Millipore).

. Triton X-100.

. Tween-20.

. Roswell Park Memorial Institute 1640 medium (RPMI 1640

medium) without phenol red (e.g. Life Technologies).

. 37 % formaldehyde solution.

. Ammonium hydroxide (NH,OH).
10.
11.
12.
13.

Trifluoroacetic acid (TFA).

Hexafluoroisopropanol (HFIP).

Sodium azide.

Cell culture media and supplements:

—  Minimal essential medium Eagle (MEM) (e.g. Sigma).
— Nutrient mixture F12 Ham (e.g. Sigma).

— 1 % MEM non-essential amino acids (e.g. Sigma).

— 1 %r-glutamine (e.g. Sigma).

— 1 % antibiotic-antimycotic solution (Life technologies):
This solution contains 10,000 U of penicillin, 10,000 pg
of streptomycin and 25 pg of amphotericin B per mL
(to prevent fungal contamination of cell cultures).

— 15 % Fetal bovine serum (FBS) solution (e.g. Life
Technologies).

— 2 % B27 supplement medium (for serum free growth
medium) (e.g. Life Technologies).

Antibodies. Primary antibody: monoclonal anti-Ap antibody
(6E10) (Covance, Leeds, UK).

Secondary antibody: Alexa Fluor® 647 goat anti-mouse IgG
antibody, which is labeled with a tandem dye construct that is
excited at 647 nm and has an emission peak at 668 nm (Life
Technologies).

HelLa or SH-SY5Y human neuroblastoma cells from the
European Collection of Cell Cultures (Sigma).

LabTek IT 8-well chambered coverglass with a thickness of
130 pm (e.g. Fisher Scientific).

For preparation of photoswitching buffer for ASTORM with
cyanine dyes (see also Subheading 3): Reagents and solutions:
Glucose; Glucose oxidase (50 KU) lyophilized powder; Tris
(e.g. Sigma); Catalase (10 mg/mL) (Sigma); 1 M Tris—HCl;
Mercaptoethylamine (MEA)-HCI (e.g. Sigma) (see Note 1);
1 M Tris(2-carboxyethyl)phosphine (TCEP) (e.g. Sigma);
Glycerine; 1 M KCl solution.

Glass Bottom culture dishes (MatTek Corporation, MA, USA).

LabTek IT (Nunc/Fisher Scientific) (se¢ Note 2).
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Inverted widefield microscope with a high numerical aperture
(NA) objective lens (oil-immersion objective with NA>1.4).

Immersion oil.

Confocal microscope with time correlated single photon
counting (TCSPC) module.

Difterent laser lines (excitation at 640, 560, 490 and 405 nm),
maximum power of at least 150 mW

Pulsed laser, with a laser repetition rate of 40 MHz (for exam-
ple super-continuum laser SC-450 from Fianium, UK).

Emission filters (band-pass) and dichroic beam splitters fol-
lowed by emission filters (they should be laser flat and
multi-edge).

Electron Multiplying (EM) charge-coupled device (CCD)
camera, (EM-CCD), cooled, with high quantum yield and low
read-out and background noise (e.g. iXon Andor, UK).

Software to control camera.

Photomultiplier tube (PMC-100, Becker & Hickl GmbH,
Germany).

Acousto-optic tunable filter (AOTEnC-VIS, AA Opto-
electronic).

Image processing software based on MATLAB computing lan-
guage (The MathWork Inc., Natick, USA).

LabVIEW program (National Instruments, UK).
SPC Image software (Becker & Hickl GmbH, Germany).

3 Methods

3.1 Peptide Solutions
Preparation

Labeled peptide:

1.

4.

Dissolve 1 mg of labeled A4, in 200 pL of 1 % ammonium
hydroxide at 4 °C.

. Prepare aliquots, snap-freeze sample in liquid nitrogen and

store below -80 °C.

. Determine the exact concentration of the stock solution with

quantitative amino acid analysis and absorption spectroscopy.

Use each aliquot after thawing, fresh, only once (see Note 3).

Unlabeled peptide:

1.

2.
3.

Dissolve 1 mg of peptide in trifluoroacetic acid (TFA), keep on
ice under fume hood.

Sonicate the solution for 30 s on ice and lyophilize overnight.

Redissolve lyophilized peptide in 1 mL of cold hexafluoroiso-
propanol (HFIP).
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3.2 Conversion
of Monomeric Protein
to Fibrils In Vitro

3.3 Super-Resolution
Fluorescence
Microscopy by Single
Molecule Localization
(dSTORM Imaging)

3.3.1  Photoswitching
Buffer Preparation

3.3.2  Imaging of Amyloid
Fibrils with dSTORM
In Vitro

4. Prepare aliquots and put into centrifugal evaporator.

5. Determine the exact concentration of the stock solution with
quantitative amino acid analysis.

Dilute the peptide in 50 mM sodium phosphate buffer, pH 7.4, to
a final concentration of 50 pM in an Eppendorf tube. Incubate the
peptide solutions at 37 °C for 1-7 days.

This method is based on inducible photoswitching properties of
certain cyanine dyes, which require the use of a photoswitching

bufter.

Three stock solutions should be prepared in advance, prior to
ASTORM imaging. These are required to optimize the photo-
switching properties of the dyes used:

1. Glucose oxidase/catalase enzyme stock solution (50 mL) (all
concentrations are final concentrations): 100 pL Catalase
(0.02 mg/mL), 200 pL. TCEP (4 mM), 25 mL Glycerine
(50 %), 22.5 mL distilled water, 1.25 mL KCI (20 mM), 1 mLL
TrissHCI (20 mM), 50 mg Glucose oxidase (1 mg/mL).
Prepare 100 pL aliquots and store them at —20 °C (see Note 4).

2. Glucose stock solution (50 mL): 5 g of glucose (100 mg,/mL),
45 mL of distilled water, 5 mL of 10 % Glycerine. Prepare
1 mL aliquots and store at =20 °C.

3. MEA stock solution (10 mL): Dissolve 1.136 g of MEA-HCI
in 10 mL of distilled water HCI to produce a 1 M stock solu-
tion. Prepare 200 pL aliquots and store at —20 °C.

For each ASTORM experiment, a fresh photoswitching bufter
solution is required. For a LabTek II chambered coverglass pre-
pare in a mixing tube: 50 pL of enzyme stock solution, 400 pL
solution of glucose stock solution, 50-100 pL. MEA stock solu-
tion. Mix gently.

1. Deposit ca. 10 pL. of sample on a glass or quartz coverslip
glued to the bottom of an imaging chamber, or at the bottom
of a LabTek II well. Let fibrils adsorb onto the surface for ca.
30 min.

2. Prepare the photoswitching buffer solution, as described in
previous section.

3. Add the photoswitching buffer solution into the LabTek II
chamber well and fill it up with additional PBS. Then seal
chamber with a coverslip or silicon sheet. Be careful to avoid
formation of air bubbles.
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3.3.3 Imaging of Amyloid 1.

Fibrils with dSTORM
in Cells
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. The final MEA concentration should be 50-100 mM. The

final pH should be between 6.0 and 8.5.

. Place the chamber on the microscope stage and prepare the laser

illumination for excitation of the different dyes (s¢¢ Note 5).

. The excitation (at wavelengths depending on the dyes used)

and reactivation (at 405 nm) laser beams should be collimated
by a beam expanding telescope and combined via dichroic mir-
rors. They should subsequently be focused onto the back focal
plane of the objective.

. Sample fluorescence should be imaged onto a sensitive elec-

tron multiplication gain CCD camera (EM-CCD, e.g. Andor
iXon) after passage through dichroic and bandpass filters to
reject stray light.

. Image amyloid fibrils using total internal reflection fluores-

cence (TIRF) microscopy mode to improve the signal-to-noise
ratio. Optimize the labeling density for ASTORM imaging
using mixtures containing different concentration ratios of
labeled and unlabeled fibrils respectively (sec Notes 5 and 6).

. Obtain first a conventional fluorescence image in TIRF mode

covering a large field of view, FOV (e.g. 100x100 pm? or
20x20 pm?). Use a low excitation intensity (<0.1 kW /cm?).
Then select a smaller FOV for ASTORM image acquisition.

Zoom in onto a smaller area, reduce the area on the camera
chip to ~10x 10 pm? (see Notes 7 and 8).

Vary the excitation intensity, EM gain and exposure time to
optimize signal-to-noise ratio and photoswitching conditions
for each of the used fluorophores. The exposure time of the
camera should be adapted according to the “on” state time of
the fluorescent dye used. Typical “on” times should last 14
camera frames. Usually exposure times of 10-12 ms are appro-
priate for Alexa Fluor® dyes. The reactivation laser should only
be turned on when the number of active fluorophores in the
field of view has greatly diminished. If necessary, adjust the
focus to ensure that the fluorescent spots exhibit symmetric
point spread functions (PSF).

Increase the excitation intensity to 2-5 kW /cm?.
Acquire between 10,000 and 20,000 fluorescence frames.

Save the acquired frames as an image stack in a .tif file. From
each image stack a reconstructed 4ASTORM image can be gen-
erated by using an image processing software (see Note 9).

Cell culture and fixation

(a) Prepare the serum containing culture medium by mix-
ing equal volumes (1:1) of: minimal essential medium,
nutrient mixture F12 Ham, 15 % fetal bovine serum,
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1 %1L-glutamine, 1 % MEM non-essential amino acids
and 1 % antibiotic-antimycotic solution.

(b) Maintain the cells in this serum-containing culture medium.

(c) DPlate cells 1 day before imaging at a density of 10,000 cells
per well, in a Lab-Tek IT chamber slide in serum-containing
culture medium (see Subheading 2).

(d) Replace the serum containing medium with serum-free
medium (replace FBS by 2 % B27).

(e) Add the peptide or the fibrils in this serum-free medium at
the desired concentration. If labelled peptides or fibrils are
used, adjust the labeling density appropriately by mixing
labeled with unlabeled fibrils (see Note 5).

(f) After incubation, wash the cells in each chamber with PBS
and fix them with 4 % formaldehyde, added for 10 min at
room temperature (se¢ Note 10).

(g) Wash the cells twice with PBS.

(h) Add 200 pL of PBS and 1 pL of sodium azide in each
LabTek IT well.

(1) Fixed cells can be stored in PBS-sodium azide at 4 °C, for
several days.

. Immunofluorescence staining

Direct labeling of amyloid protein provides the best resolution
for imaging since the dyes are small and covalently attached
to the protein of interest but this only works when protein
is added exogenously to the cells [18]. On the other hand,
immunocytochemisty permits endogenous proteins to be stud-
ied at physiological concentration. Here the resolution is
reduced by the physical size of antibodies that link peptide and
reporter dye. An immunocytochemistry protocol using pri-
mary and secondary antibodies for labelling is detailed below.
The steps include fixation, permeabilization, blocking, and
sequential staining with primary and secondary antibodies.

(a) Remove the fixating solution from cells.
(b) Perform a permeabilization step: Add 0.5 % Tween-20 in
PBS to the sample for 20 min at room temperature.

(c) Add the blocking solution to the sample, consisting of,
5 % goat serum and 0.05 % Tween-20 in PBS. Leave for
30 min at room temperature. The blocking solution pre-
vents unspecific binding of antibodies.

(d) Add the monoclonal anti-Ap antibody (6E10) to the sample
in the same blocking solution (1:300) and incubate for 1 h.

(e) Wash the sample twice with 0.05 % Tween-20 in PBS.

(f) Add the secondary antibody (Alexa Fluor®647 goat anti-
mouse IgG antibody) to the sample, in a dilution of 1:200 in
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(8)
(h)
(i)

(a)

(b)
(c)

the blocking solution and incubate for 1 h at room
temperature, protected from light.

Wash the sample twice with 0.05 % Tween-20 in PBS, and
once with PBS only.

Add 200 pL of PBS with 0.5 % w/v sodium azide in each
LabTek IT well.

Fixed and stained cells can be stored in PBS-sodium azide
at 4 °C for several days, protected from light.

. Imaging

Use the fixed cells plated in LabTek II 8-well chamber
slides for after immunofluorescence step, or with the
labeled fibrils /peptides, after the desired incubation time.

Repeat steps 2-7 of Subheading 3.3.2.

Imaging of cells: Use TIRF mode if proteins of interest are
on the cell membrane close to coverslip, or highly inclined
illumination mode if looking at intracellular protein distri-
butions (se¢ Note 11). A movable mirror before the focus-
ing lens permits easy switching between TIRF and highly
inclined or epifluorescence illumination modes [22].

Find an appropriate area with cells to image, using trans-
mitted light and find the appropriate focal plane.

Zoom in on one area enclosing one cell and obtain a dif-
ferential interference contrast (DIC) image.

Obtain the conventional fluorescence image of the same
area. Use low excitation intensity (<0.1 kW /cm?).

If there are two different labels in the sample, obtain the
fluorescence image of one after the other and change the
detection filters accordingly. First image the red dye and
subsequently the green dye.

In order to get finer details, reduce the FOV on the cam-
era chip to 10x10 pm? and perform ASTORM imaging.
Start imaging with the red dye and then proceed with the
green dye.

Repeat steps 11-14 of Subheading 3.3.2.

After image acquisition, take another DIC image of the
same smaller area in the cell (the 10x 10 pm? one). This
can be used to produce an overlay with the ASTORM
image. An example is shown in Fig. 3.

To obtain super-resolved images of the fibrils in cells or
in vitro, process the raw image data using appropriate localiza-
tion algorithms, such as the open source rainSTORM localiza-
tion microscopy software [23] or the rapidSTORM [24]. The
former (rainSTORM) is a MATLAB based software for
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Fig. 3 Super-resolution imaging of AB,, fibrils in neuroblastoma cells. (a) Differential interference contrast (DIC)
image of a neuroblastoma cell. (b) Zoom-in DIC image of the area inside the square in (a), overlaid with super-
resolved fluorescence image of the amyloid fibrils. The amyloid fibrils at 50 nM concentration had been added
to the cell medium and incubated for 1 h with the cells. (¢) Super-resolved fluorescence image of the amyloid
fibrils. (d) Zoom-in on the area inside the square in (¢) showing the super-resolved fluorescence image of the
amyloid fibrils. Scale bars 1 um. Unpublished data (2013)

Localization Microscopy image processing containing a simple
to use graphical user interface (GUI) and a set of MATLAB
scripts and functions (see Note 12).

. Launch MATLAB. Browse to open the rainSTORM.m file and

run it.

. On the rainSTORM GUI that appears, select the .tif file which

contains the raw data that you want to process.

. Select a fitting algorithm. In most cases the ‘Least-Squares

Gaussian Halt 3’ is the best suited for sparsely blinking
datasets.

. Input the pixel width. This will be dependent on the camera

and magnification used on the microscope. Typical values
range between 100 and 160 nm.

. Input the PSF sigma value (the initial guess of the PSF stan-

dard deviation in each direction (X and Y) can vary with
magnification and wavelength). A value of 1.3 is suitable in
most cases.

. “Radius of region of interest (ROI)” sets the pixel area that the

algorithm will search for single molecules. Radius of ROI=2
or 3 is appropriate for a pixel width of 160 nm. ROI=3 or 4 is
appropriate for a pixel width of 100 nm.

. Tolerance, signal counts and maximum iterations should be left

at default values in almost all cases. If using the “Thorough”
algorithm it is advisable to increase the signal counts threshold.

. Tick the “Display scale bar” and the “Display Sum image” boxes.
10.
11.

Click ‘Process Images’—a wait bar will appear.

An initial super-resolution image will be generated once the
localization algorithm process has completed. This is a preview
without any further Quality Control factors than are specified



3.5 Image Analysis

3.6 Fluorescence
Lifetime Imaging

12.

13.

14.

15.

16.

B-Amyloid Aggregation by Super-Resolution Microscopy 137

in the main algorithm. Also, a sum (diffraction-limited) image
will be generated if selected in the rainSTORM GUI.

Click ‘Open Reviewer’ and a new GUI will appear to perform
the Quality Control.

Input preliminary review parameters as indicated in the boxes
(see Note 13) and click ‘Run Reviewer’.

View the histograms and according to these refine the Quality
Control parameters. Then click ‘Run Reviewer’ again.

You can adjust the contrast on the images generated by click-
ing on ‘Adjust contrast’.

‘Save File’. This will save on screen images that were gener-
ated, the histogram images, the sum image (diffraction limited
image), the data file and a text file containing the image recon-
struction parameters.

Use an image analysis software such as Image] (NIH, Bethesda,
Maryland, USA) to analyse and process images, to determine prop-
erties such as the fibril cross sections and to overlay images from
different fluorescent channels and DIC.

1.

Use the APy and APy, labeled fibrils or peptides and for excita-
tion use the 490 nm wavelength. Here, any dye that has an
excitation peak around 490 nm can be used to label the pep-
tide, due to the required overlap with the intrinsic fluorescence
spectrum, for the FRET mechanism to take place (see
Subheading 1). Such labels are for example Alexa or Hilyte
Fluor 488, YFP and GFP.

2. Place in vitro samples of labeled fibrils (~10 pL) on a coverslip.

. The cells should have been prepared (e.g. 50,000 SH-SY5Y

cells in a MatTek dish). After 24 h add the peptide or the
amyloid fibrils labeled with the 488 dye to the cells and leave
in incubation for the desired time.

. Potentially perform cell washes with PBS if you are looking at

the intracellular aggregation, in order to get rid of any remain-
ing extracellular species.

. For live cell imaging, incubate the cells in serum-free growth

medium in glass bottom culture dishes. During the experiment
place the samples in an incubator chamber at 37 °C and 5 %
CO,, mounted onto the microscope stage.

. Imaging of in vitro and in vivo samples should be performed

with a microscopy setup equipped with: a time correlated sin-
gle photon counting (TCSPC) module [7] and a pulsed laser
at 490 nm (for samples labeled with 488 dyes) with a 40 MHz
repetition rate. In the present example, the setup includes: an
Olympus Fluoview FV300 confocal scan unit and a pulsed
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10.

11.

12.

13.

14.

super-continuum source used for excitation, emitting a train of
sub 10 ps pulses at 40 MHz repetition rates.

. In the case of the pulsed super-continuum laser source, the

output laser excitation beam should be collimated and should
pass through a hot mirror assembly to remove infrared compo-
nents at wavelengths greater than 700 nm. In order to tune the
excitation wavelength, the visible portion of the spectrum
passes through an acousto-optic tunable filter whose RF mod-
ulator is driven by software developed using LabVIEW.

. Use a 20/80 broad bandwidth coated beam splitter to reflect

the excitation light onto the sample, so that 80 % of the fluo-
rescence signal passes through the confocal pinhole.

. On the detection path use a 515 nm long-pass filter for the

fluorescence light and project this onto a fast photomultiplier
tube.

Measure first the instrument response function. For that pur-
pose, use the reflected light, tuned at the detection wavelength
(fluorescence wavelength) from either a cover slip or a coated
mirror.

Acquire images for 100-300 s (10 cycles of 10-30 s) and verify
that photobleaching is negligible during these acquisition
times. Make sure that the excitation intensity is low enough to
avoid photon pile-up.

Record lifetimes with the TCSPC system. Process all TCSPC
images initially using SPC Image software. Fit the data with
mono-exponential decay functions, taking into account the
instrument response.

Use pixel binning until approximately a total of 3,500-5,000
photons are obtained per pixel (typically corresponding to a
binning factor of 2 or 3).

Export the data and perform further image processing and
data analysis using MATLAB.

4 Notes

. Mercaptoethylamine (MEA) changes the pH slightly. The pH

of the buffer is important and should be controlled, optionally
adjusted with KOH or NaOH.

. LabTek II chambered coverglass wells have a defined chamber

volume of 1 mL.

. The exact concentration of the labeled peptide should be deter-

mined by absorption spectroscopy of the Hilyte Fluor™ dye
using an extinction coefficient of 70,000 M-! cm™! for Hilyte
Fluor™ 488 and 250,000 M~ cm™ for Hilyte Fluor™ 647.



10.

11.

12.

B-Amyloid Aggregation by Super-Resolution Microscopy 139

. Glucose oxidase oxidizes glucose to gluconolactone and H,0,.

It has a broad activity over the pH range of [4-7]. Glucose
oxidase does not require any activators. Catalase decomposes
H,0,. Its activity is constant over the pH range of [4.0-8.5].

. The microscope setup can consist of a widefield inverted

microscope and a high numerical aperture (NA) total internal
reflection fluorescence (TIRF) objective. Here, we use the
setup described in [13] which is based on a Nikon Eclipse TE
300 inverted widefield microscope, and a 100x, 1.49 NA TIRF
objective lens.

. The labeling ratio (labeled vs. unlabeled protein) should be

defined for each experiment. A small labeling ratio (such as
1:20 labeled vs. unlabeled protein) is preferable because it
means that the attached dye is less likely to affect the aggrega-
tion process.

. Spatial drift during image acquisition is an important factor

that should be taken into account. Typically, the use of fluores-
cent markers (beads) and/or the use of “autofocus” systems
are means for correcting for any drift.

. For two-color super-resolution microscopy, a step to correct

for any chromatic offset or aberrations may be needed [22].

. Currently, there are several algorithms available online to per-

form image analysis for the localization microscopy data. Some
are published, such as the rainSTORM [23] or rapidSTORM
[24]. In this work we show how to use the first software, which
is based on MATLAB computing language.

The formaldehyde solution should be kept at 4 °C. Fixing the
cells preserves the cellular structure thanks to the cross-linking
of proteins by the fixative. Wear appropriate protective equip-
ment and avoid contact with skin and eyes.

TIRF microscopy is used in fluorescence studies to reduce the
background fluorescence and to effectively enhance the signal-
to-noise ratio. A specific illumination configuration is applied
in order to image a thin layer in the close vicinity of the cover-
slip/sample interface. A collimated beam with an angle of inci-
dence larger than the critical angle is used, and thus the beam
is subjected to total internal reflection, i.e. only the evanescent
field, near-field wave with a penetration depth of approximately
100 nm excites the sample. Highly inclined illumination
microscopy permits imaging inside the cell, as the illumination
beam is “hitting” the sample at an angle different to the total
internal reflection angle [14].

The rainSTORM software includes the following capabilities:
(a) Localization using a “Sparse Segmentation and Gaussian
Fitting” algorithm, (b) Quality Control using the Thompson
Precision estimate of each localization, (c¢) Visualization using



140 Dorothea Pinotsi et al.

“simple histogram image” or “jittered histogram”, (d) One-click
save of super-resolution images, together with quality-control
histograms, and meta-data in a text file, (¢) Estimation of the
resolution of the super-resolved image and its registration in
the text file, using the analysis developed in [23]. The rain-
STORM software is available for use by any interested groups
and can be uploaded from http: //laser.cheng.cam.ac.uk /wiki/
index.php/Resources .

13. The Quality Control parameters are defined as follows: (a)
‘Updated Signal Counts’ is a minimum brightness threshold.
The higher this number the brighter a fluorescent molecule /
position must be, to be an accepted localization and thus any
dim static background signal will be excluded. (b) ‘Updated
Tolerance’ excludes fitted candidates with a high least-squares
residual. In practice, it is often best to leave this at 10 %. (¢)
‘Updated PSF Sigma Range’ is the pixel width of each localiza-
tion that is acceptable. Using Alexa Fluor® 647 or similar dyes
with a 160 nm pixel size the theoretical value should be 1.3.
Values larger than 1.3 can be a result of defocused fluoro-
phores, multiple overlapping fluorophores or spherical aberra-
tion. A restrictive range can exclude slightly out of focus
molecules. (d) ‘Counts Per Photon’ is a calibration value that
can be found in the datasheet of the camera. It is dependent on
the camera and the gain setting used. Using the correct value
is required for accurate assessment of precision and resolution.
(e) ‘Localization Precision’ applies a cutoff to reject localiza-
tions with poor localization precision as calculated by the
Thompson Formula [25]. Values smaller than 50 nm will gen-
erate images with better mean localization precisions, but with
fewer localizations in the final image. (f) ‘Reconstruction Scale
Factor’ determines the size of the pixel in the super-resolution
image. For example, with a pixel width of 160 nm in the raw data
a reconstruction scale factor of 5 will generate super-resolution
pixels of 32 nm. (g) ‘Limit frame range’ determines the subset
of raw data to be processed. Often frames early in the sequence
can suffer from mislocalizations as the blinking density is
too high, or frames later on in the sequence may suffer from
tocus drift.
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Abstract

The microtubule-associated protein tau plays a critical role in the pathogenesis of Alzheimer’s disease (AD)
and several related disorders collectively known as tauopathies. Development of tau pathology is associated
with progressive neuronal loss and cognitive decline. In the brains of AD patients, tau pathology spreads
following a predictable, anatomically defined progression pattern that can be followed by immunohisto-
chemistry looking at brain post-mortem samples from Alzheimer patients at different stages of the disease.
Furthermore, since it has been proposed that AD may be a synaptopathy and dendritic spines of pyramidal
neurons are the major targets of cortical synapses, the analysis of dendritic spines is a useful tool to study
the correlation between tau phosphorylation at specific sites, synaptopathy and cognitive impairment.
Finally, characterization of phosphorylated tau in detergent-insoluble protein aggregates could also be an
indication of the neuropathological staging in AD. Here, we describe these three complementary proto-
cols to follow the development of tau pathology in Alzheimer’s disease.

Key words Dendritic spines, Detergent-insoluble aggregates, Gallyas stain, Hyperphosphorylation,
Immunohistochemistry, Intracellular injections, Neurofibrillary degeneration, Neuropathology,
Staging, Synaptopathy, Tau

1 Introduction

1.1 Tau Current neuropathological diagnosis of Alzheimer’s disease is closely
Neuropathological related to staging of associated histological findings, based on the
Staging of Alzheimer’s ~ degree of involvement by characteristic lesions along a known pat-
Samples. Staining tern of disease progression within the brain. For a diagnostic work-
Techniques up of cases recent guidelines put forward by the National Institute

on Aging—Alzheimer’s Association (NIA-AS) [1] recommend the
assessment of (1) beta-amyloid plaque staging [2], (2) Braak and
Braak staging of neurofibrillary degeneration [ 3], and (3) evaluation
of neuritic plaque frequency according to the Consortium to
Establish a Registry for Alzheimer’s Disease (CERAD) protocol [4]

Juan |. Castrillo and Stephen G. Oliver (eds.), Systems Biology of Alzheimer’s Disease, Methods in Molecular Biology,
vol. 1303, DOI 10.1007/978-1-4939-2627-5_7, © Springer Science+Business Media New York 2016
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(jointly reported as an “ABC score”). In a large majority of cases the
pathology of the Alzheimer’s type, and in particular neurofibrillary
degeneration, follows a highly predictable pattern of progression in
the brain that has been classified by Braak and Braak. The staging
system originally proposed by these authors defines I-VI stages
based on the presence and density of characteristic argyrophylic
inclusions (neurofibrillary tangles [NFTs], neuropil threads [NT])
in the medial temporal lobe and several brain isocortical regions.
This staging system was subsequently adapted by the authors for
routine use in paraffin-embedded tissue based on tau immunohisto-
chemistry [5]. Stages I-II (transentorhinal) correlate with the pro-
longed preclinical phase of the disease; stages III-IV (limbic) with
mild cognitive impairment (loss of episodic memory) or mild
dementia; whereas advanced V-VI stages (isocortical) usually cor-
respond to cases with moderate to severe dementia. Stages I-1I are
defined by the presence of pathological tau-reactive inclusions
extending progressively from the transentorhinal to the entorhinal
and hippocampal (CAl) cortex. At stages III and IV aberrant tau
aggregates can be further observed in the subiculum, amygdala,
thalamus and claustrum. Finally, at stages V-VI, tau-positive inclu-
sions are also found in isocortical areas, extending finally from associ-
ative toprimary motorand sensory corticalareas. Clinicopathological
studies show that the Braak and Braak stage is the main neuropatho-
logical variable that correlates with cognitive decline in AD patients
[6]. Additionally, this staging system allows comparability between
case series with post-mortem studies by performing either immuno-
histochemical staining for hyperphosphorylated tau or Gallyas silver
staining in tissue sections obtained from standard brain regions at
the medial temporal lobe and several isocortical areas, although
inter-rater reliability is improved by an easy transformation in a
three-stages system, as recommended by the NIA-AS guidelines
(B1: stages I-1I, B2: stages III-1V, B3: stages V-VI). Accurate stag-
ing of AD-related tau-positive pathology may be particularly impor-
tant in the classification of preclinical disease and in the identification
of atypical AD phenotypes. Recent guidelines by the National
Institute on Aging—Alzheimer’s Association allow standardization
of reports for diagnostic and research purposes. The following pro-
tocol is focused on the procedure of Braak and Braak staging in post-
mortem brain.

For routine diagnostic purposes an immunohistochemical stain
for hyperphosphorylated tau is preferable, as it can be performed
along with other antibodies for a global diagnostic work-up (beta-
amyloid, alpha-synuclein, ubiquitin, neurofilaments, TDP-43, etc.).
Gallyas silver stain [7] can be used when a more detailed morpho-
logical study of tau-positive pathological inclusions is required (i.e.,
neurofibrillary tangles, argyrophylic grains, coiled bodies, etc.).
Gallyas stain is particularly useful for the identification of small slen-
der inclusions, like neuropil threads. However, it is important to
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1.2 Monitoring
Alterations
in Dendritic Spines

1.3 Characterization
of Phosphorylated Tau
in Detergent-Insoluble
Protein Aggregates

remember that both staining techniques are not fully comparable.
Tau immunostaining reveals soluble non-argyrophylic material in
neurons (“pretangles”) that remains negative for Gallyas.
Additionally, Gallyas stain can still identity extraneuronal ghost tan-
gles even after they have lost immunoreactivity to antibodies against
hyperphosphorylated tau. As for the choice of a tau antibody, ATS8
antibody is usually recommended, as it is highly reliable even in
archival samples with a very long fixation time.

The dendritic spines on pyramidal cells represent the vast majority
of postsynaptic elements of cortical synapses and they are funda-
mental structures in memory, learning and cognition. Since
Alzheimer’s disease (AD) has been proposed to be a synaptopathy
[8] and the vast majority of degenerating neurons are pyramidal
neurons, alterations of dendritic spines represent a major target of
study in AD. It has been proposed that disease progression at the
cellular level can be tracked via tau phosphorylation sites, first at
the site recognized by ‘anti-paired helical filaments (PHF)
antibody-tauAT8’ (antibody PHF-tauATS8), and then at the site
recognized by antibody PHF-tauPHF-1. Nevertheless, how this
degeneration is triggered and progresses remains unknown [9].
Therefore, the presence of phosphotau is likely to be involved in
the changes to dendritic spines and the loss of synapses that leads
to cognitive decline in AD. We examined human cortical pyramidal
cells with either diffuse phosphotau in a putative pre-tangle state or
aggregated tau that forms intraneuronal neurofibrillary tangles in
order to analyse possible alterations to their dendritic spines [10].
For this purpose, intracellular injections of Lucifer Yellow (LY) in
fixed cortical tissue were used, followed by double immunostain-
ing of the sections with anti-Lucifer yellow and either anti-PHE-
tauAT8 or anti-PHF-tauPHE-1.

A way to complement the tau neuropathological staging is to char-
acterize tau aggregates and the tau phosphorylation state from
various brain regions from patients with different Braak stages.
Frozen tissue is used for characterizing phosphorylated tau by
Western blot and for the analysis of detergent-insoluble tau aggre-
gates. Filamentous tau aggregates first appear at the temporal lobe
and from there, the pathology spreads to frontal and parietal lobes.

2 Materials

Prepare all solutions with Milli-Q (Millipore) ultrapure water or
distilled water as indicated, and analytical grade reagents. Unless
stated otherwise, prepare and store all reagents at room tempera-
ture (RT). Diligently follow all waste disposal regulations when
disposing waste materials.
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2.1 Brain Tissue
Fixation

for Preparation

of Sections

2.2 Selection

of Tissue Samples
for Tau
Neuropathological
Staging

2.3 AT8Immunohisto-
chemistry. Phospho-
Tau Immunostaining
(See Notes 3 and 4)

e 0.1 M phosphate buffer (PB), pH 7.4: Weigh 109 g of
Na,HPO, and 3.2 g of NaH,PO,. Make up to 1 L with dis-
tilled water.

e 4 % paratormaldehyde (PF) phosphate-buffered in PB: 40 g of
paraformaldehyde in 1 L of 0.1 M phosphate buffer (PB).

e Vibrating microtome (Vibratome) instrument to produce tis-
sue sections.

The procedure is performed as part of the routine neuropathologi-
cal work-up of post-mortem brains, particularly if obtained from
aged and/or dementia patients. Samples are obtained from con-
ventional coronal slices of one brain hemisphere (fixed hemisphere
in brain bank protocols).

Brain regions used in staging include:

*  Entorhinal-perirhinal cortex, medial to the rhinal sulcus, at the
coronal level of the amygdala.

e Hippocampal cortex (CAl sector) at the coronal level of the
lateral geniculate nucleus.

e Inferior lateral cortex, lateral to the collateral sulcus.

e Middle frontal gyrus (as defined by CERAD).

e Superior and middle temporal gyri (as defined by CERAD).
e Inferior parietal lobule (as defined by CERAD).

*  Occipital cortex (BA 17 and 18).

All cortical regions represented in tissue samples recommended by
CERAD guidelines correspond to multimodal associative cortical
areas, and are used primarily for the assessment of neuritic plaque
density. However, as a staining technique for neurofibrillary degen-
eration has to be performed in order to identify neuritic plaques
(amyloid plaques with dystrophic neurites), this staining can be
also used for the assessment of NFTs and NT in these areas (see
Notes 1 and 2).

e 0.1 M sodium citrate pH 6.0 solution.
¢ 0.3 % hydrogen peroxide (H,0,).
Potassium phosphate buftfered saline 0.1 M, pH 7.4 (KPBS).

* Primary antibody: Phospho-PHF-tau pSer202,/Thr205
Antibody (AT8) (Thermo Scientific, USA): 1:2,000.

¢ Antibody diluent.

e Secondary antibody solution (biotinylated secondary anti-
mouse antibody solution): 1 pL of secondary antibody in 1 mL
of KPBS.

e Avidin-biotin-complex (ABC) reagent (Vectastain, Vector
Labs): Add 4.5 pL of A solution and 4.5 pL of B solution per
1 mL of KPBS (see Note 3).
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2.4 Qallyas Silver
Staining (See Notes
5-9)

2.5 Reagents

and Materials

for Dendritic Spines
and Biochemistry
Analysis

2.5.1 Solutions

2.5.2  Primary Antibodies

Diaminobenzidine (DAB) substrate solution.
Carazzi’s hematoxylin stain.

Pressure cooker.

5 % periodic acid solution: Dissolve 10 g of periodic acid in
200 mL of distilled water.

Alkaline silver iodide solution: Dissolve 8 g of sodium hydrox-
ide and 20 g of potassium iodide in 100 mL of distilled water.
Add 7 mL of aqueous solution of silver nitrate. Add distilled
water up to a final volume of 200 mL.

0.5 % acetic acid: 1 mL of acetic acid in 200 mL of distilled
water.

Stock solution I (see Note 8): Dissolve 10 g of anhydrous
sodium carbonate in 200 mL of distilled water.

Stock solution II (see Note 8): Dissolve each reagent consecu-
tively (in series); wait for complete dissolution before adding
the next ingredient: 0.4 g of ammonium nitrate, 0.4 g of silver
nitrate and 2 g of tungstosilicic acid in 200 mL of distilled
water.

Stock solution III (see Note 8): Dissolve each reagent consecu-
tively (in series); wait for complete dissolution before adding
the next ingredient: 0.2 g of ammonium nitrate, 0.2 g of silver
nitrate, 1 g of tungstosilicic acid and 730 pL of 35—45 % form-
aldehyde in 100 mL of distilled water. Stock solutions are sta-
ble and can be stored in dark bottles.

0.2 % gold chloride solution: Dissolve 0.4 g of gold chloride in
200 mL of distilled water.

1 % sodium thiosulfate solution: Dissolve 2 g of sodium thio-
sulfate in 200 mL of distilled water.

0.1 % nuclear fast red 2.5 % aluminium sulphate.

Incubator oven at 37 °C (see Note 9).

Sodium phosphate buffer 0.1 M, pH 7.4 (PB).
Paraformaldehyde: 4 % in PB (PF).
4,6-Diamidino-2-phenylindole (DAPI) 105 M.
0.1 M Tris—HCI bufter, pH 7 .4.

Lucifer Yellow (LY): 8 % LY in Tris—HCI buffer.

Stock solution: 2 % bovine serum albumin (BSA), 1 % Triton
X-100, 5 % sucrose in PB.

Tau antibody 7.51 is a kind gift of Dr. C. M. Wischik (University
of Aberdeen, UK) and recognizes a region included within the
microtubule-binding domain of human and murine tau.
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2.5.3 Secondary U
Antibodies

2.5.4 Software 4

2.6 Reagents o
and Materials

for Characterization

of Tau Aggregates

and Tau

Phosphorylation State

Mouse anti-human paired helical filaments (PHF)-tau mono-
clonal antibody (clone AT8, PHF-tauAT8; MN1020; Thermo
Scientific) which recognizes tau phosphorylated at Ser202/
Thr205. 1:2,000 in stock solution.

Mouse PHF-1 monoclonal antibody (PHF-tauPHE-1, kindly
supplied by Dr P. Davies, A. Einstein University, New York),
which recognizes tau phosphorylated at Ser396,/404. 1:100 in
stock solution.

Rabbit antibody against Lucifer Yellow (LY) produced at the
Cajal Institute (Madrid, Spain) [10]. 1:400,000 in stock
solution.

Biotinylated donkey anti-rabbit secondary antibody (Amersham
Pharmacia Biotech). 1:200 in stock solution.

Alexa fluor 594 anti-mouse and streptavidin coupled to Alexa
fluor 488 (Molecular Probes). 1:1,000 in stock solution.

Autofluorescence Eliminator Reagent.

Antifade Reagent mounting medium.

3D Reconstruction software (e.g. Imaris 7.1. Bitplane AG,
Zurich, Switzerland).

Brain extracts homogenization buffer (1:10 w/v) consisting
of: 10 mM Tris-HCI, pH 7.4, 1 mM EGTA, 0.8 M NaCl and
10 % sucrose plus phosphatase inhibitors (10 mM NaF, 1 mM
sodium orthovanadate) and protease inhibitors (2 mM phenyl-
methanesulfonylfluoride (PMSF), 10 pg/mL aprotinin,
10 pg/mL leupeptin, 10 pg/mL pepstatin). PMSF is very
unstable and must be added just prior to use.

2 % uranyl acetate.

Extraction buffer for samples homogenization and Western
blot analysis consisting of: 20 mM HEPES-NaOH, pH 7.4,
100 mM NaCl, 10 mM NaF, 1 % Triton X-100, 1 mM sodium
orthovanadate, 10 mM EDTA and protease inhibitors (2 mM
PMSEF, 10 pg/ml aprotinin, 10 pg/ml leupeptin and 10 pg/
ml pepstatin). PMSF is very unstable and must be added just
prior to use.

Bradford protein assay.
SDS polyacrylamide (SDS-PAGE) material and reagents.

Primary antibodies 7.51, AT8, and PHF-1. The tau antibody
7.51 is a kind gift of Dr. C. M. Wischik (University of
Aberdeen, UK) and recognizes a region included within the
microtubule-binding domain of human and murine tau. The
(PHF)-tau monoclonal antibody (clone ATS8, PHF-tauATS;
MN1020; Thermo Scientific) recognizes tau phosphorylated
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at Ser202 /Thr205. The mouse PHF-1 monoclonal antibody
(PHF-tauPHE-1), kindly supplied by Dr P. Davies (A. Einstein
University, New York) recognizes tau phosphorylated at

Ser396,/404.
Secondary antibody. Goat anti-mouse antibody (GIBCO).
5 % nonfat dried milk.

Electrogenerated chemiluminescence (ECL) immunodetec-
tion reagents.

Transmission electron microscope.
Electron microscopy carbon-coated grids and materials.
Eikonix IEEE-488 image scanner densitometer.

DigitalMicrograph 2.1 software (Gatan, Pleasanton, CA).

3 Methods

3.1 Brain Tissue
Samples. Fixation
and Preparation
of Sections

3.2 Immunochemi-
stry. Phospho-Tau
Immunostaining (See
Notes 3, 4, and 10-12)

Brain tissue is fixed in 4 % phosphate-buffered formaldehyde (PF)
for at least 3 weeks. For dendritic spine analysis (method below),
brain samples (containing hippocampus and adjacent cortex) are
immediately fixed in cold 4 % PF in PB and cut into small blocks
(10x10x 10 mm). The blocks are postfixed in 4 % PF in PB for
24 h at 4 °C. Vibratome sections of the tissue are then obtained
and intracellular injections performed.

1.
2.

w

Deparaffinize and hydrate tissue sections.

Perform antigen unmasking in pressure cooker, placing sec-
tions in 0.1 M sodium citrate pH 6.0.

. Open the pressure cooker and let the sections temper in the

sodium citrate solution for 20 min.

. Quench endogenous peroxidase by incubating sections for

30 min in 0.3 % H,0,.

. Rinse sections twice with KPBS, 5 min each.

6. Incubate sections with AT8 anti-tau monoclonal antibody in

11.

1/100 dilution in antibody diluent. Place sections in a mois-
ture chamber at room temperature.

. Rinse sections twice with KPBS, 5 min each.

. Incubate sections for 30 min with diluted biotinylated second-

ary antibody.

. Rinse sections twice with KPBS, 5 min each.
10.

Incubate sections with ABC staining reagent during 60 min in
a moisture chamber at room temperature (sec Note 3).

Rinse sections twice with KPBS, 5 min each (se¢ Note 4).
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3.3 Gallyas Silver
Staining (See Notes
5-9, and 13-16)

3.4 Monitoring
Alterations

in Dendritic Spines
(See Notes 17-20)

3.4.1 Intracellular
Injections (See Note 17)

12. Incubate sections in DAB until desired stain intensity
develops.

13. Rinse sections in tap water.
14. Counterstain sections with Carazzi’s hematoxylin, 2 min.

15. Rinse sections in tap water, clear and mount.
. Deparaffinize and hydrate tissue sections.
. Place sections in 5 % periodic acid, 5 min.

1
2
3. Rinse in distilled water, 5 min.
4. Rinse in distilled water, 5 min.
5

. During this time, prepare stock solution (developer): Add con-
secutively 15 mL of stock solution II, 50 mL of stock solution
I, and 35 mL of stock solution III. Check that the final solu-
tion is crystal clear. If slightly cloudy, discard it (se¢ Note 13).

6. Place sections in alkaline solution of silver iodide, 1 min.

7. Place sections in 0.5 % acetic acid, 10 min. During this phase,
after 3 min, place stock solution (developer) in the oven at
37 °C (see Note 14).

8. Place sections in stock solution (developer) in the oven at
37 °C. Total time in stock solution may reach 8-10 min.
Sections should be checked after 8 min for the appearance of a
dark silver shade.

9. Place sections in 0.5 % acetic acid during 3 min (to stop
developer).

10. Rinse with distilled water, 5 min.

11. Stabilize with 0.2 % gold chloride during 5 min (se¢ Note 15).
12. Rinse with distilled water, 5 min.

13. Fix in 1 % sodium thiosulfate, 1 min.

14. Rinse with distilled water, 5 min.

15. Counterstain with nuclear fast red, 1 min.

16. Rinse with distilled water.

17. Dehydrate and cover slip.

Small blocks of the hippocampal and adjacent cortex
(10x10x10 mm) are post-fixed in 4 % PF in PB for 24 h at
4 °C. Vibratome sections of the tissue are then obtained and intra-
cellular injections performed. Briefly, individual pyramidal cells in
the hippocampal formation and adjacent cortex are injected intra-
cellularly with Lucifer Yellow (below).

Coronal sections (250 pm) are cut with a vibratome and the slices
incubated for 10 min in 4,6-diamidino-2-phenylindole (DAPI).
These DAPI pre-labeled sections are mounted in the injection



Monitoring the Development of Tau Pathology in Alzheimer’s Disease 151

3.4.2 Reconstruction
and Morphometric Analysis
of Pyramidal Neurons
Labeled with LY

3.4.3 Combination

of lintracellular Injection
with Immunohistochemi-
stry and Histochemistry

chamber and the nuclei of cells are visualized by UV excitation
[10]. Pyramidal cells are then injected individually with Lucifer
Yellow by hyperpolarizing current in the cytoarchitectonically
identified hippocampal formation and the adjacent cortex (includ-
ing the entorhinal, EC and parahippocampal cortex, PHC). The
sections immediately adjacent were Nissl-stained (50 pm) in order
to identify the cortical areas and the laminar boundaries [10].

Sections are imaged with a confocal scanning laser microscope
attached to a fluorescence microscope. Image stacks of 10-100 image
planes (voxel size: 0.057x0.057x0.28 pm; area: 58.36x58.36 pm)
obtained with a 63x oil-immersion lens (NA, 1.40; refraction index
1.45) using a calculated optimal zoom factor of 2.3. After acquisi-
tion, the stacks are analysed with three-dimensional (3D) image pro-
cessing software, Imaris 7.1 (see Notes 18 and 19 and ref. 10).

Following intracellular injection of pyramidal neurons with LY, the
sections are processed with a rabbit antibody against LY
(1:400,000 in stock solution) and then with the anti-PHF-tauATS8
or anti-PHF-tauPHEF-1. Antibody binding is detected with a bioti-
nylated donkey anti-rabbit secondary antibody (1:200 in stock
solution), followed by a mixture of Alexa fluor 594 anti-mouse
(1:1,000) and streptavidin coupled to Alexa fluor 488 (1:1,000).
Thereafter, the sections are washed in PB and treated with
Autofluorescence Eliminator Reagent to reduce lipofuscin-like
autofluorescence without adversely affecting any other fluores-
cence labeling in the sections. The sections are then washed and
mounted with ProLong Gold Antifade Reagent mounting medium.
The stacks containing images of intracellular injections (green) and
PHEF-tauAT8 or PHF-tauPHEF-1 staining (red) are opened with
Imaris 7.1 software. The red channel is hidden and the stacks are
coded (codes are not broken until the quantitative analysis had
been completed). Thereafter, two main types of LY injected
neurons can be distinguished: neurons immunostained for PHE-
tauAT8 or PHF-tauPHEF-1 and neurons that immunostained by
either of the two antibodies (se¢ Note 20).

The density of the dendritic spines is established as the number
of dendritic spines found in 10 pm segments along the length of
the dendrite. The spine volume is estimated using a reference
method [11]. Briefly, 7-10 different intensity threshold surfaces
are created for each stack of images, and the solid surface that
exactly matched the contour of each dendritic spine is then selected.
Each dendrite is rotated in 3D and examined to ensure that the
solid surface selected for each dendritic spine is appropriate. The
length of dendritic spines is measured individually, from the point
of insertion at the dendritic shaft to the distal tip of the spine while
rotating the image in 3D [11]. Additional methodological consid-
erations are presented and discussed in Merino-Serrais et al. [10].
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3.5 Characterization
of Tau Aggregates
and Tau
Phosphorylation State

3.5.1 Isolation of Brain
Cell Extracts

3.5.2 Isolation
of Detergent-Insoluble Tau
Aggregates

3.5.3 Visualization
of Insoluble Tau
Aggregates by
Immunoelectron
Microscopy

3.5.4  Transmission
Electron Microscopy

3.5.5 Western Blot
Analysis

Brain cell extracts isolated by homogenizing the brain tissue in
cold (ice) homogenization buffer including phosphatase and pro-
tease inhibitors (see Subheading 2).

Tau aggregates from brains isolated by reference methods as
described for paired helical filaments-associated tau (PHEFE-
associated tau) from Alzheimer disease patients [12, 13]. Briefly,
PHF populations extracted from AD brain homogenates with
about 50 % of PHF immunoreactivity can be obtained in superna-
tants following homogenization in buffers containing NaCl. These
can be further enriched for PHFs by taking advantage of their
insolubility in the presence of detergents and 2-mercaptoethanol,
removal of aggregates by filtration and sucrose density centrifuga-
tion [12]. Three different sources were used to look for tau aggre-
gates: temporal, frontal and parietal cortex.

Detergent-insoluble tau aggregates can be visualized by electron
microscopy [14]. Immunoelectron microscopy is performed after
adsorption of the samples to electron microscopy carbon-coated
grids and incubation with the first antibody (1:100) for 1 h at
room temperature. After extensive washing, the grids are incu-
bated with the secondary antibody (1:40) conjugated with 10 nm
diameter gold particles. Finally, the samples are stained with 2 %
uranyl acetate for 1 min. Transmission electron microscopy can
then be performed, e.g. in a JEOL model 1200EX electron micro-
scope operated at 100 kV.

Microscopy grids with or without uranyl acetate contrasting can be
observed in a transmission electron microscopy JEOL 1200 EXII
operated at 120 kV. Electron micrographs were obtained at a
magnification of x50,000 on Kodak SO-163 film developed with
D19 developer at full strength for 12 min. For measuring purposes,
micrographs were digitized using an Eikonix IEEE-488 image
scanner densitometer and processed using the DigitalMicrograph
2.1 software (Gatan, Pleasanton, CA).

Extracts for Western blot analysis are prepared by homogenizing
the tissues (or the tau aggregates sample) in ice-cold extraction
bufter. The samples are homogenized at 4 °C and protein content
determined by Bradford protein assay. Total protein (10 pg) is
electrophoresed on 8 % SDS-PAGE gel and transferred to a nitro-
cellulose membrane. The experiments were performed using the
primary antibodies: 7.51, AT8 and PHEF-1. The filters are incu-
bated with the antibody at 4 °C overnight in 5 % nonfat dried milk.
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A secondary goat anti-mouse (1:5,000) followed by ECL detec-
tion reagents was used for immunodetection.

Two main features have been linked to tau pathology in Alzheimer’s
disease, tau phosphorylation and tau aggregation. These two mod-
ifications have been used as markers to analyze the spreading of the
disease that correlates well with that of tau pathology. Thus, the
progression of the disease could be followed by looking at the fol-
lowing examples of samples analyzed by Western blot using an
antibody raised against tau that reacts with the protein from the
aggregates and by electron microscopy of samples obtained from
various brain regions, as indicated in Fig. 1.

No significant changes are observed in the microanatomy of
dendrites from pyramidal neurons at early stages of neurofibrillary
pathology, as defined by the presence of diffuse phosphotau
(neurons immunostained for PHF-tauAT8) in a putative pre-tan-
gle state (Fig. 2b). However, once tau aggregates of NFTs had
formed (neurons immunostained for PHEF-tauAT8 or PHE-
tauPHF-1), representing more advanced neurofibrillary altera-
tions, significant reductions in the number, length and volume of
spines are evident, suggesting alterations of axospinous synapses
(Fig. 2c). The severity of these changes seems to be progressive,
from the intermediate /advanced stages to extreme stage of the
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Fig. 1 Paraffin section of parietal cortex immunostained for AT8 anti-hyperphosphorylated tau antibody and
Gallyas stained paraffin section of the hippocampus (CA1 sector). (a) Very low magnification of a paraffin sec-
tion of parietal cortex immunostained for AT8 anti-hyperphosphorylated tau antibody. A high density of immu-
noreactive inclusions (mainly neuropil threads, neurofibrillary tangles and dystrophic neurites of neuritic
plaques) stain diffusely the cortex with a band-like pattern at cortical laminae Ill and V. A Braak stage V-VI
(isocortical) can be derived from the image. (b) Gallyas stained paraffin section of the hippocampus (CA1 sec-
tor) at medium magnification. Abundant flame-like neurofibrillary tangles can be observed occupying the
neuronal body of pyramidal neurons. A dense background of neuropil threads is evident between neurons, and
some neuritic plaques can also be identified. Note the nuclear counterstain provided by Nuclear Red. A Braak
stage equal or superior to lll can be established from the image
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Fig. 2 Photomicrographs of Nissl, AB plaques/Nissl, PHF-tau,, and PHF-taupy: 4 Stained sections, neurons and
dendrites in the parahippocampal cortex of a patient whose soma is free of PHF-taugs-ir (PHF-tauas™; A-F) or
that contains PHF-tau, in the putative pre-tangle state, and alterations of dendrites and dendritic spines in LY
injected neurons with different stages of the neurofibrillar pathology. Reproduced from Merino-Serrais et al.
[10] with permission (Open Access article distributed under the Creative Commons Attribution Non-Commercial
License). (a) Low-power photomicrographs of Nissl, AB plaques/Nissl (using mouse anti-human beta-amyloid
antibody [clone 6F/3D; Dako, Glostrup, Denmark]) (b), PHF-tau,; (¢) and PHF-taup¢ (d) stained sections from
patient P9 (male, 82 year old, Neurofibrillar/Ap pathology; Braak stage AD V/C). The black dots in A show the
approximate location of the injected neurons in layer Ill of the parahippocampal cortex (PHC) and CA1 region.
Scale bar (in D): 1,600 pm in A-D

»

Fig. 3 Neurons and dendrites in the PHC of a patient injected with LY whose soma is free of PHF-taug,-ir (PHF-
tauys~; A—F) or that contains PHF-tau, in the putative pre-tangle state (Pattern £ G-L). Stacks of 26 (A, B) and
28 (G, H) images, respectively, obtained after combining the channels acquired separately for DAPI (blue), LY
(green) and PHF-tau,s immunostaining (red). C-L Stacks of 26—-32 confocal optical sections from basal den-
drites of PHF-taus,~ (C—A and immunostained (PHF-tauys*; L) LY-injected pyramidal neurons. Scale bar (in
L):13umin A B, G, H,; 2 ymin C-F, L




Monitoring the Development of Tau Pathology in Alzheimer’s Disease 155

PHF-tauMa- PHF-taUAT3+




Fig. 4 Alterations of dendrites and dendritic spines in LY injected neurons with different stages of the neurofibril-
lar pathology. (A-C) PHF-tauAT8-ir neuron from layer Ill of the PHC of patient P9 showing an intermediate/
advanced stage of the neurofibrillar pathology. (0-L) PHF-taup+-ir neuron from CA1 of patient P12 (female 82
years old, Neurofibrillar/Ap pathology; Braak stage and Lewy bodies) showing an exireme stage of the neurofi-
brillar pathology. A, Stack of 27 confocal optical sections obtained after combining the channels acquired sepa-
rately for DAPI (blue), LY (green) and PHF-tauu-ir (red), illustrating the cell body and proximal dendrites of the
intracellular labelled neuron. B and C, Higher magnification of A, showing the dendrites indicated as b and c,
respectively. Note the low density of dendritic spines in dendrite b compared to dendrite ¢. D-E, Stacks of 27
confocal optical sections showing the cell body and proximal dendrites of the intracellular labelled neuron (D)
immunostained for PHF-taupye; (E). F, image obtained by combining panels D and E. G, Higher magnification of
D. H, I stacks of 3855 confocal optical sections from a collateral apical dendrite (arrow in G) of the LY-injected
pyramidal neuron, showing different segments of the same dendrite (H, proximal; / distant). J, Stack of 26
confocal optical sections from the collateral apical dendrite of an intracellular labelled neuron that was adjacent to
the LY-injected neuron shown in panel D, and that was not PHF-taup-ir. Note the lack of dendritic spines and the
thin diameter of the dendrites of the PHF-taup¢4-ir neuron (+, ) compared to the dendrite of the PHF-tau- neuron
(J)- Scale bar (in ): 10 um in A4 3.5 um in B, G, 20 um in D-F, 9 umin G, 4.5in H-J
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neurofibrillary pathology. Thus, the characteristic cognitive impair-
ment in AD is likely to depend on the relative number of neurons
that have well-developed tangles. Since the microanatomical alter-
ations could be correlated with changes in tau phosphorylation at
specific sites, the methods described here are excellent tools to
study the correlation between tau phosphorylation, synaptopathy
and cognitive impairment in AD.

4 Notes

10.

. Staining protocols are here presented for paraffin sections. For

both staining techniques, it is possible to use 5-15 pm mounted
paraffin sections. Additionally both staining techniques, AT8
immunostaining and Gallyas stain, can be performed on
mounted frozen sections and on floating cryostat or vibratome
sections, using the same basic protocols and adjusting some
staining times.

. For both staining techniques glass slides should be pretreated

for tissue adhesion enhancement, e.g., with poly-L-lysine.

. Solution volumes for the preparation of the ABC reagent

correspond to the Vectastain ABC kit (Vector Labs). There are
other suppliers of ABC reagents that can be used with equally
good results. Additionally, immunostaining may be enhanced
by other methods of detection that result in a higher amplifica-
tion of the signal and shorter incubation protocols (e.g. poly-
mer detection reagents).

. The last KPBS rinsing step before DAB color development can

be substituted by Tris-HCI buffered saline (TBS) rinse buffer
or 0.1 M sodium acetate pH 6.0 rinsing solution. That results
in a more thorough elimination of previous reagents.

. The volume of solutions here presented for Gallyas staining are

adequate for use in a Hellendahl jar.

. All solutions should be stocked in dark tinted bottles.

. For preparation of Gallyas stain, all glassware must be acid

washed. Plastic forceps and gloves should be used when han-
dling all reagents, and no metal instruments should be used in
the protocol (staining racks, forceps, etc.). For preparation of
solutions avoid the use of metal stir bars of magnetic stirrers.

. Stock solutions should be prepared in the sequential order of

the protocol: II, I and III.

. The temperature of the oven for incubation in Gallyas stain

should be strictly maintained at 37 °C. Even slightly higher
temperatures may generate precipitates.

The final developer solution should be crystal clear. A cloudy
tint indicates the formation of precipitates.



158

Alberto Rabano et al.

11

12.

13.

14.

15.

16.

17.

18.

19.

20.

. Within the oven, the developer solution should turn into a
silvery-black colour before stopping the reaction.

Decoloration with gold chloride is usually very fast and can be
controlled macroscopically or under the microscope (placing
sections previously in tap water), particularly if sections turned
too dark after incubation in the oven.

In Alzheimer’s disease brain tissue hyperphosphorylated-tau
immunostaining reveals all changes classically described as neuro-
fibrillary degeneration: basically neurofibrillary tangles, neuropil
threads and dystrophic neurites incorporated to neuritic plaques.

Other inclusions less frequently associated to Alzheimer’s
pathology can also be observed (e.g., tau-immunoreactive
astrocytes and oligodendrocytic coiled bodies), as well as tau-
positive inclusions characteristic of tauopathies that may com-
bine with Alzheimer’s pathology (e.g. argyrophilic grains,
Pick-bodies and different types of astrocytic inclusions).

Intensely positive sections can be evaluated even macroscopi-
cally due to widespread reactivity of tau inclusions (Fig. 5a).

Gallyas stain allows for a more distinct visualization of the
morphology of tau-positive inclusions, particularly those
formed by small or slender processes, and identifies a subpopu-
lation of highly evolved extracellular tau-negative inclusions
(Fig. 5b).

Neurons are injected until the individual dendrites of each cell
could be traced to an abrupt end at their distal tips and the
dendritic spines are readily visible, indicating that the dendrites
are completely filled. Only cells identified as pyramidal neurons
(recognized by the labeling of the apical dendrite) are included
in the analysis (Fig. 2) [10].

Horizontally projecting basal dendrites are randomly selected,
each one originated from a different pyramidal neuron and
acquired at high magnification (Leyca glycerol objective, 63x
magnification) to capture the full dendritic depth, length, and
width of dendrites [10].

For each stack of images, the laser intensity and detector sensi-
tivity are set so that the fluorescence signal from the dendritic
spines occupies the full dynamic range of the detector. Therefore,
some pixels can be saturated in the dendritic shaft, but no pixels
should be saturated within the dendritic spines [10].

After acquisition, the stacks of images are opened with 3D
image processing software and the red channel (containing
PHF-tauAT8 staining) is hidden. Additionally, the stacks are
coded (codes not to be broken until the quantitative analysis is
completed) [10].
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P-tau (2,3+10)
Stage Il
P-tau (2+£10)

P-tau (0+10)
Stage V

Stage llI

Fig. 5 Hyperphosphorylated tau proteins and Western blot of brain samples. (a) Scheme of the nature of the
hyperphosphorylated tau proteins observed by Western blot. (b) Western blot of brain samples (temporal,
frontal and parietal cortex) from three patients (Braak stages Il and V) are shown. (¢) The polymers from those
detergent-insoluble tau aggregates obtained from previous patients are shown
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Chapter 8

LC3-1l Tagging and Western Blotting for Monitoring
Autophagic Activity in Mammalian Cells

Anne Streeter, Fiona M. Menzies, and David C. Rubinsztein

Abstract

The autophagosome-associated protein LC3-1II is commonly used as a marker of autophagic activity within
cells, but its levels are affected by both formation and degradation of autophagosomes. This can make the
significance of altered LC3-1I levels ambiguous. Here we describe the method of Bafilomycin A, blotting,
in which the degradation of autophagosomes is prevented in cultured cells, allowing the causes of altered
LC3-II levels to be determined.

Key words Autophagy, LC3, Assay, Flux, Bafilomycin Al

1 Introduction

The process of macroautophagy, whereby a portion of cytosol is
engulfed into double-membraned autophagosomes and trans-
ported to the lysosome for degradation [1], has potential as a ther-
apy for delaying the onset of neurodegenerative diseases. By
clearing aggregate-prone proteins from the cytosol, the formation
of aggregates within cells can be reduced [2]. This has been dem-
onstrated in experimental models involving mutated huntingtin
[3], alpha synuclein [4] and tau [5].

As a specific marker of autophagosomes, LC3-11 is a useful and
versatile tool in accurate measurement of autophagic flux. LC3
(microtubule-associated protein 1 light chain 3, MAP1-LC3) is
the mammalian homologue of the yeast autophagy protein Atg8
[6]. The C-terminus of LC3 is cleaved by the action of Atg4 to
give the LC3-I form of LC3, which is then conjugated to the lipid
phosphatidylethanolamine to give the membrane-associated
LC3-1I form [7]. This is found on the inner and outer membranes
of autophagosomes. The pool associated with the inner membrane
is degraded in the autolysosomes (formed by the fusion of autopha-
gosomes and lysosomes), while that associated with the outer

Juan |. Castrillo and Stephen G. Oliver (eds.), Systems Biology of Alzheimer’s Disease, Methods in Molecular Biology,
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membrane can be cleaved by Atg4 and recycled. LC3-11 levels in a
cell therefore give an indication of the number of autophagosomes
in the cell at that particular time and hence the autophagy state of
the cell.

The level of LC3-1I in cells, however, needs to be interpreted
with care, as it is affected by both formation and degradation pro-
cesses. An increase in LC3-II levels can be due to increased forma-
tion or decreased degradation, while decreased LC3-II could be
due to increased degradation or decreased formation. In order
to distinguish between these criteria, Bafilomycin A; blots of
LC3-1I levels are used. Bafilomycin A is a drug which inhibits the
V-ATPase responsible for acidification of the lysosome, and pre-
vents fusion of autophagosomes and lysosomes [ 8, 9]. Comparison
of LC3-II levels in the absence and presence of Bafilomycin A,
(or other inhibitors of LC3-1II degradation) allows the effects of
formation and degradation to be uncoupled [10, 11].

As well as studying the LC3-II levels of cells, it is useful to look
at clearance of autophagy substrates such as p62 in order to gain a
more comprehensive idea of the autophagy state of the cells. This
can be done by Western blotting, though similarly to LC3-II lev-
els, the effect of formation of new p62 (i.e. translation) should be
taken into consideration when interpreting the results.

Here, the procedures for carrying out Bafilomycin A, blots to
determine the autophagic activity of mammalian cells are detailed.
Cells in culture are treated with Bafilomycin A, and harvested, and
the LC3-II levels of the lysates analysed by Western blotting.
Interpretation of the blots will be explained.

2 Materials

Make up reagents in distilled water unless otherwise stated.

1. HeLa cells in culture (see Notes 1 and 2).

2. Treatments being investigated (drugs, culture conditions etc)
(see Note 3).
3. 100 uM Bafilomycin A; stock solution in DMSO (see Note 4).

4. Phosphate-buffered saline (PBS) buffer: 138 mM NaCl,
2.7 mM KCI, 10 mM Na,HPO,, 1.76 mM KH,PO, at pH 7.4
(see Note 5).

5. Radioimmunoprecipitation assay (RIPA) buffer: 150 nM
NaCl, 1 % NP40, 0.5 % sodium deoxycholate (NaDoC), 0.1 %
SDS, 50 mM Tris pH 7.4, 1x protease inhibitor cocktail
(Roche) (see Note 6). Make up fresh each time and use on ice.

6. Standard protein assay kit (e.g. Bio-Rad DC™ Protein Assay).

7. 100 mg/mL BSA solution.
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. 2x Laemmli buffer: 65 mM Tris—-HCI pH 6.8, 25 % (w/V)

glycerol, 2 % SDS, 0.01 % (w/v) bromophenol blue, 5 % (v/V)
-mercaptoethanol.

. 30 % Acrylamide /bis-acrylamide solution (37.5:1).
10.
11.
12.
13.
14.
15.
16.

Resolving gel buffer: 1.5 M Tris pH 8.8.

10 % SDS solution.

10 % ammonium persulfate solution in H,O.

Stacking gel buffer: 1 M Tris pH 6.8.

TEMED (N, N, N', N—tetramethylethylenediamine).
Isopropanol.

Pre-stained molecular weight markers (e.g. Invitrogen
SeeBlue® Plus2 Pre-Stained Standard).

Gel running bufter: 25 mM Tris pH 8.3, 0.192 M glycine,
0.1 % SDS (see Note 7).

Wet transfer buffer: 25 mM Tris pH 8.3, 0.192 M glycine,
20 % methanol (se¢ Notes 7 and 8).

Ponceau S stain solution: 5 % (w/v) in 5 % acetic acid.
Milk: 5 % (w/v) milk powder in PBS.
PBS-Tween: 0.1 % Tween-20 in PBS.

Novus Biologicals rabbit anti-LC3 primary antibody
(NB100-2220) (see Note 9).

Sigma rabbit anti-actin primary antibody (A2066) (sec Note 9).
IR dye-conjugated anti-rabbit secondary antibody (se¢ Note 10).

Western blot and wet transfer equipment (e.g. PVDF
membranes).

Licor Odyssey equipment or equivalent (see Note 11).

3 Methods

The instructions here test the effect of a hypothetical drug (“Drug
A”) on autophagy in Hel.a cells following a 4 h treatment. For
assistance on adapting the protocol for other experimental setups,
relevant notes are referred to at the appropriate stages.

1.

2.

Seed HeLa cells, using approximately 2 x 10° cells per well of
a 6-well plate (see Note 12) to ensure that they will be
approaching confluence when harvested. Allow the cells to
settle overnight.

Treat the cells with Drug A and 400 nM Bafilomycin A, for
4 h. This concentration of Bafilomycin A; treatment is
saturating (see Note 13). Control conditions should include an
appropriate volume of DMSO to control for the DMSO added
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in the Bafilomycin A, stock solution. The conditions required
are: no Drug A; Drug A; Bafilomycin A; and no Drug A;
Bafilomycin A, and Drug A.

. Harvest the cells. Remove the media from the cells and wash

once with PBS (allow approximately 1.5 mL of PBS per well in
a six-well plate). Pipette 100 pL of ice-cold RIPA buffer into
each well (see Note 14), and use a cell scraper to lift cells from
the bottom of the well. Pipette the lysed cells into labelled
Eppendort tubes and incubate on ice for 10 min. Centrifuge
for 10 min at 13,000 x g4 and transfer the post-nuclear superna-
tant to fresh tubes on ice.

. Carry out a protein assay. Make standards by making serial

dilutions of BSA in the range 5-0 pg/pL in RIPA buffer. Make
up Reagent A’ by mixing 20 pL of Reagent S with 1 mL of
Reagent A. In a 96-well plate, mix 1 pL. of sample/standard,
20 pL of Reagent A’, and 200 pL of Reagent B. Allow blue
color to develop in a shaded place for 15 min. Scan the plate
on a plate reader at a wavelength of 750 nm, using the stan-
dards to make a standard curve from which to determine the
protein concentration in the samples.

. Adjust the volumes of the samples using RIPA buffer to give

the same protein concentration in all samples. Add 2x Laemmli
buffer to each sample so that the protein concentrations
remain equal between samples (see Note 15). Boil the tubes
for 5 min on a hot block set to 100 °C (see Note 16). Use a
bench-top centrifuge to briefly spin down condensation in the
tubes. Samples may be frozen at -20 °C.

. Mix 3.3 mL of distilled H,O, 4 mL of 30 % acrylamide /bis

acrylamide solution, 2.5 mL of resolving gel buffer, 100 pL
of SDS and 100 pL of ammonium persulfate. Add 4 pL
of TEMED, mix well, and pour the gel in a
1.5 mmx10.1 cmx 7.3 cm cast. Leave space for a 1 cm depth
of stacking gel (se¢e Note 17), and pipette approximately
250 pL of isopropanol on top of the gel (see Note 18). Allow
to set (around 15-20 min, depending on room temperature).

. Mix 3.4 mL of distilled H,O, 830 pL of 30 % acrylamide /bis

acrylamide solution, 630 pL of stacking gel bufter, 50 pL of
SDS and 50 pL of ammonium persulfate. Pour oft the isopro-
panol from the top of the resolving gel, and rinse with distilled
water. Use blotting paper to soak up residual water. Add 5 pL.
of TEMED to the stacking gel mixture and pour the gel imme-
diately. Insert a 10-well comb to form the wells. Allow the gel
to set for approximately 1 h (see Note 19).

. Remove the comb from the gel, and set up the gel-running

tank and fill with the appropriate volume of running buffer.
Ensure the bufter is not leaking from the gel chamber. Load the
gel with 20 pL of each of the samples (se¢ Note 20) and 3 pL
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of molecular weight markers. Run the gels slowly at 0.2 mA per
gel, until the blue dye front is 3-5 mm from the end of the gel
(approximately 95 min). Do not run further, as this may result
in losing the small LC3 proteins from the gel.

. Assemble a cassette for wet transfer of proteins to the polyvi-

nylidene difluoride (PVDF) membrane (see Note 21). Soak
the PVDF membrane in methanol for 1 min, rinse in H,O, and
then soak in transfer buffer before use. Working in a tray con-
taining a shallow depth of transfer buffer, soak sponges and
blotting paper in transfer bufter and place in a cassette. Prise
apart the gel casting plates, and trim off the stacking gel.
Carefully place the gel on the blotting paper, taking care not to
stretch or damage the gel. Place the PVDF membrane on top
of the gel, and then another layer of blotting paper. Ensure
that no bubbles are trapped in the layers by smoothing the
stack with a test tube. Add pre-soaked sponges and close the
cassette. Ensure it is loaded into the frame with the membrane
between the gel and the positive electrode. Keep the apparatus
cool with an ice pack while transferring for 1 h at 90 V.

Disassemble the cassette and check for successful transfer of
protein markers to the PVDF membrane. Stain the membrane
with Ponceau S stain to confirm transfer of proteins to the
membrane (see Note 22), agitating for 10 min at room tem-
perature. Wash in water to develop the bands. Cut the PVDF
membrane at around 30 kDa, using the markers as a guide.
Block the membrane in milk, agitating for 1 h at room tem-
perature (see Note 23).

. Add 10 pL of anti-LC3 primary antibody to 10 mL of milk

(giving a 1 in 1,000 dilution), and do the same for anti-actin
antibody. Incubate the upper part of the membrane in anti-
actin primary antibody, and the lower half'in anti-LC3 primary
antibody overnight, agitating at 4 °C. Primary antibody in
milk can be frozen at -20 °C and reused.

Wash the membrane three times for 5 min each time in PBS-
Tween. Make up secondary antibody against the primary anti-
bodies used at a concentration of 1 in 3,000 (3 pL of secondary
antibody in 9 mL of milk) (see Note 24). Incubate the mem-
brane parts in secondary antibody for 1 h, agitating at room
temperature. Wash the membrane three times for 5 min each
time in PBS-Tween.

View membranes on the Licor Odyssey imager, placing them
face down to get the best signal (see Note 25). Quantify the
bands, and normalize the LC3-II signal using the actin bands
as a loading control. The actin levels should be fairly even
between the lanes, so this should only be a slight adjustment.
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Fig. 1 Interpretation of Bafilomycin A, western blots. (a) Flow-chart indicating interpretations of LC3-Il levels
in blots. More common scenarios are indicated by bold arrows. (b) Schematics of LC3-Il levels in Bafilomycin
A, blots. Protein loading, as measured by actin, is assumed to be even across the lanes. Situations are shown
in which hypothetical treatment Drug A is an inducer of autophagosome synthesis (Case 1), a blocker of
autophagosome synthesis (Case 2), or a blocker of autophagosome degradation (Case 3)

14. Interpret the results of the blot (Fig. 1).

Compare cells treated with Drug A and untreated control
cells to see the effect of Drug A on the size of the LC3-11
pool in the cells.

Compare the cells treated with Drug A and Bafilomycin A,
with control cells treated with Bafilomycin A, to see the
contribution of LC3-II formation. It the LC3-II levels
increase with Drug A in the presence of Bafilomycin Ay,
then Drug A has increased formation of LC3-1I (Case 1 in
Fig. 1b). A decrease in LC3-1II levels with Drug A in the
presence of Bafilomycin A;, together with a decrease with
Drug A in the absence of Bafilomycin A;, indicates that
Drug A blocks autophagosome synthesis.

Compare LC3-11 levels between cells treated with Drug A
and cells treated with both Drug A and Bafilomycin A, to
see the effect of Drug A on degradation of LC3-11. If Drug
A blocks degradation of LC3-11, there will be no increase
in LC3-II levels on treatment with Bafilomycin A, as
Bafilomycin A; will not exert an additional effect on LC3-11
levels (Case 3 in Fig. 1b). If Drug A does not affect degra-
dation of LC3-I1, there will be an increase in LC3-11I levels
when cells are treated with Bafilomycin A;.
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4 Notes

10.

. A wide variety of cells may be used for Bafilomycin A, blots.

The method described here looks at the effect of a hypothetical
drug (‘Drug A’) on autophagy in Hela cells, but is easily
adapted for other cell types and treatments.

. Comparing LC3-1I levels directly between cell types or lines is

not advised, as levels of LC3-I and LC3-1I vary widely between
cell types, and the extent of the response to autophagy-
modulating treatments can differ significantly. Therefore, we
recommend that treated cells are compared to untreated con-
trols of the same cell line.

. The treatment of cells will be determined by the interests of

the researcher. Bafilomycin A, blots are compatible with many
types of treatment, but the incubation of cells with Bafilomycin
A, will not necessarily occur for the entire length of time that
the investigated treatment is being carried out.

. Bafilomycin A, is made up into 100 pM stock solution by add-

ing 1.61 mL of DMSO to 100 pg of powder (available from
Enzo Sciences). This stock should be made into aliquots and
stored in the dark at -20 °C.

. For 1 L of PBS, use 8.1 g of NaCl, 0.2 g of KCl, 1.44 g of

Na,HPO, (final concentration 10 mM) and 0.24 g of KH,PO,
(final concentration 1.76 mM), at pH 7.4.

. We use RIPA buffer for harvesting cells, but in theory other

buffers can be used instead.

. We have a 10x solution consisting of 250 mM Tris pH 8.3,

1.92 M glycine. To make up 1 L of running buffer, take
100 mL of 10x solution, add 10 mL of 10 % SDS and make up
to 1 L with distilled water. When adding the water, run it down
the side of the container to avoid excessive amounts of bubbles
being formed by the SDS, or add the SDS last. To makeup 1 L
of transfer buffer, take 100 mL of 10x solution, and add
200 mL of methanol and 700 mL of distilled water.

. Methanol in the transfer buffer improves the transfer of small

proteins to the PVDF membrane by giving a charged surface
the protein can bind to. It slightly fixes the gel however, which
can limit the transfer of large proteins. As LC3-1 and LC3-1I
are small (running at 18 kDa and 16 kDa, respectively), meth-
anol transfer buffer is used in this protocol.

. Other antibodies can be used, but the concentrations used

here are specific to the named antibodies and may require
adjustment when using other brands.

The details in this protocol are for visualization of the Western
blot using Licor Odyssey equipment, which visualizes infrared
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11.

12.

13.

14.

15.

dye-conjugated secondary antibodies and allows quantification
of the signal. This means that LC3-I1I signal can be normalized
to actin and the results viewed quantitatively rather than quali-
tatively. Quantification should not be used as a replacement for
even loading. It is important to normalize LC3-II to actin
rather than to LC3-1, as LC3-I levels vary relative to LC3-11
depending on cell types and treatment, and the dynamics of
the pool are poorly understood. In addition, the affinity of
anti-LC3 antibody to LC3-1 and LC3-1I is different [7].

Western blots can be developed using enhanced chemilumi-
nescence (ECL) instead of the Licor system. We prefer to use
the Licor system because it allows quantification of protein
across a wider linear range than is possible with ECL. If ECL is
being used, use HRP-conjugated secondary antibodies. For
more information on Licor equipment, visit: http://www.
licor.com/bio/applications/quantitative_western_blots/.

The volumes of cell suspension given here are for Hela cells
which are to be subjected to a 4 h treatment with a hypothetical
drug. With different cell lines and treatments, the seeding den-
sity will need to be varied accordingly, ensuring that the cells
will be approaching confluence when harvested. For example, a
longer treatment time means that fewer cells need to be seeded.
The rate of growth of the cells will also affect the number of
cells which are seeded. For very long treatments, such as some
small interfering RNA (siRNA) knockdown procedures, it may
be necessary to split the cells part-way through the treatment.

Bafilomycin A; causes a defect in lysosomal acidification, which
causes a block in fusion with autophagosomes [9]. Prolonged
treatment with Bafilomycin A; can affect other protein degra-
dation mechanisms [ 12]. We use 400 nM Bafilomycin A, (4 pL
of stock solution in 1 mL final volume) for 4 h, or reduced
concentrations if the treatment needs to be longer. Bafilomycin
A, treatments longer than 16 h are best avoided where possi-
ble. Where the conditions being investigated require longer
times in culture, we recommend adding Bafilomycin A, for the
final 4 h only.

In order to optimize LC3 stability, cells can be lysed directly in
200 pL of Laemmli buffer in each well. This however means
that a protein assay cannot be carried out. If, by eye, there
appear to be similar numbers of cells per well, then the protein
assay is not essential and this method can be used instead. With
longer treatments or ones that affect cell survival or growth
rates, the number of cells in each well can vary quite signifi-
cantly, so we recommend that a protein assay is used.

For example, if a sample has been lysed in 100 pL. of RIPA buffer,
and 15 pL of RIPA has been added to adjust the concentration
to match the other samples, add 115 pL of 2x Laemmli buffer.
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If the samples have a high DNA content, making them hard to
load accurately into gels (particularly an issue when lysing
directly into Laemmli bufter), boiling for slightly longer (e.g.
7 min) at this stage can reduce the viscosity. Care should be
taken not to damage the samples by boiling for too long how-
ever. Alternatively, samples can be sonicated briefly using a
probe sonicator.

Having a reasonably sized stacking gel layer improves band
resolution.

The layer of isopropanol prevents contact with the air, which
inhibits polymerization of the acrylamide. In addition, this
layer bursts bubbles and gives an even top to the resolving gel.

The stacking gel will be set after approximately 10 min, but in
our experience allowing longer gives a better quality Western
blot, with improved band resolution.

Aim to load approximately 15 pg of protein per well. When
using a 15-well comb we load around 10 pg in each well. Even
protein loading is very important, as analysis of the blots
involves comparison of the lanes. Actin is used as a loading
control in this procedure. Loading an equal (or at least similar)
volume of sample in each lane, as achieved by ensuring equal
protein concentrations in the samples, is important to make
sure that the gel runs evenly.

Semi-dry transfer can be used instead of wet transfer; in our
experience, the wet transfer method gives slightly better trans-
fer results for LC3.

With practise, an idea of whether a transfer has been successful
can be obtained by holding the membrane at an angle to the
light and seeing if the lanes can be seen. This method also
shows whether there were bubbles in the cassette.

Blocking is a very flexible step, and can last between 30 min
and several hours.

If the primary antibodies used were both raised in the same
animal, then the parts of the membrane can be incubated
together in secondary antibody. With the Licor system, it is
possible to color the bands red or green, thus distinguishing
them by color as well as size, by using IR680- or IR800-
conjugated secondary antibody respectively.

To view the membranes using enhanced chemiluminescence
(ECL), mix equal volumes of ECL reagents, allowing 1 mL of
solution per membrane. Pipette ECL reagents onto the surface
of the membrane which was against the gel during transfer,
ensuring the solution is evenly spread over the membrane.
Allow to develop for approximately 30 s. Using forceps, touch
the edge of the membrane against tissue to remove excess ECL
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reagent. Develop the blot using photographic film. Take care
not to overdevelop the blot. The bands should be clearly seen,
but writing should be visible through the bands when the film
is held against text. If films are overdeveloped, the sensitivity of
the blot is reduced as differences in band intensity are harder

to observe.
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Chapter 9

Advanced Mitochondrial Respiration Assay for Evaluation
of Mitochondrial Dysfunction in Alzheimer’s Disease

Amandine Grimm, Karen Schmitt, and Anne Eckert

Abstract

Alzheimer’s disease (AD) is characterized by the presence of amyloid plaques (aggregates of amyloid-p
[AB]) and neurofibrillary tangles (aggregates of tau) in the brain, but the underlying mechanisms of the
disease are still partially unclear. A growing body of evidence supports mitochondrial dysfunction as a
prominent and early, chronic oxidative stress-associated event that contributes to synaptic abnormalities,
and, ultimately, selective neuronal degeneration in AD. Using a high-resolution respirometry system, we
shed new light on the close interrelationship of this organelle with Ap and tau in the pathogenic process
underlying AD by showing a synergistic effect of these two hallmark proteins on the oxidative phosphory-
lation capacity of mitochondria isolated from the brain of transgenic AD mice. In the present chapter, we
first introduce the principle of the Ap and tau interaction on mitochondrial respiration, and secondly, we
describe in detail the used respiratory protocol.

Key words Mitochondria, Alzheimer’s disease, Amyloid-p, Tau, Oxygraph, High-resolution respi-
rometry (HRR), Oxidative phosphorylation

1 Introduction

With the increasing average life span of humans, Alzheimer’s disease
(AD) is the most common neurodegenerative disorder among
elderly individuals. It accounts for up to 80 % of all dementia cases
and ranks as the fourth leading cause of death amongst those above
65 years of age [1]. Although the hallmark lesions of the disease
were already described by Alois Alzheimer in 1906—amyloid-f
(AP) containing plaques and microtubule-associated protein tau-
containing neurofibrillary tangles (NFTs)—the underlying molec-
ular mechanisms that cause the formation of these end-stage lesions
are still poorly understood. However, a growing body of evidence
supports mitochondrial dysfunction as a prominent and early
chronic oxidative stress-associated event that contributes to synap-
tic abnormalities and, ultimately, selective neuronal degeneration
in AD [2, 3]. Within the last few years, several cell culture models

Juan |. Castrillo and Stephen G. Oliver (eds.), Systems Biology of Alzheimer’s Disease, Methods in Molecular Biology,
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as well as single, double, and more recently triple transgenic mouse
models have been developed to reproduce diverse aspects of
AD. These models help in understanding the pathogenic mecha-
nisms that lead to mitochondrial failure in AD, and in particular
the interplay of AD-related cellular modifications within this pro-
cess [4]. In this chapter, we highlight the critical key role of mito-
chondria and the close inter-relationship of this organelle with the
two main pathological features in the pathogenic process underly-
ing AD. Particularly, we will emphasize on the recent insights
showing independent as well as synergistic effects of Ap peptide
and hyperphosphorylated tau on mitochondrial function by using
a high-resolution respirometry system (Oxygraph-2k).

1.1 Ap and Tau
Induce Mitochondrial
Toxicity

Mitochondria play a pivotal role in cell survival and death by regulat-
ing both energy metabolism and apoptotic pathways. They are the
“powerhouses of cells” providing energy via ATP generation which

is accomplished through oxidative phosphorylation (OXPHOS)
from nutritional sources [5] (Fig. 1). Neurons have particularly high
numbers of mitochondria which are especially enriched in synapses.
Due to the limited glycolytic capacity of neurons, those cells are
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Fig. 1 The mitochondrial electron transport chain: impact of A peptide, tau protein, and effects of mitochon-
drial substrates used during the measurement protocol with Oxygraph. Complexes | (NADH: ubiquinone oxido-
reductase) and Il (succinate dehydrogenase, belongs to the tricarboxylic acid (TCA) cycle) receive electrons
from NADH and FADH,, respectively. Electrons are then driven from complexes by the mobile carrier molecules
coenzyme Q/ubiquinone (U@) and cytochrome ¢ (Cyt ¢) to the final acceptor, molecular oxygen (0,). Electron
flow is coupled to proton movement across the inner mitochondrial membrane (/MM) in complexes |, lll and
IV. The resulting proton gradient is harvested by complex V to generate ATP. In Alzheimer’s disease, abnormal
mitochondrial electron activities have been observed, predominantly in complexes | and IV, leading to impaired
mitochondrial membrane potential, decreased production of ATP (complex V), and increasing reactive oxygen
species (ROS) levels. Interestingly, deregulation of complex | is mainly tau-dependent, while deregulation of
complex IV is amyloid-p (Ap)-dependent, at both the protein and activity levels. The targets of the different
substrates used during the Oxygraph measurement are marked with an asterisk and their specific actions are
summarized in Table 1. AA antimycin A, AT ascorbate/TMPD, IMS intermembrane space
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highly dependent on mitochondrial function for energy production
[6]. Thus, deregulation of mitochondrial function leads to synaptic
stress, disruption of synaptic transmission, apoptosis and ultimately,
systemic neurodegeneration [7, 8].

Evidences from cellular and animal AD models indicate that
A triggers mitochondrial dysfunction through a number of path-
ways such as impairment of OXPHOS, elevation of reactive oxygen
species (ROS) production, interaction with mitochondrial pro-
teins, and alteration of mitochondrial dynamics [9, 10]. Success in
developing mouse models that mimic diverse facets of the disease
process has greatly facilitated the understanding of pathophysio-
logical mechanisms underlying AD. In 1995, Games and collabo-
rators established the first amyloid precursor protein (APP) mouse
model (called PDAPP) bearing the human “Indiana” mutation of
the APP gene (V171F). They observed the accumulation of Af in
the brain and subsequent amyloid plaque formation, as well as
astrocytosis and neuritic dystrophy [4]. Interestingly, in most of
the APP mouse models, the cognitive impairment begins concomi-
tantly with AP oligomer formation in the brain (around 6 months
of age), while neuritic amyloid deposits become visible only
between 12 and 23 months and the amount of deposits increases
in parallel [11]. Thus, memory deficits seem to correlate directly
with the accumulation of intracellular Af oligomers and not with
amyloid plaque formation. When those mice were crossed with
those bearing a mutation in presenilin 1 gene (PS1), coding for a
gene involved in APP processing, an earlier onset of amyloid
plaques was observed, alongside a stronger decrease of mitochon-
drial membrane potential as well as ATP level [12].

Mitochondrial dysfunctions occur at a very early disease stage
in AD transgenic mouse models. For example, in the APPsw trans-
genic strain Tg2576 (Swedish mutation), an upregulation of genes
related to mitochondrial energy metabolism and apoptosis was
observed already at 2 months of age. Alterations in composition of
the mitochondrial respiratory chain complexes I and III protein
subunit as well as impairment of mitochondrial respiration were
detected around 6 months, when soluble Af accumulated in the
brain without plaque formation [13, 14].

Consistent with this observation, in APPsw /presenilin 2 (PS2)
double-transgenic mice, mitochondrial impairment was first
detected at 8 months of age, before amyloid plaque deposition,
but after soluble Af accumulation [15]. Taken together, these
findings are consistent with the recently proposed hypothesis of an
age-related AP toxicity cascade that suggests that the most toxic AP
species that cause majority of molecular and biochemical abnor-
malities are in fact intracellular soluble oligomeric aggregates rather
than the extracellular, insoluble plaques [16].

How does tau, the second hallmark lesion in AD, interfere
with mitochondrial function? In its abnormally hyperphosphory-
lated form, which forms the neurofibrillary tangles (NFTs), tau has
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1.2 Synergistic Mode
of Action of A
and Tau

been shown to block mitochondrial transport. This results in
energy deprivation and oxidative stress at the synapse, and, conse-
quently, neurodegeneration [17, 18]. Until now, no mutations in
microtubule-associated protein tau (MAPT) coding genes have
been detected in relation to familial forms of AD. However, in
familial frontotemporal dementia (FTD) with parkinsonism, muta-
tions in the microtubule-associated protein tau gene (MAPT) were
identified on chromosome 17. This was the basis for creating
a robust mouse model for tau pathology in 2001. These P301L
tau-expressing pR5 mice show an accumulation of tau as soon as
3 months of age and develop NFTs around 6 months of age [19].
A mass spectrometric analysis of the brain proteins from these mice
(aged from 8.5 to 10 months) revealed mainly a deregulation of
mitochondrial respiratory chain complex components (including
complex V), antioxidant enzymes, and synaptic protein space [20].
The reduction in mitochondrial complex V levels in the P301L tau
mice was also confirmed in human P301L FTDP-17 (FTD with
parkinsonism linked to chromosome 17) brains. The functional
analysis demonstrated age-related mitochondrial dysfunction,
together with reduced NADH ubiquinone oxidoreductase (com-
plex I) activity as well as age-related impaired mitochondrial respi-
ration and ATP synthesis in a pR5 mouse model. Mitochondrial
dysfunction was also associated with higher levels of ROS in aged
transgenic mice. Increased tau pathology resulted in modification
of lipid peroxidation levels and the upregulation of antioxidant
enzymes in response to oxidative stress [20]. Thus, this evidence
demonstrated for the first time that not only Ap but also tau pathol-
ogy weakens gradually mitochondrial function in a rather specific
way leading to metabolic impairment and oxidative stress in AD.

Although AP and tau pathologies are both known hallmarks of
AD, the mechanisms underlying the interplay between plaques and
NFTs (or Af and tau, respectively) have remained unclear.
However, a close relationship between mitochondrial impairment
and AP on the one hand and tau on the other hand has been already
established. How do both AD features relate to each other? Several
studies suggest that AP aggregates and hyperphosphorylated tau
may block the mitochondrial transport to the synapse leading to
energy deficiency and neurodegeneration [21].

Remarkably, intracerebral Ap injections amplify a pre-existing
tau pathology in several transgenic mouse models [22, 23], whereas
lack of tau abrogates AP toxicity [18, 24]. Our findings indicate
that in tau transgenic pR5 mice, mitochondria display an enhanced
vulnerability toward Ap insult in vitro [2, 25], suggesting a syner-
gistic action of tau and AP pathology on this organelle. Thus, these
studies provide the first evidence for the existence of a complex
interplay between AP and tau in AD whereby these two molecules
damage mitochondria in multiple ways, but what about their spe-
cific effects on mitochondrial respiration?
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To address this question, we used a high-resolution respiratory
system to evaluate the capacity of the entire oxidative phosphoryla-
tion system (OXPHOS) of cerebral mitochondria from mice bear-
ing either an APP/PS2 mutation, P301L mutation (pR5 mice), or
the triple mutation APP/PS2/P301L (“P*AD mice) compared to
wild-type mice [26]. Measurement of oxygen (O,) flux and con-
sumption was performed at 37 °C using an Oroboros Oxygraph-2k
system on freshly isolated mitochondria from cortical brains of age-
matched wild-type, APP/PS2, pR5 and “PAD mice as follows.
After detection of endogenous respiration, glutamate and malate
were added to induce state 4 respiration (Figs. 1 and 2a), then ADP
was added to stimulate state 3 respiration. After determining cou-
pled respiration, a mitochondrial uncoupler (FCCP, see below) was
added and the maximal respiratory capacity measured in the absence
of a proton gradient. Cytochrome ¢ (cyt ¢) injection was used to
demonstrate mitochondrial membrane integrity. To inhibit activi-
ties of complexes I-II1, rotenone (rot) and antimycin A (AA) were
added. Complex IV activity was stimulated by ascorbate/TMPD
(A/T) before terminating mitochondrial respiration by adding
sodium azide (azide). Oxygen (O,) consumption was normalized
to the corresponding citrate synthase activity [3, 26].

We determined flux control ratios to obtain information on
metabolic states of respiration. The respiratory control ratio
(RCR3/4) is an indicator of the state of coupling of mitochondria.
State 3 is the rate of phosphorylating respiration in the presence of
exogenous ADP, and state 4 is associated with proton leakage
across the inner mitochondrial membrane in the absence of
ADP. Our findings suggest a pronounced decrease of RCR3 /4 in
mitochondria from APP/PS2 and "P*AD compared with age-
matched wild-type mice already at 8 months of age. This decrease
was also found in the oldest mice (12 months of age). When we
examined the ETS /ROX (electron transport system /residual oxy-
gen consumption) ratio, which yields an index of the maximum
oxygen consumption capacity relative to the magnitude of residual
oxygen consumption, we found that it was also decreased in APP/
PS2 and "PAD compared with age-matched wild-type mice at 8
and 12 months of age. Interestingly, in a previous study, the
decreased respiration of mitochondria from pR5 mice compared
with wild-type controls was not detectable before the age of
24 months [20]. In contrast, APP/PS2 mitochondria showed a
decrease in OXPHOS compared with wild-type already at the age
of 8 months. At this age, OXPHOS of brain mitochondria from
upleAD mice did not differ compared with that of age-matched
APP/PS2 mitochondria, but it was significantly decreased in "
PEAD mice at the age of 12 months (Fig. 2b). Taken together, with
increasing age, the global failure of the mitochondrial respiratory
capacity deteriorated the strongest in mitochondria from "PtAD
mice, suggesting a synergistic destructive effect of tau and Ap on
mitochondria.
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Fig. 2 Synergistic effects of AB and tau on mitochondrial respiration. (a) Representative diagrams of O, flux and

consumption

in mitochondria from 12-month-old wild-type, APP/PS2, and "P*AD transgenic mice in response

to titrated substrates and inhibitors of mitochondrial complexes. (b) Two-way ANOVA revealed a significant

effect of on th

e respiratory rates of mitochondria between 12-month-old wild-type and APP/PS2 mice, and this

impaired respiration was even more pronounced in "AD mice. Two-way ANOVA post-hoc Bonferroni.
*P<0.05; **P<0.01; **P<0.001 vs. wild-type; *P<0.05; +*P<0.01; ~+*P<0.001 vs. APP/PS2 (n=7-12
animals/group). Modified from Rhein et al., PNAS (2009) [26] with permission

In conclusion, our studies highlight the key role of mitochon-
dria in AD pathogenesis and the close interrelationship of this
organelle and the two main pathological features of the disease. We
showed that disturbances in the respiratory and energy system of
uile AP mice seem to be due to a convergence of Ap and tau on
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mitochondria, accelerating defects in respiratory capacity, which
consolidates the idea that a synergistic effect of tau and Af increase
the pathological deterioration of mitochondria.

Now we will describe in detail the protocol which we followed
previously [25]. After listing the material needed, we will describe
the isolation of mitochondria from mouse brains and the steps
required to measure the mitochondrial respiration. It is important
to note that this protocol assumes that the Oroboros Oxygraph-2k
system is routinely used in the laboratory and does not include
technical details about oxygraph maintenance or calibration, but
only experimental procedure regarding the assessment of mito-
chondrial respiration.

2 Materials

2.1 Solutions
for Isolated
Mitochondria
Preparation

2.2 Solutions
for Mitochondrial
Respiration Assay

Prepare all solutions using ultrapure water (prepared by purifying
deionized water to attain a sensitivity of 18 MQ cm at 25 °C).

1. Medium 1: 138 mM NaCl, 5.4 mM KCl, 0.17 mM Na,HPO,,
0.22 mM KH,PO,, 5.5 mM glucose-H,0, 58.4 mM sucrose,
pH 7.35. To prepare 1 L of Medium 1, weigh 8 g of NaCl,
0.4 g of KCl, 0.024 g of Na,HPO,, 0.03 g of KH,PO,, 1.1 g
of glucose-H,0O, 20 g of sucrose. Add water to a volume of
900 mL and mix with magnetic stir bar at room temperature
until all powders are dissolved. Adjust pH and makeupto 1 L
with water. Store at 4 °C.

2. Isolated Mitochondria Buffer: 210 mM mannitol, 70 mM
sucrose, 10 mM HEPES, 1 mM EDTA (tritriplex I11), 0.45 %
BSA, pH 7.4. To prepare 200 mL of buffer, weigh 7.65 g of
mannitol, 4.79 g of sucrose, 477 mg of HEPES, 74.4 mg of
EDTA (tritriplex III) and 0.9 g of BSA. Add water to a vol-
ume of 190 mL and mix with magnetic stir bar at room tem-
perature until all powders are dissolved. Adjust pH and make
up to 200 mL with water. Prepare aliquots of 10 mL and keep
at —20 °C (see Note 1).

3. 1 M dithiothreitol (DTT) stock solution in water.

1. Mitochondrial Respiration Buffer: 65 mM sucrose, 10 mM
KH,PO,, 10 mM Tris-HCI, 10 mM MgSO,-7H,0, 2 mM
EDTA (tritriplex I1T)-2H,O, pH 7. To prepare 200 mL, weigh
4.45 g of sucrose, 0.272 g of KH,POy,, 0.315 g of Tris—HCl,
0.493 g of MgSO,-7H,0, and 0.149 g of EDTA (tritriplex
II1)-2H,0. Add water to a volume of ca. 190 mL and mix
with magnetic stir bar at room temperature until all powders
are dissolved. Adjust pH and make up to 200 mL with water.
Prepare aliquots of 20 mL and keep them at -20 °C.
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2.3 Oxygraph
System

2.

Mitochondrial Respiration Medium (MiR05): 0.5 mM EGTA,
3 mM MgCl,-6H,0, 60 mM K-lactobionate, 20 mM taurine,
10 mM KH,PO,, 20 mM HEPES, 110 mM sucrose, 1 g/L
BSA, pH 7.1. First, prepare the 0.5 M K-lactobionate stock
solution dissolving 35.83 g of lactobionic acid in 100 mL of
H,O, adjusting the pH to 7.0 with KOH and bringing the
volume to 200 mL. To prepare 1 L of MiR05, weigh 0.190 g
of EGTA, 0.610 g of MgCl,-6H,0, 2.502 g of taurine,
1.361 g of KH,POy, 4.77 g of HEPES, 37.65 g of sucrose,
and 1 g of BSA. Add ca. 750 mL of water and 120 mL of
0.5 M K-lactobionate stock solution. Mix with magnetic stir
bar at room temperature, adjust the pH to 7.1 with 5 N KOH
and make up to 1 L with water. Divide into 20 mL aliquots
and store them frozen at -20 °C (see Note 2).

. Substrates: The substrates (stock solutions) employed and

details of preparation are summarized in Table 1 (sec Notes
3-13).

Oroboros Oxygraph-2k system for high resolution respirometry
(HRR) studies (http: //www.oroboros.at/?Oxygraph).

3 Methods

3.1 Isolated
Mitochondria
Preparation

Before experiment, perform an instrumental and chemical setup
with the oxygraph.

Prepare isolated mitochondria buffer (see Note 1) and keep on ice.
Turn on the centrifuge (4 °C).

1.

Kill the mice by decapitation and dissect one brain hemisphere
on ice. Wash in 10 mL of ice-cold medium 1.

Put the preparation in the Potter-tube to homogenize in 1 mL
of isolated mitochondria buffer. Pipette 10-15 times to
homogenize the preparation (see Note 14).

Wash the Potter’s plug three times with 150 pL of isolated
mitochondria buffer and put the preparation in a 2 mL tube.
Wash the Potter’s tube three times with 150 pL of isolated
mitochondria buffer and put the preparation in the same 2 mL
tube. Vortex (see Note 15).

. Centrifuge at 1,450 xg (4 °C) for 7 min and recover the super-

natant in a new 2 mL tube. This step removes nuclei and tissue
particles.

. Centrifuge at 1,450 xg (4 °C) for 3 min and recover the super-

natant again in a new 2 mL tube.

Centrifuge at 10,000xg (4 °C) for 5 min. Throw away the
supernatant and recover the pellet.
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3.2 Mitochondrial

Respiration
Measurement:
Preparations

3.3 Mitochondrial
Respiration
Measurement:
High-Resolution
Respirometry

3.4 Analysis

7. Put the pellet (mitochondria) in 1 mL of isolated mitochon-
dria buffer and mix 15 times using the pipette.

8. Repeat steps 7 and 8 to obtain the mitochondrial fraction and
put the pellet in 100 pL of isolated mitochondria buffer. Keep
on ice until the measurement (se¢ Note 16).

Before experiment prepare the substrates (stock solutions)
(Table 1) and the oxygraph (see Note 17).

1. Add 50 pL of isolated mitochondria preparation to each cham-
ber and close the chamber (se¢ Note 18). Mark it as (01-state 1).

2. Add 10 pL of 2 M glutamate /5 pL of 0.8 M malate (respi-
rometry assay final concentrations will be 10 mM and 2 mM
respectively). Mark it as (02-GM2).

3. Add 8 pL of 0.5 M ADP/chamber (final assay concentration,
2 mM). Mark it as (03-GM3).

4. Add 2.5 pL of 0.32 mM FCCP/chamber (assay concentra-
tion, 0.4 pM). Mark it as (04-GP3u).

5. Add 5 pL of 4 mM of Cytochrome c¢/chamber (assay concen-
tration, 10 pM). Mark it as (05-GM3c).

6. Preparing from stock solution (Table 1), add 5 pL. of 0.2 mM
rotenone/chamber (assay concentration, 0.5 pM). Mark it as
(06-rot).

7. Preparing from stock solution (Table 1), add 5 pL of 1 mM
antimycine A /chamber (assay concentration, 2.5 pM). Mark it
as (07-AA).

8. Add 5 pL of 0.8 M sodium ascorbate /chamber (assay concen-
tration, 2 mM) and 5 pL of 0.2 M TMPD /chamber (assay
concentration, 0.5 mM). Mark it as (08-AT).

9. Add 20 pL of 1 M sodium azide/chamber (assay concentra-
tion, 10 mM). Mark it as (09-azide).

Mitochondrial oxygen consumption is measured by high-resolution
respirometry (HRR) at 37 °C using an Oroboros Oxygraph-2k sys-
tem (http://www.oroboros.at/?Oxygraph) following the Gnaiger
method [27].

After the measurement, extract the raw data from the oxygraph
software (DatLab) to an Excel file. Normalize the data on citrate
synthase activity, which correlates with mitochondrial content
(see Note 19). Perform the statistical analysis using GraphPad
Prim software (or equivalent) and a two-way ANOVA followed
by Bonferroni post hoc tests to compare the different groups.
Consider statistically significant only P values<0.05. Represent
data as means+SEM.
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4 Notes

10.

11.

12.

13.

14.

. Just before starting the experiment, warm up the isolated

mitochondria buffer. For two brain hemispheres, add one tab-
let of Complete® Mini (protease inhibitor cocktail tablet) and
5 pL of 1 M DTT to 10 mL of buffer (final concentration,
0.5 mM DTT). Prepare fresh, less than 3 h before use.

The MiR0O5 medium is stable for about 2-3 months. The
K-lactobionate must be prepared fresh.

. Manipulation of solutions at low temperature (4 °C). After

rewarming, mix carefully since phase separation may occur and
compounds may precipitate in cold mixtures. During the
course of the experiment keep stock solutions on ice. Note:
Solutions which contain ethanol may have a problem of evap-
oration and subsequent increase of concentration.

. Glutamate solution (see Table 1). Adjust pH to 7.0 with 37 %

HCI and divide into 0.5 mL aliquots. Store frozen at -20 °C.

. Malate solution (see Table 1). Neutralize (adjust to pH 7.0)

with 10 N KOH and divide into 0.5 mL aliquots. Store frozen
at =20 °C.

ADP solution (see Table 1). Neutralize with 5 N KOH and
divide into 100 pL aliquots. Store at -80 °C.

. Cytochrome c solution (see Table 1). Divide into 0.2 mL ali-

quots. Store frozen at —20 °C. Protect from light.

. Ascorbate solution (see Table 1). To prevent autoxidation, pre-

pare 0.8 M ascorbic acid solution (137.6 mg/mL, pH ca. 2).
Adjust the pH of the sodium ascorbate solution to ca. 6 with
ascorbic acid. Divide into 0.2 mL aliquots. Store frozen at
-20 °C protected from light (light sensitive).

TMPD solution (see Table 1). To prevent autoxidation, neu-
tralize with the ascorbate salt solution. Dilute 1:80 to result in
a solution with 10 mM ascorbate final concentration. Divide
into 0.2 mL aliquots. Store frozen at -20 °C.

Rotenone solution (see Table 1). Difficult to dissolve. Divide
into 0.2 mL aliquots, store at =20 °C protected from light.
Note: Light sensitive; very toxic. Handle with care.

Antimycin A (AA) solution (see Table 1). Divide into 0.2 mL ali-
quots, store frozen at -20 °C. Note: Very toxic. Handle with care.

Azide solution (see Table 1). Divide into 0.2 mL aliquots,
store frozen at —20 °C. Note: Very toxic. Handle with care.

FCCP solution (see Table 1). Divide into 0.5 mL aliquots,
store frozen at -20 °C.

Pipette gently up and down to avoid bubble formation and
strong oxygenation of the sample.
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15. If you have several mice, stop the process at this step, put the
preparation on ice and use the next mouse to perform the
centrifugation steps with all the samples at the same time.
Since the Oxygraph contains two chambers, it is possible to
investigate the mitochondrial respiration for only a few ani-
mals per day (6-8 mice/day).

16. A volume of 50 pL of the preparation will be used for the
Oxygraph measurement. For protein determination, dilute
3 pL of isolated mitochondria in PBS (dilution 1:5) and per-
form the protein assay (e.g. Biorad DC™ Protein Assay and

bovine serum albumin (BSA) for the standard curve).

17. The experiment requires an instrumental and chemical back-
ground following the protocol of the company (http://www.
oroboros.at/?Oxygraph). Careful calibration will determine

the “air saturation” (R1) and the “zero saturation” (R0) values.

18. When the oxygraph chambers are closed, check no air bubbles

are left inside.

19. Citrate synthase activity is frequently used to normalize other
mitochondrial enzymatic activities and mitochondrial respira-
tion because it correlates to mitochondrial content. Citrate
synthase activity can be measured following the reduction of
5,5’-dithiobis(2-nitrobenzoic acid) (DTNB) by citrate syn-
thase at 412 nm (extinction coefficient of 13.6 mM™ cm™!) in
a coupled reaction with coenzyme A (CoA) and oxaloacetate

[3,26].
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Chapter 10

Analysis of Microglial Proliferation in Alzheimer’s Disease

Diego Gomez-Nicola and V. Hugh Perry

Abstract

The expansion and activation of the microglial population is a hallmark of many neurodegenerative diseases.
Despite this fact, little quantitative information is available for specific neurodegenerative disorders, particu-
larly for Alzheimer’s disease (AD). Determining the degree of local proliferation will not only open avenues
into understanding the dynamics of microglial proliferation, but also provide an effective target to design
strategies with therapeutic potential. Here we describe immunohistochemical methods to analyse microglial
proliferation in both transgenic murine models of AD and in human post-mortem samples, to provide a
broad picture of the microglial response at the different experimental levels. The application of a common
and universal method to analyse the microglial dynamics across different laboratories will help to understand
the contribution of these cells to the pathology of AD and other neurodegenerative diseases.

Key words Alzheimer’s disease, Microglia, Proliferation, Bromodeoxyuridine (BrdU), Ki67, Phospho
Histone H3, CSF1R, PU.1, Immunohistochemistry

1 Introduction

Alzheimer’s disease is a chronic neurodegenerative disease and the
most common form of dementia in the Western countries. Despite
much interest in the inflammatory response in AD, and the exten-
sive research focused on understanding the role of microglia in this
disease, the scientific community has failed to shed clear and uni-
form light into their contribution to the disease [ 1-3]. The neuro-
pathology of AD shows a robust innate immune response
characterized by the presence of activated microglia, with increased
or de novo expression of diverse macrophage antigens [ 3, 4], and
at least in some cases production of inflammatory cytokines [5, 6].
Microglial activation in neurodegeneration is accompanied by an
increase in their density. In addition, other brain macrophages,
perivascular macrophages (PVMs) and meningeal macrophages
(MMs), play a critical role in signaling from the periphery to the
brain. Recent studies report a minor or even absent contribution of
circulating progenitors to the microglial population in a mouse
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model of AD [7], pointing to in situ microglial proliferation as the
mechanism regulating microglial turnover, with little or no contri-
bution of circulating progenitors [8, 9]. Microglia are maintained
and function largely independently of circulating progenitors in
health [10] and disease [7, 11, 12]. Therefore, the analysis of
PVMs, MMs and microglial proliferation under pathological con-
ditions with widespread chronic neurodegeneration, as is the case
of Alzheimer’s disease, is critical for understanding how innate
inflammation contributes to disease onset and progression.

Although proliferation was assumed to be responsible for the
increased number of microglial cells observed in AD samples,
direct evidence of proliferating microglial cells (Ki67 expression in
Ibal+ cells) was reported only recently, together with the upregu-
lation of the transcription factor PU.1 and the mitogen 1L-34, key
components of the pathway regulating microglial proliferation
[13]. An important signaling pathway for microglial proliferation,
the CSF1-receptor (CSF1R) pathway, has also been shown to be
upregulated in microglial cells during AD, indicating prominent
activity of this pathway [14]. The expansion of the microglial pop-
ulation has been consistently documented in transgenic mouse
models of AD, mainly accumulating around plaques [15, 16].
However, direct evidence of microglial proliferation (incorpora-
tion of bromodeoxyuridine (BrdU) in Ibal+ cells) was only
recently reported, suggesting a direct effect of the plaque microen-
vironment over the regulation of microglial mitogenesis [17].

These studies pinpoint the importance of the control of
microglial proliferation during AD, offering new avenues for the
regulation of the innate immune response in the brain. Establishing
reproducible and universal methods to monitor microglial prolif-
eration in models mimicking aspects of AD and in post-mortem
AD brains will provide the scientific community with valuable tools
to better compare results across experimental models or cohorts of
patients, contributing to a better understanding of the pathophysi-
ology of AD.

2 Materials

2.1 Tissue Samples

2.1.1  Mouse/Rat Tissue
Samples

The immunohistochemical identification of proliferating microg-
lial cells can be performed using the following materials.

To provide a reliable correlate of cell proliferation we recommend
the use of thymidine analogues such as bromodeoxyuridine
(BrdU), which gets incorporated into the nuclear DNA in dividing
cells (see Note 1). The use of fixed tissue obtained from intracardiac
perfusion (4 % paraformaldehyde; see Note 2) is highly encour-
aged, although the methods are also applicable to the use of fresh-
frozen brain tissue. We also encourage the use of reporter mice with
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Fig. 1 Microglial proliferation in murine and human chronic neurodegeneration. (@ and b) Representative
image of the immunohistochemical detection of bromodeoxyuridine (BrdU) (a, b; red) in microglial cells
(b; c-fms-EGFP+, green) in the hippocampus of a mouse having prion disease (ME7 model). (¢) Representative
image of the immunohistochemical detection of Ki67 (green) in microglial cells (Iba1+, rea) from the temporal
cortex of an AD patient. Scale bar in (a and b) 20 um. In (c) 100 pm. Reproduced from Gomez-Nicola et al. [13],
with permission from Journal of Neuroscience. Society for Neuroscience (www.jneurosci.org; reuse of own

material)

2.1.2  Human Tissue
Samples

fluorescent microglia/macrophages, such as c-fms EGFP mice
(macgreen) [18] or CX3CR1 EGFP mice [19], to facilitate the
detection of microglial cells in the brain (Fig. 1) (se¢ Note 1).

Samples from post-mortem human tissue are usually obtained
from brain banks as paraffin-embedded tissue. Tissue obtained
from any brain bank should have appropriate consent and ethical
permission to use the tissue. It is the responsibility of the experi-
menter to ensure that this is in place when tissue is obtained from
a source.

For human tissues: The method can be used with wax-
embedded or fresh-frozen tissue. Brain sections can be sectioned
at a range of thickness from 5 to 30 pm, depending on the
experimental needs, although the use of 30 pm sections combined
with free-floating immunohistochemistry (see Subheading 3) is
highly encouraged.


http://www.jneurosci.org/
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2.2 Buffers
and Solutions

2.3 Reagents
and Other Components

1.

[\

Citrate buffer: Mix 2.1 g of citric acid in 1 L of distilled water
(dH,0). Adjust pH to 6.0 with NaOH. Store at 4 °C.

. Phosphate buffered saline with Tween 20 (PBST 0.1,/0.2):

Prepare a stock solution of PBS (10x) by dissolving 80 g of
NaCl, 2 g of KCl, 26.8 g of Na,HPO,-7H,0 and 2.4 g of
KH,PO, in 800 mL of dH,O. Adjust volume to 1 L with
dH,O. Adjust pH to 7.4 with HCl or NaOH when diluted to
(Ix) (PBS 1x). Add 0.1 or 0.2 % (v/v) of Tween 20 to the PBS
solution and mix gently to get the final ‘PSBTO0.1” and
‘PBSTO0.2’ solutions. Store at room temperature (RT).

. Mowiol/DABCO mounting medium for immunofluores-

cence: Combine 2.4 g of Mowiol 4-88 (e.g. Sigma-Aldrich),
with 6 g of glycerol and 6 mL of H,O. Mix for approx. 3 h.
Add 12 mL of 0.2 M Tris—HCI (pH 8.5). Incubate with mix-
ing at 50 °C until it dissolves. Centrifuge at 5,000 xg for
15 min to pellet insoluble material. Add 1,4-diazabicyclo-
[2,2,2]-octane (DABCO) as antibleaching agent (to reduce
tading of fluorophores) to a final concentration of 2.5 % (w/v).
Store in 500 pL aliquots at -20 °C.

. Fluorescence quenching solution: 0.1 % (w/v) Mix Sudan

Black in 70 % ethanol. Mix and filter. Store solution at RT,
protected from light.

. Liquid chemicals: Ethanol; xylene; 2 N HCL.
. Solid chemicals: Bovine serum albumin (BSA); DAPI

(4',6-diamidino-2-phenylindole dihydrochloride).

. Serum from the host animal of the secondary antibody to be

used (see Subheading 3).

. Blocking solution: 5 % serum, 5 % BSA in PBSTO.2.

. Incubation chamber or tray.

6. Free-floating incubation plate: Starting from a plastic cell cul-

ture plate, divide each well into two chambers with a stainless
metallic mesh adhered to the bottom and the sides of the well.
The tissue sections are incubated in free-floating in one cham-
ber. Washes and incubations are done through the communi-
cating chamber (see Note 3).

. ImmEdge Hydrophobic Barrier Pen (Vector Labs), to provide

a heat-stable, water-repellent barrier that keeps reagents local-
ized on tissue specimens (see Note 3).

. Glass  slides coated with gelatin or APES (3-

aminopropyltricthoxysilane). Alternatively, use ionized slides
(see Note 3).



2.4 Primary
and Secondary
Antibodies

2.4.1  Primary Antibodies
(Recommended)

2.4.2 Secondary
Antibodies

1.

2.

3.
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Microglial markers: Rabbit anti-Ibal (Wako); goat anti-Ibal
(Abcam); rat anti-CD11b (ABD Serotec); rabbit anti-PU.1
(Cell Signaling).

Proliferation markers: Mouse anti-BrdU (Developmental studies
Hybridoma Bank); rat anti-BrdU (Santa Cruz Biotechnologies);
rabbit anti-PCNA (Abcam); rabbit anti-phospho Histone H3
(Cell Signaling); rabbit anti-Ki67 (Abcam).

Other: Chicken anti-GFP (Abcam).

Biotinylated, affinity purified, secondary antibodies (Vector Labs),
and fluorescence-conjugated (Alexa 405, 488 or 594 recom-
mended) secondary antibodies, or streptavidin (Life technologies).

3 Methods

3.1 Immuno-
histochemical
Detection of Microglial
Proliferation in AD
Mouse Models

Unless otherwise specified, carry out all procedures at room
temperature.

1.

Wash sections three times with PBSTO0.1 buffer, 5 min each
(see Note 3).

. [Only if detecting BrdU]. DNA denaturation step for BrdU

detection: Incubate with 2 N HCI for 30 min at 37 °C. This
step will provide access of the anti-BrdU antibodies to its epit-
ope in the DNA (see Note 4).

. [Only if detecting BrdU]. Wash with PBST0.1 buffer three

times, 5 min each.

. Blocking: Incubate with blocking solution (5 % serum, 5 % BSA

in PBSTO0.2) for 1 h. This incubation will prevent unspecific
binding of the primary or secondary antibodies to the tissue.
Note it is not necessary to wash after the incubation.

. Primary antibodies: Incubate with primary antibodies (choose

one microglial marker (i.e. Ibal) and one marker of prolifera-
tion (i.e. BrdU), from different hosts) at manufacturer’s rec-
ommended dilution in blocking solution, at 4 °C overnight
(see Note 5).

. Wash with PBSTO0.1 buffer three times, 5 min each.

. Secondary antibodies. Incubate with appropriate fluorescent

secondary antibodies at manufacturer’s recommended dilution
in blocking solution for 1 h. From this step, sections will need
to be protected from light (see Note 6).

. Wash with PBSTO.1 buffer three times, 5 min each.
. Counterstain with DAPI: Incubate with DAPI (1:2,000) in

PBSTO.1, 10 min if the blue channel is available (see step 7 and
Note 6). Nuclear staining will provide anatomical reference
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3.2 Immuno-
histochemical
Detection of Microglial
Proliferation in Post-
mortem Tissue

from AD Patients

10.
11.

and will also define the nuclear compartment to better identify
proliferation-related markers.

Wash with PBSTO.1 buffer three times, 5 min each.
Mounting and coverslipping: Use mowiol/DABCO mounting

medium (see Note 7). Store slides at 4 °C, protected from light
until imaging.

Samples from post-mortem human tissue are usually obtained
from brain banks as paraffin-embedded tissue. In case human sec-
tions are obtained by alternative preservation methods please omit
steps 1 and 2. Tissue samples obtained from any brain bank should
have appropriate consent and ethical permission to be used.

1.

10.

Dewaxing and rehydrvation. Transfer the slides with the samples
to a rack and incubate 40 min at 60 °C in an oven. After heat-
ing, directly transfer slides to xylene (15 min), followed by
sequential incubation in the rehydrating solutions (100, 95, 80
and 75 % ethanol, ending with dH,O; 5 min each). Wash three
times in PBS, 5 min each.

. Antigen retrieval: Transfer slides to a plastic rack and cover

with excess citrate buffer (to prevent drying due to evapora-
tion). Heat at full power in a microwave for 25 min. Then,
transfer quickly to cold running tap water.

. Wash with PBSTO0.1 butffer three times, 5 min each (se¢ Note 3).
. Blocking: Incubate with blocking solution for 1 h. This incuba-

tion will prevent unspecific binding of the primary or second-
ary antibodies to the tissue. Note it is not necessary to wash
after the incubation.

. Primary antibody: Incubate with primary antibodies (choose

one microglial marker (i.e. Ibal) and one marker of prolifera-
tion (i.e. Ki67), from different hosts) at manufacturer’s rec-
ommended dilution in blocking solution. Incubate overnight
at4 °C.

. Wash with PBSTO0.1 buffer three times, 5 min each.

. Quenching auntofluorescence step: Incubate with fluorescence

quenching solution (Sudan Black) for 10 min. This step is par-
ticularly important in the case of AD human tissue, as the
occurrence of autofluorescent artefacts (e.g. lipofuscin granules)
is very frequent and can confound the interpretation of results.

. Wash with PBSTO.1 buffer three times, 5 min each.

. Secondary antibodies: Incubate with appropriate fluorescent

secondary antibodies at manufacturer’s recommended dilution
in blocking solution for 1 h. From this step, sections will need
to be protected from light (see Note 6).

Wash with PBSTO0.1 buffer three times, 5 min each.



11.

12.
13.
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Counterstain with DAPI: Incubate with DAPI (1:2,000) in
PBSTO.1, for 10 min if blue channel is available (see step 9 and
Note 6). Nuclear staining will provide anatomical reference
and will also define the nuclear compartment to better identify
proliferation-related markers.

Wash with PBSTO0.1 buffer three times, 5 min each.

Mounting and coverslipping: Use mowiol /DABCO mounting
medium (see Note 7). Store slides at 4 °C, protected from light
until imaging.

4 Notes

. If allowed by the experimental conditions, the use of birthdat-

ing studies with thymidine analogues (e.g. tritiated-thymidine
birthdating) is highly recommended. To date, we recommend
one single window of proliferation using BrdU (50 mg/kg
body weight, in 0.9 % (w/v) sterile solution of NaCl (sterile
saline)), administered by intraperitoneal injection. Each dose
of BrdU will label approximately 2—3 h of proliferation, so we
recommend using cumulative dosage paradigms (i.e. three to
four consecutive injections at 3 h intervals), to maximize the
readout of proliferating microglia and facilitate the analysis and
quantification. Multiple windows of proliferation can be dif-
ferentiated by sequentially administering complementary ana-
logues, such as CldU, IdU or EdU, with detection methods
similar to that of BrdU [20, 21].

. In case of using BrdU for the detection of proliferation, avoid

long post-fixation times (no longer than 2 h at 4 °C) which
might interfere with the accessibility to the BrdU epitope in
the DNA. If long post-fixation is necessary due to experimen-
tal needs, add a step of antigen retrieval (see Subheading 3.2)
to the method, before DNA denaturation.

. Immunohistochemical detection of microglial proliferation

can be performed on sections mounted on glass slides or on
free-floating sections in incubation plates (encouraged). In the
first case, start by tracing an area around the section with
ImmEdge pen, to limit diffusion of buffers (see Subheading 2).

. When using tissue from transgenic reporter mice (i.e. mac-

green or CX3CRI-EGFP), the DNA denaturation step
required for BrdU detection might eliminate the native fluo-
rescence from the enhanced green fluorescent protein (EGED).
We suggest using anti-GFP primary antibodies combined with
secondary antibodies coupled to green fluorescence to retrieve
the EGFP signal (Fig. 1).

. As a complementary study, we strongly recommend analysing

the expression of the different components of the main pathway
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regulating microglial proliferation: the activation of CSFI1R.
The expression of the transcription factor PU.1 is specific for
microglia, and correlates with the proliferative status. Also,
analysing the expression levels of CSFIR (c-fms), CSF1 or
1L.34 by immunohistochemistry will inform about the prolif-
erative activity of microglia [13].

. The immunohistochemical method can be adapted to the spe-

cific experimental aims allowing, for example, the simultane-
ous detection of up to four epitopes using conventional
imaging methods. In these cases, matching each primary anti-
body with a specific color of the fluorescent-coupled secondary
antibody will depend on the expected intensity for each epit-
ope. Thus, green fluorescence is usually better registered by
conventional microscopes, so it will be used for the antigen
expected to have the worse signal. Signals expected to be opti-
mal and intense will be assigned to the red or blue channels. If
required, biotin-conjugated secondary antibodies could be
used, bridging to fluorescence with the use of fluorescent-
coupled streptavidin conjugates (streptavidin-biotin binding
enables detection of biotinylated antibodies).

. If using free-floating immunohistochemistry, sections will need

to be previously transferred to gelatine-coated or ionized glass
slides will the help of a paintbrush.
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Chapter 11

Yeast as a Model for Alzheimer’s Disease: Latest Studies
and Advanced Strategies

Mathias Verduyckt, Héléne Vignaud, Tine Bynens, Jeff Van den Brande,
Vanessa Franssens, Christophe Cullin, and Joris Winderickx

Abstract

The yeast Saccharomyces cerevisiae, a unicellular eukaryotic model, has enabled major breakthroughs in our
understanding of a plethora of cellular and molecular processes. Today, a ‘re-invention” of its use in funda-
mental and applied research is paving the way for a better understanding of the mechanisms causing neu-
rodegeneration. The increasing emergence of neurodegenerative disorders is becoming more and more
problematic in our ageing society. Most prevalent is Alzheimer’s disease (AD), affecting more than 35
million people worldwide (Abbott, Nature 475, S2-S4, 2011) and causing an enormous burden on a
personal and communal level. The disease is characterized by two major pathological hallmarks: extracel-
lular amyloid plaques consisting mainly of deposits of amyloid B (Af) peptides, and intracellular neurofi-
brillary tangles (NFTs), consisting mainly of aggregates of hyperphosphorylated tau protein. Despite the
huge importance of thoroughly understanding the underlying molecular mechanisms of neurodegenera-
tion, progress has been slow. However, multiple complementary research methods are proving their value,
particularly with the work done with §. cerevisine, which combines well-established, fast genetic and molec-
ular techniques with the ability to faithfully capture key molecular aspects of neurodegeneration. In this
review chapter, we focus on the considerable progress made using S. cerevisine as a model system for
Alzheimer’s disecase.

Key words Saccharomyces, Yeast, Model, Alzheimer’s disease, Amyloid beta, Tau

1 Yeast as a Model System

Saccharomyces cervevisine, also known as baker’s and budding yeast,
has historically proven to be instrumental in deciphering mecha-
nisms underlying a variety of central, conserved, cellular and molec-
ular eukaryotic processes. These include the regulation of the cell
cycle, the secretory pathway, mitochondrial biology, gene interac-
tions and recombination, among others. In 1996, S. cerevisine was
the first eukaryote to have its genome fully sequenced [1], with a
very condensed genome, 12.1 Mbp with ca. 6,600 open reading
frames (ORFs) annotated to date [ 1-3]. By comparison, the human
genome features three to five times as many genes, but it is more
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than 250 longer (3,200 Mbp; 3.2 billion base pairs). Sixty percent
of yeast genes show significant homology to human genes, or have
at least one conserved domain, often implicated in signal transduc-
tion or specific metabolic processes [4]. Furthermore, approxi-
mately 30 % of genes known to be implicated in human diseases
have a yeast ortholog [5]. Since the publication of the genome
sequence, an enormous wealth of genome-wide information has
become easily accessible in comprehensive databases (Table 1), and
pave the way for S. cerevisine to become the eukaryotic model of
choice for the development of new genomic technologies.

As an experimental model system, S. cerevisine ofters a wide
variety of tools and technological approaches [6]. Thus, the avail-
able deletion and overexpression libraries make experiments
designed to uncover genetic interactions easily accessible, as well as
studies examining the involvement of certain genes in a variety of
processes and physiological responses. Large scale studies especially
benefit from these collections. On the proteomics level, protein
interactions can be discovered using techniques such as yeast-two-
hybrid, TAP-TAG and co-immunoprecipitation experiments, as
well as protein microarrays using e.g. nickel- or nitrocellulose-
coated slides covered with tagged proteins. These can be used to
distinguish protein-protein, protein-nucleic acid and protein-lipid
interactions. Protein localization studies can be performed using
GFP- or dsRed fusion proteins which can be expressed in yeast, as
well as by endogenous tagging, where fluorescent tags can be
inserted into the genome using homologous recombination. The
yeast S. cerevisine is especially well suited for high throughput
screening studies. The availability of deletion [7] and overexpres-
sion libraries [ 8, 9] in combination with highly automated research
methods allows to quickly assess phenotypes and effects of thou-
sands of genes. A typical experimental design including the discov-
ery of genes capable of modifying a toxic phenotype (e.g. due to a
toxic AP peptide) is shown in Fig. 1. S. cerevisine was also the first
organism where genome-wide transcriptional profiling was per-
formed, using cDNA microarrays, thus allowing systematic large
scale profiling of mRNA levels in a cell population [10]. The bio-
logical effects of small molecules can also be easily investigated
using yeast high throughput assays. A large amount of molecules
can be tested simultaneously by utilizing automatized systems, and
the yeast deletion collection can help to clarify the role of certain
genes in the effect of a given molecule [11, 12].

For a long time, the use of yeast in human disease-related
research was constricted to disease genes with a direct homologue
in yeast. Recently however, ‘humanized yeast’” models, where
human genes without a yeast homologue are introduced into yeast
cells are becoming implemented as a valuable research tool for
deciphering molecular causes underlying human disease [13-15].
In a research community where the use of a multitude of model
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Table 1
Websites and bioinformatics tools of interest in yeast research

Databases and bioinformatics tools

URL

General yeast genome and proteome databases
Saccharomyces Genome Database (SGD, Stanford)

Comprehensive Yeast Genome Database
(CYGD-MIPS)

Kyoto Encyclopedia of Genes and Genomes
(KEGG)

Yeast mutant collections

Saccharomyces Genome Deletion Project

EUROpean Saccharomyces Cerevisiae ARchive for
Functional analysis (EUROSCARF)

http: //www.yeastgenome.org,/

http: //mips.gst.de /genre /proj/yeast/index.jsp

http: //www.genome.jp/kegg/

http: //www-sequence.stanford.edu/
group/yeast_deletion_project/

http: //web.uni-frankfurt.de /tb15 /mikro/
euroscarf/

Yeast-mammalian and yeast-human homology search tools

Mammalian homology to yeast (SGD)

Clusters of orthologous groups of proteins (COGs)
Discover homologs (Homologene)

Yeast tools for studies on human diseases

Yeast homologs of human disease-associated genes

Mitochondria-related proteins, genes and diseases
(MitoP)

Yeast proteome analysis

Yeast Protein Localisation database (YPL.db)
Yeast GFP Fusion Localization database (yeastgfp)
Database of Interacting Proteins (DIP)

Molecular Interactions Database (MINT)
Information Hyperlinked Over Proteins

Yeast expression analysis

Princeton Microarray database

Yeast Microarray Global Viewer (YMGV)

Yeast phenotypic analysis
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Fig. 1 High-throughput experiments can easily be performed in Saccharomyces cerevisiae. (a) A yeast strain
expressing an inducible toxic AB construct is transformed by a library of 5,532 ORFs. After replica-plating from
non-inducing to inducing conditions, plasmids from transformants displaying additional toxicity or an increase
in growth can be isolated and sequenced, in order to identify the responsible ORF. (b) In order to further analyse
the effect of deletion or overexpression of selected genes, the Ap construct can be transformed into the proper
deletion or overexpression strains, after which the necessary experiments can be performed

systems is becoming more prevalent and accepted, the use of yeast
to model complex diseases is often met with surprise or disbelief,
even when the advantages of using yeast as an early screening tool
are clear. While it is true that S. cerevisine is a simple unicellular
cukaryote, the reality of conservation of central mechanisms,
essential pathways and networks in all eukaryotes, and the genetic
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homology between yeast to human have to be considered. So far,
yeast is contributing to the understanding of mechanisms underly-
ing Alzheimer’s disease, Parkinson’s disease [ 16-18], Huntington’s
disease [19-21], amyotrophic lateral sclerosis (ALS) [22], pro-
teopathies like cystic fibrosis [23] and several tauopathies [24].

2 Approaches to Modeling Ap Toxicity in Yeast

2.1 Amyloid
Precursor Protein
(APP) Processing

Senile or amyloid plaques are the pathological hallmark of AD
which have received the most attention. They consist mainly out of
deposits of AB-peptides. These peptides are generated through the
subsequent cleavage of the amyloid precursor protein (APP) by p-
and y-secretase, in the amyloidogenic pathway. Alternatively, APP
can be processed via the non-amyloidogenic pathway, in which
a-secretase cleaves APP inside the Ap region (Fig. 2) [25]. APP is
a type I transmembrane protein with putative functions related to
signaling, cell adhesion and neuronal maturation and migration
[26]. An iron-export ferroxidase function has been reported as
well [27]. Processing by pB-secretase releases the N-terminal ectodo-
main and leaves a membrane-bound C-terminal fragment called
C99. This fragment can then be cleaved intramembraneously by
y-secretase (Fig. 3a) [28]. This cleavage is somewhat more promis-
cuous, and A peptides ranging from 38 to 43 amino acids can be
produced [29]. In healthy individuals, mainly Ay, is generated,
but in AD, the balance between APy and APy, is shifted in favor of
the longer form, which is more hydrophobic and more prone to
aggregation [30]. In some familial AD, Ay, is present in greater
amounts due to mutations in either APP or presenilin, the catalytic
subunit of y-secretase. Mutations in the Af part of APP can change
its aggregation properties, another cause of familial AD [31].

Earlier research focused mainly on the extracellular amyloid
plaques, but more recently attention has shifted towards the intra-
cellular effects of APy, [32]. APP is translocated into the ER and is
transported through maturation in the Golgi complex to the
plasma membrane. A significant fraction of Af can be reinternal-
ized, and evidence suggests APP processing can take place in the
secretory and endosomal pathway as well [33, 34]. There still are a
lot of questions regarding what the toxic species is, but toxicity has
been reported from a range of soluble Af oligomers. The large
extracellular plaques are mainly inert and considered to be less
toxic, although it might represent a reservoir for soluble Af.
Exactly how the toxic oligomers cause cellular distress remains
unclear, but it is suggested that the cytotoxicity might arise through
inhibition of the proteasome [35], oxidative stress due to ROS
production and damaged mitochondria [36, 37], changes in endo-
cytic efficiency [38], disruption of Ca**-signaling [39] and altera-
tions to synaptic receptor levels and activity [40].
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Fig. 2 Amyloid precursor protein APP processing. Non-amyloidogenic and amyloidogenic pathways. The amy-
loid precursor protein APP is targeted to the plasma membrane, where it can be cleaved, in the non-
amyloidogenic pathway, by a-secretase, leading to the production of a soluble fragment sAPPalpha, which is
released into the extracellular space. The C-terminal part of 83 amino acids length (C83) remains embedded
in membrane and can subsequently be cleaved by y-secretase, releasing the p3 fragment. In the amyloido-
genic pathway, p-secretase cleavage produces a 99 amino acids fragment (C99) retained within the mem-
brane. C99 is cleaved by y-secretase present in the plasma membrane, but also in the ER, resulting in release
of the Ap peptide

Fig. 3 (continued) APP (b), the C99 fragment (c), Ap alone (d) or fused to GFP (f) were targeted to the secretory
pathway by the addition of the secretion signal of alpha factor (b, ¢ and f) or KAR2 (d). These models allowed
Zhang et al. [41] to identify “secretase-like” activities in yeast (b, Yap3 and Mkc7), whereas Sparvero et al. [45]
put in light the essential role of the proteasome in the removal of aggregation prone species after expression of
C99 (c). The toxicity models of Treusch et al. [47] (d) and D’Angelo et al. [50] (f) have highlighted the involvement
of clathrin-dependent endocytosis (via Yap1802, Yap1801, red star) in Ap toxicity, but also demonstrated a rapid
alteration of cellular respiration following Ap expression in the secretory pathway. Cytoplasmic models of Ap
aggregation using Ap fused to GFP (e) or to the C-terminal part of Sup35 (lacking prion domain) (g), helped to
underline the role of Hsp104 in Ap aggregation and led to an efficient oligomerization assay
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Fig. 3 APP processing and Ap expression in neurons and yeast models. In neurons, the Ap peptide is not only
produced at the plasma membrane, but may also be generated in intracellular compartments such as the endo-
plasmic reticulum and the trans-Golgi (a). Also, extracellularly released peptides can be re-endocytosed. These
different mechanisms allow to detect Ap in multivesicular bodies (MVB), lysosomes, ER and Golgi, but also
in mitochondria and the cytosol. APP processing, Ap toxicity and aggregation were modeled in S. cerevisiae.
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Initial yeast studies on AP focused on the processing of APP
and C99. The first study from Zhang and colleagues expressed
APP fused to the prepro-a-mating factor, which serves as a signal
sequence, in a protease deficient yeast strain [41]. After Kex2-
processing in the late-Golgi complex, cleaving off the a-factor, full-
length APP could be detected. The researchers showed that APP
underwent further processing, as an N-terminal ectodomain was
released in the medium and a C-terminal fragment could be
detected, the same size of the C-terminal fragment released by
a-secretase cleavage in human cells. In a follow-up study, it was
shown that two GPI-linked aspartyl proteases, encoded by YAP3
and MKC?7, were responsible for this cleavage [42]. Cleavage did
not occur in mutants where transport from the ER to the Golgi
was blocked. Experimental evidence supports an a-secretase-like
activity, most likely processing APP in the late Golgi (Fig. 3b). No
endogenous B- or y-secretase activity was observed in yeast cells,
but strains have been engineered where APP fragments could be
cleaved by human p-secretase (BACEl) or a reconstituted
y-secretase complex. In case of BACEL, an APP fragment contain-
ing the P-site, the transmembrane domain and the C-terminal
domain was fused to yeast invertase. Upon expression of f-secretase,
growth could be restored on selective plates [43]. For y-secretase,
the Cy 55 fragment of APP was fused to the GAL4 transcription
factor. Upon expression of all four y-secretase subunits, GAL4 was
released and triggered the transcription and translation of
B-galactosidase, which can easily be detected by assaying using
ONPG (ortho-nitrophenyl-p-galactoside). B-galactosidase activity
could only be detected when all four subunits were expressed [44].

The proteasome is able to remove aggregation-prone peptides
from the cell, and as it is suggested that proteasomal activity is
impaired in AD [35]. Sparvero et al. assayed the processing of the
C99 fragment both in wild type yeast, and in a yeast strain where
two subunits of the proteasome were mutated, resulting in a
severe impairment of its activity [45]. ZipTip immunocapture and
mass spectrometry were used to analyze peptides reactive to an Ap
antibody. They found that when proteasomal activity is impaired,
the proteomic fragment profiles of C99 were radically different,
suggesting that other protein quality control mechanisms could
compensate and act upon C99 (Fig. 3¢). This response led to the
production of peptides that were more hydrophobic and could
thus aggregate more readily. Cells with a functioning proteasome
showed a smaller number of fragments, which were generally less
aggregation prone. Two larger, amyloidogenic species were how-
ever detected in the wild type yeast cells as well, so a small portion
of proteasomal activity might contribute to the generation of
toxic species.
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Up until recently, studies attempting to express native Ay, in S.
cerevisine failed to produce detectable levels of the peptide, either
because of extremely rapid degradation or through counterselec-
tion due to Af-toxicity. It had already been reported that an
AB-GFP fusion protein was able to slightly lower growth yields and
induce heat shock responses in yeast [46]. In 2011 however, two
groups succeeded in making a yeast model capable of expressing
the native AP peptide. Treusch et al. fused the KAR2 signal
sequence to the N-terminus of the Af sequence, codon optimized
for expression in yeast (Fig. 3d) [47]. The function of KAR2 was
to direct the peptide into the secretory pathway. As the yeast cell
wall restrains any secreted peptides, AP remains in the periplasm
and can interact with the plasma membrane and undergo endocy-
tosis, trafficking through pathologically relevant cellular compart-
ments. When expressed from a galactose-inducible multi-copy
plasmid, AP caused a slight decrease in growth rate. In order to
allow genetic screens, tandem copies of the construct were inte-
grated in the genome, resulting in a robust cytotoxic effect, lead-
ing to a strain with impaired growth on galactose, without a major
increase in lethality. An A4y construct was created as control, this
peptide was less toxic for yeast cells. The native peptide could be
detected using western blotting, and unboiled samples revealed
oligomers of AP,,, and significantly less oligomers of Ay, indicat-
ing that as in neurons, oligomeric species contribute to cytotoxic-
ity. An overexpression library of 5,532 open reading frames (ORFs)
was transformed into the Af,, screening strain, displaying an inter-
mediate AP-toxicity, so that toxicity enhancers or suppressors could
be identified easily. Seventeen enhancers and 23 suppressors were
discovered, many of which showed sequence similarity to human
genes. Twelve hits had clear human orthologues, with three results
involved in clathrin-mediated endocytosis and seven that were
functionally associated with the cytoskeleton. Several of these
genes had human homologues with a connection to AD risk fac-
tors, most notably the human homologue of YAP1802, PICALM,
which is one of the most highly confirmed risk factors for sporadic
AD [48, 49]. For selected hits, experiments have been carried out
using transgenic C. elegans and rat cortical neurons. The outcome
of these experiments supported results obtained from yeast, thus
validating the model. Finally, the effect of APy, on clathrin-
mediated endocytosis was looked into, by analyzing the localiza-
tion of the Ste3-YFP fusion protein. In control cells, this protein
localizes to the lumen of the vacuole, while endocytosis in Apy,-
expressing cells was severely perturbed, as Ste3-YFP could be
found in several foci. Interestingly, overexpression of three of the
toxicity suppressor hits was in each case able to partially rescue the
endocytic defect.
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D’Angelo and colleagues were also able to validate a yeast
model for APy,-induced cytotoxicity [50]. A fusion between the
prepro-a-mating factor, APy, and GFP caused clear and reproduc-
ible cytotoxicity (Fig. 3f). The a-mating factor-Ap,, fusion without
GFP was cytotoxic as well, but western blot analysis revealed the
expression of this construct was significantly lower. GEP appears to
stabilize AP, which is otherwise quickly broken down, but is not
responsible for any observed cytotoxic effect. A fusion protein con-
taining the Arctic mutant of Af4, showed an increase in toxicity
when compared to wild type AP. The importance of trafficking
through the secretory pathway was exemplified, as Ap without
prepro signal sequence did not cause any clear cytotoxicity. Interes-
tingly, aggregates formed by AP with and without signal sequence
appeared to be different, after filter-trap and fluorescent micro-
scopic analysis. When expressed in the cytoplasm, without signal
sequence, AP-GFP was distributed homogenously, and some foci
could be seen (Fig. 3¢). When expressed through the secretory
pathway, there was no fluorescence at all, suggesting that aggrega-
tion of the protein somehow obstructed GFP to fold into its native
state. A linker between AP and GFP was able to restore fluores-
cence. Respiration rates were monitored in aerobic conditions, and
it was shown that the presence of Af caused a decrease in oxygen
consumption. As the mitochondrial content was unchanged, it is
plausible that this decrease might arise from an inhibition of the
electron transport chain. As Hspl04 has been reported to play an
important role in handling Huntingtin aggregates in yeast [21],
the researchers tested whether it would affect Ap toxicity. Somewhat
surprisingly, deletion of Hspl04 partially restored the growth
defect caused by expression of Ap. As Hsp104 is a cytoplasmic pro-
tein, this observation suggests that at least part of the Af peptides
are able to escape the secretory pathway and end up in the cytosol.
No fluorescent foci were observed in the Aspl04A strain, indicating
that Hspl04 has an effect on the aggregation properties of Ap.
Deletion of YAP1801 and YAP1802, the yeast homologues of
human PICALM, caused a slight decrease in toxicity, and expres-
sion of mouse PICALM was able to partially restore the toxic phe-
notype observed after expression of AP in wild type yeast. This
result is somewhat at odds with results obtained by Treusch et al.,
where overexpression of YAP1802 rescued the cell from toxicity,
due to an upregulation of endocytosis. This discrepancy might be
due to a fundamental difference in both models: the model by
Treusch et al. uses codon optimized tandem constructs integrated
in the genome, which causes a very high production rate. D’Angelo
et al. express their Ap construct using a multi-copy plasmid, creat-
ing intermediate levels of AB. Another possibility is that PICALM
might decrease toxicity when A levels are very high, while increas-
ing endocytosis leads to an inverse effect when the amount of Af is
below a certain threshold. The fact that two different signal
sequences are used might provide an explanation for some different
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outcomes as well. Overall, both models clearly show how yeast can
be used as a relevant tool for human disease research, replicating
important pathological events as cytotoxicity, oligomerization and
the involvement of genes with relevant human counterparts. In
both cases, correct processing through the secretory pathway
proved instrumental for AP to cause cytotoxicity in yeast.

Yeast models have been used as well to specifically study Ap oligo-
merization. Ap was fused to the C-terminal part of Sup35p, an
essential translation termination factor (Fig. 3g) [51]. Sup35p is a
known yeast prion protein, and its aggregation state can easily be
assayed using the nonsense allele adel-14, in which a premature
stopcodon is introduced. Sup35p in its normal state will result in a
truncated enzyme, rendering the cells unable to grow on synthetic
medium without adenine. Additionally, they will accumulate a red
intermediate of adenine biosynthesis when grown on complete
medium. In its prion form [PSI+], the efficiency of translation ter-
mination at the premature stop codon is impaired, so the cells gain
the ability to grow on medium without adenine and stop produc-
ing the red intermediate pigment. The N-terminal part of Sup35p
is responsible for its prion properties, but is not necessary for the
essential function of the protein. By fusing AP to the essential
C-terminal part of Sup35p, without the prion domain, an easy
oligomerization assay was created, which has been used to discover
specific point mutations which inhibited Af oligomerization.
Furthermore, consistent with the results of D’Angelo et al. [50],
the assay demonstrated that Hspl04 could interact with Ap.
Deletion of Hspl104 inhibited the oligomerization process [51].
More recently, this assay has been used in a high-throughput screen
in an effort to discover anti-oligomeric compounds [52]. A library
of 12,800 small molecules was tested, and two relevant hits were
identified. These two compounds were subjected to further bio-
chemical analysis, which confirmed the anti-oligomeric effect,
validating this screening method as a reliable and cost-effective
approach to address these types of questions [52].

3 Yeast Approaches to Study Tau Biology

The tau protein is a microtubule-associated protein involved in the
stabilization and spacing of microtubules (MT), which makes it an
important factor in the regulation of axonal transport [53]. Apart
from binding to microtubules, tau is also known to interact with
other cellular components and enzymes, for example the plasma
membrane [54, 55], actin filaments [ 56] and src tyrosine kinases like
FYN [57-59]. Tau can exist in six different isoforms, arising from
differential mRNA splicing. The isoforms differ in the presence or
absence of two N-terminal inserts of which the function is still unde-
termined, and an additional repeat of a tubulin-binding motif in the
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microtubule-binding domain, affecting the ability of tau to stabilize
microtubules [53]. The binding of tau to microtubules is largely
regulated by phosphorylation, and the interplay of various kinases
and phosphatases creates a dynamic scenario where the stability of
microtubules can be easily altered [60, 61]. On the longest tau iso-
form, 79 putative Ser/Thr phosphorylation sites can be found, and
phosphorylation of 30 of these sites has already been reported.

In Alzheimer’s disease, tau can be detected in a variety of
aggregated forms, including intracellular paired-helical fragments
(PHFs) and neurofibrillary tangles (NFTs) [62]. Tau protein in
these aggregates is hyperphosphorylated, which has resulted in
increasing interest in tau phosphorylation studies [24]. The hyper-
phosphorylation changes the conformation of tau, facilitating
oligomerization and aggregation (gain of function), and leading to
the release of tau from microtubules, thus destabilizing them (loss
of function) (Fig. 4a). In vitro studies support the notion that
hyperphosphorylation of tau facilitates aggregation, but the exact
phosphorylation sites important for the process remain elusive, as
well as the mechanisms by which tau eventually causes cytotoxicity
and cell death.

A few studies have used yeast to study the biology of tau, but
their results show the potential and reliability of yeast models, as key
aspects of tau pathophysiology such as phosphorylation, conforma-
tional change and aggregation can be faithfully recapitulated [63].
When human isoforms containing three or four microtubule-
binding repeats and tau (3R-tau and 4R-tau) are expressed in S.
cerevisine, phosphorylation on pathologically relevant tau epitopes
can be detected using phosphospecific antibodies, proving the exis-
tence of yeast kinases that are able to recognize and phosphorylate
tau [64]. In addition, tau could also be detected using the confor-
mation-dependent antibody MC-1, a marker for pathological tau
filaments and their precursors [65-67]. In part, tau could be
detected in the sarkosyl-insoluble fraction (SinT—sarkosyl-insoluble
fau), indicating tau aggregated species [64]. Importantly, these
characteristics were found to be modulated by yeast tau kinases
Mdsl and Pho85, orthologues of human kinases GSK-3p and cdk5
respectively. Both are able to phosphorylate tau directly, and evi-
dence suggests that cdk5 is also able to affect tau phosphorylation

>

Fig. 4 (continued) determined by immunodetection with phosphospecific antibodies. Sarkosyl-insoluble tau
(SinT) assays also determined that a minor fraction of tau is insoluble in sarkosyl, a measurement for aggre-
gated species. In mds1A and pho85A deletion strains, respectively the orthologues of human kinases GSK-3p
and cdk5, these characteristics were affected, with less phosphorylation and aggregated species in mdsi14
and a significant increase in phosphorylation and aggregation levels in pho85A. Interestingly, when applying
oxidative stress, phosphorylation levels were slightly lower than compared to the wild type, while aggregation
was increased, suggesting a second, alternative pathway leading to tau aggregation
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Fig. 4 Tau pathology in neurons and yeast models. (a) In healthy neurons, tau binds to and stabilizes microtu-
bules. This binding can be regulated by differential levels of tau phosphorylation, creating a very dynamic
scenario where the cell can easily alter the stability of microtubules, important for efficient transmission of
signals. In neurons affected by AD however, tau is hyperphosphorylated due to an altered activity of diverse
kinases and phosphatases, impairing its ability to bind microtubules. Hyperphosphorylation of tau changes its
conformation and causes tau to oligomerize and eventually to aggregate into paired helical fragments (PHFs)
and neurofibrillary tangles (NFTs). The microtubules on the other hand are destabilized and will begin to depo-
lymerize, leading to a disruption of the cytoskeleton and severe problems in signal transmission. (b) In
Saccharomyces cerevisiae, the tau protein can be expressed after transformation with a vector containing a
tau construct. In a wild type strain, a fraction of tau is phosphorylated on relevant pathological epitopes, as
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indirectly, by an inhibition of GSK-3f [68]. When Mds] was deleted
in §. cerevisiae, phosphorylation on the AD2 (P-$396-P-5404) and
PG-5 (P-$409) epitopes was decreased significantly. This was
expected for the AD2 epitope, as this is a direct target of GSK-3p in
mammals [69]. PG-5, however, is not a typical target of GSK-3p,
but of PKA, which might indicate that Mdsl1 is able to affect phos-
phorylation on the PG-5 epitope indirectly [70, 71]. Interestingly,
deleting Pho85 resulted in a significant increase in immunoreactiv-
ity of the phosphospecific antibodies. This hyperphosphorylation
was accompanied by an increase of MC-1 immunoreactivity and the
presence of higher tau levels in the sarkosyl-insoluble fraction [64 ]
(Fig. 4b). This observation links phosphorylation on these two epi-
topes to tau aggregation, and supports the idea that, like cdk5 in
mammals [72], Pho85 is able to affect tau phosphorylation indi-
rectly, by acting as a negative regulator of phosphorylation, and
thus conformational changes and aggregation.

In vitro studies revealed further characteristics of hyperphos-
phorylated tau using two different techniques [64, 73]. Thus,
soluble tau isolated from wild type (WT), mds1A and pho85A strains
retained its phosphorylation state, and it was shown that filament
formation happens significantly faster with tau isolated from the
pho85A strain, consisted with its hyperphosphorylated state.
Moreover, upon further fractionation, an MC-1 positive fraction
could be obtained, and addition of these species to soluble tau
vastly accelerated tau aggregation. This observation is consistent
with a seeding capacity of hyperphosphorylated tau. In a second
experiment, the in vitro binding capacity of yeast-isolated tau to
mammalian microtubules was tested, using taxol-stabilized micro-
tubules consisting of pig tubulin. An inverse correlation between
phosphorylation state and the ability to bind and stabilize microtu-
bules could be demonstrated, as tau isolated from the pho85A strain
showed the poorest MT binding. Tau expressed in the wild type
strain performed better in this assay, followed by mdsIA tau, which
showed an impaired phosphorylation state. Binding of tau to yeast
tubulin has not been shown, most likely due to differences between
yeast and mammalian tubulin.

Several clinical FTDP-17 (frontotemporal dementia and
Parkinsonism linked to chromosome 17) tau mutants were
expressed in WT, mdsIA and pho85A yeast strains, and their phos-
phorylation patterns and SinT levels were analyzed [74]. The eftect
of these FTDP mutations has been speculated to range from alter-
ing the ratio between 3R and 4R-tau isoforms by influencing splic-
ing efficiency, affecting the microtubule binding capacities of tau,
to changing the conformation of tau [24, 62, 75]. Interestingly,
both P301L and R406W tau mutants showed a decrease in phos-
phorylation at the PG5 epitope compared with the wild type tau,
and SinT levels were reduced. These findings again suggested the
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importance of phosphorylation at the PG5 site in triggering tau
phosphorylation. To confirm this, the PG5 epitope was mutated
and the results of expression of the synthetic S409A- and pseudo-
phosphorylated S409E-mutants were analyzed. The S409A mutant
showed a reduction in aggregation, while the SinT levels of S409E
tau were increased or comparable to the wild type. Furthermore,
phosphorylation of the PG5 epitope was also revealed to be detri-
mental for tau-microtubule interactions. Phosphoepitope mapping
of tau bound to microtubules and soluble tau revealed the pres-
ence of several phosphoepitopes in the microtubule-bound frac-
tion, while the PG5 epitope was almost completely absent, revealing
an inverse relation between microtubule binding abilities and the
propensity to aggregate of tau. In all, these results point towards
$409 phosphorylation as a relevant factor determining physiologi-
cal and pathological tau function. Interestingly, the S409A tau
mutant showed a decrease in immunoreactivity at the AD2 epit-
ope, and pseudophosphorylated S409E tau conversely showed an
increase of phosphorylation at this site. Hence, it appears that
phosphorylation at $409 and $396,/5404 sites is interdependent,
and that S409 phosphorylation might prime subsequent phos-
phorylation at the AD2 site [74].

As increasing evidence suggests that oxidative damage plays a
role in the development of neurodegenerative disorders [76-79].
Thus, the effect of oxidative stress and mitochondrial dysfunction
on SinT formation of wild type and mutant tau was assessed [74].
Oxidative stress was applied by adding ferrous sulfate to the
medium, which increases free radical formation. SinT levels in cells
that had undergone this treatment were markedly increased, in
particular for FTDP mutants, demonstrating that these mutants
render tau more prone to aggregation when subjected to oxidative
stress. Interestingly, tau phosphorylation was decreased following
ferrous sulfate treatment, especially at the AD2 and PG5 epitopes,
suggesting that oxidative stress triggers an aggregation mechanism
parallel to hyperphosphorylation (Fig. 4b). Moreover, oxidative
stress treatment increased SinT levels of S409A tau to levels com-
parable with wild type and S409E tau in untreated cells. This again
indicates that PG5 site phosphorylation is not a prerequisite for
aggregate formation. As oxidative stress and mitochondrial dys-
function are closely linked, two deletion strains, i.e. sod2A, lacking
mitochondrial manganese-dependent superoxidase dismutase [80]
and 7imlA, lacking a single-stranded DNA-binding protein
essential for mitochondrial genome maintenance [81] were ana-
lyzed. Similar to the results obtained in the oxidative stress experi-
ments, SinT levels for tau 2N /4R were significantly elevated. The
increase in SinT for S409A and S409E tau was in the same range,
once again indicating that oxidative stress and hyperphosphoryla-
tion might be working synergistically on tau aggregation.
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At this point, it is important to note that tau exhibits impor-
tant features like hyperphosphorylation and aggregation in S. cere-
visine, with no toxic effect observed in exponentially growing cells,
implying that aggregation is not necessarily linked to cytotoxicity.
However, because experiments were performed on cells in the
exponential phase, important factors like mitochondrial dynamics
and oxidative stress were somewhat excluded. It is possible that tau
does have a toxic effect in aging cell populations, affecting the lon-
gevity of the yeast culture.

4 Concluding Remarks and Future Perspectives

The excellent studies performed in recent years presented here
show the potential of yeast to decipher essential molecular mecha-
nisms underlying neurodegeneration. It is clear that relevant ele-
ments of neurodegenerative diseases cannot be faithfully
recapitulated in a simple unicellular eukaryote such as §. cerevisine
(e.g. supra-cellular features, synapses; spreading of the disease).
However, the high level of homology with the human genome and
the conservation of central essential pathways relevant to human
disease makes yeast a powerful starting point, reference model with
its simple techniques of cultivation and molecular manipulation.
More specifically, advanced yeast models open the way to the study
of potential links between the production and toxicity of Ap and
the interplay with tau modifications and tau biology. New robust
and reliable models for Ap and tau are being developed, with excit-
ing developments regarding the underlying molecular mechanisms
of cytotoxicity ahead. The involvement of several groups of genes
and networks is already proved, and the results can be confirmed in
higher organisms and finally in human. We strongly believe that
the inclusion and integration of discoveries from several model sys-
tems, from yeast to human is the way forward.
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