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Preface for Nuclear Functions 
(eds. Pontes and Jin)

Plants provide us with food and are the source of several other by-products such as 
compounds used in pharmaceutics or biofuels. Therefore, it comes as no surprise 
that plants are crucial in solving major challenges now facing humanity, namely, 
food productivity/security, increasing energy demands, and environmental changes. 
There has been a dramatic increase for plant-derived food and feed products as the 
world population grows exponentially. Plants are also playing a role in filling our 
ever-increasing energy needs and these bio-energy crops are expected to provide a 
sustainable, CO2-neutral emission solution in the near future. Yet such crops will 
need to be compatible with food and feed agriculture production and must preserve 
Earth’s ecosystems. So the question is: how can we face all of these challenges?

To meet our planet’s needs, we need to improve and further develop sustainable 
methods for plant production by incorporating both biotechnology and sustainable 
agricultural practices. In this context, we must first establish a baseline understand-
ing of different molecular and cellular mechanisms underlying plant development 
and response to stress, so we can then apply it to practical advances in plant produc-
tion across the globe. Surprisingly, the biological networks underpinning plant yield 
are still poorly understood, particularly regarding the master regulator of cellular 
function: the nucleus.

The nucleus harbors the large majority of the plant’s DNA, the linear sequence of 
which is the blueprint of every living organism. However, this is only the beginning: 
how this DNA is expressed and regulated depends on a variety of other interacting 
factors that play crucial roles in shaping its organization and function. With the 
sequencing of several plant genomes and recent advances in high-throughput tech-
nologies, plant nuclear biologists have been able to unveil many of the mechanisms 
underlying genome regulation.

For instance, epigenetic modifications, such as histone post-translational modifi-
cations and DNA methylation, directly impact gene expression and genome defense 
by regulating the organization and function of the genome. Importantly, while evolu-
tionary processes take place at a timescale that does not allow plants to respond and 
adapt to climate-induced stress, we are starting to recognize that epigenetic mecha-
nisms can confer phenotypic plasticity. Epigenetics enables a heritable control of 
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phenotypes that can change rapidly in response to environmental cues—sometimes 
over the course of just two to three generations. This epigenetic timescale of change 
has tremendous implications for how environmentally altered phenotypes are ac-
quired and inherited at the organism and eventually at the population levels.

Another exciting recent discovery that came about through plant biology re-
search is the previously unacknowledged role of noncoding small RNAs in gene 
expression. These small molecules have been increasingly recognized as players 
in the establishment of epigenetic modifications, as well as in genome defense and 
integrity. Noncoding small RNAs impact normal growth, development, and stress 
responses in diverse plant species, including staple crops such as rice and maize. 
Small noncoding RNAs are already playing key roles in plant biotechnology appli-
cations including directing the specific and enhanced expression of selected genes. 
These molecules are therefore of great interest in the context of bioengineering, and 
have enormous potential for enhancing crop productivity in a wide range of ecosys-
tems. Yet, there is still a great deal left to learn about how small noncoding RNAs 
are integrated into plants’ feedback loops, which direct epigenetic modifications 
throughout development and the stress response process.

Finally, genomes are dynamic structures as their functional properties are strong-
ly determined by their spatial organization over time. Similarly, changes in higher 
order nuclear organization alter the functional properties of genomic regions. Vari-
ous types of subcellular physical domains have been identified in the nucleus, the 
known nuclear bodies or subcompartments, and these structures are associated with 
transcription factors, RNA-processing proteins, and epigenetic regulators. Interest-
ingly, these nuclear domains display different behaviors in response to the environ-
ment, yet it is still a matter of debate how nuclear organization functionally relates 
to plant biological processes.

The mechanisms and processes described above make it clear that a true un-
derstanding of genome function requires integrating the genomic sequence with 
what we are still discovering about how epigenetics, small noncoding RNAs, and 
dynamic nuclear organization modify genomes. It is the goal of this book to compile 
a series of landmark discussions on the recent advances in plant nuclear biology re-
search and offer new perspectives into the functional relevance of the arrangement 
of genomes and nuclear processes that impact plant physiology and development. 
The following chapters will provide insights as to how genes are switched on/off 
and are tuned to specific expression levels, which will allow us to better predict 
plant phenotypes. Overall, a better understanding of the fundamentals of plant gene 
expression will aid in the more efficient design of numerous biotechnological ap-
plications and plant-breeding programs. This new knowledge will thus provide a 
foundation for solving both agricultural and environmental problems as well as de-
veloping practices that enable global sustainability. Lastly, plant biology is also rel-
evant to human biology as several aspects of underlying mechanisms are conserved 
between both organisms. Understanding this shared biology will shed light on hu-
man diseases and could lead to better therapies for cancer and genetic diseases.

O. Pontes 
                                                         H. Jin
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Chapter 1
RNA-Directed DNA Methylation and 
Transcriptional Silencing in Arabidopsis

Xian-Yang Deng and Xin-Jian He

© Springer Science+Business Media New York 2015
O. Pontes, H. Jin (eds.), Nuclear Functions in Plant Transcription, Signaling  
and Development, DOI 10.1007/978-1-4939-2386-1_1

X.-J. He () · X.-Y. Deng
National Institute of Biological Sciences, Beijing 102206, China
e-mail: hexinjian@nibs.ac.cn

Introduction

DNA methylation is an important chromatin marker that is involved in transcriptional 
regulation in plants, fungi, and mammals [1, 2]. In plants, most DNA methylation 
occurs at transposable elements and other repetitive DNA sequences and is required 
for the transcriptional silencing of these regions [3, 4]. DNA methylation occurs 
in all the three cytosine contexts: the symmetric CG and CHG contexts (in which 
H = A, T, or C) and the asymmetric CHH context. CG methylation is maintained by 
methyltransferase 1 (MET1), a homolog of mammalian DNA methyltransferase 1 
(DNMT1) [5, 6]. The plant-specific chromomethylase 3 (CMT3) specifically cata-
lyzes CHG methylation [7, 8]. Domains rearranged methyltransferase 2 (DRM2) 
and its homologs are responsible for establishing CHH methylation and to a lesser 
extent CG and CHG methylation [9, 10]. CG methylation is present in transposable 
elements and DNA repeats, as well as in genic regions, but CHG and CHH methyla-
tion is almost exclusively present in transposable elements and DNA repeats [3, 4].

Small interfering RNAs (siRNAs) and long noncoding RNAs (ncRNAs) are 
responsible for establishing DNA methylation and/or repressive histone H3K9 
methylation at transposable elements and DNA repeats in plants, fungi, and mam-
mals [1, 11, 12]. In Arabidopsis, DNA methylation can be established through a 
well-described RNA-directed DNA methylation (RdDM) pathway [2]. RdDM 
plays important roles in development, stress response, and genome evolution [2, 
12, 13]. RdDM requires canonical components in the conserved RNA interfer-
ence (RNAi) machinery; these components are members of the Dicer and Argo-
naute families and RNA-dependent RNA polymerase 2 (RDR2) [14, 15]. More-
over, plant-specific DNA-dependent RNA polymerases IV and V (Pol IV and Pol 
V), DNA methyltransferase DRM2, and several other proteins are required for 
RdDM [13, 14, 16–20]. In the past few years, our knowledge of RdDM has been 
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greatly improved by genetic, biochemical, and structural studies. In this chapter, we 
describe the recent insights into the mechanisms underlying RdDM.

Pol IV-Dependent siRNAs

Two atypical, plant-specific polymerases, Pol IV and Pol V, are required for the 
biogenesis of siRNAs and long ncRNAs, respectively; both Pol IV and Pol V con-
sist of multiple subunits [20, 21]. Nuclear RNA polymerase D1 (NRPD1; formerly 
named NRPD1a) is the largest subunit of Pol IV, and nuclear RNA polymerase E1 
(NRPE1; formerly named NRPD1b) is the largest subunit of Pol V [20]. Nuclear 
RNA polymerase D/E2 (NRPD/E2) is the second largest subunit of both Pol IV and 
Pol V. Some subunits are only present in one RNA polymerase, but others are shared 
by Pol IV, Pol V, and/or Pol II [16, 17, 19, 20, 22].

RdDM is thought to be initiated by 24-nt siRNAs. As indicated in Fig.  1.1, 
the biogenesis of the 24-nt siRNAs is dependent on Pol IV [14, 16, 18], RDR2, 
and Dicer-like 3 (DCL3) [14, 16, 18, 23]. Pol IV is responsible for producing 
single-stranded RNAs (ssRNAs), which are converted into double-stranded RNAs 

Fig. 1.1   Model for RNA-directed DNA methylation (RdDM) in Arabidopsis. In the RdDM 
pathway, RNA polymerase IV (Pol IV) transcribes single-stranded RNAs that are immediately 
converted into double-stranded RNAs by RDR2. DCL3 cleaves the double-stranded RNAs into 
24-nt siRNAs that are methylated at their 3′-ends by HEN1. A single strand of the siRNA duplex 
associates with AGO4 and forms the AGO4–siRNA complex. SHH1 recognizes histone H3K9 
methylation and then recruits Pol IV to RdDM target loci. CLSY1 interacts with SHH1 and may 
assist Pol IV recruitment. RNA polymerase V (Pol V) transcribes long noncoding RNAs that act 
as scaffold RNAs. The recruitment of Pol V to target loci is dependent on the DDR complex, 
which is composed of DMS3, DRD1, and RDM1. The SRA domain- and SET domain-containing 
proteins SUVH2 and SUVH9 bind methylated DNA and interact with the DDR complex, thereby 
facilitating the recruitment of Pol V. Pol V-produced noncoding scaffold RNAs base-pair with siR
NAs in the AGO4–siRNA complex, whereas NRPE1 and KTF1 interact with AGO4 through their 
C-terminal WG/GW domains. The AGO4–siRNA complex guides the de novo DNA methyltrans-
ferase DRM2, which catalyzes DNA methylation at the loci. IDN2 interacts with its paralogs IDP1 
and IDP2, and forms tetramers that bind Pol V-produced scaffold RNAs. IDN2 associates with 
the SWI/SNF complex and mediates nucleosome positioning for Pol V-stabilized nucleosomes. 
DCL3 - Dicer-like 3, RDR2 - RNA-dependent RNA polymerase 2, siRNA - small interfering 
RNAs, HEN1 - hua enhancer 1, AGO4 - Argonaute protein 4, SHH1 Sawadee homeodomain 
homolog, NRPE1 - nuclear RNA polymerase E1, IDN2 - involved in de novo 2, SWI/SNF  
switch/sucrose nonfermentable, CLSY1 - chromatin-remodeling protein CLASSY1, DMS3 
defective in meristem silencing 3, DRD1 - defective in RdDM,SRA SET- and RING-associated, 
SUVH SU(VAR) homologs, KTF1 - KOW-containing transcription factor 1
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(dsRNAs) by RDR2. The dsRNAs are cleaved into 24-nt siRNAs mainly by DCL3, 
which is partially redundant with two other DCL enzymes, DCL2 and DCL4 [14, 
23, 24]. The 3′-OH groups of 24-nt siRNAs are methylated by hua enhancer 1 
(HEN1), which stabilizes 24-nt siRNAs in vivo [25]. The 24-nt siRNAs are loaded 
onto ARGONAUTE proteins AGO4, AGO6, or AGO9 [15, 26–28] and are assem-
bled into RNA-induced transcriptional silencing (RITS) complexes that signal de 
novo DNA methylation and transcriptional silencing at target regions.

Polymerase activity in vitro has been documented for Pol IV [29], and mutations 
in the conserved catalytic site of NRPD1 abolish the abundance of 24-nt siRNAs; 
together, these results suggest that Pol IV is an active RNA polymerase in vivo [29]. 
Unlike Pol II, Pol IV activity in vitro requires an RNA primer and is insensitive to 
alpha-amanitin [29]. Pol IV and RDR2 associate in vivo, but Pol IV does not require 
RDR2 for activity, whereas RDR2 is nonfunctional in the absence of associated Pol 
IV. The coupling of Pol IV and RDR2 results in the channeled synthesis of double-
stranded precursors for 24-nt siRNA biogenesis [29].

Pol IV-dependent 24-nt siRNAs are the most abundant class of small RNAs in 
Arabidopsis. These siRNAs are mainly produced at thousands of discrete transpos-
able elements and repetitive DNA elements located at pericentromeric heterochro-
matin [18, 30, 31]. It is important to determine how Pol IV-dependent siRNAs are 
produced at specific chromatin regions rather than at others. Sawadee homeodo-
main homolog 1 (SHH1)/DNA-binding transcription factor 1 (DTF1) was indepen-
dently identified by a forward genetic screen and a Pol IV affinity purification [32, 
33]. SHH1/DTF1 specifically associates with Pol IV but not with Pol V, and the 
accumulation of most Pol IV-dependent siRNAs is markedly decreased in the shh1/
dtf1 mutants [32, 34, 35], suggesting a role of SHH1 in Pol IV transcription. SHH1 
contains a SAWADEE domain that preferentially binds to unmethylated K4 and 
methylated K9 modifications on the histone H3 [34]. Pol IV ChIP accompanied by 
DNA deep sequencing indicated that SHH1 is required for the association of Pol IV 
with chromatin [34]. When critical residues in the SAWADEE domain are mutated, 
both 24-nt siRNA and DNA methylation levels are decreased [34]. These results 
suggest that SHH1 is responsible for targeting Pol IV to chromatin by associating 
with RdDM target loci that have unmethylated K4 and methylated K9 on histone 
H3. The chromatin-remodeling protein CLASSY1 (CLSY1) was primarily identi-
fied as an RdDM component by a forward genetic screen, and Pol IV-dependent 
siRNA accumulation is drastically decreased in the clsy1 mutant [36]. CLSY1 is 
purified by Pol IV affinity purification [32], suggesting that CLSY1 associates with 
Pol IV. The functional and physical association of CLSY1 with Pol IV suggests that 
chromatin remodeling is involved in Pol IV transcription.

Pol V-Dependent ncRNAs

Like Pol IV, Pol V is also required for siRNA accumulation. However, the effect of 
Pol V on siRNA accumulation is limited to a subset of Pol IV-dependent siRNAs 
and is likely a result of its effect on DNA methylation [30, 34]. Researchers have 
demonstrated that Pol V-produced ncRNAs function as scaffolds for the recruitment 
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of the silencing machinery and help siRNAs recognize their target loci; the latter 
function is possibly facilitated by base-pairing between AGO4-bound siRNAs and 
nascent Pol V-produced transcripts [37, 38]. Polymerase activity in vitro and in vivo 
has been shown for Pol V [29, 37]. That Pol V carries out transcription using the bi-
partite oligonucleotide template but not the tripartite template suggests an inability 
to disrupt downstream dsDNA during transcription [29].

Pol V-dependent ncRNAs help recruit the RdDM silencing machinery and are 
required for siRNA-mediated DNA methylation and transcriptional silencing. A 
genome-wide ChIP-seq analysis indicated that the largest subunit of Pol V, NRPE1, 
is enriched at promoters of protein-coding genes and at recently evolved transpo-
sons [39]. This localization pattern is highly correlated with Pol V-dependent DNA 
methylation and 24-nt siRNA accumulation [39–41]. The vast majority of Pol V-
enriched regions are usually shorter than 250 bp [39]. The association of Pol V with 
promoters of protein-coding genes indicates that Pol V is likely originated from 
ancient RNA polymerase II (Pol II) [39], which is consistent with the finding that 
Pol II shares several conserved subunits with Pol IV and Pol V [20, 21]. A small pro-
portion of ncRNAs are produced by Pol II and these ncRNAs are involved in DNA 
methylation and transcriptional gene silencing through the RdDM pathway [6, 42], 
supporting the notion that Pol IV and Pol V are originally evolved from Pol II.

A number of transcription factors are required for Pol II transcription. It is in-
teresting to determine whether Pol V transcription requires transcription factors. 
RDM4 (RNA-directed DNA methylation 4) / DMS4 (defective in meristem silenc-
ing 4), a homolog of the yeast Pol II-dependent transcription factor IWR1, has been 
identified as a canonical RdDM component by two independent genetic screens 
[43, 44]. Pol V-produced ncRNAs are decreased in the rdm4 mutant, suggesting 
that RDM4 is required for Pol V transcription [43]. Unlike other canonical RdDM 
mutants, the rdm4 mutant has pleiotropic developmental defects. RDM4 is a tran-
scription factor that is shared by Pol II, Pol IV, and Pol V [32, 43].

The production of Pol V-dependent ncRNAs is also dependent on DRD1 (defec-
tive in RNA-directed DNA methylation 1), DMS3 (defective in meristem silencing 
3), and RDM1 (RNA-directed DNA methylation 1) [37, 45–47], which form a DDR 
(DRD1, DMS3, and RDM1) complex in vivo [11]. The DDR complex is required 
for the association of Pol V with chromatin, and the association facilitates the tran-
scription of Pol V-dependent noncoding RNAs [39]. The SU(VAR)3–9 homologs 
SUVH2 and SUVH9 act redundantly in RdDM and transcriptional silencing [48, 
49]. By associating with the DDR complex, SUVH2 and SUVH9 are involved in 
the association of Pol V with chromatin [50, 51]. SUVH2 and SUVH9 contain an 
SET- and RING-associated (SRA) domain that directly binds to methylated DNA 
[48]. SUVH2 and SUVH9 act in RdDM by directing the DDR complex and Pol V 
to RdDM target loci (Fig. 1.1). The binding of SUVH2 and SUVH9 to methylated 
DNA facilitates the formation of a self-reinforcing loop of DNA methylation and 
Pol V transcription.

Microrchidia 6 (MORC6)/DMS11 (defective in meristem silencing 11) and 
MORC1 are the members of the conserved microrchidia adenosine triphosphatase 
(ATPase) family with a GHKL (gyrase, Hsp90, histidine kinase, MutL) ATPase 
domain. The morc1 and morc6 mutants show decondensation of pericentromeric 
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heterochromatin and increased interaction between the pericentromeric regions and 
the rest of the genome [52], whereas the morc6/dms11 mutant shows slight decreas-
es in siRNA accumulation and DNA methylation [53, 54]. A recent study indicate 
that MORC1 and MORC6 interact with the DDR complex and with SUVH2 and/
or SUVH9 [50], which is consistent with the effect of the morc6/dms11 mutation on 
Pol V-dependent transcripts [54].

Recruitment of RdDM Effector to Chromatin

Pol IV-dependent siRNAs associate with AGO4, thereby facilitating the formation 
of an RdDM effecter complex that is required for DNA methylation. The assembly 
of the RdDM effector complex in Arabidopsis is similar to the RITS complex in fis-
sion yeast [1, 55]. In Arabidopsis, 24-nt siRNAs produced by DCL3 are subjected 
to a sorting process, and the specificity of RNA sorting may be associated with the 
terminal nucleotide of the siRNA and duplex properties, such as thermodynamic 
asymmetry or degree of base-pairing [56, 57]. Twenty-four-nucleotide siRNAs are 
loaded onto AGO4 [58, 59]. The loading process occurs in the cytoplasm with as-
sistance from the ATP-bound HSP90, and ATP hydrolysis induces the dissociation 
of the siRNA passenger strand and results in a conformational change in AGO4, 
leading to the importation of the AGO4–siRNA complex into the nucleus [60]. Pol 
V-dependent noncoding RNAs recruit the AGO4–siRNA complex to chromatin by 
base-pairing with siRNAs [38]. DRM2 is a key de novo DNA methyltransferase 
that is responsible for DNA methylation at RdDM target loci, but how DRM2 is re-
cruited to chromatin is poorly understood. A recent study demonstrated that DRM2 
exists in a complex with AGO4 and preferentially methylates one DNA strand, 
which acts as the template for Pol V transcription [61]. The results support a model, 
in which DRM2 is guided to target loci in a strand-specific manner. The AGO4–
siRNA complex and Pol V-dependent ncRNAs may be required for the recruitment 
of DRM2 to chromatin (Fig. 1.1).

Immunolocalization experiments with isolated nuclei have shown that RDR2, 
DCL3, and AGO4 localize in the Cajal body [62, 63]. The Cajal body is involved 
in a variety of functions including pre-mRNA splicing, rRNA processing, and 
telomere maintenance [64]. It is possible that the biogenesis of siRNAs and long 
ncRNAs, and the assembly of protein–RNA complexes may involve the function of 
the Cajal body. Further study is required to understand the detailed role of the Cajal 
body in RdDM. A portion of the NRPE1 signals colocalize at target loci, together 
with DRD1, a protein required for Pol V transcription [59, 62], which is consistent 
with the function association of Pol V and DRD1 at the downstream step of RdDM.

Assembly of the RdDM effector complexes is mediated by multiple 
protein–protein and protein–RNA interactions that recruit proteins to specific 
genomic regions. NRPE1 contains WG/GW repeats in its C-terminal domain, which 
is thought to act as an AGO4 hook motif [65]. KOW-containing transcription factor 
1 (KTF1)/SPT5-like protein (SPT5L) also contains conserved WG/GW repeats in 
its C-terminal domain [66, 67]. Moreover, KTF1/SPT5L is capable of binding to 
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noncoding scaffold RNAs produced by Pol V [67]. Chromatin binding of AGO4 
and KTF1 occurs downstream to Pol V [38, 68]. KTF1 and AGO4 are recruited 
to chromatin in parallel and partially independently of each other, whereas KTF1 
enhances AGO4 chromatin binding at a subset of RdDM sites [68]. The chromatin 
binding of KTF1/SPT5L and AGO4 may create a platform for the recruitment of 
DRM2 to chromatin at RdDM targets [68].

IDN2 (involved in de novo 2)/RDM12 (RNA-directed DNA methylation 12), 
another factor that is thought to act as a downstream RdDM effector, is homologous 
to suppressor of gene silencing 3 (SGS3), a protein involved in the accumulation 
of viral siRNAs, ta-siRNAs, and nat-siRNAs for posttranscriptional gene silenc-
ing. IDN2 contains an N-terminal C2H2-type zinc finger domain, an XS domain, a 
coiled-coil domain, and a specific XH domain [69–71]. The XS domain is required 
for the binding of IDN2 to dsRNAs [70]. A possible RNA substrate for IDN2 is the 
duplex that is formed between AGO4-bound siRNAs and Pol V-dependent noncod-
ing transcripts. The duplex could be a signal that aids in the recruitment of DRM2 
to establish DNA methylation.

IDN2 can form a homodimer and associate with two IDN2 paralogs, IDP1 (IDN2 
paralog 1)/IDNL1 (IDN2-LIKE 1) and IDP2/IDNL2 [69, 71]. IDP1 is required for 
siRNA accumulation, de novo DNA methylation, and transcriptional gene silenc-
ing, whereas the roles of IDP2 partially overlap with those of IDP1 [71, 72]. The 
coiled-coil domain of IDN2 is essential for the homodimerization of IDN2 with 
itself but is not required for IDN2 association with IDP1 and IDP2, whereas the 
uncharacterized XH domain of IDN2 is required for association with IDP1 and 
IDP2 but not for IDN2 homodimerization [71]. Unlike IDN2, IDP1 and IDP2 are 
incapable of binding to double-stranded RNA, suggesting that IDP1 and IDP2 have 
distinct roles in the IDN2–IDP1/IDP2 complex [71]. The IDN2–IDP1/IDP2 com-
plex may facilitate the recruitment of the double-stranded RNA-containing RdDM 
effector complex to specific chromatin regions at a downstream step of the RdDM 
pathway.

IDN2 was shown to interact with SWI3B, a component of the SWI/SNF (switch/
sucrose nonfermentable) ATP-dependent nucleosome-remodeling complex [73]. 
The SWI/SNF complex affects Pol V-stabilized nucleosome positioning and con-
tributes to transcriptional silencing. The study suggests that IDN2 acts as an adaptor 
protein connecting Pol V-produced ncRNAs and the SWI/SNF complex, thereby 
guiding the SWI/SNF complex and mediating nucleosome positioning (Fig. 1.1). 
Pol V-produced ncRNAs may be not only required for DNA methylation but also 
required for repressive nucleosome positioning at RdDM target loci.

Conclusion and Perspective

RdDM is involved in the transcriptional silencing of noncoding genomic regions 
as well as of protein-coding genes flanked by noncoding transposable elements and 
other repetitive DNA sequences. Disruption of RdDM components not only affects 
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transposable element silencing and genome stability but also affects protein-coding 
gene expression and imprinting, stress response, and various developmental stages. 
An important objective for future research is to determine how RdDM acts in these 
processes. Although most RdDM components have been cloned and preliminarily 
characterized, some critical questions remain. How are Pol IV- and Pol V-dependent 
noncoding RNAs differentiated for distinct functions? Which chromatin superstruc-
ture features are preferentially targeted by RdDM? How is DNA methylation estab-
lished for introduced unmethylated transgenes? How are DNA methylation, histone 
modification, heterochromatin condensation, and nucleosome positioning concomi-
tantly regulated at RdDM target loci? Recently, several pre-mRNA splicing factors 
were demonstrated to be involved in RdDM and transcriptional silencing [74–77]. 
Similarly, RNA splicing and processing is required for RITS in fission yeast [78, 
79]. It will be interesting to determine how these splicing factors coordinate with 
the RdDM machinery and act in transcriptional silencing. Further studies on RdDM 
will undoubtedly clarify the roles of noncoding genomic regions in plants and will 
of course benefit the breeding of agricultural crops.
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Introduction

DNA methylation is the covalent modification of DNA nucleotides that may act 
to change chromatin structure and gene regulation. DNA methylation is a stable 
but reversible modification; thus, many organisms utilize this type of genomic 
modification for transcriptional regulation. In eukaryotes, methylation of the fifth 
carbon of cytosine residues is precisely maintained during mitosis and, therefore, 
is proposed to be involved in epigenetic regulation. Extensive studies of cytosine 
methylation have uncovered mechanisms for the establishment, maintenance and 
elimination of this modification in eukaryotes [1]. In both mammals and plants, 
cytosine methylation plays important roles in the silencing of TEs and genom-
ic imprinting. In the past decade, molecular genetics and genomics approaches 
using mutants of Arabidopsis ( Arabidopsis thaliana) have revealed many new 
aspects of TE silencing and genomic imprinting regulated by DNA methyla-
tion in plants. In this chapter, we describe the current models derived from these  
studies.
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Transposable Element and DNA Methylation

TEs in Plants

Transposable elements (TEs) are mobile DNA fragments first discovered in the 
maize ( Zea mays) genome by Barbara McClintock [2] that are now known to be 
present in nearly all eukaryotes. Some TEs contain genes whose products facilitate 
autonomous movement in combination with factors encoded by the host genome, 
whereas nonautonomous TEs lack movement genes and rely on factors encoded by 
other TEs. According to their mode of mobility, TEs can be divided into two main 
classes [3]: class I TEs, called retrotransposons, use a “copy-and-paste” mecha-
nism in which the element replicates via reverse transcription of messenger RNAs 
(mRNAs), and the duplicates integrate into other chromosomal locations and class 
II TEs, also called DNA transposons, transpose by a “cut-and-paste” mechanism in 
which the elements are excised from the chromosome and integrate into new loca-
tions. A subclass of DNA transposons, the helitrons, have a different mechanism 
to transpose, called the “rolling-circle” mechanism, in which a single strand of the 
element is nicked and invades another chromosomal location. Plant species have all 
classes/subclasses of TEs, although the most common ones in plant genomes are 
class I TEs.

High TE content and genome size are strongly correlated. In the relatively small 
genome (120 Mb) of Arabidopsis, TE fragments constitute approximately 17 % of 
the genome [4]. In contrast, maize, with a 20-fold larger genome, 2.3 Gb, has TE 
fragments represent 85 % of the genome [5]. TE activities can potentially change 
the expression and function of genes near their insertion site and can also cause 
chromosome breakage leading to genome rearrangement. Such changes in the ge-
nome may generate genetic variations that contribute to the adaptation and evolu-
tion of host plants [6]. Furthermore, plant genomes have developed mechanisms 
to silence TE activities to prevent the disruption of normal regulation and gene 
function that would render deleterious effects on plant growth. Mutant studies of 
Arabidopsis in which TE activities are completely silent, have demonstrated that 
several layers of epigenetic regulation play a major role in repressing TE activi-
ties [7]. Notably, the role of one of the layers in TE silencing, DNA methylation, 
has been investigated extensively. Because DNA methylation can be copied into a 
newly synthesized strand during DNA replication, the silenced status of TEs is in-
herited stably. In the remainder of this section, we describe how DNA methylation 
contributes to the regulation of TE activities.

DNA Methylation in TE Silencing

The involvement of DNA methylation in TE silencing was implicated in studies of 
maize class II TEs, Mu, Ac and Spm in the 1980s [8–11]. These investigators com-
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pared the DNA methylation level of silent TEs with that of active TEs and found 
that DNAs of the former were hypermethylated and those of the latter were hypo-
methylated. Consistent with the first observations in maize, genome-wide analyses 
of DNA methylation in the past decade have demonstrated that the CG and non-CG 
sequence context (CHG and CHH, H is C, A, T) of silent TEs, both of class I and 
class II, are hypermethylated in Arabidopsis [12–15]. Our knowledge on the roles 
of DNA methylation in TE silencing has been augmented by the use of Arabidopsis 
mutants defective in DNA methylation, in which some silent TEs were transposed 
within their genome (Fig. 2.1). The first reported mobile TE was a member of the 
CACTA family of class II TE found in an inbred ddm1 (decrease in dna methyla-
tion1), a mutant of a chromatin remodelling adenosine triphosphatase (ATPase) in-
volved in both CG and non-CG methylation of heterochromatic regions [16, 17]. 
The CACTA family of TEs is not the only family able to transpose since some other 
class II TEs of the Mutator family are also mobile in ddm1 inbred lines [18–20]. In 
more recent studies, transposition of class I TEs, the most abundant TE family in the 
Arabidopsis genome, was observed in inbred progeny of ddm1 and methyltransfer-
ase 1 ( met1), a mutant of a methyltransferase essential for the maintenance of CG 
methylation [20, 21].

Most TEs contain and are probably silenced by both CG and non-CG meth-
ylation [12, 14]. Indeed, expression of ATGP3, a class I TE in the gypsy family, 
does not occur in single mutants of met1 or chromomethylase3 ( cmt3), a mutant 
of a methyltransferase for non-CG methylation maintenance, but does occur in the 
ddm1 and met1 cmt3 double mutants [20]. This finding suggests a redundant func-
tion of CG and non-CG methylation in the transcriptional silencing of the TE. For 

Fig. 2.1   Variegated phe-
notype of a met1-derived 
epiRIL where mobilization 
of EVD/COPIA93 is active. 
EVD/COPIA93 transposed 
into VAR2 gene somatically, 
resulting in sectored leaf 
variegation [21]. met dna 
methyltransferase, epiRIL 
epigenetic recombinant 
inbred lines, EVD Évadé, 
VAR YELLOW VARIE-
GATE. (Photograph was 
taken and provided by Dr. 
Olivier Mathieu)
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another example, EVD ( Évadé)/ATCOPIA93, a class I TE in the copia family, can 
be activated transcriptionally in the met1 single mutant, but the double mutant of 
met1 with drm2 ( domains rearranged metyltransferase2), a mutant of another non-
CG methyltransferase, shows a synergic increase in EVD/ATCOPIA93 transcription 
[21]. Interestingly, the met1 cmt3 double mutant did not show such a synergic effect 
in EVD/ATCOPIA93 transcription. CMT3 and DRM2 function as DNA methyl-
transferases downstream of histone methylation and siRNA activities, respectively 
[1]. Thus, ATGP3 and EVD/ATCOPIA93 are transcriptionally inactivated by CG 
and non-CG methylation, although the modes for non-CG methylation are different.

Selective Regulation for Mobilization of TE

In the met1 mutant, CG methylation of TEs is eliminated resulting in their transcrip-
tional activation, but most TEs are not transposed [12, 14]. The majority of TEs 
would have some mutations in their protein coding sequences allowing for post-
transcriptional regulation in transposition, but some TE sequences seem to encode 
intact proteins. This indicates that there are other processes repressing transposition 
in addition to transcriptional silencing. Transposition of EVD/ATCOPIA93 can be 
observed in the met1 mutant, but not in the first generation of homozygous plants 
[21]. EVD/ATCOPIA93 transposition is detected beginning with the second gen-
eration and increases as the generations progress. Such a progressive mobilization 
was also observed in met1-derived epigenetic recombinant inbred lines (epiRILs). 
The met1 epiRILs are genetically identical to wild type but display mosaic DNA 
methylation patterns in their genomes that were generated by self-inbreeding wild-
type MET1 + / + plants selected in the F2 generation after a cross between wild-type 
and met1 plants [22]. EVD/ATCOPIA93 began to mobilize beginning with the F4 
generation in an epiRIL in which their transcription is active [21]. In contrast, no 
mobilization of EVD/ATCOPIA93 was observed even beyond the F9 generation 
in an epiRIL in which DNA methylation of this TE was retained to maintain tran-
scriptional silencing. Mobilization requires transcription, but mobilization activity 
is not associated with the transcription level as described in the next paragraph. In 
addition to EVD/ATCOPIA93, class II TEs of the CACTA family can be mobilized 
progressively in some epiRILs, although they cannot be progressively mobilized in 
the parental met1 single mutant [22]. Similarly, in inbred ddm1 mutants, class I TEs 
in the gypsy and copia families including EVD/ATCOPIA93 are transposed, and 
the transposition of each TE occurs stochastically and independently in the inbred 
lines [20]. Taken together, these observations suggest that there are additional and 
specific repressing processes for the transposition of each TE in contrast to their 
transcriptional silencing maintained ubiquitously by DNA methylation and that in-
breeding releases this repression somehow.

Although the repression mechanisms are still unknown, inbreeding can be 
skipped for the transposition of some combinations of mutants [21]. In double mu-
tants of met1 and nuclear RNA polymerase d2a ( nrpd2a), a mutation in the common 
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subunit of plant-specific RNA polymerases, PolIV and PolV, involved in RdDM 
[1], as the details are described again in the next subsection (Fig. 2.2), transposition 
of EVD/ATCOPIA93 was observed as well as a synergic increase in transcription. 
In contrast, transcription increased but TEs were not transposed in the met1 drm2 
double mutant, although DRM2 acts with PolV and siRNA produced by PolIV in 
RdDM. This result suggests an unknown RdDM-independent mechanism for re-
pression of transposition. Another mutant combination showing a synergic effect 
for EVD/ATCOPIA93 transposition is met1 and kryptonite ( kyp)/suvh4, a histone 
methyltransferase mutant; although a synergic increase in transcription was not 
observed, unlike the met1 nrpd2a double mutant. KYP/SUVH4 histone methyl-
transferase acts in the non-CG methylation pathway via CMT3 methylation activity 
[1]. In the met1 cmt3 double mutant, however, there was no transposition of EVD/
ATCOPIA93. These results suggest that the post-transcriptional activity of EVD/
ATCOPIA93 transposition is regulated by unknown mechanisms involving PolIV 
and/or PolV, and KYP/SUVH4 methyltransferase, but probably not via DNA meth-
ylation as previously proposed [21].

Fig. 2.2   Two pathways for the remethylation of active TEs in demethylated loci when methylation 
activity is restored. A 24-nt siRNA produced from the PolIV–RDR2–DCL3 pathway and a 21-nt 
siRNA from the RDR6–DCL2/4 pathway act on DNA methylation. In conventional RNA-directed 
DNA methylation (PolIV-RdDM; left), a 24-nt siRNA is incorporated with AGO4/6 and recruits 
a DRM2 de novo methyltransferase to a target guided by a PolV-transcribed RNA. In RDR6–
RdDM, a 21–22-nt siRNA probably induces methylation of the target in cooperation with AGO6 
and PolV [27] in a similar way to PolIV–RdDM. The 24-nt siRNA may be from other methylated 
alleles/loci homologous to the target since PolIV transcribes RNA from methylated loci. In con-
trast, the 21-nt siRNA would be derived from PolII-dependent RNA from a demethylated target. In 
EVD/ATCOPIA93 remethylation, a 24-nt siRNA can be produced from RDR6-dependent dsRNA 
[28]. TE transposable element, nt  nucleotide, siRNA small interfering RNA, Pol RNA polymerase, 
RDR RNA-DEPENDENT RNA POLYMERASE, DCL DICER-LIKE PROTEIN, RdDM RNA-
dependent DNA methylation, AGO ARGONAUTE, DRM DOMAIN REARRANGED METHYL-
TRANSFERASE, dsRNA double-stranded RNA
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Resilencing Dynamics for Active TE

Transcription of subsets of TEs activated in mutants deficient in DNA methylation 
is repressed again when maintenance of DNA methylation is restored. A study using 
ddm1-derived epiRILs and mutants of RdDM components revealed that transcrip-
tional silencing is achieved by re-establishment of DNA methylation by the action 
of RdDM [23]. In RdDM, 24-nt siRNAs produced by DICER-LIKE PROTEIN3 
(DCL3) from double-stand (dsRNA) originated by Pol IV and RNA-dependent RNA 
POLYMERASE2 (RDR2), recruit Pol V, ARGONAUTE4 (AGO4), and in some in-
stances AGO6, to guide DRM2 in the establishment of de novo DNA methylation 
(Fig. 2.2) [1]. In addition, components of post-transcriptional gene silencing (PTGS) 
that act in antiviral and antibacterial defences are suggested to function in DNA meth-
ylation to silence other TEs. In contrast to RdDM, a 21–22-nt siRNA produced by 
RDR6, DCL2 and DCL4 is associated with AGO1 and AGO2 to degrade target RNAs 
in PTGS [24]. A 21–22-nt siRNA produced by PTGS components, not a 24-nt siRNA 
in conventional RdDM, is required for transcriptional silencing in the helitron and 
copia elements [25, 26]. Genome-wide analyses for siRNAs in the rdr6 and ddm1 
mutants revealed that RDR6-dependent 21–22-nt siRNAs triggered the resilencing 
of subsets of TEs activated in the ddm1 mutant [27]. Thus, resilencing of TEs can 
be accomplished by two kinds of siRNAs produced from dsRNAs synthesized with 
PolIV–RDR2 and those with RDR6 (Fig. 2.2). Once DNA methylation is established, 
TE silencing is maintained by MET1 for CG methylation and the conventional RdDM 
for the others.

In contrast, other TEs cannot be remethylated even after the restoration of DNA 
methylation activity, and, in some cases, TEs like EVD/ATCOPIA93 begin to trans-
pose within the genome [21, 28]. Host plants have a mechanism to repress the activity 
of mobile TEs preventing an excess invasion of the genome. In met1- and ddm1-
derived epiRILs, EVD/ATCOPIA93 copy number increases with proceeding genera-
tions, but this increase stops at approximately 40 copies per genome [28]. This peak 
copy number seems to be fixed because several lines of both met1 and ddm1-derived 
epiRILs attain the same copy number, whereas the number of generations required to 
reach the peak vary among the lines. During the process, there are several steps for 
silencing EVD/ATCOPIA93 [28]. First, PTGS is activated against EVD/ATCOPIA93 
expression in which 21–22-nt siRNAs for the coding region are produced, but the 
RNA of EVD/ATCOPIA93 is resistant to PTGS, thereby keeping their increased copy 
number. When approximately 40 copies are reached, 24-nt siRNA produced by DCL3 
from RDR6-dependent dsRNA induces RdDM in the coding region (Fig. 2.2), and 
24-nt siRNA and DNA methylation are spread into the promoter region. Eventually, 
EVD/ATCOPIA93 is silenced again at around 40 copies [28].

Reinforcement of TE Silencing during Gametogenesis

DNA methylation is important for transposon silencing; however, DNA methyla-
tion status is not always stably maintained during the life cycle. In mammals, where 
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DNA methylation is primarily in the CG context, methylation is erased and re-
established in the germ line. Thus, DNA methylation is reprogrammed for each 
generation [29]. In contrast, the reprogramming of DNA methylation in sperm and 
egg cells has not been reported in plants, except that only CHH methylation of 
transposons was partly erased in sperm cells [30, 31]. Genome-wide DNA demeth-
ylation was observed in a limited plant germ cells that are not of embryonic origin. 
One such example is the vegetative nucleus of pollen, which is not fertilized but 
controls pollen germination and pollen tube elongation [32]. DNA demethylation in 
the vegetative nucleus is accompanied by siRNA production from transcriptionally 
active TEs [30, 31, 33]. The siRNA originating from the vegetative nucleus is pro-
posed to be transported into the sperm cells where it is involved in the silencing of 
TEs by the de novo RdDM pathway [30, 31, 33]. DNA demethylation also occurs in 
the central cell, which is the origin of endosperm, in the female gametophyte [31]. 
Although the DNA methylation pattern of plant egg cells has not been investigated, 
siRNAs from demethylated TEs in the central cell are predicted to reinforce DNA 
methylation of TEs in the egg cell by a mode of action similar to the sperm cell. 
Indeed, the small RNAs expressed by the central cell can affect transcription of the 
target in the egg cell [31]. Mechanisms of demethylation in the plant companion cell 
in the female gamete, the central cell, are common to those for regulating genomic 
imprinting as described in the next section. Thus, TE silencing in plants can be re-
inforced at each generation.

Genomic Imprinting and DNA Methylation

Molecular Mechanism of Genomic Imprinting

Genomic imprinting occurs in mammals and plants and results from differential 
gene expression caused by differences in the epigenetic status of parental genomes, 
including asymmetric DNA methylation. In plants, genomic imprinting primar-
ily occurs in the endosperm and controls seed development. The endosperm is 
the embryo-nourishing tissue whose genetic information is not directly inherited 
by the offspring. Many endosperm-imprinted genes have been identified in plants 
(Table 2.1). Plant genomic imprinting mechanisms have been mostly elucidated by 
genetic approaches using Arabidopsis mutants. Endosperm imprinting is regulated 
by several epigenetic pathways involving DNA methylation and histone modifica-
tions. FWA is known as a maternally imprinted gene regulated by DNA methylation 
[34]. The 5′ region of FWA contains two tandem repeats, and this region is highly 
methylated in adult tissues. In contrast, the maternal FWA allele in the endosperm 
is hypomethylated and expressed (Fig. 2.3) [35]. This asymmetric DNA methyla-
tion status between the maternal and paternal genomes is established in the central 
cells before fertilization. In the central cell, genome-wide DNA demethylation was 
proposed to occur by both passive and active mechanisms [36, 37]. In somatic tis-
sues, CG methylation was maintained by the MET1 methyltransferase, whereas 
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during the development of reproductive cells, MET1 gene expression was abol-
ished in the central cell depending on the complex consisting of RETINOBLAS-
TOMA RELATED 1 (RBR1) and MULTICOPY SUPPRESSOR OF IRA1 (MSI) 
[38]. This finding suggested that passive demethylation happened in the central 
cell. Furthermore, DEMETER (DME), a cytosine demethylase, is expressed and 
contributes to active DNA demethylation in the central cell [39]. In dme endosperm, 
the DNA methylation level is higher than in wild-type endosperm [36, 37, 40]. 
Further analysis using single-nucleotide polymorphisms (SNPs) between different 
Arabidopsis accessions revealed the precise DNA methylation pattern of maternal 
and paternal genomes in the wild-type and dme endosperms [31]. DME seems to 
target TEs that are small, AT-rich and enriched in euchromatic regions. DME en-
codes a DNA glycosylase protein that is involved in the base excision repair (BER) 
pathway. REPRESSOR OF SILENCING1 (ROS1), DEMETER LIKE2 (DML2) 
and DML3 are also cytosine demethylases that are in the same family as DME 
but are not expressed during the reproductive phase, and their triple mutant does 
not show any phenotype affecting genomic imprinting. Therefore, DNA demeth-
ylation in the central cell seems to be catalyzed by DME. In Arabidopsis, AtLIG1 
( Arabidopsis thaliana DNA LIGASE1) has been also reported to affect imprint-
ing involved in the BER pathway [41]. Recently, DNA 3′ phosphatase AtZDP ( A. 

Table 2.1   Examples of the endosperm-imprinted genes
Gene Species Protein family Expression Regulation Reference for 

imprinting 
regulation

MEA Arabidopsis PcG protein E(z) Maternal DNAme, 
H3K27me3

[39, 40, 51]

Mez1 Maize PcG protein E(z) Maternal DNAme, 
H3K27me3

[79, 80]

FIS2 Arabidopsis PcG protein 
Su(z)12

Maternal DNAme [38]

Fie1 Maize PcG protein Esc Maternal DNAme, 
H3K27me3

[80, 81]

OsFIE1 Rice PcG protein Esc Maternal DNAme [82]
FWA Arabidopsis HD-ZIP Maternal DNAme [34]
PHE1 Arabidopsis Type I MADS box Paternal DNAme, 

H3K27me3
[48]

Mee1 Maize Hypothetical 
protein

Maternal in 
the endo-
sperm and 
in the early 
embryo

DNAme [56]

SDC Arabidopsis F-box Maternal RdDM [62]
MOP9.5 Arabidopsis Phosphatidylinosi-

tol kinase
Maternal RdDM [62]
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thaliana ZINC FINGER DNA 3′ PHOSPHOESTERASE) and DNA repair protein 
XRCC1 (X-RAY CROSS-COMPLEMENTING GROUP PROTEIN1) were shown 
to affect DNA demethylation [42, 43]. These proteins bind to ROS1 in vitro and act 
downstream of ROS1 involved in BER; however, it is not yet known whether they 
also act with DME.

MEA ( MEDEA) is the first identified imprinted gene in Arabidopsis and is well 
characterized as a maternally imprinted gene (Table 2.1) [44, 45]. Endosperm of the 
mea mutant shows an over proliferation phenotype. Maternal MEA expression is 
controlled by DME and MET1 antagonistically [46]. However, a 200-bp minimum 
MEA imprinting control region (ICR) was recently identified, and this region was 
independent of DNA methylation control [47]. This result suggests an unknown 
regulatory mechanism for the imprinted expression of the minimum MEA ICR cis-
regulatory region.

Fig. 2.3   Control of maternally imprinted FWA and paternally imprinted PHE1 in Arabidopsis. 
In the central cell, genome-wide demethylation occurs by MET1 inactivation and DME activa-
tion. Loss of DNA methylation in the FWA promoter region induces the transcriptional activation 
of FWA, whereas that in the 3′ region of PHE1 causes PRC2-dependent H3K27me3 resulting in 
the PHE1 silencing. In the sperm cell, MET1 activity maintains CG methylation, resulting in the 
FWA silencing and the PHE1 activation. The expression status of each allele is maintained in 
the endosperm after the fertilization. PHE PHERES, DME DEMETER, PRC polycomb repres-
sive complex, H3K27me3 tri-methylation at the 27th lysine of histone H3, CG cytosine-guanine 
sequence context
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Not only DNA methylation, but also histone methylation (tri-methylation at the 
27th lysine of histone H3; H3K27me3) also contributes to genomic imprinting. A 
paternally expressed imprinted gene, PHE1 ( PHERES1), has a DNA-methylated 
region located in the 3′ region of the gene, and hypomethylation of this region is 
necessary for silencing via H3K27me3 by polycomb repressive complex 2 (PRC2) 
[48]. The hypomethylated status of the 3′ region of maternal PHE1 makes it pos-
sible for PRC2 to access the gene and be silenced by H3K27me3 (Fig. 2.3). Ge-
nome-wide H3K27me3 profiling revealed many H3K27me3 targets like PHE1 in 
the endosperm, and hypomethylation of the target region seems to be a trigger for 
H3K27me3 by PRC2 [49]. Interestingly, components of PRC2, FERTILIZATION-
INDEPENDENT SEED2 (FIS2) and MEA are maternally imprinted, and the pater-
nal MEA allele is also silenced by PRC2 in the endosperm [40, 50, 51].

Recently, additional evidence for the controlling mechanism of genomic im-
printing was reported; STRUCTURE-SPECIFIC RECOGNITION PROTEIN1 
( SSRP1) was identified as being required for the activation of maternally imprinted 
genes and the mutant showed an autonomous endosperm development phenotype 
(Fig. 2.4) [52]. In the ssrp1 mutant, the DNA methylation level in the endosperm 
is higher than in the wild-type plant. SSRP1 encodes a component of facilitating 
chromatin-mediated transcription (FACT), an H2A/H2B histone chaperone. FACT 

Fig. 2.4   FWA–GFP fluorescence in wild-type ( left) and ssrp1–3 ( right) Arabidopsis ovules 
observed 5 days after emasculation. Fluorescence was detected in the nucleus of the wild-type 
central cell. FWA–GFP in the ssrp1–3 ovule was not activated and dividing nuclei were observed 
without fertilization in the ssrp1–3 ovule. Accompanying autonomous central cell proliferation, 
ssrp1–3 ovules become slightly expanded. GFP green fluorescent protein, ssrp structure-specific 
recognition protein
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controls chromatin structure during transcription and DNA replication in mammals 
and yeast. SSRP1 may control imprinted expression with DME by a chromatin-
based mechanism. Histone H1 was identified by yeast two-hybrid screening to be a 
protein that interacts with DME [53]. The triple mutant of Arabidopsis histone H1 
homologs exhibited deficiencies in DNA demethylation and expression of mater-
nally imprinted genes in the endosperm like ssrp1 and dme. Histone H1 binds to the 
linker region between nucleosomes and is related to chromatin structure through 
nucleosome compaction. These reports suggest that DNA demethylation by DME 
cytosine demethylase are affected by chromatin structure. Histone acetyltransferase 
of INCREASED DNA METHYLATION1 (IDM1) and the small RNA-binding pro-
tein REPRESSOR OF SILENCING3 (ROS3) were reported to affect DNA demeth-
ylation upstream of another demethylase, ROS1 [54, 55]. Thus, histone acetylation 
and small RNA-guiding mechanisms might also be related to DNA demethylation 
by DME.

Resetting Mechanism in the Embryo by RdDM

Unlike mammals, genomic imprinting in plants is not observed in the fully devel-
oped embryo and adult tissues. The maize MEE1 ( MATERNALLY EXPRESSED IN 
EMBRYO1) gene shows maternally imprinted expression in the early embryo and 
in the endosperm [56]. The maternal MEE1 allele is hypomethylated in the early 
embryo and endosperm, but remethylation occurs during embryo development, and 
expression disappears in the mature embryo. Imprinted genes in rice embryos were 
reported [57]; however, imprinted expression of these genes was not detected in 
adult plants. In Arabidopsis, genome-wide evaluation of the parental genome’s con-
tribution to the early embryo (~32 cells) revealed some parental-origin specifically 
expressed genes, but these genes are not among the allele-specific expressed genes 
in the fully developed embryo [58–60]. As mentioned in the former section, Calarco 
et al. showed a decrease in the CHH methylation level of TEs in sperm cells and 
suggested that restoration of DNA methylation in the embryo depended on siRNA 
[30]. Indeed, the expression of DRM2 de novo methyltransferase was detected in 
the egg cell and the early embryo, and recovery of CHH methylation was observed 
depending on the stage of embryo development [61]. Consistent with maize MEE1, 
the resetting mechanism of DNA methylation exists in the early embryo, thus im-
printed expression in the plant’s adult phase may not be found.

Moreover, Vu et  al. found several maternally imprinted genes controlled by 
RdDM. In the mutants involved in the RdDM pathway, the drm1 drm2 double mu-
tant and nrpd2a, maternal imprinted genes, SDC ( SUPPRESSOR OF DRM1 DRM2 
CMT3) and MOP9.5 were mis-expressed by both paternal and maternal alleles [62]. 
Paternal SDC and MOP9.5 may also be silenced by RdDM depending on the siRNA 
produced in the vegetative cells and endosperm.

DNA demethylation caused siRNA production in the central cell and in the endo-
sperm. Indeed, maternal 24-nt siRNA accumulated in Arabidopsis endosperm [63]. 
Furthermore, in crosses between different ploidy levels of Arabidopsis, a maternal 
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siRNA level was altered and affected expression of specific AGL (AGAMOUS-
LIKE) genes that are targets of interploidy crosses [64]. A model was proposed in 
which siRNA produced in the central cell and endosperm are transported to the egg 
and embryo, respectively. This proposal provides an explanation for why genomic 
imprinting is observed in the endosperm but not in the embryo. 

Divergence of Imprinted Genes and Evolutionary Aspects

Genome-wide information about the transcriptome and methylome of the endo-
sperm of several plant species is updated frequently. As summarized in the reviews 
[65, 66], many candidates for imprinted genes have been identified in Arabidopsis, 
rice and maize [37, 57, 58, 67–69]. To identify maternally and paternally expressed 
alleles, different accessions or inbred lines are used to detect SNPs between the 
alleles. In Arabidopsis, many nuclear proteins, such as transcription factors and 
chromatin-related proteins, and hormone signal transduction proteins were imprint-
ed. Interestingly, components of PRC2 are commonly maternally imprinted in some 
plant species. These maternally imprinted genes may have positively evolved to 
control endosperm development.

Very few imprinted genes are common in Arabidopsis, rice and maize [57, 67], 
implying rapid evolution of imprinted genes in the plant genome. Positive selec-
tion of the MEA gene [70–72] and a comparison of the ratio of non-synonymous to 
synonymous substitutions between different species show evidence of rapid change 
and positive selection of imprinted genes [67, 68]. Moreover, Wolff et al. also sug-
gested that gene duplication affects the evolution of imprinted genes [68]. For the 
type I MADS-box gene family, including the paternally imprinted gene PHE1, gene 
duplication and imprinted expression have a positive relationship [73]. Not only 
gene duplication but also TE insertion and subsequent silencing were proposed to 
be the driving force for imprinted expression. This theory can apply for imprinted 
genes regulated by DNA methylation. A theory for the evolution of imprinted genes 
is still controversial, but genome-wide information makes it possible to compare 
many imprinted genes among many species. As a result, a comprehensive view 
about the evolution of imprinted genes may be forthcoming.

Perspective

Genetic and genome-wide analyses using Arabidopsis mutants provide many new 
insights into the role of DNA methylation in TE silencing and genomic imprint-
ing. However, there remain many unsolved issues in these research fields. DNA 
methylation acts on silencing TE at the transcriptional level, but other layers 
mediated by unknown mechanisms act to repress transposition. The mechanism for 
DNA remethylation of activated TEs has just begun to be understood. Uncovering 
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activation and repression systems for TEs by the host genome would lead to an 
understanding of the function of TEs in the genome from an evolutionary point of 
view. We still cannot elucidate the clear biological and evolutionary significance of 
genomic imprinting. Dissecting the function of newly identified imprinted genes in 
seed development would provide some answers for this unresolved issue.

We have discussed about the action of DNA methylation in TE silencing and 
genomic imprinting. However the functions of DNA methylation in plant devel-
opment and environmental responses have not been identified so much compared 
with those in TE silencing and genomic imprinting. In mammals, DNA methylation 
plays pivotal roles in several developmental steps and responses to the environment 
[74]. DNA methylation in plants may be dynamically regulated depending on the 
developmental stages, specific tissues, circumstances, and so on. Plants deficient 
in DNA methylation in their genomes, like epiRILs, show quantitative phenotypes 
for development, indicating some unknown functions of DNA methylation during 
plant development [22, 75]. In addition, several reports describe the role of DNA 
methylation in several steps of plant development [76, 77]. Quantitative and com-
prehensive analyses with high-resolution patterns of genome-wide DNA methyla-
tion enable DNA methylation dynamics during biotic stress to be visible [78]. Thus, 
rapid technological progress in genome-wide analyses of DNA methylation will 
reveal more roles for DNA methylation than we currently know. Molecular action 
of DNA methylation revealed from studies of TE silencing and genomic imprinting 
will likely be applied to understanding the function of DNA methylation in plant 
development and environmental responses.
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Introduction

The nucleus is a structurally complicated organelle containing numbers  of different 
machines essential for the function and maintenance of genome, which is folded 
into chromosomes and resided in chromosome territories nonrandomly [1–3]. Mi-
croscopy analysis showed that nucleus is quite heterogeneous and harbors various 
structurally and functionally distinct subnuclear compartments called nuclear bod-
ies (NBs) [4, 5].

NBs are special subcellular domains containing protein–protein or protein–RNA 
complexes without membranes, where the components freely exchange with the 
surrounding nucleoplasm to regulate biological processes like the cell cycle, RNA 
processing, signal transduction, DNA damage repair, cell death, or stress response 
[6–10]. Many NBs have been found, including nucleoli, Cajal bodies (CBs), and 
nuclear speckles, which exist both in animals and plants. NBs like paraspeckles, 
promyelocytic leukemia NB (PML-NB), polycomb group (PcG) body, and 53BP1 
NB have been characterized in mammalian cells. In plants, plant-specific NBs 
such as dicing bodies (D-bodies), photobodies, cyclophilin-containing bodies, and 
A-kinase-interacting protein 1 (AKIP1)-concentrated bodies are also characterized 
[9, 11, 12]. Increasing reports have elucidated the assembly and maintenance of 
NBs [13–17]. Since these NBs quite differ from each other in size, numbers, mor-
phology, and functions [12, 18], which are regulated by different internal or external 
cues, characterizing new components and explaining the biogenesis mechanism will 
be of great importance to understand their precise functions in signal transduction. 
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Following, we focus on plant NBs, their relations with environmental cues, the 
cross talk between them, and proposed assembly models to elucidate multiple func-
tions of NBs during the growth and development of plants.

Nuclear Bodies and Response to Environment

Without membrane enclosed, NBs are still structurally intact, suggesting a mainte-
nance mechanism to exert many important biological functions [12, 18, 19]. NBs can 
act as reaction sites to promote cellular processes by concentrating proteins or RNA 
required, such as the nucleolus and CBs, where many RNAs and proteins are enriched 
to form complexes with a higher efficiency [20–22]. NBs can also serve as hubs to re-
cruit many gene loci to regulate their expression by stabilizing their interactions, like 
PcG bodies in Drosophila where PcG proteins are concentrated [23, 24]. Additionally, 
NBs are storage and modification sites where many components are modified such as 
phosphorylation in nuclear speckles and sumoylation in PcG bodies [25–28].

Nucleolus

The nucleolus is the most prominent NB containing three distinct regions: small and 
lightly stained fibrillar center (FC), intensively stained dense fibrillar component 
(DFC), and the granular component (GC) [6, 12, 29]. Ribosomal DNAs (rDNAs) 
localize in the FCs; rDNA transcriptions take place at the boundary of FCs and DFC; 
precursor ribosomal RNAs (pre-rRNAs) are processed in the DFC where fibrillarin 
and small nucleolar ribonucleoproteins (snoRNPs) are located; GC is the site for ac-
cumulation and assembly of pre-ribosomal subunits. So the nucleolus provides sites 
for rDNA transcription, pre-rRNA processing, and pre-ribosome assembly [20, 29]. 
Compared with mammalian cells, plant DFC is less densely stained but much more 
extensive, which covers up to 70 % volume of the nucleolus. In addition, the plant 
nucleolus is often spherical, quite regular in morphology [11].

Altering ribosome biogenesis may induce reorganization of the nucleolus, which 
is also affected by various stresses because of altered rDNA transcription [6, 30]. In 
addition to ribosome assembly, the nucleolus has many other functions. Processing 
of RNAs such as the signal recognition particle RNAs, precursor transfer RNAs 
(pre-tRNAs), and U6 small nuclear RNA (U6 snRNA) occurs in the nucleolus 
[31–35]. Besides, it is the site for biogenesis and modification of RNP complexes 
[20, 29, 36]. The telomerase RNP assembly also happens in the nucleolus [29, 33]. 
Posttranslational modification of some nuclear proteins is essential to sequester 
and repress their activities to adjust multiple cellular processes such as cell cycle, 
stress response, or aging [12, 29, 35]. Many plant and animal viruses target the 
nucleolus to produce and export viral RNPs [37–39]. For example, in plants, many 
viruses interact with the nucleolus, which is important for viral RNPs assembly, 
virus replication, and transportation, to antagonize the defense system [39]. Open 
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reading frame 3 (ORF3), a protein of Groundnut rosette virus, disrupts CBs and 
relocates to the nucleolus from CBs, recruiting fibrillarin to assemble cytoplasmic 
infectious viral particles. Nucleolar localization of ORF3 is important for systemic 
infection [40, 41]. Viral proteins like the coat proteins and their read-through fac-
tors of Potato leafroll virus (PLRV) also locate to the nucleolus to interact with 
fibrillin. This interaction is essential for the long-distance transportation of PLRV 
[42]. NIa, a viral protein of Potato virus A, interacts with fibrillarin in the nucleolus 
and CBs. Depleting fibrillarin can cause a decrease in concentrating the virus, sug-
gesting the involvement of fibrillarin during the virus infection [43]. Additionally, 
targeting viral proteins to the nucleolus may also disturb the host defenses as their 
interactions with host proteins like fibrillarin may disrupt the normal function of 
the nucleolus [35]. Many evidences suggested that the nucleolus plays a role in 
response to stresses [6]. In mammalian cells, the nucleolus is related to the p53 
DNA damage pathway. Under normal condition, p53 is at low level because of 
interaction, ubiquitination, nuclear exporting, and degradation involved in an E3 
ligase mouse double minute 2 homolog (MDM2) [6, 44]. p14ARF, predominantly 
located in the nucleolus, can interact and repress the MDM2 activity [45]. When 
oncogenic stress appears, p14ARF is induced, then sequesters and inhibits MDM2, 
causing an increase of p53 level in the nucleus [45–47]. Nucleolar stress like dis-
rupting ribosome biogenesis may cause failure in degradation of p53 because of 
direct association between MDM2 and many ribosomal proteins released from the 
nucleolus, which breaks the repression of MDM2 on p53 [48]. Besides, rDNA may 
be a sensor for DNA damage as the genome size has much correlation with the num-
ber of rDNA repeats [49]. In Arabidopsis, depletion of chromatin assembly factor 
1 (CAF1) causes hypersensitivity to DNA damage and loss of telomeric and rDNA 
copies in successive generations [50]. These data suggest that the nucleolus may be 
a direct stress sensor [9, 35]. Around the nucleolus organizer regions (NORs), there 
exist satellite DNA and silent rDNA repeats [51]. This heterochromatin region is 
highly compact and called perinucleolar region, which may involve in maintaining 
the silence of nonribosomal genomic regions [12].

Cajal Bodies

CBs, also called coiled bodies, are one of the nonnucleolar subcellular bodies, 
which contain many components involved in the assembly, modification, and traf-
ficking of small nuclear RNPs (snRNPs) and snoRNPs [9, 52, 53]. CBs are also 
involved in the 3′ end processing of histone pre-messenger RNA (pre-mRNA) and 
telomerase assembly [9, 54, 55].

During the assembly of spliceosomal snRNPs, spliceosomal snRNAs are trans-
ported to the cytoplasm after nuclear transcription. In the cytoplasm, the survival 
motor neuron (SMN) complexes assemble because of interactions between these 
snRNAs and the core Sm proteins. The newly formed snRNPs are relocated into 
the nucleus and enter CBs for maturation before moving to nuclear speckles or tran-
scription sites [9, 56]. CBs also have roles in spliceosome recycle by increasing the 
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assembly rate through concentrating components required for reactions [53]. Cells 
containing at least one CB assemble the U4/U6 di-snRNP at a rate of about 11-fold 
faster than the cells without CBs [22]. So CBs may act as depots which greatly en-
hance the snRNPs assembly rate [9]. A human disease like spinal muscular atrophy 
(SMA) is caused by the functional deficiency of the SMN1 [57]. SMNs with low 
levels may disrupt the CBs and greatly decrease the activity of snRNP assembly, 
suggesting association between CBs and spliceosomal snRNP assembly [58]. CBs 
also have functions in regulating telomeres [54, 55]. Telomerase RNA (TR) and 
telomerase reverse transcriptase (TERT) compose the telomerase RNP enzyme, 
contributing to the homeostasis of telomere length [59]. WRAP53/TCAB1, a small 
CB-specific RNP (scaRNP) component, recognizes the human TR (hTR) through 
the CAB box in hTR and targets it to CBs, where the telomerase RNP assembles and 
the association between telomerase and telomeres is enhanced [60, 61].

Studies showed that the phosphorylation and dephosphorylation of coilin and 
SMN have functional impacts on the formation of CBs and components recruiting 
[62, 63]. The C-terminal of coilin is hyperphosphorylated in cells that lack CBs, de-
creasing its ability for self-interaction. While in cells with many CBs, hypophosphor-
ylation happens on coilin, promoting its self-interaction ability [63]. The cytoplasmic 
SMN is hyperphosphorylated and able to target proteins to the SMN complex [57]. 
Hypophosphorylated coilin recruits the SMN complex containing snRNPs to CBs, 
then coilin is hyperphosphorylated and disrupts interaction with SMN, which ac-
celerates SMN releasing from CBs and strengthens snRNP–coilin interaction. These 
snRNPs translocated from SMN complexes to CBs will be modified in CBs [9, 62]. 
Phosphatase PPM1G is involved in the dephosphorylation of coilin [62].

In plants, live cell imaging analysis of green fluorescent protein (GFP)-fused 
spliceosomal protein U2B″ (U2B″–GFP) and use of fluorescence recovery after 
photobleaching (FRAP) reveal the dynamics of CBs [64, 65]. Besides, plant cell 
type, developmental stage, and cell cycles may also change the numbers of CBs. In 
G1, there are many CBs in the nucleus, while in late G2, two large CBs are showed 
[66]. Using U2B″–GFP transgenic Arabidopsis for forward genetic screening, mu-
tants with no CB formation ( no CB-1, ncb-1) or smaller CBs ( ncb-2, ncb-3) were 
obtained and the mutated gene was named Atcoilin (At1g13030) based on align-
ment with vertebrate coilin [67]. In Arabidopsis and Drosophila, mutants lacking 
CBs because of deficient coilin show no significant development defects, while in 
zebra fish, the knockdown of coilin leads to loss of CBs and developmental arrest in 
the embryo, which can be rescued by injecting preassembly snRNPs [67–69]. These 
data suggest that the efficiency of biological processes may be decreased without 
CBs as it can concentrate factors essential for snRNPs complex assembly [67–69].

Nuclear Speckles

Most genes in plants and animals require removing introns and fusing exons to 
generate mature mRNAs [70, 71]. During the splicing process, there are two pat-
terns according to whether the splice sites are the same. One is constitutive splicing 
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and the other is alternative splicing. Both two splicing ways are critical for proper 
expression of genes containing introns [28, 71, 72]. Splicing regulators interact with 
numerous spliceosomal proteins and are recruited to the pre-mRNAs to regulate 
splicing process [71].

The splicing of pre-mRNAs coupled with transcription happens in the spliceo-
some, a large complex containing snRNAs and numbers of proteins [73, 74]. In 
Arabidopsis, there exist more than 200 RNA-binding proteins (RBPs). Some belong 
to the snRNPs, while numerous non-snRNP proteins also present in the spliceosome 
to regulate splicing [75]. Among these non-snRNPs, serine-/arginine-rich proteins 
(SR proteins) are widely investigated in animals. In plants, more and more reports 
appear to characterize the plant SR proteins [72, 76, 77].

SR proteins are a family of splicing factors containing RNA recognition motifs 
(RRMs) in the N-terminus and arginine–serine (RS)-rich domains in the C-terminus 
[78, 79]. The RRM motif is involved in recognizing and binding to specific se-
quences in pre-mRNAs and the RS domain is essential for interacting with and 
recruiting other proteins [80, 81]. In addition, signals for subcellular localization 
and shuttling also locate in the RS domain [72, 77, 82, 83]. In either constitutive or 
alternative splicing processes, SR proteins are important regulators both in animals 
and plants. In animals, SR proteins have roles in mRNA transportation, localization, 
and translation. Regulating genome stability and microRNA (miRNA) biogenesis 
also require the participation of SR proteins [84]. Since some SR proteins are plant 
specific, it may suggest some different functions of plant SR proteins [79, 85].

At the cellular level, many splicing factors and snRNPs in mammalian cells are 
targeted to irregular subnuclear domains named nuclear speckles, in addition to 
nucleoplasmic signals or sometimes CBs distribution [28, 86]. SR proteins relocate 
to active transcription sites from the nuclear speckles, suggesting a storage func-
tion of nuclear speckles in spliceosome assembly [11, 28]. Plant SR proteins have 
similar nuclear speckle positions. Interestingly, SR proteins belonging to different 
subfamilies localize to different speckles, indicating that different SR proteins may 
interact with distinct pre-mRNAs or mRNAs to regulate splicing and transportation 
[11, 87]. FRAP and fluorescence loss in photobleaching (FLIP) analysis show that 
the SR proteins rapidly shuttle between speckles and the surrounding environment 
[71, 88, 89]. Fluorescent protein-based methods are used to elucidate the dynam-
ics of components in nuclear speckles, whose morphologies are usually changed 
because of internal or external cues [90]. Inhibiting transcription by drug or heat 
shock or repressing the activities of kinase or phosphatase may cause a decrease 
in nucleoplasmic distribution of plant SR proteins and an increased localization in 
large speckles [91, 92]. In Arabidopsis, depletion of SAD1, a protein similar to Sm-
like snRNPs required for mRNA splicing and exporting, caused hypersensitivity 
to abscisic acid (ABA) and drought stress during seed germination [93]. Mutation 
of transportin-SR (TRN-SR), a member functioning as the nuclear import receptor 
for SR proteins, impaired the nuclear localization of some SR proteins, which leads 
to compromised resistance because of altered splicing patterns of some resistance 
genes, providing an evidence linking splicing and plant immunity [94]. Mutation of 
SR45, a plant-specific SR-related protein, displayed many developmental defects 
and altered response to ABA and glucose [95, 96]. Some splicing regulators like 
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SR proteins also undergo extensive alternative splicing. Abiotic and biotic stress 
may affect the spliced products and induce some other variants to adjust the stress 
[97]. Cold and heat stress may change the splicing patterns of some Arabidopsis SR 
genes, causing alterations on the pre-mRNAs splicing [98]. In animals, the serine 
residues in the RS domain of SR proteins are usually phosphorylated, which has 
much correlation with the subcellular localization of SR proteins and their interac-
tions with other components in splicing [80]. In Arabidopsis, fus3-complementing 
gene 2 ( AFC2), a Clk/Sty protein kinase, has been characterized to phosphorylate 
and interact with many SR proteins. The interactions are modulated by phosphory-
lation [99]. Another kinase PK12, belonging to the tobacco LAMMER type and in-
duced by ethylene, is showed to phosphorylate and interact with SR34, implicating 
a connection between plant hormones and splicing regulation through PK12 kinase 
[100]. High-throughput identification for potential substrates of mitogen-activated 
protein kinases (MAPKs) in Arabidopsis showed that stress-activated MPK6 and 
MPK3 can phosphorylate some SR proteins, providing linking between stress and 
splicing regulation [101]. Together, these data suggest that SR proteins are impor-
tant splicing regulators in response to different environmental cues.

Dicing Bodies

miRNAs are one class of small noncoding regulatory RNAs in eukaryotes con-
taining approximately 21–22 nucleotides, which are first transcribed into primary 
transcripts called primary miRNAs (pri-miRNAs) by RNA polymerase II [102–
104]. The processing of pri-miRNAs into miRNA duplex is different in animals and 
plants. In animals, this process happens at two different places by distinct endonu-
cleolytic enzymes. Converting pri-mRNAs into precursor miRNAs (pre-miRNAs) 
takes place in the nucleus by a complex containing the ribonuclease (RNase) III 
family protein Drosha and its partner Pasha, a double-strand RNA-binding do-
main (dsRBD) protein [105–107]. Then exportin 5 recognizes and transports these 
pre-miRNAs to the cytoplasm, where the miRNA/miRNA* duplex are produced 
from these pre-miRNAs by the RNase III enzyme Dicer and its partner TAR RBP 
2 (TRBP2) [108–111]. While in plants, these two steps take place only in the nu-
cleus by a single plant RNase III enzyme DICER-LIKE1 (DCL1) and its partner 
HYPONASTIC LEAVES1 (HYL1) [112]. Emerging reports have discovered many 
other proteins involved, such as the zinc finger protein SERRATE (SE), the nuclear 
cap-binding protein (CBP) complex, the transcription factor NOT2 and CDC5, the 
phosphatase C-TERMINAL DOMAIN PHOSPHATASE-LIKE 1 (CPL1), and the 
RBPs DAWDLE, TOUGH, and MOS2 [113–123].

As one class of small RNAs, which are ubiquitous modulators involved in plant 
growth and development, miRNAs are reported as essential players responding to 
various plant stress [124–127]. Many stress-response genes are miRNAs targets, 
and the miRNAs levels are also regulated by stress. This kind of small RNAs-
guided regulatory network makes plants better to adjust to different abiotic and 
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biotic stress [128]. CSD1 and CSD2, two Cu–Zn superoxide dismutases involved 
in scavenging superoxide radicals to defense oxidative stress, are reported as targets 
of miR398. Under oxidative stress condition, the CSD1 and CSD2 mRNAs levels 
are accumulated because of downregulation of miR398 transcript, which suppresses 
CSD1 and CSD2 genes under normal conditions [129]. UBC24 or PHO2, an ubiq-
uitin-conjugating enzyme involved in protein turnover in inorganic phosphate (Pi) 
homeostasis, was characterized as a target of miR399. The miR399 transcription is 
downregulated by sufficient Pi and UBC24 is accumulated, which decreased the ex-
pressions of phosphate transporters and components regulating root growth through 
proteasome pathway to prevent excessive absorption of Pi [130, 131]. During sulfur 
homeostasis pathway, miR395 is reported to be involved by targeting adenosine 
triphosphate (ATP) sulfurylases like APS1, APS3, and APS4 [132]. Many miRNAs 
response to aluminum (Al) stress have been identified, such as miR319, miR390, 
and miR393 [133]. Small RNA sequencing analysis revealed that the regulation of 
some miRNAs are stress specific such as miR319c, which is induced by cold but 
not salt, ABA, or dehydration [134]. In addition, some targets of miRNAs encode 
E3 ligases and are regulated by different stress, which provides cues to elucidate 
the mechanisms for plants to respond to stress through proteolysis-guided path-
way [128]. In auxin signaling pathway, some auxin response factors (ARFs) are 
showed as targets of miRNAs. ARF6 and ARF8 are the targets of miR167; ARF10, 
ARF16, and ARF17 are regulated by miR160 [135, 136]. Additionally, miR160 and 
miR167 are reported as important players in drought and ABA response, indicating 
miRNAs and their targets are essential players during the cross talk among various 
environmental cues [137, 138]. Mutants of key regulators in miRNA biogenesis 
pathway like HYL1, DCL1, SE, HEN1, and HASTY displayed ABA-hypersensitive 
phenotypes [139]. Depletion of HYL1 made Arabidopsis more sensitive to ABA 
in germination; the dcl1 and hen1 mutants also exhibited increased sensitivity to 
ABA; loss of functions of SE and HASTY showed enhanced ABA sensitivity [140, 
141]. Increasing evidences have revealed important contributions of components in 
small RNA pathways during the defense of plant immunity [142–148]. Mutations 
of DCL1, HYL1, or HEN1 cause plants impressionable to bacterial pathogen be-
cause of deficient miRNAs [149–151]. In addition, DCL1 and HYL1 are reported to 
participate in producing some endogenous small interfering RNAs (siRNAs) which 
regulate effector-triggered immunity (ETI) mediated by R genes [150, 151].

Live cell imaging analysis of the localization of DCL1 and HYL1 showed that 
DCL1 is concentrated in round bodies and HYL1 displays a similar pattern. The 
DCL1-/HYL1-containing bodies are distinct from CBs as no overlay occurred be-
tween the marker protein Atcoilin of CBs and DCL1/HYL1 [152]. These DCL1-/
HYL1-concentrated bodies are called dicing bodies or D-bodies [104, 153]. In vivo 
tracking of a pri-miRNA indicated that the pri-miRNAs can be recruited to D-bod-
ies [153]. In addition, the two C-terminal dsRBDs of DCL1 have essential roles in 
pri-miRNA binding and protein–protein interactions, respectively. Interestingly, the 
two C-terminal dsRBDs of DCL1 can substitute the functions of HYL1 in D-bodies 
[154–156], supporting a model in which Arabidopsis pri-miRNAs are recruited to 
D-bodies through functionally divergent dsRBDs of microprocessor for accurate 
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processing. As numerous reports showed the close relationships between miRNAs 
and environmental stress, it is of interest to study the potential roles of D-bodies in 
plant stress responses.

Photobodies

Light is an important environmental cue for plant growth and development [157–
159]. In Arabidopsis, there are mainly three classes of photoreceptors to perceive 
different light conditions, including the red- and far-red-absorbing phytochromes 
(phyA–phyE), the UV-A/blue light-sensing receptors like cryptochromes (cry1 and 
cry2), phototropins (phot1 and phot2), and the ZEITLUPE (ZTL)/ FLAVIN-BIND-
ING, KELCH, F-BOX1(FKF1)/LOV KELCH PROTEIN 2 (LKP2) family, and the 
newly characterized UV-B receptor UV RESISTANCE LOCUS 8 (UVR8), which 
regulate almost the whole life of plants [160–168].

After light activation, the phytochromes relocate from cytoplasm to the nucleus 
to form discrete subcellular domains called photobodies [162, 169–175]. Crypto-
chromes and UVR8 are also relocated to these subnuclear foci [176–180]. The size, 
number, and morphology of photobodies are dynamic and regulated by different 
light fluence rates [171, 181, 182]. The morphologies of phytochrome B (phyB) 
NBs are changed under different light conditions; there exist four localization pat-
terns: diffused nuclear location, numerous small bodies, small and large bodies 
coexisting, and only a few large bodies [181]. Large phyB photobodies come up 
with high fluence rate of red light, at which the phyB response is the strongest. 
Moreover, the inhibition of hypocotyl elongation of phyB–GFP transgenic plant 
correlates with the morphology of phyB photobodies. Along with the increasing of 
fluence rate, the phyB photobodies grow larger and the hypocotyls are much shorter 
[171, 181]. FRAP analysis revealed that the phyB signal in photobodies exchanged 
with the nucleoplasmic phyB, which took a few minutes for partial recovery [183]. 
When plants are grown from dark to light condition, phytochromes relocate to pho-
tobodies very quickly [172, 174]. Some can be observed after light exposure for a 
few minutes and then disappear, such as early photobodies like phyA photobodies 
[184]. While some reappear and remain in the light after exposure for 2 h. These 
bodies are late photobodies like phyB photobodies [173, 184].

As light is essential for plant growth and development, many components in 
photobodies have been showed to involve in numerous other pathways regulated 
by different environmental cues like plant hormones, temperature, nitric oxide, and 
many stresses [185–196]. Phytochrome-interacting factors (PIFs), one small subset 
of basic helix-loop-helix (bHLH) transcription factors, act as a cellular hub to inter-
sect different signaling pathways [197–199]. GAI and RGA, two DELLA proteins, 
interact with PIF3 and PIF4 to inhibit their DNA-binding activities [200, 201]. High 
temperature can induce a rapid increase of PIF4 transcript to sense the temperature 
shift [202]. ETHYLENE-INSENSITIVE 3 (EIN3) and EIN3-like 1 (EIN1), two 
downstream activators in the ethylene signaling pathway, activate the expression 
of PIF3 by directly binding to its promoter [203]. LONG HYPOCOTYL 5 (HY5), 
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a major positive regulator in photomorphogenesis, is characterized to be a mas-
ter in connecting multiple plant hormones [189, 194, 204–211]. CONSTITUTIVE 
PHOTOMORPHOGENIC 1 (COP1), an E3 ubiquitin ligase, is a central switch 
in photomorphogenesis [212, 213]. By analyzing the substrates of COP1, proteins 
in other pathways are found such as GATA2 in brassinosteroid pathway and the 
R protein HRT in plant defense, suggesting a broad cross talk between light and 
other signaling pathways [214, 215]. Though it is still not clear about the functions 
of photobodies, some models have been proposed. One is the storage model, in 
which photoactivated phytochromes are sequestrated to balance their levels in the 
nucleoplasm [183, 216, 217]. Another is the degradation model, where turnover 
of proteins takes place, because many components colocalize with the E3 ligase 
COP1 [179, 180, 218–224]. The third is the transcription model. Some transcription 
factors localize in photobodies, so they may bring target genes to photobodies for 
regulation [225]. In addition, photobodies may be sites for phytochrome signaling 
transduction as the morphology is affected by light intensities [181, 226].

Cyclophilin-Containing Bodies

Cyclophilins are an amusing class of proteins having prolyl-peptidyl isomerase ac-
tivity essential for protein folding [227, 228]. In Arabidopsis, some cyclophilins are 
characterized to have an arginine/serine (SR) and serine/proline (SP) dipeptides-
rich domain at the C-terminal essential for protein interactions [11, 71, 229]. Yeast 
two-hybrid assay revealed an interaction between cyclophilins and Arabidopsis SR 
proteins. AtCypRS64 and AtCypRS92 interact with SR proteins such as SCL28, 
SCL30, SRp30, and SRp34. Additionally, they also interact with U1-70K and U11-
35K, two proteins specific to U1 snRNP and U11 snRNP, indicating an involve-
ment of cyclophilins in pre-mRNA processing [230]. AtCyp59, another cyclophilin 
with a peptidyl-prolyl cis/trans isomerase (PPIase) domain, is found to interact 
with SR33 and the C-terminal domain of RNA polymerase II. The RNA binding 
of AtCyp59 inhibits its PPIase activity, suggesting an essential role of AtCyp59 in 
connecting splicing and transcription [231, 232]. Subcellular localization showed 
that AtCypRS64 located in many small NBs distinct from CBs. When co-expressed 
with the interactive SR proteins, AtCypRS64 relocated to the nuclear speckles, sug-
gesting that the cyclophilin-concentrated bodies may be storage sites essential for 
their targeting to nuclear speckles to participate in splicing with SR proteins or other 
specific snRNPs [11, 230].

AKIP1-Containing Bodies

Phytohormone ABA plays important roles in regulating gene expression and ion 
channel activity [233, 234]. Mutants of some RBPs display altered sensitivity to 
ABA, which indicated a correlation between ABA pathway and RNA metabolism 
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[93, 140, 235, 236]. Time course analysis showed that AKIP1, a heterogeneous 
nuclear RNP (hnRNP)-like RBP, was recruited to numerous discrete NBs by ABA 
treatment as ABA can activate a Ca+-independent kinase AAPK, which is essential 
for the phosphorylation of AKIP1 [237, 238]. After phosphorylation, AKIP1 gained 
ability to bind dehydrin mRNAs, which encode a class of proteins to respond to 
stress [237]. Treating with transcriptional inhibitors, ABA-induced relocation of 
AKIP1 to NBs was decreased. These data imply that the phosphorylation of AKIP1 
induced by ABA and transcriptional activation of ABA-response genes are required 
for the formation of AKIP1-concentrated bodies [237]. The precise function of 
AKIP1-containing bodies is not clear, but they may involve in mRNA metabolism 
[11].

Cross Talk Between NBs

Since NBs are nonmembranous complexes with various components exchanging 
among the surrounding environment, it is quite common for NBs to talk with each 
other [11, 12, 18]. Analyzing the proteomic data of Arabidopsis nucleoli, many non-
ribosomal and nonnucleolar proteins were found, including translation factors and 
splicing regulators, suggesting multiple functions of the nucleolus [239]. eIF4A-III, 
a component of the core exon junction complex, was induced to relocate to the 
nucleolus from the nucleoplasm and finally enter nuclear speckles by hypoxia stress 
[240]. RSZ22, one member of plant SR proteins, was showed to have a similar 
redistribution. When ATP is depleted, RSZ22 is located to the nucleolus [90]. As 
amount of snRNPs were characterized in the nucleolar proteome, the nucleolus may 
have roles in producing some specific snRNPs in plants [241]. Additionally, the 
nucleolus can also provide a site responsible for production of some siRNAs which 
involve in silencing transcription, such as miRNAs [242–244]. Though the matu-
ration of most miRNAs usually takes place in D-bodies, where microprocessors 
concentrate, the nucleolus may have functions in miRNAs maturation and possible 
cross talk with D-bodies [9, 35, 104]. In plants, some mRNAs and small regula-
tory RNAs are present in the nucleolus, indicating potential roles of the nucleolus 
in regulating gene expressions [245]. Subcellular localization of CB components 
showed that CBs were close to the nucleolus spatially and changed dynamically in 
the nucleus, usually targeting to the nucleolar periphery or staying in the nucleolus 
[64, 246]. Many components, especially some small nucleolar RNAs, RNA pro-
cessing proteins like dyskerin and fibrillarin, are shared by CBs and the nucleolus, 
suggesting the correlation between these two structures [35].

As CBs play important roles in the assembly and maturation of some spliceo-
somal snRNPs and snoRNPs, nuclear speckles and the nucleolus may have talks 
with CBs during recycle of these components among CBs and the two compart-
ments [53]. Cellularly, the processing of some heterochromatic siRNAs (hc-siRNAs) 
also happened in a special subnuclear domain reminiscent of CBs in addition to 
the nucleolar position [247, 248]. Immunofluorescence assay on the localizations 
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of proteins involved in siRNA or miRNA production showed that some proteins 
concentrated and colocalized in a subcellular domain around the nucleolus, which 
have some overlap with the marker protein of CBs. When CBs are disrupted, the 
proper position of these proteins may be altered, indicating the structural integrity of 
CBs is required [249]. Taking together, CBs may provide sites where some Dicer-
produced RNA precursors are processed and sorted to different pathways [249]. So 
CBs may have some relationship with D-bodies to some extent. Besides, some splic-
ing factors like STA1 and SR45 are reported to take part in the RNA-direct DNA 
methylation (RdDM) pathway, in which many components have colocalization with 
CBs under immunolocalization assay, implicating the connections between nuclear 
speckles and CBs in RdDM pathway [250–252]. In miRNA processing, SE inter-
acts with HYL1 and DCL1 to promote the cleavage and accuracy of pri-miRNAs 
[113–115, 122]. HYL1 and DCL1 concentrate in D-bodies while SE has a small 
overlap with D-bodies [153]. Colocalization between SE and SR33 is observed in 
Arabidopsis [153]. These data suggest that SE may be one of the linkers to con-
nect the splicing and processing of miRNA [253]. In Arabidopsis, AtCBP20 and 
AtCBP80, two components of the nuclear CBPs, interact with SE to participate in 
alternative splicing even though the CBPs and SE are characterized to be involved 
in the biogenesis of miRNAs [115]. Moreover, splicing regulators like SF2/ASF and 
STA1 are showed to involve in miRNA processing [251, 254]. So to find out the di-
rect relationship between nuclear speckles and D-bodies is of great interest. Genetic 
screening showed RRC1, a homolog of the human potential splicing factor SR140, 
is essential to regulate the alternative splicing of some other SR protein genes and 
phyB pathway-related genes through its RS domain and this regulation is phyB de-
pendent, which provides cues to explore the cross talk between nuclear speckles and 
photobodies [255, 256].

The Biogenesis of NBs

Without membrane enveloped, NBs still have abilities to maintain integrate struc-
tures, suggesting a distinct mechanism for their formation and maintenance com-
pared with those cytoplasmic membrane-around organelles [9, 12, 18]. Elucidating 
how these NBs are assembled and maintained in details is of great interest to under-
stand their physiological functions during signaling transduction and their correla-
tions with the environment. In mammalian cells, a bacterial Lac operator/repressor 
(LacO/LacI) tethering system is quite popular to be used to study the assembly of 
NBs [14, 257, 258]. In this system, LacO array is first integrated into the genome, 
then LacI fusion protein tagged by a fluorescent protein is artificially recruited and 
tethered to the LacO position because of specific interactions between LacI/LacO. 
As many reports revealed a significant function of RNA in the biogenesis of NBs, 
there are some modifications about this system [257, 258]. LacI is fused with the 
MS2 coat protein, which derives from the bacteriophage and is able to recognize 
and specifically bind to a RNA stem loop. The RNA specific to a NB is usually 
fused with the MS2 stem loop. This fusion is tethered to LacO repeats through  
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LacI-LacO interaction and specific recognization of MS2 coat protein on the MS2 
stem loop. Then fluorescence in situ hybridization (FISH) is used to visualize this 
kind of RNA fusion [259–261]. Another system for RNA in vivo visualization, 
named λN22 RNA stem-loop binding system, is also built in plant cells [262].

Three models for the assembly of NBs have been proposed based on the interac-
tion network among components in these structures [12, 18]. The first is a stochastic 
assembly model. Each component interacts stochastically and is able to build the 
NBs randomly, equal in the assembly order [12]. Tethering analysis revealed that 
CBs might be assembled in a stochastic pattern. Immobilizing different compo-
nents of CBs to the LacO array was sufficient to recruit most other components 
to the tethered site to assemble a de novo subnuclear structure, which has similar 
size, morphology, composition, and dynamics compared with the endogenous CBs. 
As individual components can initiate newly formed CBs, though with different 
efficiencies, CBs are integrated stochastically [16]. The second is an ordered as-
sembly model proposing that each component participates in the formation of a 
NB in a sequential manner. Tethering system is not suitable for this kind of model 
[12, 18]. The third is a seeding model that a component or subset may be a seed 
initiating the biogenesis of NBs. A protein or RNA related to NBs can act as a seed 
in the assembly process. Histone locus bodies (HLBs) are the sites of components 
involved in histone pre-mRNA 3′ end processing. Artificially immobilizing H2b-
MS2 transcripts to the LacO position, newly formed HLBs can be detected there as 
NPAT and FLASH, two essential markers of HLBs involved in production of his-
tone genes, were successfully recruited to the tethered site, indicating a seeding role 
of histone pre-mRNA in initiation of HLBs assembly [14]. Similarly, tethering the 
noncoding human satellite (sat) III-MS2 transcripts to the LacO array results in de 
novo formation of nuclear stress bodies (nSBs), where components like heat-shock 
transcription factors HSF1, SAF-B, and splicing factor SF2/ASF can be detected, 
implying sat III may act as scaffold to seed the nSBs formation [14]. The immobili-
zation of MS2-fused NEAT1, a noncoding RNA (ncRNA) present in paraspeckles, 
on the LacO array leads to new formation of paraspeckles in which many marker 
proteins such as PSP1, PSF, and NONO concentrated, suggesting that the nascent 
NEAT1 transcript plays a seed role to assemble paraspeckles [264]. In addition, 
immobilizing β-globin–MS2 to the LacO repeats promotes a fusion towards the 
existing nuclear speckles or production of newly formed speckles. As well, teth-
ering SC35 can also trigger concentration of speckles, indicating that the spliced 
RNA polymerase II transcript has scaffold function for recruiting splicing factors to 
contribute speckles formation [14]. Except for the seeding function of RNAs in the 
biogenesis of NBs, proteins can also initiate the formation process. Inactivation of 
tumor-suppressor protein PML, a marker protein of the PML-NBs, causes failure 
of PML-NBs assembly, while the upregulation of PML by viral infection or senes-
cence triggers an increase on the size and number of PML-NBs, implying PML acts 
as a seed to initiate PML-NBs formation [265, 266]. Recently, a two-step hybrid 
assembly model for NB biogenesis was put forward. A seeding component like 
specific protein or RNA initiates the formation process, which is not random but in-
duced by a cellular activity like transcription. Then other components are recruited 
to complete the assembly of NBs randomly or in a self-organization way [267].



433  Nuclear Bodies and Responses to the Environments

As LacI/LacO tethering system is not used in plants easily, methods applied 
to elucidate the assembly mechanisms of plant NBs are quite limited. Based on a 
genetic forward screening, increasing components essential for plants NBs have 
been characterized. The no CB 1 ( ncb-1) mutant from screening of U2B″–GFP 
transgenic plants revealed depletion of Atcoilin, a homolog of the vertebrate coilin 
gene, leading to loss of CBs. While overexpressing Atcoilin in the ncb-1 back-
ground, it successfully restored CBs, where U2B″ was concentrated and the size 
was larger than that in wild type, suggesting that Atcoilin is required for the forma-
tion of CBs and its expression has much correlation with the morphology of CBs 
[67]. Genetic screening of phyB mislocalization mutants in phyB–GFP transgenic 
lines, one mutant with smaller or nonphotobodies was obtained, named hmr mutant, 
which provides genetic evidence showing the function of photobodies in regulating 
protein turnover [268, 269]. Dcl1-9, a mutant with a T-DNA insertion on the second 
dsRBD of DCL1, displayed many severe defects in the miRNA biogenesis pathway 
[152, 270]. Live cell imaging showed that dcl1-9 failed to target to D-bodies but 
was retained diffusely in the nucleoplasm, suggesting the second dsRBD of DCL1 
is required for its location to D-bodies [104, 153, 154]. The N-terminal dsRBDs 
of HYL1 are also reported to have roles in pre-miRNAs processing and entering 
to D-bodies [156]. These data indicate that the dsRBDs of microprocessors may 
have major function in the formation of D-bodies. As for the assembly of nuclear 
speckles, it is well characterized in mammalian cells, the biogenesis of plant nuclear 
speckles is still not clear [14, 71]. For photobody biogenesis, a nucleolus-tethering 
system (NoTS) has been proposed and revealed that components of photobodies 
tethered to nucleolus have the capacity to form body-like structures at the periphery 
of nucleolus, which contained other components of photobodies, suggesting a self-
organization model for the assembly of photobodies [263].

Conclusion and Future Perspectives

Increasing evidences provide broad insights on the nuclear integrity, nuclear com-
partments biogenesis, and functions, which contribute great significance to under-
stand the nuclear activities both from cellular and molecular levels. NBs are one 
class of prominent subnuclear structures in the nucleus, assembling in a stochastic 
fashion or initiated by a seeding component like a protein or RNA related to the bod-
ies. A majority of regulatory complexes locate in NBs to efficiently control the gene 
expressions. Elucidating the mechanisms of interaction network, dynamic exchange 
of components in NBs and the maintenance and biogenesis of these structures will 
be essential to understand their precise functions during growth and development 
and the potential correlations with the surrounding environment.

More and more plant NBs have been discovered, and they may be reaction, stor-
age, modification, or degradation sites for the components to cooperate with each 
other to efficiently regulate internal or external signaling pathways, leading to a bet-
ter growth and development for plants. Though accumulating components in plant 
NBs are identified, the assembly mechanisms are poorly understood because of 
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limitation of the methods. Strategies specific to plants are required to be proposed 
to elucidate the biogenesis mechanisms and their precise functions. Genetic ap-
proaches, cellular biology, biochemistry, as well as proteomics need to be combined 
together to solve this problem in the future. As components in NBs exchanged dy-
namically and rapidly with the surrounding environment, it is sure that these struc-
tures exist much cross talk during signaling transduction. Future work on exploring 
the nodes coupling different pathways through these bodies will be of great interest. 
In addition, the morphology of NBs is usually regulated by different internal or 
external cues, and to find out how the cells use these signals to build up a regulatory 
network in NBs to adjust to the change of environmental cues is also essential for 
us to explain the functions of NBs in the future.
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Historical Landmarks Along the History of Three-
Dimensional (3D) Organization of the Interphase Nucleus

The eukaryotic cell nucleus is one of the best known but probably the least under-
stood of cellular organelles. As highlighted by Raices and D’Angelo [1], the term 
nucleus (from Latin nucleus or nuculeus, meaning kernel) was first used by Robert 
Brown to describe an opaque spot with a round or oval shape that was present in all 
plant cells. The term chromosome comes from the Greek words khroma, meaning 
colour, and soma meaning body and was first coined by Waldeyer-Hartz [2]. The 
first observations of chromosomes were made in the second half of the nineteenth 
century, mainly thanks to the use of conventional DNA-staining techniques using 
various dyes. Until the late 1960s, these observations were restricted to plant chro-
mosomes during mitotic and meiotic divisions [3]. Animal cytogenetics only be-
came established later on after solving specific experimental problems related to the 
maintenance of cell cultures and the use of cytoskeleton drugs to obtain metaphase 
plates. The interphase nucleus remained a mystery for a long time, although the use 
of conventional microscopy and specific dyes started to enable the identification of 
distinct chromatin domains based on the labelling intensity; the euchromatin frac-
tion and the nucleoli were weakly labelled, while the heterochromatin regions had 
characteristically high staining intensity [4].

The Origin of the Concept of Interphase Chromosome Territories

The structure and functional organization of the nucleus has been the subject of 
much debate, much of it centred on questions such as: To what extent is the nucleus 
organized? Do chromosomes occupy specific nuclear territories and are they mu-
tually exclusive or interwoven? Do chromosomes have a random or non-random 
distribution in the nucleus? What are the rules underlying chromatin organization 
and at what levels can the organization be plastic and changeable?

The work of Carl Rabl [5] contributed decisively to the understanding of nuclear 
organization. Based on observations of mitotic cells from Salamandra maculata, 
Rabl [5] was able to predict the existence of chromosome territories (CTs) in the 
interphase nucleus even without being able to actually see them. Rabl’s crucial pre-
diction was that the arrangement of anaphase chromosomes would persist during 
interphase. At that time, the terms centromeres and telomeres had not yet emerged, 
but Rabl [5] proposed that the chromosomal regions connected to the spindle would 
be clustered at one side of the nucleus while the terminal regions of chromosomes 
would be positioned at the opposite poles of the interphase nucleus. This configura-
tion of chromosomes during interphase was later termed the “Rabl configuration”. 
Boveri [6] refined the concept of CTs by postulating that each chromosome would 
occupy specific domains within the interphase nucleus, maintaining its identity and 
integrity without intermingling with other chromosomes. Nevertheless, there was a 
period between the 1950s and the 1970s in which the existence of CTs was ques-
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tioned, mainly due to the failure of electron microscopy to detect them [7]. As a 
consequence, during the 1970s and 1980s, the interphase nucleus was mainly seen 
as a poorly organized organelle containing intermingling chromatin fibres, often 
described by the analogy of “spaghetti in a bowl”. Only later was the hypothesis 
of Boveri [6] experimentally validated by Cremer et al. [8]. Their experiment con-
sisted of irradiating defined regions of the interphase nucleus of mammalian cells 
with a laser–UV microbeam; it was then found that only a few chromosomes of the 
subsequent mitosis sustained highly localized damage due to the irradiation [8]. 
The interpretation of these results favoured a model in which chromosomes occupy 
specific non-overlapping domains or territories rather than a random model. This 
work was absolutely essential to the foundation of the new research area of inter-
phase cytogenetics in which a major goal was the in situ visualization of CTs. This 
was achieved by the development of the in situ hybridization (ISH) technique with 
specific DNA probes together with important improvements on microscope resolu-
tion. Initially, ISH was based on using radiolabeled probes [9] and only later, in the 
1980s, did fluorescence in situ hybridization (FISH) emerge as a technique for DNA 
or RNA detection using fluorescent tags. Furthermore, fluorescence microscopy 
was developed to detect and visualize in situ specific DNA or RNA sequences in 
squashed nuclei or in tissue sections. FISH was first applied in mammalian inter-
phase nuclei to visualize individual interphase chromosomes, giving rise to the term 
“chromosome painting” [10, 11]. In summary, the observation that chromosomes, 
in both animal and plant cell interphase nuclei, occupy distinct territories was made 
possible by the emergence of ISH techniques. These observations represented the 
unequivocal confirmation of Rabl’s and Boveri’s hypotheses that chromosomes oc-
cupy distinct CTs, rather than being diffusely dispersed in the interphase nucleus as 
reviewed by Cremer et al. [12, 13], Cremer and Cremer [14–16] and Meaburn and 
Misteli [17]. It should be emphasised that in plants the observation of chromosome 
territorial organization was not straightforward mainly due to the inefficient block-
ing of dispersed repeats and insufficient signal intensity of short unique sequences 
[18]. The history of nuclear organization in plants is addressed later in this chapter.

Models for the Organization of Chromosome Territories

Shortly after the discovery that chromosomes occupy distinct territories in the inter-
phase nucleus, it was realized that interphase chromosome organization was more 
complex than revealed by in situ chromosome paints, and that it was difficult to 
understand mechanistically the chromosome architecture during the interphase. 
The question of whether different CTs are completely separated or instead could 
intermingle with each other was addressed by Visser and Aten [19], who analysed 
the boundary areas of individual interphase chromosomes with a sensitive method 
based on in vivo replication labelling by DNA incorporation of two different thy-
midine analogues during S-phase of cultured Chinese hamster fibroblasts. Differ-
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ently DNA labelled cells were fused and the analysis of resulting interphase nuclei 
by immunocytochemistry and confocal imaging revealed a very irregular shape of 
chromosomes with fibre-like structures penetrating into other chromosomes [19]. 
The visualization of CTs and sub-chromosomal domains by electron microscopy 
showed the chromosome domains as local regions of mostly condensed chromatin 
with chromatin of adjacent chromosomes contacting in limited regions, implying 
chromosome–chromosome interactions [20].

Some models were proposed to explain the chromosome organization in the in-
terphase nucleus [12, 14, 15]. The ICD “interchromosome domain” proposed by 
Cremer et al. [12] presupposes that CTs are separated by a three-dimensional inter-
chromosomal compartment rich in transcriptional machinery. The IC “interchroma-
tin domain” is in agreement with the previous ICD model but suggests the existence 
of loops at the periphery of CTs for enabling contact with the transcriptional ma-
chinery. Initially, it was thought that active genes would concentrate at the surface 
of the CTs to facilitate accessibility to the transcriptional machinery, while the in-
active genes would localize in the interior of CTs. However, in wheat interphase 
meristematic nuclei, the simultaneous visualization of CTs and transcription sites 
by detection of nascent RNA by bromouridine triphosphate (BrUTP) incorporation 
showed the presence of active transcription sites even inside CTs, rather than ex-
clusively at their surface [21]. CTs are viewed as having a high permeability to pro-
teins, with an interchromatin compartment meandering into and folding through the 
territories [22]. Additionally, it has been shown that chromatin fibres from the CTs 
periphery are intermingled in interphase nuclei [23]. Such an organization would 
allow some gene loci to loop out resulting in intermingling of different CTs. Ac-
cordingly, genes can be anywhere within a chromosome territory independently of 
their transcriptional state, and genes located in the interior of CTs may also become 
accessible to the transcription machinery through DNA-free channels [15].

The Concept of Chromatin Loops

Chromatin loops may allow the closer contact of distal genomic regions with im-
plications on regulation of gene transcription. This view is based on the “transcrip-
tion factories” model in which transcription takes place at specific nuclear sites, 
termed transcription factories, to which different genes are recruited to be tran-
scribed [24–26]. This would explain why in BrUTP transcription labelling experi-
ments fewer transcription foci than transcribed genes are seen [27, 28]. However, 
the mechanisms for bringing specific loci together remain an open question. The 
relocation of genes in the interphase nucleus has been extensively associated with 
specific transcription states [29–31]. For example, in Drosophila, the insertion of a 
heterochromatin block at the brown locus caused the recruitment of the gene (and 
its unaltered allele) to the centromeric heterochromatin in the interphase nucleus 
[32]. In mammals, silenced genes can be recruited close to ikaros proteins and cen-
tromeric heterochromatin while active genes are not [33, 34]. Francastel et al. [35] 
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showed that a functional transcriptional enhancer is able to suppress transgene si-
lencing by preventing its localization at centromeric heterochromatin and instead 
the transgene was recruited into an active nuclear compartment. Furthermore, mu-
tations in the enhancer led to increased transgene silencing which was associated 
with transgene co-localization with the centromeric heterochromatin [35]. Possibly, 
transcriptional activators or enhancer-associated factors (e.g. histone acetyltrans-
ferases) may disrupt interactions between transgene and heterochromatin proteins 
leaving the transgene free to move away from the centromeric compartment into 
an active nuclear compartment [35]. Changes in chromatin structure at HoxB gene 
cluster also lead to re-localisation of chromatin loops away from their chromosome 
territory. In this case, extensive chromatin decondensation and nuclear reorganiza-
tion of the HoxB cluster were correlated with transcription induction associated 
with cell differentiation [36, 37]. The looping-out of the activated HoxB gene lo-
cus shows increased interchromosomal interactions, as compared with the inac-
tive locus, which interacts preferentially with other loci on the same chromosome 
[38]. 3C techniques can provide new insights into physical chromatin interactions 
in vivo [39–41]. For example, Osborne and colleagues [42] used a combination 
of 3D FISH, immunofluorescence and chromosome conformation capture (3C) to 
assess the spatial organization for several genes in a mouse chromosome and were 
able to show that upon transcription physically distant genes co-localize to the same 
transcription factory, whereas identical, temporarily non-transcribed alleles do not. 
These authors determined the percentage of co-localization of the RNA-FISH and 
the corresponding DNA signals, as well as the co-localization of widely separated 
genes when these genes were being transcribed, and concluded that co-localization 
of genes was transcription dependent. Also, using a modification of 3C method 
and FISH, Ling et al. [43] detected the co-localization of distinct DNA segments 
located on distinct chromosomes. For a long time, it was assumed that chromatin 
loops would be always linked to chromatin decondensation. However, this correla-
tion may not be so straightforward, since even when chromatin is more condensed, 
genes can be activated; the opposite may also occur. Indeed, the analysis of gene 
density distribution and activity in distinct chromatin fractions showed a correlation 
between chromatin structure and gene density, but was independent of the status of 
gene activity [44]. Open chromatin fibres correlate with highest gene density, but 
not with expression levels of those genes, whereas compact chromatin fibres gener-
ally have a low gene density, but can also contain active genes [44]. Moreover, in 
the Hoxd locus, decondensed alleles can be found within the CTs and, conversely, 
looped-out gene loci can still be condensed [45].

The dynamics of chromatin loops has also been addressed in plants but is ham-
pered by the difficulty of visualization by FISH of small, single-copy DNA se-
quences in plants, mainly due to the large proportion of non-target repeat sequences. 
Thus, transgenic plants with multiple insertion copies are good tools to study chro-
matin dynamics within interphase nuclei [46]. Abranches et  al. [47] used wheat 
transgenic lines containing multiple transgene integration sites to determine the pre-
cise location of the transgenes within the interphase nucleus since it is during this 
stage that trans(gene) expression mainly occurs. First, the transgenes in different 
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transgenic lines were mapped on metaphase chromosomes to their various single 
and multiple chromosomal locations, in one line even on opposite arms of the chro-
mosome. However, during interphase, these copies were brought together and often 
were seen as a single labelled focus [47]. Additional studies on these wheat trans-
genic lines showed that the transgenes were all transcriptionally silenced to some 
extent [48]. The silencing could be reduced and the transcription level increased 
by treatment with 5-azacytidine (5-AC), which reduces cytosine methylation, or 
with trichostatin-A (TSA), which inhibits histone deacetylases and thus increases 
histone acetylation levels, associated with transcriptional activation. These induced 
changes in epigenetic modifications were associated with separation of the trans-
gene copies, which were then visualized as a string of dots [48]. This result raises 
the question of what causes the co-localization of transgenes; is it because of their 
recruitment to a common transcription factory as the transcription factory model 
predicts, or, on the contrary, is it a consequence of transcriptional silencing? Mes-
senger RNA can be observed by FISH using antisense RNA as a probe, providing 
information on gene expression. Wegel and colleagues [49] used wheat transgenic 
lines, carrying multiple copies of the high molecular weight glutenin genes under 
the control of their native promoters, to examine in more detail the changes oc-
curring on chromatin organization in relation to transcriptional activation in the 
endosperm. This was assessed by double ISH with DNA and RNA probes followed 
by confocal imaging which allowed the simultaneous visualization of genes and 
corresponding transcripts. In tissues where the transcription is silenced, such as 
root tissue or at earlier stages in endosperm development, in a line carrying about 
20 copies of the transgene in a single tandem array, the transgenes were condensed 
into a single large focus. Upon transcription initiation, which only occurs in the 
endosperm from eight days after anthesis until the end of grain filling, it was pos-
sible to detect large-scale chromatin reorganization and decondensation into many 
foci [49]. In another study using mRNA and DNA ISH techniques, this time for 
endogenous genes, showed that in bristle oat ( Avena strigosa) the activation of the 
avenacin gene cluster is accompanied by chromatin decondensation. Specifically, 
the Sad1 and Sad2 genes moved apart from approximately 0.45 to 0.90 μm on tran-
scriptional activation. Labelling each end of the Sad1 gene with a different colour 
showed that the Sad1 gene itself decondensed on activation [50].

Organization of Interphase Nucleus in Plants

In this section, our current knowledge of nuclear organization in plants is described 
with particular emphasis on the cereals rice and wheat, since their large nuclei are 
easy to visualize by microscopy and moreover wheat tolerates well the introgres-
sion of alien chromosomes. These features have provided good tools to study the 
organization of interphase chromatin while deepening our knowledge on economi-
cally important crops. In fact, wheat is the most widely grown crop in the world and 
provides 20 % of the daily protein and food calories for 4.5 billion people. It is also 
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the second most important food crop in the developing world after rice [51]. Rice 
is particularly important in terms of nutrition and calorie intake, especially in Asia, 
where it is the primary food source for over 70 % of the population [52]. Rice is 
considered a model for the cereal crop plants due to specific genome features such 
as a moderately small genome size (≈ 430 Mbp), and a high-quality reference ge-
nome sequence. Importantly, T-DNA insertion mutant collections in genes involved 
in chromatin remodelling and ordered BAC libraries are available [53, 54]. In ad-
dition, rice has substantial synteny with other cereal crops such as maize, sorghum 
and wheat [55], allowing the results of studies on this model to be more readily 
adapted to the remaining cereal crops. A better knowledge of the 3D organization 
of crop genomes in the interphase nucleus may provide some clues about functional 
mechanisms underlying the regulation of gene expression.

In plants, the painting of CTs by chromosome ISH turned out to be particu-
larly difficult mainly due to the high level of dispersed repetitive sequences, which 
hampers the generation of chromosome probes with sufficient specificity [18, 56]. 
These types of chromosome paints may never be feasible for large complex plant 
genomes such as wheat, although they have been achieved for Arabidopsis (see 
below). Interspecific and intergeneric hybrids, e.g. wheat/rye translocation or ad-
dition lines, in combination with genomic in situ hybridization (GISH), have been 
an important tool for studying the structure of chromosomes in plant interphase 
nuclei. These studies unequivocally demonstrated for the first time the existence 
of CTs during interphase in plant cell nuclei [57, 58]. In GISH, a total genomic 
probe is used to label the alien chromosomes or chromosome arms in lines hybrids 
of species such as wheat containing added or substituted chromosomes or chromo-
some arms from other closely related species [58–60, 21]. Although GISH is an 
ingenious methodology to visualize interphase chromosomes, it should be remem-
bered that it does not generate a “true chromosome painting” since what is labelled 
refers to introgressed chromatin, which in principle may behave differently from 
the native chromosomes. The majority of studies of interphase nuclei have been 
performed on squashed preparations in which the three-dimensional organization is 
lost. However, more faithful protocols have been developed to apply FISH in three-
dimensionally (3D) preserved plant tissue sections derived from intact plant struc-
tures such as roots or florets [61–63]. These methods are based on the combination 
of vibratome sectioning with confocal microscopy and allow the visualization of 
intact and well-preserved 3D nuclei. GISH coupled with confocal microscopy in 
wheat/rye addition and/or translocation lines showed that interphase chromosomes 
appeared as elongated domains stretched across the diameter of the nucleus with 
both arms of each chromosome physically close together (Fig. 4.1). Additionally, in 
wheat, the centromeres and telomeres were shown to be located at opposite poles of 
the nucleus, displaying a typical Rabl configuration (Fig. 4.2c).

In rice, a “true” chromosome painting during interphase has not yet fully suc-
ceeded and thus the detailed interphase chromosome territorial organization is still 
unknown. However, chromosome-specific BAC-FISH, centromeric, telomeric and 
ribosomal probes have been used to investigate chromosomal arrangement in rice 
interphase nuclei [64–66]. In most cells of diploid rice, the telomeres and centro-
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Fig. 4.1   Wheat root longitudinal tissue section (approximately 30 µm thick) labeled with DAPI 
is shown in (a). GISH applied on root tissue sections of wheat disomic addition lines (CS + 5R5R, 
CS + 1R1R) and a wheat translocation line (1Al/1RS) enabled the visualization of rye chromo-
somes in interphase nuclei (b–d). Single pairs of 5R chromosomes are shown in (b), 1R chromo-
some pairs in (c) and short arms of 1R chromosomes (1RS) in (d). Interphase chromosome arms 
are generally seen close to each other and not distinguishable but in some cases the long (e.g. 5Rl) 
and the short arm (e.g. 5RS) can be assigned (b, arrows). In the 1R chromosome, the nucleolar 
organiser region ( NOR) is assigned (c, d, arrows). Projections of individual confocal sections 
taken with an interval of 1 µm are shown. Bar = 10 µm. GISH genomic in situ hybridization

 

Fig. 4.2   Fluorescence in situ hybridization in wheat interphase nuclei with probes to centromeres 
( green) and telomeres ( red). Centromeres are labelled in interphase nuclei of wheat root sections 
(a) and of anther sections (40 µm thick) at an early premeiotic stage (b). In both cell types, the 
centromeres are clustered and regularly arranged at the nuclear membrane (a, b). The Rabl con-
figuration, with the centromeres clustered on one side of the nuclear periphery and the telomeres 
somewhat more dispersed on the other side of the nuclear periphery, is shown in interphase nuclei 
of a wheat root section (c). A common (alternating) polarity is often maintained through the lines 
of cells as seen in (c). Projections of confocal optical sections are shown (focal distance between 
original sections = 1 µm). Bar = 10 µm
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meres are dispersed around the nuclear periphery (Fig. 4.3c) rather than showing 
a Rabl configuration [64, 65]. Nevertheless, in some cells, such as endoreplicated 
xylem–vessel precursor cells and premeiotic anther cells, a Rabl configuration of 
chromosomes is displayed with the centromeres and telomeres at opposite poles of 
the nucleus [64, 65]. These observations emphasize the plastic nature of the CTs 
organization in relation to cell development and differentiation.

Fig. 4.3   5-AC effects on chromatin organization in interphase nuclei of rice and wheat root sec-
tions. In rice, the organization of rDNA chromatin (a, b) and of centromeres (c, d) after seedlings 
germination in water (a, c) or in 5-AC drug (b, d) is shown. In rice interphase nuclei, the rDNA 
chromatin is organized as two hetrochromatic knobs (a) which clearly decondense upon induced 
DNA hypomethylation (b). Centromeres in rice (c) are circularly distributed at the nucleus periph-
ery illustrating the absence of Rabl configuration of chromosomes in these root meristematic cells; 
however, the 5-AC drug was able to modulate the interphase position of rice centromeres namely 
by inducing its polarization (d). In a wheat addition line, the 1R rye chromosome pair is shown 
in interphase nuclei after seedlings germination in water being seen as domains extending across 
the nucleus (e, red). After 5-AC germination, the interphase rye chromosomes show an irregular 
appearance and the two arms of a single chromosome do not remain alongside one another and 
follow a meandering path across the nucleus (f, red). In (e), the rRNA genes from rye origin and 
wheat origin are indicated with white and yellow arrows, respectively. The 1R rye chromosome 
pair can be in close association to the nucleolus and two rDNA chromatin knobs of uncertain 
origin can be seen (e, two sided white and yellow arrows). The rDNA chromatin of rye origin 
rye appears as a condensed region on each rye homologue (e, white arrows) but after 5-AC, the 
rDNA chromatin organization appears more diffuse with less evident knobs of heterochromatin 
presumably due to knob decondensation (f). Root meristematic cells were imaged and consecutive 
individual confocal sections were recorded with a section spacing of 1 µm being shown in the 3D 
projections. Bar = 10 µm
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So far, Arabidopsis thaliana and its close relative A. lyrata are the only plants 
where “true” chromosome painting, using chromosome-specific probe sets, has 
been performed [67–69]. The fact that the Arabidopsis model plant has a small 
genome size with a low level of repeated sequences, about 10–12 %, was crucial to 
successfully visualize interphase chromosomes. The strategy consisted of using a 
series of contiguous BACs (bacterial artificial chromosomes) as FISH DNA probes 
and showed that in this species the Rabl configuration is not present and telomeres 
are clustered around nucleolus while the chromocentres, which consist of single or 
associated groups of centromeres are located at the nuclear periphery [69, 70]. The 
localization of centromeres at the nuclear periphery was also confirmed in different 
cell types by in situ visualization, 3D restoration, and quantitative analysis [68]. A 
model for Arabidopsis chromosomes has been proposed in which chromatin loops 
(0.2–2  Mb in length) emanate from the chromocenters, generating a rosette-like 
structure of Arabidopsis CTs [69, 71]. Exhaustive labelling of multiple CTs with 
specific paints in Arabidopsis has failed to show any preferred order of the chromo-
somes. The only exceptions are the chromosomes carrying the nucleolar organizing 
regions (NORs), which contain tandemly arranged copies of rRNA genes [68, 72], 
and which are frequently seen close to each other, presumably because they are both 
attached to the nucleolus via the decondensed NORs.

The Puzzle of the Rabl Configuration

The diversity of chromosome arrangements in plant interphase nuclei illustrates the 
difficulty in finding a universal rule or a mechanistic explanation for the specific 
arrangement of chromosomes in the interphase nucleus. The integration of multiple 
factors such as genome and chromosome sizes, chromosome interactions with the 
nuclear envelope, flexibility and organization of the CTs, distribution of hetero-
chromatin and epigenetic factors may all have a role in determining whether the 
anaphase chromosome arrangement is preserved in interphase nuclei as the Rabl 
arrangement.

The Effect of Genome and Chromosome Size

How chromosomes are arranged within plant interphase nuclei has been studied in 
a variety of cell types and plant species. Genome and nuclear sizes are correlated 
for plants as well as for other organisms; plants with large genomes have larger 
nuclei while plants with small genomes have smaller nuclei. The size of the nucleus 
has also been suggested to be a factor in the chromosome arrangement although 
it has been difficult to ascertain what is the cause or the consequence. The Rabl 
arrangement of chromosomes in interphase nuclei is found in some plant species 
with large genomes, e.g. in wheat and barley [73]. However, maize and sorghum 
are also considered large genomes but there is no evidence for the presence of Rabl 
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configuration in these plants [73]. On the other hand, small genomes can show a 
wide range of chromosome arrangements in interphase nuclei. For example, in rice, 
Rabl and non-Rabl configurations can be present depending on the cell type [64, 
65]. In Arabidopsis, the interphase chromosomes do not display a Rabl configura-
tion but exhibit a strikingly different type of chromatin arrangement as described 
above [69]. In other organisms also considered as having a small genome size, like 
the yeasts, Schizosaccharomyces pombe and Saccharomyces cerevisaea Rabl-type 
chromosome arrangement is observed [74–76]. In contrast, mammal cells have not 
so far shown any evidence for a Rabl arrangement of chromosomes [77–81]. Based 
on the examples above, it is certain that neither the genome organization nor the 
relative genome size or various chromosome lengths, per se, can determine the type 
of chromosome arrangement adopted at interphase. The Rabl configuration may 
function as a way to ensure a certain level of order and integrity along chromosomal 
organization which may be particularly relevant for large genomes. For example, 
Manders et al. [82] by imaging heterochromatin foci of muntjac cell lines ( Muntia-
cus muntjak) did not detect significant reorganization of CTs upon the transition 
from interphase (G2) to metaphase chromosomes. Also, in wheat, chromosomes are 
rich in heterochromatic regions dispersed along chromosomes, and at specific chro-
mosomal regions chromosome decondensation can occur; in this way, a large reor-
ganization of chromosomes during progression from anaphase to interphase may 
not be required. Contrastingly, in Arabidopsis, the heterochromatin is predominant-
ly located around the centromeres, and the remaining parts of the chromosomes may 
have greater freedom to adopt a different conformation on entry into interphase. A 
plausible point of view is to consider the preservation of the anaphase arrangement 
to give the Rabl configuration as the default. The question then is why some spe-
cies or cell types lose the Rabl configuration during interphase. The stabilization 
of chromosome configuration in interphase may rely on specific anchorage points 
of telomeres and centromeres to some components of the nuclear envelope [83]. 
However, the nature of these putative interactions or their functional significance is 
not known. The nuclear lamins have been proposed to be involved in maintaining 
the Rabl configuration because of their ability to bind DNA, chromosomes, and his-
tones in vitro [84]. In mice and Drosophila melanogaster, the loss of a nuclear lamin 
causes chromatin to detach from the nuclear envelope [84]. The linkage of telomeric 
regions to nuclear membrane may be necessary to maintain the Rabl configuration. 
It has been shown that in these chromosome regions, the nucleosomes are more 
closely spaced than in the rest of the genome suggesting an increased number of his-
tone–lamin interactions which can strengthen the attachment of telomeres [85, 86]. 
However, it is still an open question whether similar structures to nuclear lamins 
exist in plant cells. As the interphase nucleus is a dynamic structure that physically 
interacts with the cytoskeleton, it may be expected that cytoskeleton components 
play a role in the 3D arrangement of interphase chromosomes [87, 88]. Living cells 
stabilize their internal cytoskeleton and control their shape and molecular mecha-
nisms using an architectural system known as tensegrity [89]. The cytoskeleton uses 
this tensegrity architecture, behaving like a mechanical network that maintains cell 
shape in association with nuclear structure and function [90].
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The Effect of Cell Type

The arrangement of chromosomes in the interphase nucleus is in some cases related 
to changes in ploidy level. For example, in rice root tissue, the typical Rabl con-
figuration, with polarization of centromeres and telomeres, is present in the endo-
reduplicated xylem vessel cells but not in the surrounding root meristematic cells, 
showing the plastic nature of interphase chromosome arrangement [64, 65]. In the 
endoreduplicated nuclei of rice xylem vessel cells, the final mitotic cell division 
is followed by a further round of replication, before the chromosomes adopt an 
interphase configuration. This process possibly generates novel centromere inter-
actions favouring the anaphase chromosome configuration. The relation between 
interphase chromatin organization, cell type specificity and endoreduplication was 
also investigated in Arabidopsis, where the organization of endoreduplicated sister 
centromeres is clearly different between the larger leaves and root epidermal cells 
[68, 72]. The fact that leaves and roots have distinct biological functions may have 
a role in the organization of interphase chromatin.

Response to Transcriptional Requirements, Epigenetic 
Modulators, and Environmental Stresses

Epigenetic factors are likely to produce alterations in chromosome structure. GISH 
labelling of CTs after treatment with 5-azacytidine (5-AC, inducing DNA hypo-
methylation) and trichostatin A (TSA, increasing histone acetylation) has indeed 
shown changes in interphase CT structure in wheat–rye addition or translocation 
lines. Following drug treatment, the rye chromosomes or chromosome arms were 
seen as a series of strongly labelled heterochromatic regions separated by gaps, 
rather than the smooth, continuous structure normally seen (Fig.  4.3f). The two 
arms of a single chromosome could be seen to take a meandering path across the 
nucleus, and generally did not remain alongside one another [48]. This result is con-
sistent with a chromosome organization containing large stretches of heterochro-
matin interspersed with gene-rich islands that may decondense [91]. Nevertheless, 
the Rabl configuration was not disrupted by the treatments with drugs, suggesting 
strong interactions or specific associations between the centromeric and telomeric 
regions and the nuclear envelope, which are not directly affected by DNA methyla-
tion or histone acetylation levels [48]. In contrast, in rice root-tip meristematic cells, 
DNA hypomethylation induced by 5-AC induced a Rabl configuration in root-tip 
meristematic nuclei (in which this arrangement is not normally present; Fig. 4.3d). 
This illustrates that chromosome structure can be altered by epigenetic factors.

Challenging environments may affect the large-scale organization of plant ge-
nomes including effects on repetitive DNA, chromatin structure and nuclear organi-
zation [92–95]. McClintock (1984) predicted that stress may cause large-scale ge-
nomic changes, including transposon activation and other structural modifications 
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of the chromosomes [96]. Stress- induced genomic responses have indeed been 
shown, including transposon activation, transposition and restructuring or rear-
rangement of chromosomes [97–99]. A hypothetic model to explain genome regu-
lation under normal and stress conditions has been proposed [98]. In this model, 
under normal conditions, heterochromatin maintenance mechanisms repress tran-
scription of repetitive DNA. Stress can cause the relaxation of epigenetic imprints. 
RNAi and other heterochromatin maintenance pathways fail, resulting in the activa-
tion of transposons. If the cell survives the shock, its genome undergoes epigenetic 
remodelling and often genetic rearrangements resulting in altered epigenetic marks 
and in novel gene expression patterns [98]. Cytogenetic analyses using FISH in rice 
and wheat interphase nuclei of root tissues showed a decondensation of the highly 
condensed heterochromatic domains of the 45S rDNA loci after short-term salt and 
heat stresses (Fig. 4.4). The spatial positioning of 5S rDNA genes in the nucleus 
was also altered under stress conditions; the distance between the two alleles sig-
nificantly increased when seedlings were exposed to salinity conditions, heat shock 
or 5-AC [66]. A number of other investigators also reported chromatin decondensa-
tion in response to stress conditions or developmental signals [100, 101]. Pecinka 
et al. [102] further demonstrated heterochromatin decondensation and reduction in 

Fig. 4.4   Abiotic stress effects on rDNA chromatin organization in interphase nuclei of wheat and 
rice after germination in optimal conditions (a, c) or upon stress imposition such as heat (42°C, 
3 h) or salinity (150 mM, 3 days) treatments during germination (b, d, respectively). The hetero-
chromatic knobs presumably inactive are clearly visible in wheat and rice interphase nuclei (a, c, 
respectively) but can decondense after imposition of heat or salt stress conditions during germina-
tion (b, d, respectively). Confocal image stacks were recorded with a section spacing of 1 µm and 
the 3D projections are shown. Bar = 10 µm

 



A. P. Santos et al.70

nucleosome occupancy upon activation of several repetitive elements of Arabidop-
sis thaliana. Chromatin plasticity was also related to developmental transitions as 
in case of Arabidopsis mesophill cells of mature leaves where the heterochromatin 
fraction was found higher than in young leaves [103]. Furthermore, the chromocen-
ters become smaller in leaves prior to the transition to reproductive development 
recovering their initial size after the elongation of the floral stem [104]. There is 
still no proved function for chromatin condensation state but it likely plays a role 
in plant adaptation to challenging stimuli. For example, Arabidopsis genotypes ac-
climated to different latitudes exhibit genetically programmed levels of chromatin 
compaction, depending on the light intensity of their original habitats [100].

Nuclear Organization in Space and Time

All the studies discussed in the previous sections used cytological techniques, main-
ly ISH. Although the basic principles of FISH have been established for many years, 
technical improvements allowing high sensitivity, simultaneous detection of mul-
tiple targets and automated data collection and analysis were crucial to the advance-
ment of this field. In the past few years, a set of techniques known as chromosome 
conformation capture (3C) methods, have been developed [39]. These techniques 
attempt to detect long-range interactions of sequences within and between chromo-
somes by determining the frequency with which any pair of loci in the genome is 
in close enough physical proximity (in the range of 10–100 nm) to become cross-
linked. The original 3C methodology was based on chemical (formaldehyde) chro-
matin cross-linking followed by DNA fragmentation by sonication or restriction di-
gestion, and ligation of the fragments in diluted conditions to favour intramolecular 
ligation of DNA fragments [105]. In this way, DNA fragments interacting more fre-
quently in vivo will be more likely to be ligated together by the cross-linking, thus 
leading to higher levels of ligation products in the cell population. The techniques 
differ in the ligation methodology and product analysis. In the original 3C method, 
the interaction of a known target sequence was tested with a set of other known tar-
get sequences. Among the spatial genome mapping methods which derive from the 
3C technology are circularized chromosome conformation capture (4C), in which 
all the sequences ligated to the target sequence (the “bait”) are determined, carbon-
copy chromosome conformation capture (5C), which allows many bait sequences 
to be analysed in parallel and Hi-C in which an unbiased high throughput sequenc-
ing strategy is used to obtain a statistical cross section of all the ligations produced. 
These methodologies have allowed studies of chromosome interactions at the ge-
nome-wide scale. In plants, the adoption of these technical advances was slower 
and so far only a few studies have been performed employing 3C technology. In 
plants, the use of these techniques was pioneered by 3C analysis of chromatin loop-
ing and physical chromatin interactions in maize [106]. These authors examined the 
involvement of chromatin looping in the transcriptional regulation of two epialleles 
of a maize gene that were tissue-specifically regulated. 3C assays were also used to 
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investigate the role of DNA looping on the expression of the flowering time regula-
tor locus FLC (FLC), and showed that the loop formation was not dependent on the 
expression of FLC [107]. However, the loop formation was efficiently disrupted 
within the first two weeks of cold exposure during vernalization and that was not 
recovered when plants were transferred back to warm conditions [107].

In Vivo Imaging of Chromatin

Significant breakthroughs in the analysis of chromatin dynamics have been achieved 
by taking advantage of bacterial repressor/operator interactions together with GFP 
technology. Two systems are currently in use, one based on the lac operator/repres-
sor [108–110], and the other on the tet operator/repressor [111, 112]. Tandem arrays 
of the cognate DNA sequences are inserted into the target genome, and then a GFP 
fusion to the binding protein is expressed, which binds specifically to the target 
sequence arrays, marking them with a fluorescent label. This technology allows the 
visualization of specific chromosome regions or even single chromosome loci in 
live cells. In the initial report of this system, the Belmont group used 256 tandem 
copies of the lac operator array in mammalian cells. The method was soon used in 
prokaryotic cells, in yeast, in Drosophila and in Caenorhabditis elegans.

A few studies have used this method in plants [113, 114]. Kato and Lam [114] 
used it to show that chromatin in the endoreduplicated epidermal pavement cells in 
Arabidopsis had a greater range of movement than the diploid guard cells. Rosin 
et al. [115] and Matzke et al. [116, 117] have produced Arabidopsis lines with single 
sites labelled at various chromosomal loci. The system has been used to study the 
positioning of the flowering locus C (FLC) gene in Arabidopsis, which is a target 
of transcriptional repression by a polycomb protein during vernalization [118]. In 
this study, the alleles of FLC were shown to associate physically in the nucleus dur-
ing the silencing process. Mutants in trans-acting protein factors required for the 
silencing did not show this clustering behaviour, suggesting that it was functionally 
related to the silencing mechanism. One drawback of these chromosome tags is 
that they represent artificial chromosome loci, which may behave differently from 
native genomic sequences, and eventually generate unusual nuclear interphase ar-
rangements or artifactual interactions [119]. Therefore, these studies must be care-
fully controlled and confirmed by the use of mutants and if possible by in situ label-
ling. A further problem is that the expression level of the GFP fusion protein needs 
to be carefully chosen or controlled; the fusion protein is present as a background 
in the whole nucleus, and is merely concentrated at the sites of the cognate DNA 
sequences. This means that if the expression level is too high, the background, un-
bound fusion protein can easily obscure the specific labelled foci.

Similar technology has been developed to visualize RNA directly in living cells. 
The ability to visualize RNA movement in living cells gives insights as to how and 
where specific sequences are expressed and the steps by which transcripts are pro-
cessed and exported from the nucleus and even across cells. In the first such meth-
od, the bacteriophage MS2 coat protein which binds to a short specific RNA stem 
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loop sequence was used, in an entirely analogous way to the DNA tagging methods, 
incorporating tandem arrays of the MS2 cognate sequence into target RNAs and 
expressing an MS2-GFP fusion [120]. A major problem with this approach is to 
find a position within the RNA where enough tandemly repeated sequences can be 
inserted for visualization without affecting the RNA biological activity. In plants, 
two methods have been used: the MS2 system and one based on λN22/Box-B [121]. 
These authors showed that the λN22 system has some advantages over the MS2 
system, in particular that the MS2 seems to show a degree of multimerization of the 
RNA binding protein. In any case, it is useful to have two different tagging systems, 
which can be coupled to differently coloured fluorescent proteins for multiple label-
ling experiments and for this Schönberger et al. [121] have generated a useful series 
of gateway-compatible vectors for plant expression.

Another fluorescence tagging strategy for RNAs is the Pumilio system, which 
has been used successfully in plants [122]. In this system, pumilio homology do-
main (PUMHD) polypeptides were engineered to recognize RNA sequences in the 
target RNA and fused to either the C or the N terminal portion of a split mCi-
trine fluorescent protein. Binding of the target sequences to their cognate pumilio 
domains then brought together the two halves of mCitrine, resulting in bimolec-
ular fluorescence complementation (BiFC). The advantage of this system is that 
the background level should be very low, as no fluorescence is produced until the 
RNA is bound to the proteins, and no modification of the target RNA is necessary, 
as pumilio domains can be modified to recognize existing sequences in the target 
RNA. The disadvantages are that considerable knowledge of target RNA and trial 
and error of different target sequences may be necessary to obtain effective binding. 
Also, the sensitivity is likely to be low, since in general only one fluorescent mole-
cule is present per RNA. This will probably restrict this approach to abundant RNAs 
such as viral RNAs. Recently, a method was described for RNA visualization using 
RNA aptamers that bind to fluorophores resembling the GFP fluorophore and pro-
duce RNA–fluorophore complexes that are comparable in brightness to fluorescent 
proteins [123]. This method however has not yet been applied to plants and cannot 
be engineered for in vivo expression, so it will probably be difficult to overcome the 
cell wall barrier that makes access to exogenous molecules difficult.

Future work on live imaging will focus on measuring histone mobility and will 
use single cell analysis. The fusion of histones to GFP provides a way to visual-
ize chromatin movements in vivo. Techniques such as fluorescence recovery after 
photobleaching (FRAP) allow the analysis of the kinetics of molecules in living 
cells. The use of multi-photon approaches, in which a high-intensity pulsed laser 
source of longer wavelength photons causes the excitation of the fluorophore by 
pairs or triplets of photons, has expanded the application of fluorescence imaging. 
Near infrared excitation light can penetrate biological specimens more deeply and 
with less toxicity than visible light [124]. More recently, there is also interest in 
obtaining data from single cells, thus measuring the distribution of behaviours, and 
not just the average behaviour. Single-cell imaging provides insight in situations 
where there is static or dynamic heterogeneity, as in a complex system such as the 
cell nucleus. For instance, structured illumination microscopy (SIM) has been used 
to compare the nuclear functional organization in a variety of cell types and species 
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[125]. Through correlative microscopy for sequential studies of individual cells, it 
is possible to combine live cell microscopy, SIM and transmission electron micros-
copy (TEM) [126]. Moreover, three-dimensional structured illumination micros-
copy (3D-SIM) has opened up new possibilities to study nuclear architecture at the 
ultrastructural level down to the ~ 100-nm range while super-resolution techniques 
can go even further and reach a level of resolution of 10–50 nm or better. Future 
work in plants will certainly make use of these technologies in order to bring new 
insights into the functional organization of the plant cell nucleus.

Future Perspectives

The way in which chromosome and chromatin arrangement in the interphase nu-
clei may modulate gene expression is still far from being understood. Studies in 
vivo and at the level of single living cells are needed to understand the detailed 
mechanisms underlying nuclear activity. New super-resolution light microscopy 
techniques are allowing imaging beyond the classical optical resolution limit and 
should help to fit the pieces of the puzzle together. A final applied aim of under-
standing nuclear organization in plants is to allow manipulation of gene expression 
in a targeted manner in order to generate better performance of crops in response to 
unpredictable environments.
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Introduction

In eukaryotes, genomic DNA is packaged with histones to form chromatin. The 
fundamental unit of chromatin is the nucleosome, which is composed of ~ 146 
base pairs of DNA wrapped on a histone octamer containing two copies of his-
tone H2A, H2B, H3 and H4. Chromatin structure influences the accessibility of 
transcription factors and cofactor for DNA-tempered processes. The structure and 
function of chromatin are regulated by multiple epigenetic mechanisms, including 
DNA methylation, histone modifications, adenosine triphosphate (ATP)-depen-
dent chromatin remodelling, placement of histone variants and regulation by non-
coding RNA [1]. Among the multiple epigenetic mechanisms that alter chromatin 
to regulate gene expression, histone modifications are the most versatile. The N-
terminal tails of the histone proteins can undergo a variety of posttranslational 
modifications, including acetylation, methylation, ubiquitination, phosphorylation 
and sumoylation. All histone modifications are removable, which may therefore 
provide a flexible way for regulation of gene expression in plant response to en-
vironmental changes. The large number of possible histone modification patterns 
allows highly specific and complex signalling mechanisms and particular histone 
modification patterns may be associated with specific transcriptional effects. Gen-
erally, lysine acetylation correlates with transcriptional activation, whereas lysine 
methylation leads to either transcriptional activation or repression depending on 



X. Liu et al.82

which residues are modified and the type of modification present. In particular, 
methylation of lysine 4 and lysine 36 on histone H3 are associated with gene ac-
tivation, whereas methylation of lysine 9 and lysine 27 are associated with gene 
silencing. Recent reports have shown that different environmental stresses led to 
altered methylation status of DNA, histone modifications and chromatin remodel-
ling [2–4].

Epigenetic Changes in Plant Responses to Environmental 
Stresses

Environmental stresses can alter gene expression through modulating DNA meth-
ylation in plants. An increase in cytosine methylation at CG sites was observed in 
rapeseed ( Brassica napus) under salt stress [5]. In tobacco ( Nicotiana tabacum), 
antisense silence of the DNA methyltransferase gene NtMET1 released a subset of 
stress-responsive genes, including a glycerophosphodiesterase-like gene, NtGP-
DL [6]. Hypomethylation of the coding sequence of NtGPDL was observed under 
salt and cold stresses, suggesting that the expression of stress-responsive genes 
might be correlated with DNA methylation. Furthermore, chromium (potassium 
dichromate) stress increased the cytosine methylation of radish ( Raphanus sativus 
L.), and the hypermethylation pattern was correlated with the stress dosage, sug-
gesting that chromium stress could induce de novo cytosine methylation [7].

Changes in histone modifications in plant responses to environmental stresses 
have also been documented. Tobacco and Arabidopsis cells show dynamic changes 
in histone modifications in response to high salinity and cold stress, manifested 
by transient up-regulation of H3 phosphoacetylation and histone H4 acetylation 
[8]. Enrichment of histone acetylation at H3K23 and H3K27 occurs in response to 
drought stress on the coding regions of drought stress-responsive genes, RD29B, 
RD20 and At2g20880 [9]. Drought stress causes dynamic genome-wide changes 
of histone H3K4me1, H3K4me2 and H3K4me3 in Arabidopsis [10]. Furthermore, 
the plant hormone abscisic acid (ABA) was reported to regulate stress-inducible 
gene expression by affecting histone H3 acetylation and methylation [3]. Both 
ABA and salt stress can induce histone H3K9K14 acetylation and H3K4me3 but 
decrease H3K9me2 of some stress-responsive genes, suggesting that functionally 
related genes are regulated coordinately through histone modifications in response 
to stresses in plant cells.

In rice seedlings, hypoxia leads to the acetylation of histone H3 and to the conver-
sion of H3K4me2 to H3K4me3 in stress-responsive genes ADH1 and PDC1 [11]. 
Both modifications, which are associated with active transcription, were reversible 
after the removal of the stress. In addition, 4837 genes are differentially H3K4me3 
modified in rice seedlings under drought stress [12]. In maize seedlings, a genome-
wide demethylation was observed in root tissues upon cold exposure [13]. Cold 
treatment also induces the expression of the genes encoding histone deacetylases 
(HDACs), leading to global histones H3 and H4 deacetylation in maize [14]. Taken 
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together, these studies suggest that posttranslational histone modifications play an 
important role in modulating the gene activity in plant responses to environmental 
stresses.

Histone Acetyltransferases

Specific lysine residues on core histone are acetylated and deacetylated by histone 
acetyltransferases (HATs) and HDACs, respectively. HATs are classified into four 
different families: GCN5-related N-terminal acetyltransferase (GNAT), MOZ, 
Ybf2/Sas3, Sas2 and Tip60 (MYST), CREB-binding protein (CBP) and TATA-
binding protein-associated factors (TAFII250) family, with a total of 12 members 
in Arabidopsis [15, 16]. The general control non-de-repressible 5 (GCN5) protein 
is the catalytic subunit of several multi-protein HAT complexes. Alteration/defi-
ciency in activation 2 (ADA2) and SGF29 are the components of GCN5-containing 
complexes. Two ADA2-related factors (ADA2a and ADA2b) and two SGF29-like 
proteins (SGF29a and SGF29b) have been identified in Arabidopsis [17, 18]. ada2b 
mutants were hypersensitive, whereas sgf29a mutants were more resistant to salt 
stress than their wild-type counterparts, suggesting that ABA2B and SGF29a may 
play an antagonistic role in plant abiotic stress responses [18].

The loss of function of GCN5/HAG1 and ADA2 affects the expression of several 
cold-regulated ( COR) genes and tolerance to freezing temperatures [19]. Further 
analyses indicated that Arabidopsis AtGCN5 and ADA2 proteins interact with the 
transcription factor C-repeat/DRE-binding factor 1 (CBF1) that is responsible for 
cold-induced gene expression. Cold acclimation resulted in H3 acetylation increas-
es and nucleosome occupancy decreases at COR promoters [20]. Furthermore, a 
constitutive increase in H3 acetylation and decrease in nucleosome occupancy were 
also observed in transgenic plants overexpressing CBF1. These data indicate that 
CBF1 might stimulate transcription through the recruitment of HAT complexes to 
the promoters of its target genes. Both ada2b and gcn5 mutant plants show dimin-
ished expression of COR genes during cold acclimation. H3 acetylation at COR 
promoters was stimulated upon cold acclimation in ada2b and gcn5 plants as in 
wild-type plants, but the decrease in nucleosome occupancy was diminished, sug-
gesting GCN5 and ADA2b are not required for cold-stimulated histone acetylation 
at COR gene promoters, but they are required for changes in nucleosome occupancy 
during cold acclimation.

In yeast, the Elongator complex is a HAT complex consisting of six proteins, 
elongation protein (Elp)1 to Elp6 [21]. Elp3 has motifs characteristic of the GCN5 
family of HATs and is capable of acetylating the core histones in vitro, whereas the 
other components of the complex are necessary for in vivo histone acetylation and 
confer specificity towards histone H3 and H4. ABA-overly sensitive 1 (ABO1)/
ELO2 is an Arabidopsis Elp1 homolog [22]. The abo1 mutant is hypersensitive 
to ABA in seed germination and seedling growth with increased ABA-induced 
stomatal closure and drought resistance, suggesting a role for ABO1/ELO2 in ABA 
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signalling [22]. Furthermore, Arabidopsis elp1/abo1/elo2, elp2, elp4/elo1 and elp6 
mutants all display narrow leaves, reduced root growth, ABA hypersensitivity and 
an increased accumulation of anthocyanins [22, 23]. In addition, elp1, elp2, elp4 
and elp6 mutants were all more resistant to oxidative stress and caesium chloride 
(CsCl) than the wild type. These results suggest that Elongator plays crucial roles in 
regulating plant responses to abiotic stress in Arabidopsis.

Histone Deacetylases

HDACs are classified into three major families, namely RPD3/HDA1, silent infor-
mation regulator 2 (SIR2) and HD2 family, with total 16 members in Arabidopsis 
[15, 24]. Mutations in a RPD3/HDA1 family HDAC, HDA6, affected gene expres-
sion, DNA methylation and plant development in Arabidopsis [25–31]. The loss 
of function of another RPD3/HDA1 HDAC, HDA19, affects a range of plant de-
velopment processes [32–37]. HDA19-overexpressing plants showed an increased 
resistance to the pathogen Alternaria brassicicola [36]. Further analysis indicated 
that HDA19 can interact with WRKY transcription factors to regulate plant basal 
defence responses [38]. HDA15 and HDA18 are required for the chlorophyll bio-
synthesis and root cellular patterning in Arabidopsis, respectively [39, 40].

Both HDA6 and HDA19 are involved in gene regulation in ABA and salt stress 
responses in Arabidopsis [3, 41, 42]. hda6 and hda19 mutant plants are more sensi-
tive to ABA and salt stress compared with wild-type plants. In addition, the expres-
sion of ABA and abiotic stress-responsive genes was decreased in hda6 and hda19 
plants. A recent study indicated that HDA6 is also required for freezing tolerance in 
Arabidopsis [43]. In Arabidopsis, HDA19 may be functionally associated with the 
ethylene response factor (ERF) transcription repressors, AtERF3, AtERF4 and At-
ERF7, in gene regulation [44, 45]. AtERF3, AtERF4 and AtERF7 are EAR-motif-
containing transcriptional repressors that are involved in regulating ABA and abi-
otic stress responses in Arabidopsis [46]. It was found that AtERF7 interacts with 
the Arabidopsis homologue of a human global corepressor, AtSin3, which in turn 
may interact with HDA19, suggesting that AtERF7, AtSin3 and HDA19 may form 
a transcriptional repressor complex [44].On the other hand, AtERF3 and AtERF4 
can interact with AtSAP18, an orthologue of human SAP18 that is a subunit of the 
human HDAC complex [45]. Taken together, ERF repressors such as AtERF3, At-
ERF4 and AtERF7 may form a transcription complex with AtSAP18-, AtSin3- and 
HDA19-involved gene regulation in ABA and abiotic responses. The observations 
that hda6 and hda19 mutants responded similarly to ABA and salt stress as well as 
the similar gene expression profiles affected in the two mutants suggest that HDA6 
and HDA19 may play a redundant role in ABA and abiotic stress response [41]. It 
remains to be determined whether HDA6 can also form a transcriptional complex 
with ERF repressors to regulate gene expression in Arabidopsis.

Histone deacetylase 2C (HD2C) is a HD2-type HDAC involved in ABA and salt 
stress response in Arabidopsis. HD2C overexpression conferred an ABA-insensitive 
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phenotype and enhanced tolerance to salt and drought stresses, whereas the loss-of-
function mutants of HD2C displayed increased sensitivity to ABA and decreased 
tolerance to salt stress [42, 47]. Furthermore, HD2C interacts physically with the 
RPD3-type histone deacetylases, HDA6 and HDA19, suggesting that HD2C may 
functionally associate with HDA6 and HDA19. Therefore, HD2C is a part of the 
HDAC complexes to regulate gene expression involved in stress responses.

High expression of osmotically responsive genes 15 (HOS15) is a WD40-re-
peat protein crucial for repression of genes in cold stress tolerance through histone 
deacetylation in Arabidopsis [48]. HOS15 protein shares a high-sequence similarity 
with the human protein transducin beta-like 1 (TBL1), a component of the human 
silencing mediator for retinoid and thyroid receptors/nuclear receptor co-repressor 
1 (SMRT/N-CoR) repressor complex that is involved in modification of chromatin 
structure by association with HDACs [49]. The level of acetylated histone H4 is 
higher in the hos15 mutant than that in wild-type plants, suggesting that HOS1 is 
a component of the HDAC complex involved in histone deacetylation. Further re-
search is required to identify the specific HDAC associated with HOS15.

Histone Lysine Methyltransferases

Histone lysine methyltransferases (HKMTs) are SET domain proteins that are clas-
sified into five classes in plants [50]. Class I, II and IV HKMTs are homologues 
of enhancer of zeste (EZ), Trithorax and SUVH (SU(VAR)3–9 of Drosophila, re-
spectively. Arabidopsis homolog of trithorax (ATX1) is a class III HKMT involved 
in drought stress response [51]. A link between phosphatidylinositol 5-phosphate 
(PtdIns5P) and the activity of ATX1 in response to dehydration stress was proposed 
[52]. The ATX1-dependent gene, WRKY70, is down-regulated during dehydration 
accompanied by a drastic reduction in H3K4me3 of its nucleosomes and an increase 
in cellular PtdIns5P in Arabidopsis. During dehydration stress, the binding of ATX1 
to the WRKY70 locus was diminished and ATX1 was retained in the cytoplasm 
when PtdIns5P was elevated. These findings indicate a mechanistic link between 
ATX1 and a lipid (PtdIns5P) synthesis in a signalling pathway that ultimately re-
sults in decreased expression of ATX1-dependent genes in response to dehydration 
stress.

The WD40 protein, multicopy suppressor of IRA1 (MSI1), is a subunit of the 
Polycomb group (PcG) complex that has an H3K27me3 activity [53]. Arabidop-
sis has five genes encoding MSI1-like proteins, MSI1–MSI5. Strong reduction of 
MSI1 in transgenic co-suppression lines (msi1-cs), which contain only about 5 % 
of the wild-type MSI1 level, results in pleiotropic phenotypes [54]. Transcriptional 
profiling analysis revealed the up-regulation of a subset of ABA-responsive genes 
in the transgenic MSI1 co-suppression plants. Furthermore, MSI1 can bind to the 
chromatin of RD20, a drought-inducible gene. In addition, MSI4/FVE is a negative 
regulator of COR genes containing the C-repeat/dehydration-responsive element 
(C/DRE) [55]. msi4 mutants display enhanced expression of COR genes and greater 



X. Liu et al.86

freezing tolerance than wild-type plants when cold acclimated. These results dem-
onstrate the involvement of MSI1 and MSI4 in abiotic stress responses in Arabi-
dopsis.

Arginine methylation mainly occurs at Arg2 (R2), Arg8 (R8), Arg17 (R17), 
Arg26 (R26) of histone H3 and Arg3 (R3) of histone H4 and is catalysed by a small 
group of protein arginine methyltransferases (PRMTs) [56]. An Arabidopsis PRMT, 
SKB1, also named protein arginine methyltransferase 5 (PRMT5), is involved in 
abiotic stress response. skb1 mutants are hypersensitive to salt and defective in 
splicing [57]. SKB1 associates with chromatin and increases the level of histone H4 
arginine 3 (H4R3) symmetric dimethylation (H4R3sme2) to suppress the transcrip-
tion of a number of stress-responsive genes. Under salt stress, the H4R3sme2 level 
is reduced, as a result of SKB1 disassociation from chromatin and consequently the 
induction of stress-responsive genes. These data suggest that SKB1 mediates the 
salt response by altering the methylation status of H4R3sme2.

ATP-Dependent Chromatin Remodelling Complexes

ATP-dependent chromatin remodelling uses the energy of ATP hydrolysis to alter 
the structure of chromatin [58, 59]. There are three main classes of ATP-depen-
dent chromatin remodelling complexes: the SWI/SNF adenosine triphosphatas-
es (ATPases), the imitation switch (ISWI) ATPases, and the chromodomain and 
helicase-like domain (CHD) ATPases. The role of an Arabidopsis SNF2/Brahma 
(BRM)-type chromatin-remodelling protein, AtCHR12, in plant growth response 
to adverse environmental conditions was investigated [60]. Exposing an AtCHR12-
overexpressing mutant to stress conditions such as drought, heat and salinity leads 
to growth arrest of normally active primary buds, as well as to reduced growth of 
the primary stem. In contrast, the AtCHR12 knockout mutant shows less growth 
arrest than the wild type when exposed to stress. Modulation of AtCHR12 expres-
sion correlates with changes in the expression of dormancy-associated genes. These 
results suggest that AtCHR12 plays a vital role in mediating the temporary growth 
arrest of Arabidopsis under stress conditions. More recently, the SWI2/SNF2 chro-
matin remodelling ATPase, BRM (BRAHMA), was also shown to play an essential 
role in response of stresses in Arabidopsis. brm mutants display increased drought 
tolerance [61]. The loss-of-function of BRM led to destabilization of nucleosomes 
and repression of ABI5 transcription, indicating that BRM regulates stress response 
through the regulation of nucleosome stability of ABI5.

The Arabidopsis SWI3 subunit of SWI/SNF complexes, SWI3B, was found to 
act as a positive regulator in ABA-mediated inhibition of seed germination and 
growth [62]. In addition, SWI3B can interact with hypersensitive to ABA1 (HAB1), 
a protein phosphatase type 2C acting as a negative regulator of ABA signalling. 
swi3b mutants showed a reduced sensitivity to ABA, and the expression of the 
ABA-responsive genes, RAB18 and RD29B, was decreased, indicating that SWI3B 
is a positive regulator of ABA signalling. Further, chromatin immunoprecipitation 
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experiments showed that the association of HAB1 with the promoters of RD29B 
and RAB18 was abolished by ABA, indicating the involvement of HAB1 in the 
regulation of ABA-induced transcription. Taken together, these results suggest that 
SWIB may act with HAB1 to modulate ABA response.

PICKLE (PKL) is a CHD3 ATPase involved in the repression of ABI3 and ABI5 
during seed germination in response to ABA [63]. pkl mutants displayed a high 
expression of ABI3 and ABI5 upon ABA stimulation, which may lead to hypersen-
sitive germination responses to ABA in pkl seeds. ABA-treated pkl mutant seeds 
had lower H3K9 and H3K27 methylation levels at ABI3 and ABI5 promoters, sug-
gesting that PKL affect the expression of ABI genes by reducing repressive histone 
marks. These data indicate that PKL is necessary to maintain ABI3 and ABI5 chro-
matin in a repressed state during germination.

Crosstalk of DNA Methylation and Histone Modifications

In many organisms, silent genes are not only DNA methylated but also deacetylated 
at histones H3 and H4 [64]. In mammalian cells, crosstalk between DNA meth-
ylation and histone deacetylation is well supported on the level of protein interac-
tions through the direct interaction between HDACs and DNA methyltransferases 
(DMTs) or the recruitment of HDACs to methylated DNA via methyl CpG-binding 
proteins (MBPs) [65]. More recently, it was found that the Arabidopsis DMTs MET1 
and DNMT2 associate with the histone deacetylases HDA6 and HD2, respectively 
[66, 67]. The involvement of HDA6 and HD2C in ABA and abiotic stress responses 
in Arabidopsis have been reported [3, 42]. The interaction between DMTSs and 
HDACs suggests a possible interplay among DMTs and histone deacetylase en-
zymes in abiotic stress response.

The crosstalk between DNA methylation and histone methylation was also re-
ported [68]. In Arabidopsis, CG methylation is propagated during DNA replication 
by DNA methyltransferase 1 (MET1), which robustly copies methylation patterns 
on newly synthesized DNA strands. The maintenance of asymmetrical CHH meth-
ylation is mostly ensured by domains rearranged methyltransferase 2 (DRM2) in 
a process known as RNA-directed DNA methylation (RdDM), which involves the 
RNA polymerases IV and V [68]. The perpetuation of CHG methylation patterns is 
largely ensured by the plant-specific chromomethylase CMT3, and genetic analyses 
suggest that targeting of CMT3 to chromatin relies on H3K9me2, indicating that 
H3K9me2 acts upstream of CHG methylation [69, 70]. More recently, it was found 
that CMT3 associates with H3K9me2-containing nucleosomes through dual bind-
ing of its bromo-adjacent homology (BAH) and chromo domains to H3K9me2 in 
order to target DNA methylation [71]. Furthermore, the JmjC-domain histone de-
methylase IBM1 represses gene expression by H3K9me2 demethylating and DNA 
methylation [72].

ABA and salt stress can enrich the gene activation marks, H3K9K14, acetylation 
and H3K4me3 but decrease the gene repression mark, H3K9m2, of ABA and salt-
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responsive genes [3, 6]. Enrichment of acetylation of histone H3K23 and H3K27 
in response to drought stress on the coding regions of RD29B and RD20 was also 
reported [9]. These results suggest that the induction of ABA and abiotic stress-
responsive genes is associated with changes in histone acetylation and methylation. 
Compared with wild type, ABA and salt-induced H3K4me3 were decreased in the 
hda6 mutant, suggesting that the histone deacetylases HDA6 is required for H3K4 
trimethylation associated with gene activation [3]. Taken together, these observa-
tions suggest a synergistic interplay between histone methylation and acetylation 
enzymes. Crosstalks between histone deacetylation and demethylation have previ-
ously been reported to modulate gene expression in mammalian cells [73, 74]. The 
mammalian histone demethylase, lysine-specific demethylase 1 (LSD1), is an inte-
gral component of histone deacetylase corepressor complexes in which HDACs and 
LSD1 may cooperate to remove activating acetyl and methyl histone modifications. 
HDAC inhibitors can diminish histone demethylation activity, whereas the abroga-
tion of LSD1 activity by mutations can decrease the deacetylation activity [73], sug-
gesting that the enzymatic activities of HDACs and LSD1 are closely linked. More 
recently, it was found that Arabidopsis HDA6 physically associates with the LSD1 
histone demethylase FLD in vitro and in vivo, indicating that these two proteins act 
in the same protein complex [31]. Taken together, these results suggest that epigen-
etic regulation involves the integration of multiple chromatin-modifying activities 
such as HDACs and histone demethylases (HDMs) acting in a coordinated fashion. 
Further research is required to study the crosstalk among DNA methylation and 
histone modifications in plant responses to environmental stresses.

Outlook

Recent studies demonstrate the importance of histone modifications and chromatin 
remodelling in plant stress responses. However, the function for most proteins in-
volved in epigenetic modifications remains largely unknown in plants. It would be 
intriguing to identify additional histone modifiers and chromatin factors involved in 
plant responses to environmental stresses. Further studies on how epigenetic modi-
fications are involved in plant stress responses will contribute significantly to our 
understanding of the molecular mechanisms underlying plant epigenetic regulation.
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Introduction

Every multicellular organism consists of groups of similar cell types (tissues) that 
are specialized to carry out distinct functions. Cell differentiation is a product of 
a gradual commitment of a totipotent cell which is capable of developing into all 
the specialized cells that make up the adult organism in the course of develop-
ment. The union of a sperm and an egg, two highly differentiated cells, gener-
ates a self-contained entity, a totipotent zygote, that has the ability to produce 
lineages of pluripotent cells that are predestined to a particular cell fate (cell fate 
specification) which in turn will become highly differentiated cell types (cell fate 
determination).

As every cell contains the same genomic information, the process of cell dif-
ferentiation must reflect highly controlled modifications of gene expression. Over 
the past few years, we have begun to understand how cell-type-specific expression 
patterns and the process of cell specification seem to be determined or regulated 
by reversible epigenetic changes which are gradually imposed on the genome dur-
ing development. These epigenetic modifications can be accomplished in different 
ways (DNA methylation, histone modification, chromatin remodelling and using 
the small RNA machinery), be inherited across generations and determine parent-
of-origin-specific patterns of inheritance (genomic imprinting) [1].
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In plants, every cell has the ability to reversibly dedifferentiate and become to-
tipotent, contrasting with animal cells that become committed earlier during em-
bryogenesis at 2–4 cell stage [2]. Several examples occurring in the plant adult 
stage are illustrative of the remarkable plasticity of plant cells. The plant life cycle 
in flowering plants is marked by multiple developmental transitions [3] involving 
the determination of new cell fates: (A) reprogramming of the apical meristem from 
a vegetative to a reproductive fate; (B) reprogramming of floral somatic cells to a 
germ cell lineage (pluripotency); (C) differentiation of specialized female and male 
gametes and (D) fertilization and restoration of a totipotent zygote.

While the epigenetic state of plant cells is thought to be relatively stable during 
development, epigenetic modifications occurring during germline specification 
and early embryogenesis are essential for gamete differentiation, re-establishment 
of pluripotency in the embryo and configuration of parent-specific epigenetic 
states. Epigenetic reprogramming through selective maintenance and erasure of 
epigenetic marks in the germline also plays a fundamental role determining other 
aspects such as inheritance of induced phenotypic traits and maintenance of ge-
nomic stability. The sessile nature of plants makes them to face multiple envi-
ronmental perturbations during their life cycle that can cause physiological and 
developmental alterations or have consequences in genomic stability. Inducible 
phenotypical responses have been shown to affect profoundly the expression of 
genes potentially regulated by epigenetic marks [4]. Epigenetic modifications in-
duced by stress are mitotically stable and if not reset they can be transmitted to the 
next generations through the germline (transgenerational epigenetic inheritance) 
[5–8]. Reduction of DNA methylation in Arabidopsis thaliana was shown to cause 
increased mortality, stunted growth, delayed flowering and lower seed set, support-
ing that epigenetic modifications contribute to increased plant fitness [9], but the 
contribution of induced epigenetic modifications in the evolution of natural popu-
lations is still a matter of debate [10]. Environmental stresses are also accompanied 
by an increase in transposon activity [4] and their mobilization can have adverse 
effects, generating deletions, genomic rearrangements and causing gene misregu-
lation, ultimately compromising genome integrity and stability [11]. More rarely, 
mutations arising from transposon activity can generate genetic variation that may 
allow plants to adapt to adverse environments [12]. A strict control of transposon 
activity is thus imperative to protect the genome from potential deleterious effects 
across generations, especially in plants, where the germline is specified late during 
development. An understanding of how plant cells reprogramme themselves, the 
regulatory circuitry that maintains their ability to become totipotent or pluripotent 
and the events that commit progenitor cells to particular differentiation states are 
of paramount importance. In this chapter, we summarize and discuss recent stud-
ies into the epigenetic reprogramming occurring during one of the most dramatic 
phase transitions in the plant life cycle, the transition from a diploid to a haploid 
phase (sporophytic-to-gametophytic phase transition) which leads to germline 
specification and the renewal of the plant life cycle through fertilization and re-
establishment of pluripotency in the embryo.
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Epigenetic Control of Transition to Reproductive 
Development

Flowering plants spend most of their life cycle in a vegetative phase (diploid sporo-
phytic generation) and the transition to a reproductive phase occurs when the plant 
reaches maturity. The timing when this developmental transition takes place is of 
utmost importance to ensure reproductive success, since flowering should occur in 
favourable physiological and environmental conditions to assure the completion of 
the fertilization process and dispersal of seeds.

The transition to flowering is a significant developmental change in the plant 
life cycle and is dependent on complex genetic pathways that integrate information 
from endogenous factors (hormone and nutrients) and environmental cues such as 
day length (photoperiod) and temperature (vernalization) [13]. In recent years, it 
has become clear that the genetic pathways controlling important phase transitions, 
namely juvenile-to-adult phase and the transition to a reproductive phase, share 
some common regulatory factors [14, 15]. Moreover, the expression of many of the 
different flowering genes involved in these phase transitions seems to be regulated 
by epigenetic modifications, alternative splicing, antisense RNA and chromatin 
silencing [3, 16–18]. In Arabidopsis, the expression of FLOWERING LOCUS C  
(FLC), a MADS-box transcription factor, is responsible for the direct repression of 
flowering pathway integrators FLOWERING LOCUS T (FT) and SUPPRESSOR 
OF OVEREXPRESSION OF CONSTANS 1 (SOC1). A number of chromatin-modi-
fying components seem to be involved in the repression of FLC expression [19]. In 
response to cold, the upstream component of the vernalization pathway, a chroma-
tin remodelling plant homeodomain (PHD) finger protein, VERNALIZATION IN-
SENSITIVE 3 (VIN3), binds to FLC chromatin [20] interacting with components 
of the polycomb-group repressive complex 2 (PRC2) to mediate FLC silencing 
through histone H3K27 tri-methylation (H3K27me3) [21, 22], which is essential 
to reinforce and stabilize a stable epigenetic memory of vernalization through mi-
totic divisions [23]. Moreover, FLC antisense transcripts negatively regulate FLC 
sense transcription by triggering localized histone H3K4 demethylation [24, 25]. 
In addition, two evolutionary highly conserved microRNAs, miR156 and miR172, 
and their respective target genes ( SQUAMOSA PROMOTER BINDING PROTEIN-
LIKE and APETALA 2 transcription factors) were also implicated in the regulation 
of flower transition (reviewed in 3).

In order for plants to be able to respond to vernalization and prevent early flow-
ering, some type of reprogramming process is likely needed to erase the effects of 
repressive modifications in FLC chromatin leading to flowering. Independent from 
the epigenetic state of the maternal plants, FLC seems to be temporarily reactivated 
in male and female reproductive tissues (anther tapetum and ovule integuments) but 
is repressed in both male and female gametophytes. After fertilization, the paternal 
derived FLC copy is reactivated in the zygote and the maternal derived FLC copy is 
first expressed in the early multicellular embryo [26, 27], while no expression is de-
tected in endosperm. This resetting could thus result from reprogramming associated 
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with histone turnover as is shown in the zygote (see below) or from local recruitment 
of H3K27me3 demethylases or specific chromatin remodelers after fertilization. The 
resetting of FLC expression during early embryogenesis thus seems to be a prerequi-
site for the repressive effect of FLC in flowering in the following generation.

In the plant apex, the integration of signals promoting flowering triggers the 
activation of flower meristem identity genes such as LEAFY, APETALA 1 ( AP1) 
and CAULIFLOWER, transforming the apical meristem into an inflorescence [28]. 
The activation of the five homeotic classes (ABCDE) of flower identity genes in 
different regions of the meristem and their combinatorial interaction determine the 
positioning of four different types of flower organs [29]: in the outer most whorl the 
sepals, then petals, the male reproductive organs (stamens and anthers, collectively 
known as androecium) and in the central whorl the female reproductive organ, con-
sisting of one or more carpels that make up the gynoecium or pistil.

Specification of Gametophytic Cell Fate

In flowering plants, differentiation of plant gametes is an event occurring late dur-
ing flower development. In contrast to animals where gametes are directly speci-
fied from meiotic products, plant gametes result from a post-meiotic developmental 
process that results in the formation of multicellular structures, the gametophytes, 
where gametes are coupled to accessory cells that facilitate gamete function [30]. 
A series of proliferative and cell specification events determine the formation of 
specialized reproductive organs that culminate with the differentiation of tissues 
and cells with reproductive and nonreproductive functions; however, at this stage 
no traceable germ cell lineage is yet specified.

Within the anther, an inner cell layer of secretory cells called tapetum supports 
microsporogenesis that initiates in a central core of cells, the sporogeneous pollen 
mother cells (PMC). The PMCs define the male reproductive cell lineage leading 
to the development of a male gametophyte, the pollen grain. At this stage in the 
anther, the PMCs are connected by enlarged cytomitic channels which create a cy-
toplasmic continuum thought to promote effective synchronization during meiosis. 
Two meiotic divisions transform each PMC into a tetrad of haploid and unicellular 
microspores (UNM); the cytomitic channels disappear, establishing an individual 
cytoplasm in each microspore, each with its own callose envelope and all encased 
in the callose wall of the tetrad. Pollen wall deposition initiates and an exine layer 
develops around each microspore. After the haploid microspores are released from 
the tetrads, important cytoplasmic and gene expression changes are believed to reset 
the sporophytic programme and launch a gametophytic programme (reviewed by 
[31]). Gametogenesis initiates with a reorganization of the microspore cytoplasm, 
whereby small vacuoles coalesce into a single vacuole that polarizes the nucleus 
to one side of the microspore. This cell polarization is determinant to establish the 
first asymmetric division called pollen mitosis I (PMI), in which the two daughter 
cells acquire different cell fates: the large vegetative cell (VC), the pollen grain, 
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enclosing a small generative cell (GC) [32] (Fig. 6.1a). Thus, only at the bicellular 
pollen (BCP) stage the germline, in the form of a generative cell, is clearly speci-
fied. It was proposed that the different cell fates are caused by polarized distribution 
of gametophytic regulatory factors during the asymmetric division, resulting in the 
repression of vegetative cell-specific genes in the generative cell [33]; however, 
the processes determining commitment to different cell fates are still poorly under-
stood. The GC undergoes a second mitosis, pollen mitosis II (PMII) to produce two 
functional twin male gametes, the sperm cells (SC; Fig. 6.1a). Depending on the 
species, PMII can either take place before dehiscence or during pollen tube growth 
within the female tissues. The “cell within a cell” structural organization of the male 
gametophyte in angiosperms relies on an intimate association of the male gametes 
(sperm cells) with the vegetative nucleus (VN), called the male germ unit (MGU) 
[34] (Fig. 6.2). In this structural association, a membrane of vegetative origin en-
closes both sperm cells and extends from one of the sperm cells through a projec-
tion to the vegetative nucleus. Within the MGU, both sperm cells are transported 
as a unit by the leading VN until pollen tubes deliver the sperm cells in the vicinity 
of female gametes. While this endomembrane of vegetative origin may provide 
protection, isolating sperm cells from direct contact with the cytoplasmic environ-
ment of the pollen tube, it also establishes a possible communication route between 
the vegetative nucleus and sperm cells [35]. Moreover, the physical adherence of 
both sperm cells revealed by two sperm-specific tetraspanins (TETs) localizing in 
a membrane microdomain in the interface between both sperm cells may provide 
another level of communication [36] (Fig. 6.2). Intercellular interactions occurring 
within female tissues during pollen tube growth are essential for pollen tubes to 
acquire competence to sense female guidance signals [37], but they also seem to 
impact sperm cell behaviour as in some plant species sperm cells must undergo 
a process of maturation before they acquire fertilization competence [38]. These 
physical connections between the vegetative nucleus and sperm cells or between 
sperm cells may have functional implications in maintaining an equivalent fertiliza-
tion competence of both sperm cells [39] and/or in maintaining germline identity 
within the pollen vegetative cytoplasmic environment. Ultrastructural studies will 
be essential to reveal the nature of these cellular connections.

Development of the female gametophyte takes place in the carpel. Here, rows 
of ovule primordia arise from the placental tissue along the margins of the site 
of carpel fusion, the septum. In each ovule primordium, within a supportive and 
nourishing tissue called nucellus, megasporogenesis occurs with the differentiation 
of the reproductive female lineage, the archeosporial cell. This cell differentiates 
into the megaspore mother cell (MMC), which undergoes meiotic reduction to give 
rise to four haploid megaspores (Fig. 6.1b). After meiosis, four haploid cells are 
surrounded by a very thin cell wall, with plasmodesmata connecting the chalazal 
megaspore to neighbouring nucellar cells. A positional signal is thought to promote 
cell death of three of the four megaspores. Megagametogenesis begins when the 
surviving functional megaspore goes through three rounds of mitosis to form first 
a two-nucleated, four-nucleated and subsequently eight-nucleated syncytium ga-
metophyte. Different patterns of gametophyte development have been described 
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Fig. 6.1   Epigenetic reprogramming during gametophyte development, fertilization and embryo-
genesis. Sexual reproduction in Arabidopsis thaliana involves extensive epigenetic programming 
with far-reaching potential consequences for genome stability, imprinting and epigenetic inheri-
tance. a During male gametophyte development, haploid microspores (MS) divide asymmetrically 
(PM I) to give rise to bicellular pollen consisting of a vegetative cell harbouring a smaller genera-
tive cell. The latter will undergo a second mitosis (PM II), originating two sperm cells (SC) that 
stay connected to the vegetative nucleus (VN) via a membrane projection. Microgametogenesis is 
characterized by a loss of CHH methylation from LTR retrotransposons in microspores and sperm 
cells due to reduced expression of DRM2, while it is restored in the vegetative nucleus. Missing 
expression of the chromatin remodeler DDM1 in the vegetative nucleus however leads to the 

 



996  Setting the Stage for the Next Generation

in several species, differing from each other by variations on cytokinesis during 
meiosis, on the number of mitotic divisions and in the cellularization pattern. Cel-
lularization and the final differentiation of a Polygonum-type female gametophyte 

Fig. 6.2   Sperm cell connection in the male germ unit. TET12p:TET12-GFP and HTR10p:HTR10-
mRFP protein fusions expressed in sperm cells within an in vitro germinated pollen tube. GFP 
fluorescence highlights the membrane microdomain connection between sperm cells within the 
male germ unit; mRFP fluorescence corresponds to nuclear localization of the male germline spe-
cific histone H3.3 variant (HTR10). Scale bar: 2 μm

  

activation of Athila retrotransposons and accumulation of correspondent 21-nt siRNAs in the 
sperm cells. Moreover, the loss of expression of the DNA glycosylases DME/RDD in the vegeta-
tive nucleus affects CG methylation of transposons neighbouring imprinted loci and epialleles, 
with correspondent 24-nt siRNAs accumulating in the sperm cells. PM I pollen mitosis I, PM II 
pollen mitosis II, MEG maternally expressed gene, ↓ down-regulation, ↑ up-regulation, Gene not 
expressed. b During female gametogenesis, the functional megaspore undergo three consecutive 
mitosis (M I–III) to generate an eight nucleated cell (FG5). Subsequent cellularization and differ-
entiation results in a seven-celled embryo sac (FG6) consisting of two female gametes, the diploid 
central cell (CC) and the haploid egg cell (EC) with two types of accessory cells, three antipodals 
(AP) and two synergids (SY). In the CC, the loss of expression of the methyltransferases MET1 
and CMT3 and the downregulation of DRM2 together with high expression of DME generate a 
hypomethylated state. The resulting transcriptional activation of transposable elements leads to 
the production of 24-nt siRNAs that accumulate in the adjacent egg cell, where RNA-directed 
DNA methylation (RdDM) pathways are active ( DMR2 expression). FG (female gametophyte) 
stages according to the classification described in [128]. c Upon double fertilization, one sperm 
cell fuses with the egg cell and the second with the central cell, giving rise to the diploid embryo 
and the triploid endosperm, respectively. Each gamete carries genetic and epigenetic information, 
e.g. hypomethylated transposon sequences and siRNAs that create a condition of epigenetic rec-
onciliation upon fusion. The epigenetic state of the endosperm resembles the one of the central cell 
before fusion with low levels of methylation and production of 24-nt siRNAs. The accumulation of 
those 24-nt siRNAs in the embryo will participate, possibly together with 24-nt siRNAs delivered 
by the sperm cells, in DRM2-driven RdDM to restore CHH marks during embryo development. 
SN (sperm nucleus)
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involve the specification of four cell types with distinct functions in a seven-celled 
embryo sac (ES): two gametes, consisting of a haploid egg cell (EC) and a diploid 
central cell (CC), and two accessory cell types consisting of two synergids (Sy) and 
three antipodals (AP) ([31] and references therein) (Fig. 6.1b).

Methylation Reprogramming During Pollen Development 
in Arabidopsis

Much of our current understanding of epigenetic modifications during germline 
specification in plants comes from the terminal developmental stages of gameto-
phytes, but there are growing evidences that epigenetic modifications might be 
relevant during somatic-to-reproductive transition. These epigenetic changes can 
have a significant impact in the next generation, as the transition from a mitotic 
to a meiotic cell cycle programme sets the stage whereby a group of cells acquire 
a sporogenous reproductive cell fate. The differentiation of PMCs is intimately 
linked with the differentiation of surrounding tissues in the anther. Modifications 
in microRNA activity, chromatin remodelling and DNA methylation play a critical 
role in the differentiation of anther tissues and in tapetum-programmed cell death 
[40–42]. How these epigenetic signals contribute to differentiation of microspores 
is still poorly understood, but evidences showing that trans-acting 24-nucleotide 
(nt) short interfering RNAs (siRNAs) produced in anther tapetum can impact male 
gametophyte development support this hypothesis [43].

The nature of the switch that defines the mitotic to meiotic transition is still 
unknown, but DNA methylation, histone modifications and siRNAs seem to be 
involved in this cell fate transition. DNA METHYLTRANSFERASE 1 (MET1) 
and DECREASE IN DNA METHYLATION 1 ( DDM1) are important for meiotic 
progression and pattern the recombination frequency along chromosomes [44–47]. 
In rice, the germline specific MEIOSIS ARRESTED AT LEPTOTENE 1 (MEL1), a 
homologue of Arabidopsis ARGONAUTE 5 (AGO5), is required for mitosis in spo-
rogeneous PMCs and meiotic progression, but does not affect specification of the 
reproductive cell lineage [48]. However, the Arabidopsis ago5 knock-out does not 
show any discernible phenotype [49], suggesting that in Arabidopsis, AGO5 may 
act redundantly with other AGO members.

Transcriptomic analyses of plant meiocytes are relative recent due to the chal-
lenge of isolating enriched populations from surrounding anther tissues [50]. The 
expression profile of Arabidopsis meiocytes indicates a partial reactivation of si-
lenced transposable elements (TE) associated to Copia-like and Gypsy-like long ter-
minal repeat (LTR) elements with a preferential enrichment of one of the non-LTR 
retrotransposon families, the short interspersed nuclear elements (SINE) [51]. TE 
activation in meiocytes was correlated with co-expression of neighbouring genes 
and with localized changes in chromatin structure, thought to facilitate meiotic 
progression [51]. Transient TE element activation in the last diploid stage before 
meiosis could thus represent an opportunity to introduce genomic variability or to 
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generate siRNAs that, if not deleterious for meiosis or pollen development, could 
function in germline specification and/or be transmitted to the next generation.

The differentiation of the male gametophyte (post-PMI) involves chromatin 
modifications and changes in methylation patterns that lead similarly to the fe-
male gametophytes (see below) to the production of two epigenetic dimorphic cell 
types. During pollen development, the ubiquitous centromeric histone HTR12 is 
first detected in unicellular microspores (UNM), after PMI and PMII HTR12 re-
main expressed in the generative nucleus and sperm cells, respectively, but is not 
detected in the vegetative nucleus. Moreover, upon PMII, the vegetative nucleus 
and sperm cells present distinct histone-based signatures with HTR5, HTR8 and 
HTR14 detected in the vegetative nucleus, while sperm cells express HTR5 and 
the sperm-cell specific H3.3 variant HTR10 (also known as MALE GAMETE SPE-
CIFIC HISTONE H3, MGH3). Thus, sperm cell chromatin becomes distinct from 
the non-gametic lineage (vegetative nucleus) during pollen development [52, 53].

Significant advances in fluorescence-activated cell sorting (FACS) of Arabidop-
sis thaliana pollen, of its individual cellular components (vegetative nucleus and 
sperm cells) and of its progenitor cell, the unicellular microspore, were the pre-
requisite to decipher transcriptomic and epigenetic changes occurring during pol-
len development. In a first approach, sorted male gametes expressing GFP under a 
sperm cell specific promoter were used to characterize their transcriptome (mRNA 
and small RNAs) and the methylation pattern of specific transposons [35, 54, 55]. 
In order to analyse epigenetic changes during pollen development on a whole-ge-
nome scale, this method was further improved to allow simultaneous sorting of 
the vegetative nucleus and sperm cells as well as FACS isolation of microspores 
[56, 57]. In a similar fashion, but using DNA dyes instead of fluorescent protein 
labels, the epigenome of the male germ unit of wild type and mutant pollen grains 
was analysed [58–60]. Together, these efforts led to genome-wide maps of cytosine 
methylation in all three sequence contexts (symmetric CG, CHG and asymmetric 
CHH methylation, where H stands for any residue except G) for sorted microspores, 
vegetative nuclei and sperm cells. The in-depth analysis of these data contributed 
significantly to our current understanding of epigenetic reprogramming in the male 
gametophyte [57, 58] (Fig.  6.3). Through mapping of differentially methylated 
regions (DMRs) in their genomic context (genic, intergenic or transposable ele-
ments) and combination with small RNA abundance, it became apparent that the 
large majority of these DMRs affect transposon and repetitive element sequences. 
Their reactivation leads to the production of siRNAs capable of controlling their 
activity either by transcriptional gene silencing (TGS) or post-transcriptional gene 
silencing (PTGS). A relaxation of control over potentially harmful transposable ele-
ments, particularly in the gametophyte harbouring the germline, seems contradic-
tory. However, the emerging picture is more that of an epigenetic pathway that has 
been co-opted for inheritance of epigenetic marks (epialleles and imprinted genes) 
and control of transposable elements during gametophyte development and em-
bryogenesis. The first indication for epigenetic activation of transposable elements 
in the male gametophyte of Arabidopsis came from a study by Slotkin et al. [35]. 
These retrotransposons get activated in the vegetative nucleus but not in the sperm 
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cells, coinciding with differential expression of the chromatin-remodeler DDM1, 
whose function is crucial to maintain DNA methylation of transposable elements. 
It does so by facilitating access of DNA methyltransferases to linker histone H1-
containing heterochromatin [61] and complete loss of DDM1 leads to increasing 
developmental abnormalities in inbred lines caused by TE activation [11, 62]. First 
indicated by transcriptional profiling of Arabidopsis sperm cells [54] it was con-
firmed by translational fusion with GFP that expression of DDM1 in the male germ 
unit is restricted to the sperm cells [35]. The transcriptional activation of Athila ret-
rotransposons in the vegetative nucleus leads to the production of 21-nt siRNAs in 

Fig. 6.3   Whole-genome representation of DNA methylation dynamics during pollen development. 
The heat map is based on bisulphite sequencing data of genomic DNA extracted from inflores-
cence and embryo as well as distinct pollen cell types and nuclei. Methylation density is shown in 
10 kb blocks in the three sequence contexts (CG, CHG and CHH) and along the five chromosomes 
(low in blue; high in red). The outer track in grey represents transposable element density. Loss 
of CHH methylation in microspore and sperm cells in comparison with the vegetative nucleus is 
evident in the pericentromeric regions. INF inflorescence, MS microspore, VN vegetative nucleus, 
SC sperm cell, EMB embryo. (Adapted from [57] with permission from Elsevier)
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pollen, which surprisingly accumulate to higher levels in the sperm cells than in the 
vegetative nucleus [35]. In the sperm, they are thought to reinforce retrotransposon 
silencing post-transcriptionally (Fig. 6.1a), but they could also play a role during 
embryogenesis, if delivered upon fertilization (discussed below).

Interestingly, the transcriptional activation of Athila6A family retrotransposons 
in the VN also leads to the production of Athila6A-derived 21-nt siRNA854. In pol-
len, this siRNA acts in trans via incorporation into AGO1 and results in post-tran-
scriptional cleavage of UBP1b mRNA [63]. In the sporophyte, it has been shown 
that UBP1b protein is localized to stress granules and is involved in repressing 
Athila6 GAG capsid protein production, if the transposable element is transcrip-
tionally activated upon stress conditions and the RNAi pathway is non-functional. 
Here, siRNA854 acts as a suppressor of host transposable element silencing via 
translational inhibition of UBP1b [64].

The most obvious differences in methylation profiles between VN, SC and mi-
crospores were observed for asymmetric CHH methylation in the pericentromeric 
regions, with the microspore and SCs showing hypomethylation in comparison to 
the VN [57, 58] (Figs.  6.1a and 6.3). These CHH DMRs map mostly to class I 
LTR/Gypsy retrotransposons and the sperm cells contain 21-nt siRNAs matching 
the hypomethylated retrotransposons. These siRNAs are likely to be involved in 
PTGS, thus preventing hazardous transposition of these elements in the male germ-
line. The observed loss of CHH methylation in the male gametes, but not in the VN, 
is best explained by a passive loss of CHH methylation during microgametogen-
esis due to reduced maintenance of CHH methylation in the germline. Supporting 
this hypothesis, expression of the important RdDM component DOMAINS REAR-
RANGED METHYLTRANSFERASE 2 (DRM2) is restricted to the VN during pollen 
development, with very low levels in the microspore, generative cell and sperm 
cells [57] (Fig. 6.1a).

But the vegetative nucleus also shows hypomethylated regions, although in a 
CG sequence context and to a much lesser extent [57, 58]. CG and CHG symmetric 
methylation is maintained during cell divisions by DDM1 and the DNA methyl-
transferases MET1 and CHROMOMETHYLASE 3  (CMT3). MET1 and CMT3 are 
expressed during pollen mitosis I and II [65] and levels of symmetric methylation 
levels in the vegetative cell and sperm cells are largely unaltered when compared 
to those in somatic cells. Therefore, the observed partial loss of CG methylation in 
the VN must be achieved through active de-methylation by the DNA glycosyl-
ase demeter (DME) and/or its homologous repressor of silencing 
1 (ROS1), demeter-like 2 (DML2) and DML3 [59]. And indeed, DME and 
ROS1/DML2/DML3 (RDD) are not expressed in the sperm cells, but they are ex-
pressed in the vegetative nucleus and lead to CG hypomethylation of class II DNA 
transposons of the MuDR and RC/Helitron class [57, 59]. It has been shown that 
imprinted genes are often neighboured by such DNA transposons [66, 67]. In fact, a 
number of TEs flanking imprinted genes lose CG methylation in the vegetative nu-
cleus relative to microspores and sperm cells. But mainly those flanking genes that 
are maternally expressed in the endosperm (MEGs) and not those close to paternally 
expressed genes (PEGs) show high levels of CHH methylation in microspores and 



104 L. C. Boavida et al.

sperm cells. This observed preservation of CHH methylation at TEs neighbouring 
MEGs depends at least partially on the activity of DME at the corresponding loci 
in the vegetative nucleus, as indicated by dme/+ sperm cells showing reduced CHH 
methylation when compared with wild type sperm cells [58]. In addition, 24-nt 
siRNAs corresponding to MEGs accumulate preferentially in the sperm cells [57], 
supposedly promoting MEG-specific CHH methylation (Fig. 6.1a).

Methylation of recently discovered hypervariable epialleles might be affected 
in a similar way. Through analysis of leaf methylation profiles after 30 generations 
of inbreeding by single-seed descent, it could be shown that more than 100 loci are 
prone to gain methylation sporadically and recurrently [68, 69], many of those be-
ing targets of RDD. More than half of the 100 loci are hypermethylated in sperm 
cells, readily explained by the low levels of DME/RDD expression in microspores 
and high expression in the vegetative nucleus [57]. This hypermethylation in sperm 
cells supports the idea that hypervariable epialleles already methylated in the inflo-
rescence might be heritable through appropriate epigenetic reprogramming in the 
male germline [68, 69].

As outlined above, epigenetic reprogramming during male gametogenesis in 
Arabidopsis results in two cell types with distinct epigenetic features (Fig. 6.1a). 
Most notably, the vegetative nucleus undergoes extensive reprogramming involv-
ing loss of pericentromeric heterochromatin, loss of CG methylation and production 
of 21-nt siRNAs from activated retrotransposons. In this context, it is important to 
remember that the vegetative nucleus does not contribute genetic material to the 
next generation. In relation to the sperm cells the vegetative nucleus functions as a 
nurse cell, similar in that sense to the role the central cell plays for the egg cell (see 
below). Thus, partly due to the reprogramming of its companion cell, but also due to 
alterations in its own epigenetic make-up, the male gametes represent a unique epi-
genetic state upon anthesis: (A) LTR/Gypsy retrotransposons are hypomethylated in 
a CHH context, (B) 24-nt siRNAs matching TEs that flank imprinted, maternally 
expressed genes are abundant, (C) 21-nt siRNAs matching VN-activated retrotrans-
posons accumulate.

Exactly how and when this sequestration of 21- and 24-nt siRNAs into the male 
gametes is occurring is still a matter of debate. Theoretically, these siRNAs could 
move from the vegetative nucleus through the cytoplasmic extension of the male 
germ unit or via the pollen cytoplasm. And indeed, an artificial microRNA ( amiR) 
expressed in the vegetative nucleus that targets a sperm cell expressed mRNA en-
coding GFP led to a reduction in GFP signal [35]. It has been argued however that 
the LAT52 promoter used to drive expression in the vegetative nucleus is already ac-
tive at the microspore stage and therefore the amiR could have been carried over to 
the precursor of the sperm cells, the generative cell, already during pollen mitosis I. 
Support for this hypothesis comes from a study using a promoter specific to the veg-
etative cell (post PMI, late bicelullar pollen) to drive amiRGFP expression, in which 
case germline-specific GFP expression could not be silenced [70]. Regardless of the 
origin of siRNAs accumulating in sperm cells, their role could be to reinforce si-
lencing of maternally expressed genes as well as a subset of retrotransposons in the 
male gamete. An alternative function however could only come to bare after their 
delivery to the egg cell and during early embryogenesis (Fig. 6.1c).
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Epigenetic Regulation in the Female Gametophyte

The specification of MMC from surrounding somatic cells in ovule primordia seems 
to be accompanied by extensive chromatin reprogramming important to establish 
an epigenetic and transcriptional landscape distinct from the surrounding somatic 
tissues. Chromatin decondensation associated with depletion of linker histones, re-
programming of histone variants and establishment of histone marks characteristic 
of a more permissive chromatin state, contribute to an epigenetic landscape sup-
porting pluripotency and competence for a postmeiotic development of the female 
gametophyte [71].

The specification of a single functional MMC in a nucellus primordium seems 
to be epigenetically regulated through the action of small non-coding RNAs [48, 
72]. Maize AGO104, closely related to Arabidopsis AGO9, is required for meiosis 
II during megasporogenesis [73]. Maize ago104 mutants develop normal MMCs, 
but fail to undergo meiosis and instead undergo a mitotic-like division followed by 
megagametogenesis to produce functional unreduced megaspores [73]. In Arabi-
dopsis ago9 mutants, the somatic cells adjacent to MMCs acquire a reproductive 
cell fate bypassing meiosis and generating multiple unreduced megaspores [72, 74]. 
Thus AGO9 seems to act by repressing germ cell fate in somatic tissues, while 
AGO104 acts to repress somatic fate in reproductive cells. These processes most 
resemble diplosporic and aposporic development in apomictic plants, suggesting 
that the regulation of these two gametophytic pathways could be interconnected 
[72, 73]. AGO5 and AGO9 are known to preferentially associate with 24-nt small 
interfering RNAs (siRNAs) derived from transposons and repetitive elements but 
with different specificities to the 5ʹ-terminal nucleotide. The specific accumulation 
of AGO104 and AGO9 in somatic nucellar cells, but their absence from MMCs 
raised the hypothesis whereby mobile siRNAs derived from transposable elements 
could move from adjacent somatic cells to MMC to restrict reproductive devel-
opment to the functional megaspore [73]. MEL1, the orthologue of Arabidopsis 
AGO5, is initially expressed in the sub-epidermal cells in the ovule primordia dur-
ing MMC differentiation, but later the expression becomes restricted to the MMC, 
disappearing during meiosis [48]. In rice mel1/ago5 mutants the specification of the 
reproductive cell lineage is not affected, but MMCs fail to undergo meiosis leading 
to the absence or arrest of female gametophyte development. In Arabidopsis, ago5 
mutants do not show any visible phenotype, but a semidominant form of AGO5, 
ago5-4, presents defects in the initiation of megagametogenesis [49]. The ago5-4 
truncated form lacking the MID domain and catalytic PIWI domain may compro-
mise sRNA binding efficiency, reminiscent of viral suppressor proteins which se-
quester siRNAS [75]. Consistently, the expression of the viral RNAi suppressor of 
24-nt siRNAs, P1/Hc-Pro, in somatic nucellus cells produced a similar phenotype, 
supporting that RNA-directed DNA methylation pathways act in somatic nucellar 
cells to initiate megagametogenesis [49]. While a possible redundancy of AGO5 
cannot be excluded, these studies support the existence of two RdDM independent 
pathways, one acting through AGO9 restricting the reproductive potential to the 
functional megaspore [72, 73] and an independent pathway initiating megagame-
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togenesis [49]. Also supporting this hypothesis, the loss of function of dmt102 and 
dmt103 in maize, homologous to Arabidopsis CMT3 and DRM2, produces unre-
duced gametes and ectopic embryo sac formation from supernumerary MMCs [76], 
suggesting that RNA-directed DNA methylation pathways are associated to tran-
scriptional repressive states that could determine the distinction between an apo-
mictic and a sexual reproductive development [76]. Interestingly, AGO5 and AGO9 
also show enriched expression in the sperm cells [54, 55], but no specific function 
has been identified in the male gametes so far.

In contrast to male gametogenesis where two identical sperm cells are formed 
with the same potential to fertilize any of the female gametes [39], female game-
togenesis gives rise to two dimorphic female gametes, the egg and the central cell, 
which contribute to distinct fates in post-fertilization products, the embryo and the 
endosperm (Fig. 6.1b, c). As all female gametophytic cells are genetically identical, 
it was proposed that female gamete dimorphism could reflect individual epigen-
etic states and these should be established in the syncytium stage, prior to embryo 
sac cellularization and differentiation [77]. Epigenetic reprogramming of female 
gametes by DNA methylation, histone modifications and replacement of histone 
variants contribute to post-fertilization dimorphic epigenetic states regulating trans-
poson activity with functional implications in acquisition of zygotic totipotency 
and initiation of embryogenesis [78–80]. In particular, the composition and incor-
poration of specific histone variants contributes to establish specific chromatin epi-
genetic states in the egg and central cell [77]. The central cell expresses several 
H3.1 isoforms and shows enrichment for two specific H3.3 variants ( HTR8 and the 
unusual HTR14), while the mature egg cell is depleted of H3.1 variants, expressing 
a single H3.3 variant ( HTR5) [52]. Moreover, egg cells exhibit a hypermethylated 
quiescent status correlating with low levels of transcriptional activity of PolII and 
enrichment of repressive chromatin histone marks associated predominantly with 
silenced states in euchromatic and heterochromatic regions ( H3K9me2 and LHP1). 
In contrast, the central cell is hypomethylated and transcriptionally active, corre-
lating with a more permissive chromatin configuration. The dimorphic H3K9me2 
chromatin marks seem to be regulated by CMT3 in the egg cell and by DEMETER-
LIKE (DML) activity in the central cell [77, 81]. Consistently, female gametes 
present an asymmetry of DNA methylation patterns, largely associated to the re-
duced activity of DME in the central cell [82, 83] and transcriptional repression of 
DNA methyltransferases like MET1, mediated by the retinoblastoma pathway [84, 
85]. Passive loss of DNA methylation in the egg cell appears to be counteracted 
by de novo DNA methyltransferases DRM1 and DRM2 while in the central cell 
only low levels of DRM2 were detected [86]. The requirement of CMT3-induced 
egg cell silencing in both transposon and euchromatic regions led to the hypothesis 
that siRNAs produced in transcriptional active cells (such as central cell or somatic 
cells) could target the egg cell [81]. DRM2 activity relies on RNA polymerases 
PolIV and PolV that have evolved an exclusive function in siRNA biogenesis and 
transcriptional silencing, respectively [87]. PolIV-dependent 24-nt siRNAs, many 
of which generated from TEs, were shown to be maternally specific and accumulate 
predominantly in the central cell [58, 88]. The finding that AGO9 associates with 
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24-nt siRNAs derived from transposable elements and is expressed in somatic ovule 
cells but not in female gametes raised the possibility that somatic cell-derived siR-
NAs could act as a non-cell-autonomous signal travelling to female gametophytic 
cells to restrict TE activity. This hypothesis was also consistent with reactivation of 
TEs in the egg and synergid cells of ago9 mutants [72, 74].

Post-fertilization Epigenetic Reprogramming

In two parallel events, sperm cells fertilize the egg cell and the central cell and after 
karyogamy the distinct cell fate of both fertilization products, the zygote and the 
endosperm, is reflected in distinct epigenetic profiles (Fig. 6.1c). In the endosperm, 
which nurtures embryogenesis during seed development [89], low levels of DNA 
methylation are achieved through active DME-driven demethylation [83, 90] and 
continued repression of the main methyltransferases MET1, CMT3 and DRM2 [82, 
86, 91] set a profile that most resembles the epigenetic make-up of the transcription-
ally active central cell before fertilization. In the embryo, a crucial epigenetic repro-
gramming reinforces maintenance of DNA methylation in CG and CHG contexts 
by MET1 and CMT3 expression and RdDM activity with high expression levels of 
DRM2 assures the gradual de novo methylation in CHH contexts (Fig. 6.4), which 
may contribute to maintain stable inheritance of epialleles across generations, reset 
silenced imprinted genes in the embryo or reinforce TE silencing contributing to 
genomic stability.

In the embryo methylation of the hypomethylated LTR/Gypsy retrotransposons 
coming in from the paternal side is restored, possibly through CMT2-dependent 
re-methylation pathways [61], although 21-nt siRNA might also be involved at the 
post-transcriptional level. These siRNAs could have their origin in the central cell 
or endosperm. That such movement of siRNAs from the female companion cell 
(central cell) to the egg cell is possible was shown in an experiment analogous to 
that in pollen, in which an artificial miRNA expressed in the central cell led to the 
reduction of a GFP signal in the egg cell [58].

In Arabidopsis, delivery of paternal 21-nt siRNAs targeting maternal LTR ret-
rotransposons post-transcriptionally and simultaneous transcriptional targeting of 
CHH hypomethylated paternal retrotransposons by 24-nt siRNA of maternal origin 
could potentially create a mix and match situation of hypomethylated TEs and their 
targeting siRNAs upon fertilization (Fig. 6.1c). Such interaction between the 21-
nt post-transcriptional and 24-nt transcriptional pathways has been predicted [87] 
and if occurring during reproduction it could have far-reaching consequences for 
the embryo and endosperm [92]. Two scenarios are conceivable: (A) Transposon 
sequences of the two genomes involved in an interspecific cross differ to an extent 
that the siRNA sequences derived from one parent do not match the transposable 
elements in the other parent. (B) Interploidy crosses lead to a genomic dosage dis-
equilibrium characterized by the siRNA pool of one parent being insufficient to 
silence all copies of transposable elements of the other parent. These mechanisms 
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may present an effective way to assess parental compatibility at fertilization, in case 
of hybrid incompatibility leading to failure to suppress transposon activity (and 
deregulation of siRNA/TE controlled genes in their vicinity), ultimately resulting 
in seed abortion [92–94]. Such seed abortion has been observed for instance in 
interspecific crosses between Arabidopsis thaliana and Arabidopsis arenosa, in-
volving upregulation of a normally silenced paternal ATHILA retrotransposon in a 
genome dosage-sensitive way [95, 96]. Underlining a general role of small RNAs 

Fig. 6.4   Expression pattern of DNA methyltransferases during seed development. During seed 
development in Arabidopsis, the DNA methyltransferases MET1, CMT3 and DRM2 are differ-
entially expressed in the developing embryo and its nourishing endosperm, as visualized using 
fluorescent fusion proteins under the control of the respective native promoter. During early 
embryogenesis (A–C), expression of the DNA methyltransferases is detected in the nuclei of the 
one cell ( MET1) and two cell embryo ( CMT3 and DRM2), respectively (arrowheads in inset). The 
endosperm does not show any detectable expression levels. This divergent expression pattern is 
maintained during embryogenesis as exemplified by exclusive expression in the embryo at the 
heart stage (D–F). Scale bar: 20 µm. Thus, DNA methylation in all sequence contexts is highly 
active during embryogenesis, while it is strongly reduced in the endosperm. (Adapted from [86] 
with permission from Elsevier)
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for hybridization barriers, hybrid dysgenesis in Drosophila melanogaster involves 
the reactivation of paternally inherited transposable elements in the progeny, caused 
by the lack of maternal Piwi-interacting RNAs targeting these TEs [97].

Delivery of small RNAs by the male gametes to the egg cell or central cell has 
not been proven in plants, but further support for such hypothesis comes from a de-
livered mRNA. Short Suspensor (SSP) mRNA accumulates in sperm cells of mature 
pollen and is delivered to the egg cell at fertilization, where its translation in the 
zygote triggers the activation of the YODA mitogen-activated protein 
MAP kinase cascade responsible for the regulation of the first asymmetric division 
of the Arabidopsis zygote [98]. Similar to plants, human sperms contain a complex 
repertoire of coding and non-coding RNAs, but the role the delivery of this paternal 
RNA pool might play upon fertilization remains to be shown [99, 100]. In contrast, 
the picture is much clearer in C. elegans. Here, compelling evidence indicates that 
sperm carries Argonaute/small RNA complexes transmitting a transgenera-
tional small RNA memory of paternal gene expression [101].

The selective erasure and maintenance of epigenetic modifications at fertiliza-
tion may also be critical for zygotic genomic activation (ZGA) which marks the 
initiation of de novo transcription from the zygotic genome. ZGA is essential for 
the transition from a quiescent transcriptional stage to a pluripotent state in early 
embryo enabling them to activate any pathway required for organism development 
[102]. In Arabidopsis, maternal transcripts predominate in a 2–4 cell embryonic 
stage, showing a gradual transition to increased paternal contribution at the globular 
stage [103]. Consistent with these observations Arabidopsis embryo development 
proceeds up to a globular stage even with low levels of active PolII, suggesting that 
early stages of embryo development rely on stored maternal transcripts [104, 105]. 
Specific maternal epigenetic marks were associated with the initial quiescent zy-
gotic stage and with zygotic activation of paternal alleles which should result from 
a balance between chromatin-based repressive mechanisms and the establishment 
of a permissive chromatin state for transcriptional activation [103]. Consistently, in 
Arabidopsis, H3.3 variants from both gametes are quickly removed from the zygote 
after karyogamy, and somatic H3 variants are restored by de novo synthesis in the 
embryo, while in the endosperm there is a progressive dilution of the H3.3 variants 
through successive nuclear divisions [52, 53]. This epigenetic reprogramming in the 
egg cell seems to be mediated by CAF1 [103], ultimately limiting the inheritance 
of epigenetic information carried by H3.3 variants to the next generation [52]. In 
a process not well understood, H3K9 methylation driven by the maternal allele of 
kryptonite (KYP) and CMT3 as well as siRNAs produced by RdDM pathways 
that predominantly target TEs [106] seem to target also coding genes, which is be-
lieved to set the stage for zygotic activation and embryo development [103].

Genomic imprinting in plants occurs after fertilization whereby specific loci in 
endosperm are expressed during seed development according with their parental 
origin. Most imprinted genes are associated with differentially methylated regions 
( DMRs) that are methylated in a CG context in one of the two parental alleles. 
This CG methylation is important for epigenetic inheritance through gametogenesis 
and involved with imprinting in the endosperm [84, 107–109]. Several examples 
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of genomic imprinting in plants highlight the role of two distinct and interdepen-
dent mechanisms, DNA methylation and polycomb group (PcG) complex-mediated 
H3K27me3, in setting parental-specific epigenetic marks that are established in 
gametes and erased post-fertilization in endosperm and embryo. FWA and MEDEA 
maternal imprinting in endosperm are a good example of this epigenetic regulatory 
control: during fertilization, DME removes CG methylation in the FWA maternal 
allele, sustaining the maternal monoallellic expression in endosperm while the low 
activity of MET1 in the endosperm is sufficient to maintain CG methylation of the 
FWA paternal allele [82, 86, 91]. On the other hand, MEDEA uses a more complex 
mechanism in which DME in the central cell demethylates CG sites flanking ME-
DEA, promoting MEDEA maternal expression in endosperm. MEDEA then binds 
to the Fertilization Independent Seed (FIS)-PcG complex. After fertilization in the 
endosperm the PcG complex represses the expression of the paternal allele through 
enrichment of repressive histone marks ( H3K27me3). Moreover, the mechanism by 
which PHERES1 (PHE1) is paternally imprinted in endosperm involves a DMR in 
the 3ʹ end of PHE1 and recruitment of PcG complex. In the central cell, the DMR 
in PHE1 3ʹ end is hypomethylated, allowing recruitment of FIS-PcG complex to 
PHE1 promoter and resulting in stable maternal PHE1 repression in the endosperm. 
The FIS complex is absent in sperm cells and the methylated DMR prevents the 
silencing activity, causing the paternal allele to be active in the endosperm ([110] 
and references therein).

Until recently, few genes were known to be imprinted in the embryo and for this 
reason the regulatory control was poorly understood [111]. The study of mater-
nally expressed in embryo 1 (MEE1) gene of maize, imprinted in both the 
embryo and endosperm, has shown that imprinted alleles can acquire DNA meth-
ylation after fertilization. The demethylated state of maternal MEE1 in the central 
cell and the methylated paternal allele are consistent with the exclusive maternal 
expression of MEE1 in endosperm. In the egg cell, the maternal MEE1 is methyl-
ated but upon fertilization is rapidly de-methylated, establishing differential paren-
tal epigenetic states in the embryo. During embryo development the maternal allele 
is then remethylated resetting the maternal imprinting marks later in embryogen-
esis [111]. This embryonic MEE1 maternal imprinting is consistent with an active 
demethy-lation in the zygote; however, the mechanism of regulation raised some 
intriguing questions implying the existence of an allele-specific recognition mecha-
nism that could distinguish between two equal methylated parental alleles [78, 111]. 
One possible hypothesis is that 24-nt siRNAs accumulating in the endosperm could 
be transported to the embryo [58, 90] to guide demetylation of the maternal MEE1 
allele in the embryo [112]. Evidences show that siRNAs interacting with ROS3 
are sufficient to guide sequence-specific demethylation involving ROS1 [113], sup-
porting the possibility that siRNAs can also guide DNA demethylation. However, 
it still remains to be shown that strand-specific differences exist between parental 
alleles. Such possibility could be achieved by differential histone marks in parental 
alleles. The recent identification of several genes imprinted in embryo do not ex-
clude this hypothesis and support that DNA methylation is not a primary imprint-
ing mark in embryos. The regulation of embryo imprinting seems to be partially 
imposed by H3K27me3 mediated by the PRC2 complex but independent of MET1 
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[114]. While genomic imprinting in the endosperm does not raise major implica-
tions for the following generation, evidences indicate that imprinting in the embryo 
is maintained during embryogenesis and early seedling development, but PEG and 
MEG imprinting marks need to be eventually erased and reset before reproductive 
development in the next generation [114].

The fact that a subset of maternal and paternal imprinted expressed genes are 
associated with DMRs, probably deriving from accidental silencing of repetitive 
elements neighbouring these genes, led to the hypothesis that genomic imprint-
ing could have evolved as a by-product of TE silencing [115]. Recent evidences 
support that RdDM pathways acting in plant gametes can regulate parental-spe-
cific genomic imprinting at specific loci in endosperm [116]. In early endosperm 
development, low RdDM activity together with low activity of MET1 and other 
methyltransferases [86, 91, 117] is expected to contribute to maintenance of the 
demethylated state of the maternal allele and activation of the maternal imprinted 
genes (MEGs). Silencing of the paternal alleles seems however to be dependent 
on RdDM pathways, whereby NRPD2A-dependent siRNAs generated potentially 
from activity of transposon elements in diploid somatic paternal tissues seem to be 
sufficient to target de novo DNA methylation and silencing prior to gametogenesis. 
The methylated status of paternal alleles is maintained by MET1 during sporophytic 
pollen development, sustained in the haploid gametes and inherited after fertiliza-
tion in endosperm [116].

The observation that most imprinted genes in plants and animals are expressed 
in the placenta and endosperm, respectively, tissues allocated to nutrition of the 
developing embryo gave rise to the prediction that the function of imprinted genes 
in endosperm could have played a major role in the evolution and selection of ge-
nomic imprinting. The parental conflict theory predicts that nutrient allocation in 
the offspring is resolved in favour of the parents reproductive interests, i.e. ma-
ternally expressed imprinted genes should negatively regulate endosperm growth, 
while paternal imprinted genes positively regulate endosperm growth [118]. While 
this is the case for many of the identified imprinted genes, the maternally ex-
pressed gene 1 (MEG1) in maize has opposite effects promoting seed growth 
[119]. In addition, the lack of obvious functions and the fact that ectopic expression 
of many of these imprinted genes in vegetative tissues do not cause deleterious 
effects in plant development [120, 121], have led to a new hypothesis in which, 
genomic imprinting might have evolved from positive selection of beneficial muta-
tions in vegetative tissues that were then retained and co-opted for positive func-
tions in embryo or endosperm [120].

The epigenetic reprogramming observed in the gametes and their products has 
implications that go beyond their alleged roles for transposon and imprinting control 
during the reproductive phase. This could be the case for the observed variability of 
epialleles across generations [68, 69], possibly driven by gains and losses in CHH 
methylation during gametogenesis and early embryo development [122]. In this re-
spect it should also be noted that both 21- and 24-nt siRNAs can be transported over 
long distances between shoot and root (and vice versa) and that these mobile 24-nt 
siRNAs are able to direct RdDM in meristematic root stem cells [123–125]. Assum-
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ing that transport could also be effective to the shoot meristem and eventually to the 
gametes, these siRNAs could act in a pathway underlying epigenetic inheritance. 
This could explain transgenerational memory of stress as observed in plants [126]. 
Support for this hypothesis comes from salicylic acid stress in the sporophyte lead-
ing to the production of TE-associated 21-nt siRNAs that are similar to those that 
are epigenetically activated in the vegetative nucleus of pollen [127].

Perspectives

In recent years, we have seen significant advances in experimental methods al-
lowing the isolation of specific reproductive cell types or cell-type components. 
Through combination with genome-scale approaches like bisulphite sequencing 
and RNAseq, these have led to a better comprehension of the epigenetic landscape 
associated to regulation of a number of developmental transitions, namely how 
plants determine a sporogenous reproductive cell lineage from somatic cells, how 
dimorphic epigenetic states may contribute to male germline differentiation in a 
multicellular gametophyte or how dimorphic epigenetic states in female gametes 
contribute to establish distinct developmental programs post-fertilization. How-
ever, the epigenetic profiles of several specific developmental transitions are still 
incomplete due to the challenge of isolating particular cell types (e.g. meiocytes 
or female gametophytic cells) from their neighbouring somatic cells or in specific 
developmental stages (e.g. during pollen tube growth), information that will be 
crucial to improve resolution of epigenetic states in specific cell types and define 
the precise timing of epigenetic reprogramming during gametogenesis. These re-
programming events are also a prerequisite to establish temporary transcriptional 
repressive states during cell fate transitions in order to restore totipotency and allow 
cell-type differentiation programmes.

Moreover, it will be of fundamental importance to understand the regulatory 
mechanisms that specifically operate during these phase transitions, enabling plants 
to retain, erase or reset specific epigenetic information acquired during the plant life 
cycle as well as parent specific allelic expression patterns that can contribute to the 
next generation. Histone modifications and small RNAs seem to be involved in this 
transgenerational epigenetic inheritance. It will be of particular interest to under-
stand if mobile siRNAs, either from companion cells or inherited, can modify the 
epigenetic landscape of the zygote or function as critical regulators of gene expres-
sion during embryo development. An exciting development has been the associa-
tion of epigenetic mechanisms with the potential regulation of apomictic develop-
ment, raising a profound interest in the epigenetic principles that distinguish sexual 
reproduction from apomixis. Given the emerging impact of epigenetic processes 
on several aspects of sexual reproduction in angiosperms future insights hold the 
promise to yield novel experimental tools, ultimately opening new paths to improve 
crop species.
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Chromatin Features and Transcriptional Activity

Our current understanding of chromatin dynamics during developmental transitions 
in plants is to a large extent based on correlations between transcription rates and 
profiles of corresponding chromatin environments. Many chromatin features show 
distinct enrichment patterns over gene bodies, some of which positively or nega-
tively correlate with transcription rates.

DNA Methylation

DNA methylation occurs at three distinct sequence contexts, the symmetric CG 
and CHG and the asymmetric CHH. CG methylation is the most common type of 
methylation, whereas methylated CHG and CHH sites are less abundant [1]. The 
predominant role of DNA methylation is maintaining genome integrity by silencing 
repetitive sequences and transposable elements (TEs) present in pericentromeric 
regions and DNA methylation over these regions is usually enriched in the three 
sequence contexts [1–4]. Aside from its predominant enrichment over silent chro-
matin, DNA methylation in CG context is enriched over gene bodies [1, 2, 5–7]. In 
contrast to its role over silent heterochromatin, the function of euchromatic or genic 
enrichment of DNA methylation is less clear [8, 9]. CG methylation is predomi-



H. Wollmann and F. Berger120

nantly catalyzed by the DNA methyltransferase MET1 [1, 4]. DNA methylation 
enrichment over gene bodies increases toward the 3′ end of genes and with tran-
scription rates, reaching highest values over genes that show moderate expression 
rates [1, 4, 7, 10]. Genes with highest expression levels display less gene body 
methylation than genes with moderate expression levels.

Histone Modifications

Aside from the crucial structural role of histone proteins within the chromatin, co-
valent modifications at the N-terminal end of histone proteins are associated with 
particular chromatin states. The enrichment of subsets of specific histone modifi-
cations indicates the state of the associated chromatin as active, repressed, or per-
manently silent. Amongst a wide variety of histone modifications, the best char-
acterized of these modifications occur on the N-terminal tail of histone H3 and 
comprise acetylation and methylation of lysine residues and methylation of arginine 
residues. Two of these marks, trimethylation of the lysine residues number 4 and 
27 (H3K4me3 and H3K27me3, respectively), are tightly associated with gene ex-
pression and developmental transitions. The variety of methyl marks is complex, 
as mono-, di-, or trimethylation of specific lysines can have very distinct genomic 
locations and therefore functions in the chromatin landscape. In plants, a good ex-
ample is H3K27me1, which is enriched over constitutive heterochromatin, while 
H3K27me3 is enriched in euchromatic regions and associated with (developmen-
tally) repressed gene loci [11]. Despite the large number of histone marks known 
and associated with transcriptional and chromatin activity, they tend to occur in a 
limited number of combinations associated with specific chromatin functional sta-
tus [11]. Enrichment profiles assessed through genome-wide analysis of chromatin 
immunoprecipitation (ChIP) led to the classification of as few as four major chro-
matin states (CS1–CS4) on Arabidopsis chromosome 4 [11]. Most active genes can 
be found in CS1, a chromatin state enriched for H3K4me3, H3K9me3, H3K36me3, 
and H3K56ac, marks characteristically associated with active transcription. CS2 
is predominantly enriched for H3K27me3, a typical mark found in gene bodies of 
repressed genes [6]. CS3 and CS4 regions are largely devoid of genes and while 
CS3 includes constitutive heterochromatin, mostly enriched for H3K9me2, H3K-
27me1/2, and H4K20me1, there is no particular enrichment of any of the investi-
gated marks in CS4 [11].

Similarly, in differentiated animal cells, the two marks H3K4me3 and H3K-
27me3 are associated with distinct chromatin states and their enrichment domains 
are typically exclusive. However, in embryonic stems cells, dual appearance of both 
marks (bivalence) has been described on a small subset of developmental genes, 
marking a specific chromatin state “poised” for gene activation [12, 13]. In plants, 
there is little evidence for bivalent marks and we do not know whether they have a 
function similar to that described in animals.
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Histone Variants

Nucleosomes are octamers built from two histones of the same histone family, H2A, 
H2B, H3, and H4, while H1 interacts with the linker DNA between nucleosomes. 
To the exception of histone H4, other histone families comprise variants in amino 
acid sequence. Some variants differ only by a few key amino acid residues, while 
others comprise additional N- or C-terminal domains. With an increasing number 
of histone variants being characterized, their crucial role in chromatin regulation 
is emerging [14, 15]. In plants, histone families underwent at least two duplica-
tions and a remarkable diversification, leading to a substantial number of gene loci 
encoding identical and distinct histone variants from the different families [14, 
16]. Different variants from the H2A and H3 families have been studied in detail 
and show profiles with distinct genomic locations. These include the variants H3.3 
and H2A.Z, which are involved in transcriptional dynamics during developmental 
transitions.

Only recently, a comprehensive analysis using ChIP-seq characterized the ge-
nomic profile and potential function of H2A.Z and H3.3 in Arabidopsis. The vari-
ant H2A.Z is particularly enriched over euchromatic regions and has mostly been 
associated with gene regulatory functions during development and adaptation to 
abiotic stress. Over gene bodies, H2A.Z is predominantly enriched over 5′ gene 
ends, at gene promoters/transcription start sites (TSS) [17]. This pattern, though 
overlapping with that of covalent histone modifications like H3K4me3, is less cor-
related with transcription rates and complete loss of H2A.Z function mostly affects 
a subset of genes with predominant gene body enrichment of H2A.Z [18]. At the 
same time, the enrichment of H2A.Z at 5′ gene ends has been shown to be important 
for transcriptional regulation as well [19].

The plant H3 family consists of 15 HISTONE THREE REATED ( HTR) genes, 
encoding for a total of eight different H3 variants [16]. The most abundant euchro-
matic H3 variants during plant development are H3.1 and H3.3, encoded by five 
and three independent gene loci, respectively [20]. H3.1 is also referred to as the 
canonical H3 and is distributed largely evenly across the genome and over gene 
bodies [21, 22]. H3.1 is highly abundant in cells undergoing active cell divisions, 
which has been shown particularly in meristems [22, 23]. With its transcription 
being coupled to cell division, H3.1 is the predominant replicative H3, with expres-
sion peaks coinciding with DNA replication [24] (www.cyclebase.org). In contrast, 
H3.3 is expressed throughout the cell cycle and can therefore act as a replacement 
H3, being incorporated upon the loss of nucleosomes by, e.g., transcription [24, 25]. 
The two H3 types differ by only a few amino acids, but still are placed into the chro-
matin by distinct chaperone complexes [26]. In contrast to H3.1, H3.3 is enriched 
over active chromatin, predominantly toward the 3′ end of gene bodies close to tran-
scription termination sites (TTS), where its levels correlate with transcription rates 
and RNA polymerase II enrichment sites in plants and animals [21, 22, 27–29]. The 
expression of most other plant H3 variants has either been extremely low to unde-
tectable or highly specific, like the male-gamete-specific H3.10 (formerly MGH3 or 
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HTR10), which is likely involved in chromatin remodeling during spermatogenesis 
[20, 23, 30]. Lastly, the centromeric CenH3 (also known as CENH3, CENP-A, or 
HTR12) is highly enriched over centromeric chromatin and largely absent from 
euchromatic regions [31]. Taken together, only two of the many Arabidopsis H3 
variants have thus been associated with transcription modulation or developmental 
transitions, H3.3 and H3.10.

Regulation of Responsiveness

Transcriptional changes allow cell differentiation and enable developmental transi-
tions. Similarly, adaptive processes to, e.g., environmental changes require modi-
fications of gene expression levels. Recent evidence suggests that the responsive-
ness of a gene, i.e., its competence for transcriptional changes is at least partially 
encoded in its chromatin environment [8, 32].

The large number of transcriptome studies available for different tissue types or 
responses to various environmental or hormonal stimuli enabled a comprehensive 
analysis of the responsiveness of each Arabidopsis gene, by comparison of expres-
sion patterns in these different conditions [33]. As a result, the response factor (RF) 
of each gene provides the means to characterize gene responsiveness to develop-
mental or to stress-induced stimuli. Genes with low RF comprise housekeeping 
genes, while extremely high overall RF values enabled the identification of hy-
pervariable genes [33]. Hypervariable genes are characteristically short, with few 
introns and notably low DNA methylation levels, compared to highly methylated 
housekeeping genes [33]. These initial observations indicate that in comparison, 
housekeeping and responsive genes show distinct chromatin structures. This link 
is further supported by the tight link between gene responsiveness and gene body 
enrichment of the histone variant H2A.Z [18].

Mutations in ARP6 and other components of the H2A.Z chaperone complex dis-
turb the regulation of the vegetative-to-reproductive transition, due to misregula-
tion of temperature responsive genes [19, 34–38]. arp6 mutants flower early in 
normal temperature, similar to wild-type plants in elevated temperature conditions, 
highlighting the tight link between environmental stimuli and developmental tim-
ing. The transcriptome of arp6 mutants in normal temperature resembles that of 
warm grown plants and H2A.Z nucleosome dynamics at promoters of temperature 
responsive genes, which suggested that the histone variant fulfills a thermosen-
sory role [19]. However, it is likely that the role of H2A.Z is not specific to tem-
perature sensing. Responsive genes in general show a preferential enrichment of 
H2A.Z over their gene bodies and a large number of these genes are misregulated 
in h2a.z mutants [18]. In agreement with this, the loss-of-function mutants in two 
of the three H2A.Z loci or H2A.Z chaperone component PIE1 show misregula-
tion of immune response genes and enhanced resistance to pathogens [39]. Further-
more, phosphate starvation response genes are constitutively derepressed in arp6 
mutants, and this activation is accompanied by a depletion of H2A.Z over a subset 
of the misregulated genes [40]. These studies provide a paradigm for the tight link 
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between development and adaptation, as plants rely on environmental cues to time 
developmental transitions. Besides, H2A.Z acts antagonistic to DNA methylation, 
providing a potential basis for a distinct chromatin environment over highly regu-
lated and constitutively expressed genes [8].

Developmental Dynamics of Chromatin Features

During the plant life cycle, several transitions occur that mark the end of one devel-
opmental phase and the start of another. These transitions are crucial for plant life 
and reproduction and therefore highly regulated on the transcriptional and chromatin 
level (Fig. 7.1). All plants undergo a switch between haploid and diploid generations, 
the gametophytic and sporophytic cycles, respectively. In flowering plants, the spo-
rophytic cycle is marked by a series of distinct phases, starting with embryo and seed 
development and proceeding over germination to juvenile-to-adult and vegetative-
to-reproductive transition, initiating flowering, which leads to gametogenesis and a 
new gametophytic phase. Chromatin features have also been shown to dynamically 
accompany the transition from undifferentiated meristematic to differentiated cell 
states, e.g., to enable faithful silencing of meristematic genes after cell differentiation 
or allow transcription of developmental genes. During reproductive development, 
silenced TEs become derepressed, a potential mechanism to reinforce the silenced 
state in the next generation. Many of the known chromatin marks participate in more 
than one of these transitions and loss-of-function mutants can have devastating ef-
fects on plant growth and development. Below, we highlight the tight link between 
chromatin features and developmental transitions by describing a few examples.

Dynamics of DNA Methylation During Reproduction  
and Embryogenesis

Derepression of TEs can cause their transposition, jeopardizing genome integrity. 
TEs are therefore strictly silenced, correlating with the enrichment of several chro-
matin features, including DNA methylation. However, during reproduction and 
seed development, otherwise stable DNA methylation patterns become dynamic 
in a cell-type and parent-of-origin-specific manner, crucial for this developmen-
tal transition [41]. Reproduction requires extensive reprogramming; the removal of 
parental epigenetic information to allow developmental programs in the embryo, 
while at the same time, the silencing of TEs should be maintained. An attractive 
model based on the analysis of differential DNA methylation patterns suggests that 
germ-cell- and embryo-associated cells that accompany, but not contribute to, cells 
forming the next generation, undergo global DNA demethylation, causing the acti-
vation of TEs [42–45]. TE expression leads to production of small RNAs, which in 
turn reinforce silencing through small RNA-mediated DNA methylation in the germ 
cells and the developing embryo.
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In plants, reprogramming of DNA methylation during gametogenesis also affects 
gene expression in a male- or female-specific manner, leading to parent-of-origin-
specific expression after fertilization. Such genes are referred to as imprinted genes. 
Imprinted genes are associated with differentially methylated regions (DMRs) [46–
49]. Imprinting in plants is almost exclusively confined to the endosperm, the tissue 
nurturing the embryo and results from differential methylation of male and female 
gametes at the time of fertilization [50].

PcG and H3K27me3 in Developmental Transitions

H3K27me3 is associated with multiple developmental transitions in plants, in-
cluding seed maturation, flowering, and differentiation. Although it is clear that 

Fig. 7.1   Chromatin features dynamical change during developmental transitions. Several key 
developmental transitions mark the plant life cycle, some of which are depicted in this diagram. 
Most of these transitions have been associated with dynamic changes in the chromatin landscape, 
at least in one of the three types of chromatin features, DNA methylation, covalent histone modi-
fication, and histone variant replacement
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H3K9me3 is propagated through cell divisions and allows faithful transmission of 
patterns of silenced gene expression [51], this remains controversial in the case of 
H3K27me3 [52, 53]. H3K27me3 is associated with gene repression and a large 
number of genes are targeted by this mark in Arabidopsis [6]. The developmental 
roles of H3K27me3 became obvious by the severe phenotypes of mutants in poly-
comb repressive complex 2 (PRC2) members [54]. PRC2 is highly conserved and 
catalyzes H3K27me3. Mutants in PRC2 components affect various aspects of plant 
growth and development.

Comparison of H3K27me3 patterns in undifferentiated meristem cells and dif-
ferentiated leave tissue revealed the dynamic nature of this mark during cell dif-
ferentiation [55]. Enrichment and depletion follow transcriptional remodeling af-
fecting known cell-type or tissue-specific regulatory genes, but also signaling path-
ways. From the early studies of the FERTILIZATION INDEPENDENT SEED ( FIS) 
mutants affected by the lack of PRC2 activity in endosperm, it appeared that H3K27 
methylation controls the transition from early to late developmental programs that 
separate the early syncytial from the late cellular developmental phase of the endo-
sperm [56]. Similar roles were later reported for other transitions. FERTILIZATION 
INDEPENDENT ENDOSPERM ( FIE) is a component of the PRC2 complex. In fie 
mutants, H3K27me3 levels are greatly reduced and seeds display enhanced dor-
mancy and germination defects [57, 58]. The phenotypic defects are accompanied 
by upregulation of reproductive genes, indicating that the loss of the repressive 
function of H3K27me3 prevents the embryo-to-seedling transition in these plants. 
Germination requires silencing of seed developmental genes and activation of genes 
essential for vegetative growth. Only recently it has been proposed that a chromatin 
state switch from H3K4me3 to H3K27me3 is required to silence seed developmen-
tal genes and that the lack of this switch retards germination [59].

H3K27me3 plays also an important role in regulating floral transition via the 
complex regulation of the floral repressor FLC, a topic that has recently been cov-
ered in great detail elsewhere [60].

Furthermore, H3K27me3 has been shown to be a crucial mark for the termina-
tion of stem cell fate in flower development [61–63]. In contrast to the indetermi-
nate shoot apical meristem, floral meristems are determinate, producing a defined 
number of organs before termination. The transition from indeterminate to deter-
minate fate is regulated by the floral homeotic factor AGAMOUS (AG), inducing 
expression of KNUCKLES (KNU), a zinc finger protein that represses WUSCHEL 
(WUS), the major factor maintaining stem cell identity and indeterminacy of meri-
stems [61–63]. Notably, the induction of KNU by AG requires about 2 days, a time 
delay that is regulated by H3K27me3 turnover. AG binding sites at the KNU up-
stream region reside within Polycomb response elements (PREs) and AG binding 
prevents access of Polycomb group (PcG) proteins, causing H3K27me3 depletion 
and eventually KNU expression. Importantly, this epigenetic timing mechanism is 
tightly linked to the cell cycle, which is required for H3K27me3 turnover. This 
mechanism could be envisaged as a broadly applicable way of timing PcG-regu-
lated gene expression during developmental transitions (Fig. 7.2). Vice versa, the 
acquisition of pluripotency during the transition of differentiated leaf cells into cal-
lus cells also requires genome-wide reprogramming of H3K27me3 and mutants in 
PRC2 components lack the potential to form callus from leaf tissue [64].
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The impact of PRC2 on developmental transitions is likely very ancient as it is 
clear that PRC2 activity is conserved in the moss Physcomitrella patens and regu-
lates the transition between the haploid gametophyte and the diploid sporophyte [65, 
66]. After mosses, the plant sporophyte became the dominant life phase and PRC2 
components duplicated to reach for example three major sets in Arabidopsis, where 
clearly the gametophytic genes MEDEA and FIS2 still play a role distinct from the 
genes EMBRYONIC FLOWER 2, CURLY LEAF, and SWINGER that are active pri-
marily in the sporophyte. Sporophytic PRC2 complexes have specialized in regu-
lating the major developmental transitions in the life cycle of higher plants. How 
exactly this specialization is conserved across flowering plants remains unknown.

Conclusion and Hypotheses

The turnover of histone modifications plays an obvious role in developmental tran-
sitions through the interplay with transcription factors. However, it remains unclear 
how the process of deposition and removal of histone marks is regulated dynami-
cally. Although Jumonji (JMJ) domain proteins with a H3K27 demethylase activity 
have been identified [67], they do not show an impact on developmental transitions 
comparable to that described for PRC2 members for example. In addition, histone 
marks not only affect the promoter region where transcription factors reside but 

Fig. 7.2   Developmental timing through cell-cycle-dependent turnover of histone marks. Sim-
plified model showing potential transcriptional timing during developmental transitions through 
turnover of histone marks. Polycomb group ( PcG) proteins bind at polycomb responsive elements 
( PREs) in the promoter region of PcG-regulated developmental genes and maintain transcriptional 
repression through deposition of H3K27me3. Upon transition, competitive binding of transcrip-
tion factors with co-localized binding sites in the promoter prevents access of the PcG complex, 
leading to a loss of H3K27me3 during the next rounds of cell division and activation of gene 
expression. To date, only a single case of this type of regulation is known, however, the general 
applicability of this model is plausible
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they also extend in the gene body and regulation as well as impact of this expansion 
on transcription rates remain unclear. Gene bodies are also marked by differential 
enrichment of H2A.Z, H3.3, and DNA methylation and we propose below that these 
three chromatin features influence nucleosome dynamics that would impact the 
turnover of histone marks and enable chromatin dynamics during developmental 
transitions.

H3.3 Dynamics during Differentiation

In differentiated tissue, cell division rates are generally low and highly dividing 
regions are typically undifferentiated. Cell division and DNA replication allow 
dynamic exchanges of chromatin features; however, after the termination of cell 
division, changes in chromatin environment require active turnover of chromatin 
features (Fig. 7.3). The deposition of histone variants is critical, as some of them 
are dependently expressed cell cycle and therefore not available in large quantities 
in differentiated cell types. In the case of the H3 variants H3.1 and H3.3, H3.1 ex-
pression is largely limited to dividing cells and levels drop distinctly in nondividing 
cells, leaving H3.3 to be the most abundant H3 variant in differentiated, nondivid-
ing tissue [22]. Notably, H3.3 levels over genes are highly dynamic and accompany 
changes in the transcriptome that occur during cell differentiation. Developmentally 

Fig. 7.3   Replacement of histone marks through exchange of histone variants. Dynamic histone 
variant exchange as in the case of H3.1/H3.3 allows the replacement of, e.g., repressive histone 
marks in the plant chromatin, possibly playing a crucial role during developmental transitions. 
H3.3 is expressed throughout the cell cycle and is therefore available to replace marked H3 in 
dividing and nondividing cells, independent of DNA replication, potentially supporting flexible 
transitions of transcriptional regimes
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repressed genes lose H3.3 enrichment, while active genes show H3.3 enrichment 
in differentiated cells, compared to undifferentiated ones [22]. Therefore, H3.3 is a 
likely candidate to be involved in transcriptional remodeling during differentiation.

DNA methylation enrichment particularly marks housekeeping genes, with large-
ly stable expression patterns throughout plant development. Housekeeping genes 
by default are required to remain unresponsive to developmental or environmental 
stimuli, to maintain the basic cellular functions during phase transitions or adaptive 
processes. Enrichment of DNA methylation prevents H2A.Z deposition. H2A.Z is 
associated with regulation of gene responsiveness during developmental transitions 
and adaptation to different environmental stress conditions. Consequently, DNA 
methylation has been suggested to be required for the establishment of constitutive 
expression patterns, by preventing H2A.Z incorporation over gene bodies [8]. In 
this scenario, DNA methylation could be required to stabilize transcription rates of 
housekeeping genes, preventing transcriptional fluctuations. In agreement with this, 
body methylated genes were found to be more constitutively expressed [7].

The potential role of DNA methylation in regulating or stabilizing transcription 
rates of genes during developmental transitions is still unclear. Similarly, the func-
tion of histone variants in their respective chromatin domains and their dynamics 
during developmental transitions are only now emerging. Future investigations will 
show whether or not histone variant replacement simply accompanies transitions 
or rather enables transitions to occur in plants. The link between histone variants, 
histone marks, DNA methylation, and associated noncoding RNAs remains to be 
studied in detail to elucidate the epigenetic basis of developmental transitions.
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An Introduction to Transposable Elements in Plants

Transposable elements (TEs), first described in the 1940s by Barbara McClintock, 
are DNA elements of variable sequence that can (or were previously able to) move 
within a genome. TEs account for almost half of the human genome and the ma-
jority of the genomes of many economically important plants [1–3], with ~ 80 % 
of the wheat genome comprising TEs [4]. Flowering plants have highly variable 
haploid genome sizes, differing by more than three orders of magnitude [5, 6], 
with variance in genome size largely attributable to the relative prevalence of TEs 
[3, 7–10]. While most plants have comparably small genomes, those with large 
genomes may be more restricted in the range of their environmental niches [11]. 
At opposite extremes of genome size, Fritillaria species have some of the largest 
known genomes due to the expansion of many diverse TE families (up to 127 Gb 
[12]), while bladderwort has a relatively small genome and very few TEs (80 Mb 
[13]). Compared to the angiosperms, gymnosperm genomes have relatively uni-
form numbers of TEs [14].

There are two major categories of TEs; those than move via a “copy-and-paste” 
mechanism with an RNA intermediate that is reverse transcribed prior to reinte-
gration (class I retrotransposons), and those that use a “cut-and-paste” mechanism 
with a DNA intermediate and have terminal inverted repeats (class II transposons; 
Fig. 8.1). Class II TEs also include helitrons which are thought to replicate by a 
rolling circle mechanism [15]. The most common family of TEs in plants is the long 
terminal repeat (LTR) retrotransposons, with the LTRs defining the transcriptional 
direction and boundaries of the TE [16–18]. Other class I retrotransposons include 
autonomous long interspersed elements (LINEs) and nonautonomous short inter-
spersed elements (SINEs) that are derived from transfer RNAs (tRNAs) [19].
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In plants, TEs are most abundant within the pericentromeric regions, with re-
duced representation in the gene-rich chromosome arms. However, various TE su-
perfamilies and families have different insertion preferences and hence different 
genomic distributions [20]. Low-copy-number TE families are more likely to be 
located within euchromatic gene-rich regions, while members of high-copy-number 
families are often found embedded within other TEs [20].

The TE complement of a genome can be defined as the sum of autonomous 
TEs (TEs that encode transposases and can facilitate their own transposition), non-

Fig. 8.1   Major classes of transposable elements. a Retrotransposons, as illustrated here by the 
long terminal repeat ( LTR) retrotransposons, generally encode a single open reading from which a 
viral capsid-like protein (Gag) is transcribed by RNA polymerase II, along with polyprotein (Pol) 
components (RNAse H, integrase and reverse transcriptase). In the cytoplasm, the translated pro-
teins associate with the retrotransposon RNA in virus-like particles, allowing reverse transcription 
and formation of integratable units that are transported back into the nucleus to allow integration 
into new genomic locations ( gray region). b DNA transposons encode a transposase gene, which, 
once translated, is transported back to the nucleus where it excises the transposable element and 
facilitates its integration elsewhere in the genome. 
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autonomous TEs (TEs that can no longer produce transposase but can transpose 
using transposases encoded by other TEs), and degenerate relics of TEs (which 
are no longer able to transpose). Only a small proportion of TEs within a genome 
are generally autonomous. To be autonomous, a TE must be transcribed, although 
transcription itself is not sufficient for transposition. Most transcribed TEs will be 
unable to transpose due to accumulated mutations within their coding sequences 
[21]. A recent study indicates that 3 % of TEs in the model plant A. thaliana are 
transcribed while in the close relative Arabidopsis lyrata, which contains approxi-
mately three times are many TEs, 8 % of TEs show evidence of transcription [22]. 
This is consistent with an analysis of Mutator-like TEs (MULEs) with captured 
gene fragments in rice, where 5 % were found to be transcriptionally active [23], 
and with a second study that found that 9 % of TEs in the maize shoot apical meri-
stem are transcribed [24]. Transcriptional activation of TEs can be tissue specific 
[25]. In particular, most TEs are up-regulated in the endosperm, pollen vegetative 
nucleus, and in the central cell, as discussed further below [26–28].

The TE complement in plants can expand and contract rapidly, indicating the 
importance of TEs in genome evolution. For example, differences in TE content ac-
count for much of the difference in genome size between the model plant A. thaliana 
and A. lyrata (120  vs. 225 Mb genome size; 5–10 million years divergence [29]). 
Similarly, maize and its relative Zea luxurians diverged 140,000 years ago, but the 
maize genome is one third smaller (2.9 vs. 4.4 Gb [30]). These rapid changes in 
genome size may be due to more efficient deletion of TEs in the former of each pair 
and/or a recent expansion of TEs in the latter, and indicate differences in the control 
of TEs between closely related plant species [30–33]. Therefore, the control of TE 
transposition and mechanisms by which TEs are removed from the genome can be 
considered key factors in the evolution of genomes. TE transcriptional activity and 
the selection coefficient against TEs are influenced by multiple factors including 
mating system, stress, heterochromatic modifications, and targeting by epigenetic 
modifications. The dynamics of TE multiplication, degradation, and control, and 
the effect of TEs on the protein-coding fraction of plant genomes form the focus 
of this book chapter. Each facet of TE dynamics should not however be considered 
in isolation, as there are many interactions: e.g., TE control mechanisms have been 
linked to TE degradation [34] and repression of nearby genes [22, 35], and TE copy 
number can determine the control mechanism [36, 37].

Epigenetic Silencing of TEs

Before we contemplate the dynamics of TE births and deaths, let us begin by con-
sidering how the plant genome controls its TE complement. In plants, most TEs are 
epigenetically inactivated or “silenced”; clusters of small interfering RNAs (siR-
NAs) associate with most TEs and are involved in a “double-lock” mechanism of 
(si)RNA-directed DNA methylation (RdDM), with a reinforcement loop between the 
epigenetic marks of DNA methylation, histone methylation, and siRNAs [38–47]. 



L. M. Smith136

Transposition is thereby controlled via transcriptional gene silencing (TGS). Targets 
of chromatin modifications such as DNA methylation and histone methylation in-
clude both highly repetitive and low-copy-number TEs [38, 39, 48, 49].

The silencing of new TE insertions by siRNAs occurs in multiple phases. 
Transcripts of young, low-copy-number TEs initially generate 21-nt siRNAs via 
a posttranscriptional gene silencing (PTGS) pathway; the second strand of the 
RNA is produced by RNA-DEPENDENT RNA POLYMERASE 6 (RDR6), pro-
cessed into siRNAs by the RIBONUCLEASE (RNAse) III-like enzymes DICER-
LIKE 2 (DCL2) and DCL4, and upon incorporation into a slicing complex with 
ARGONAUTE 1 (AGO1) or AGO2 these siRNAs target further TE transcripts 
for cleavage and degradation [37]. Once a critical number of new TE insertions is 
reached, the double-stranded RNA (dsRNA) levels are sufficient to trigger process-
ing by DCL3 into 24-nt siRNAs that are then used by AGO4 to initiate de novo 
methylation at the TE locus [37]. Over the next few generations, methylation is 
reinforced and spreads as TGS takes over from PTGS [37]. The siRNAs associated 
with most TEs are therefore predominantly 24 nt in length.

The progression to TE silencing by TGS can be accelerated when TEs transpose 
in an inverted repeat formation. Transcription of a partial or full inverted repeat of 
closely related TEs provides the dsRNA template required by DCL3 for siRNA gen-
eration, with the produced siRNAs capable of silencing any family members with 
close homology. A key example of this is the trans silencing of MuDR elements by 
the Mu killer ( Muk) inverted repeat in maize [50]. Muk encodes a long RNA hairpin 
that triggers siRNA generation, resulting in DNA methylation at MuDR TEs, which 
is then normally stably inherited [51]. One MuDR insertion has however been iden-
tified where DNA methylation is consistently reversed once Muk is segregated 
away, indicating that particular genomic environments can influence the transposi-
tional ability of TEs through active DNA demethylation (see further discussion of 
DNA methylation and demethylation below [51]).

Under stable TGS, TEs and other repeats are transcribed by the plant-specific 
RNA polymerase IV (Pol IV, [52–54]), before dsRNA is produced from these non-
coding transcripts by RDR2 [48]. As detailed above, the dsRNAs are then processed 
to 24-nt-long siRNAs by DCL3 [48]. There is, however, partial functional redun-
dancy between the DCL2, DCL3, and DCL4 proteins in plants [48, 55]. Most, if not 
all, siRNAs in plants are then methylated on the 2’ hydroxyl group of the 3’ terminal 
nucleotide by the methyltransferase HUA ENHANCER 1 (HEN1), which protects 
the siRNAs from uridylation and degradation [56–58]. Once the ds-siRNAs are 
incorporated into the AGO4 complex, the strand with lower 5’ end stability is gen-
erally retained as the guide strand and the other strand is degraded [59, 60]. AGO4 
complexes associate with a second plant-specific RNA polymerase, Pol V [52, 61]. 
This AGO4–Pol V complex produces short nonpolyadenylated transcripts at loci 
with high homology to the siRNA and so guides the deposition and reinforcement 
of further epigenetic modifications such as asymmetric methylation to siRNA-pro-
ducing loci [62, 63]. The subcellular localizations of Pol IV and Pol V are distinct, 
with Pol IV associated with euchromatic nuclear domains, and Pol V found in the 
ribonucleoprotein processing Cajal bodies [64, 65]. Although the core components 
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of the RdDM pathway have been discussed here, many further cofactors are known 
and have recently been reviewed by Law and Jacobsen [66].

Chromatin modifications are an integral component of TGS and include DNA 
methylation and histone modifications. In plants, methylation of DNA by incorpora-
tion of 5-methylcytosine occurs in all sequence contexts: symmetric (CG and CHG 
di- and trinucleotides, where H is A, T, or G and methylation is present on both DNA 
strands), and asymmetric cytosine contexts (CHH, where methylation will occur on 
only one DNA strand). Symmetric methylation is maintained through cell divisions 
by CHROMOMETHYLTRANSFERASE 3 (CMT3) and METHYLTRANSFER-
ASE 1 (MET1 [39, 67, 68]). The maintenance of CHG methylation by CMT3 is 
dependent on a second type of chromatin modification, the dimethylation of his-
tone 3 at lysine 9 (H3K9me2) by histone methyltransferase SUVH4/KRYPTONITE 
(KYP; with SUVH5 and SUVH6 acting redundantly with SUVH4 at some loci 
[69–72]). Asymmetric CHH methylation through RdDM and de novo symmetric 
methylation are mediated predominantly through DOMAINS-REARRANGED 
METHYLTRANSFERASE 2 (DRM2 [39]). Patterns of DNA methylation are 
maintained through the antagonistic actions of DNA methyltransferases and DNA 
demethylases including REPRESSOR OF SILENCING 1 (ROS1), DEMETER-
LIKE 1 (DML1), and DML2 [73, 74].

The majority of TEs have all three types of DNA methylation (CG, CHG, and 
CHH); however, a quarter contain no methylation and a further 15 % have atypical 
methylation patterns [75]. TEs with absent or atypical methylation are predomi-
nantly short, degenerate relics located in the euchromatin, which are depauperate of 
CG dinucleotides [75]. These methylation patterns indicate evolution of TEs from 
active and targeted by siRNA-mediated DNA methylation, to inactivated through 
deletions and deamination of cytosine residues and no longer targeted by siRNA-
mediated DNA methylation (mechanisms discussed further below [75]). Although 
DNA methylation and siRNA-targeting patterns are not perfectly correlated [41, 
75], siRNAs are a robust proxy for DNA methylation at TEs [35, 76], with the vast 
majority of unmethylated TEs also not matching 24-nt siRNAs [75].

RdDM reinforces silencing of TEs during gametogenesis and embryogenesis 
through TE reactivation and siRNA production in the pollen vegetative nucleus, and 
in the central cell and endosperm of the developing seed [26–28]. In rice, in contrast 
to A. thaliana, hypomethylation occurs predominantly at a few maternal loci, and 
although siRNAs are expressed from both parental genomes, their up-regulation is 
restricted to relatively few strongly expressed loci [74]. Through siRNA transport 
via an unknown mechanism, TE silencing is then reinforced in an siRNA-mediated 
manner in the developing embryo.

Given the importance of DNA methylation in the suppression of TEs, it is per-
haps unsurprising that TEs have evolved ways to counter RdDM. TnpA, encoded 
by the maize Suppressor-mutator (Spm) TE, binds to hemi-methylated or unmethyl-
ated TEs and actively contributes to DNA demethylation [77].

In addition to DNA methylation, chromatin can be regulated through deposi-
tion of histone variants, and methylation, phosphorylation, acetylation, and other 
covalent modifications on the histones (H2A, H2B, H3 and H4). The most com-
mon modifications in plants are H3K9me2 as mentioned above, and methylation at 
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lysines 4 and 27 of H3 (H3K4me1, H3K4me2, H3K4me3, and H3K27me3 [78]). 
H3K4 methylation is found predominantly at transcribed chromatin and is absent 
from TEs [79], while H3K27me3 is a repressive chromatin mark associated with 
developmental regulation of tissue-specific genes [78, 80]. H3K9me2 is the pri-
mary histone modification associated with heterochromatic and euchromatic TEs 
in plants.

Chromatin is generally classified as euchromatic, regions which are transcrip-
tionally active and less densely packed during interphase, or heterochromatic. There 
are two types of heterochromatin: constitutive heterochromatin, which occurs at 
the centromeres and telomeres, and facultative chromatin, which is present in other 
regions of the genome and is developmentally regulated and reversible. One theory 
is that the DCL3 pathway, including DRD1 and Pol V, is required to regulate small 
TEs that are inserted in euchromatic regions and cannot be regulated through het-
erochromatin formation [63, 81]. Recombination rate is suppressed in heterochro-
matin, which may help to prevent ectopic recombination between the many repeats 
in these regions [82, 83]. In Pol IV/V and Pol V mutants, facultative heterochromatin 
loses co-localization with the chromocenters, indicating that Pol IV may facilitate 
assembly of facultative heterochromatin [54, 63]. Additionally, the Pol V pathway 
may regulate LTRs of retrotransposons within euchromatic and heterochromatic 
regions to prevent their utilization as promoters, and reduce ectopic expression or 
antisense transcription of neighboring coding genes [63].

TE Dynamics

TE Origins

The origins of most TEs remain unclear, although their ubiquity in plant and animal 
genomes indicates that they probably arose very early in the evolution of eukary-
otes, or in a pre-eukaryotic ancestor, before the advent of the epigenetic mecha-
nisms that now regulate them [5]. Separate events likely led to the creation of each 
class of TEs [84]. New families of TEs have probably arisen through derivation 
from earlier TE families via rearrangements and sequence acquisition from else-
where in the genome [84].

TE Proliferation

Which TEs Proliferate

The TE complement of a plant genome consists mostly of degenerate TEs that are 
no longer capable of transposition. The most reliable ways to assess which TEs are 
competent for transposition are through comparison of TE complements of closely 
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related species or strains within a species, and through the examination of TE trans-
position in mutants permissive of TE movement. More often, transcription of TEs 
is reported as an indicator of potential for TE mobilization; however, increased 
transcription does not necessarily lead to increased transposition if PTGS is active, 
or if mutations within the TE have rendered it incapable of mobilization.

Only a small proportion of the TEs in a genome are transcriptionally active un-
der normal conditions, and this varies according to species. In A. thaliana, 3 % of 
TEs are transcribed compared to 8 % in the close relative A. lyrata [22]. A study of 
interspecific F1 hybrids between these two species verified the higher rate of TE 
transcription in outcrossing A. lyrata, and confirmed that this is mostly due to cis-
regulatory differences between the two species [85]. Copia and LINE class I TEs, 
and faster evolving TEs, are most likely to be transcribed [85].

Recent activity of TEs in many plant species has been noted: e.g., Bs1 in maize 
[86, 87] and Tnt1 in tobacco [88]. A number of TEs are known to have been mo-
bilized in the A. thaliana lineage, such as Athila [89], or are activated in plants 
defective in epigenetic silencing and RdDM (discussed further below [46, 90–95]). 
Likewise, rare examples of TEs currently undergoing large of bursts transposition 
are known. In the best characterized example, the mPing nonautonomous TE family 
is increasing by approximately 40 copies per plant in rice strain EG4 [96]. In a sec-
ond case, the maize autonomous TED TE excises at high frequency during mitotic 
division in the gametes and transposes to mostly unlinked sites [97].

Comparative studies indicate that over evolutionary timescales TE insertions do 
not occur at a constant rate but rather occur in short bursts where thousands of new 
insertions may occur within a short time frame, followed by longer periods of rela-
tive inactivity [31, 32]. Modeling of TE dynamics also supports that transposition 
dynamics vary in a cyclical manner [98, 99]. Taken together, this implies that TE 
may cause fluctuations of plant genome size over time, where bursts of activity 
contribute to a larger bloated genome, followed by a longer period of decreased 
activity during which TE deletion processes dominate and reduce genome size [33].

Defects in epigenetic silencing and RdDM often lead to mobilization of TEs 
that are otherwise suppressed under normal plant growth conditions. Loss of DNA 
methylation at CG and non-CG sites can lead to increased TE transcription and 
transposition [40, 47, 100]. For example, ago4, rdr2, and dcl3 mutants in A. thali-
ana lose siRNAs, DNA methylation, and H3K9me2 at repeat loci that are associ-
ated with formation of facultative heterochromatin, resulting in increased transcript 
levels of TEs such as AtSN1 [48, 101, 102]. Similarly, DNA methylation and H3K-
9me2 are lost in mutants of the DNA helicase chromatin remodeler, DECREASE 
IN DNA METHYLATION 1 (DDM1), resulting in TE mobilization [40, 45, 46]. 
Half of TEs tested in the ddm1 mutant are strongly up-regulated at a transcriptional 
level, with younger TEs overrepresented and TEs disrupted by nested insertions 
underrepresented [40]. Likewise, mutations in CMT3 or MET1 result in increased 
transcription of CACTA TEs; however, transposition only increases in the double 
mutant, with the exception of one element, EVADE, which mobilizes in a met1 epi-
genetic recombinant inbred line [47, 103].
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While the effects of transcriptional up-regulation are hard to predict, so too is 
the direction of transcriptional misregulation; in maize, the loss of the RDR2 ho-
mologue, MEDIATOR OF PARAMUTATION 1 (MOP1), results in widespread 
changes in TE and gene expression [24]. Many class II TEs are up-regulated; 
however, the majority (about two thirds) of differentially regulated class I TEs are 
down-regulated [24]. A similar proportion of differentially regulated genes are also 
down-regulated [24]. Together these results indicate the difficulty of predicting the 
effects of a loss of RdDM on TE regulation, and the complexity of TE regulation in 
plants due to differences between TE classes and families, and plant species.

Where Do They Go: Insertion Preferences

As for most TE characteristics, TEs exhibit (super)family-level variation in terms 
of insertional preference. Euchromatic TEs are located preferentially close to genes, 
although methylated 5’ TEs are underrepresented, possibly due to methylated TEs 
more strongly suppressing proximal gene expression leading to stronger selection 
against them [75] or due to insertion site preferences. The mPing family in rice al-
lows a unique view into insertion site preferences, as the newly inserted copies of 
mPing will not have undergone significant selection, which can otherwise confound 
the analysis of insertion site preferences. A comprehensive study of nascent mP-
ing insertions in rice shows a strong preference for promoter regions of genes and 
against exon insertions [104]. This may be due to preferential insertion in DNA at 
boundaries between transcriptionally active and inactive regions.

There is an increased level of genic polymorphism in TE proximal genes in A. 
thaliana [34], suggesting that TEs may be more likely to integrate into more dy-
namic genomic regions; or some genomic regions may be more prone to change 
both within coding genes and nearby TEs [34]. TE insertional polymorphisms have 
been noted to favor high single-nucleotide polymorphism (SNP) regions in rice, 
supporting the former hypothesis [105]. Likewise in humans and chimpanzees, TEs 
were found to insert close to genes with more diverged expression levels due to TE 
insertion site preference rather than any effect of the TEs on proximal genes [106].

Families of TEs are more likely to be mutagenic if they have an insertion bias 
towards euchromatic regions. In general, class I TEs tend to be distributed farther 
from genes than are class II TEs [35]. Although some LTR retrotransposons show 
no insertional preference [107], TE families with a preference towards euchromat-
ic regions include miniature inverted repeat elements (MITEs), SINEs, helitrons, 
CACTAs, and MULEs [19, 96, 108–111]. Likewise, the Ds/Spm family prefer-
entially inserts in GC-rich regions around translational initiation sites [112], with 
a similar insertion pattern noted for the BraSto MITE family in Brassica species 
[113]. With higher mutagenic potential, the Tos17 and Ac/Ds TE families in rice 
show an insertion preference towards exons [114–116]. In contrast, in A. lyrata, the 
high-copy-number Tal1 COPIA element inserts preferentially into the centromeres 
[117]. Therefore, TEs have a wide range of insertion site preferences, and these 
specificities will affect the dynamics of new copies of the TE (e.g., through selec-



8  Mechanisms of Transposable Element Evolution in Plants and Their Effects … 141

tion pressure and likelihood of methylation) and will affect the ways in which TEs 
interact with protein-coding genes.

TE Deletions

Measures that counteract TE proliferation include inactivation and removal. SNPs 
and deletions of greater than 3 bp account for the majority of variation between 
TE family members [34, 118], with both modifications potentially inactivating 
TEs, and deletions actively reducing the fraction of the genome composed of TEs. 
Some studies suggest that small deletions in TEs and intergenic regions are the 
main mechanisms by which genomes undergo cycles of shrinkage [29], while other 
studies indicate that recombination within chromosomes is the major driving force, 
at least for TE removal from plant genomes [20, 119, 120]. This discrepancy may 
indicate that the size of the plant genome and TE complement, among other factors, 
influence the relative contribution of small DNA deletions vs. recombination in TE 
removal.

Ectopic recombination may not be a driving force in the reduction of TE num-
bers in all genomes, as TE density and recombination rate are not correlated in self-
compatible A. thaliana [121]. However, A. thaliana is relatively TE-poor, with TEs 
accounting for only ~ 21 % of the genome [29, 75, 122], and ectopic recombination 
is lower in homozygous genomes [123]. Therefore, TE dynamics in A. thaliana 
may differ from those in TE-rich genomes. Comparison of A. thaliana to its close 
relative A. lyrata, which contains approximately three times as many TEs [22], has 
shown that deletion of TEs in A. thaliana is likely an ongoing, active process. In ac-
cordance with this hypothesis, recent genome resequencing efforts have highlighted 
that intraspecific polymorphisms and deletions in A. thaliana are disproportionately 
located within TEs and, to a lesser extent, intergenic regions [124–126]. With cur-
rent resequencing efforts in many plant species comes the ability to compare highly 
similar plant genomes and accurately characterize deletions and polymorphisms 
that affect repetitive sequences such as TEs. Such comparisons of genome evolution 
from different species with a range of TE complements, genome sizes, and differing 
life-cycle traits will allow a greater understanding of the mechanisms that drive TE 
deletions.

Deletions can occur through two types of ectopic recombination: illegitimate 
recombination (IR), which utilizes only short regions of homology and does not re-
quire RecA, and unequal homologous recombination (UHR) between direct repeats 
with high homology [90, 118, 119, 127–129]. In the case of LTR retrotransposons, 
the deletion of one LTR and the rest of the TE sequences between the LTRs of a 
retrotransposon via UHR leaves a single LTR called a solo-LTR (Fig. 8.2ai [9]). 
The rate of TE removal and solo-LTR formation differs between genomic regions, 
species, individuals, and chromosomal regions, as does the rate of smaller inser-
tions and deletions that may inactivate a TE [16, 130]. As an example, the average 
half-life of an LTR TE in rice is approximately two million years [131]. If UHR 
occurs between different LTR-containing TEs, this can remove more than one TE, 
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and any intervening protein-coding genes, leading to faster genome contraction, but 
with higher potential for deleterious deletions (Fig. 8.2aii [9]). Given that deletion 
rates are correlated with meiotic crossover events, it is unsurprising that LTR TEs 
in euchromatic regions are more likely to be truncated than full length and tend to 
be shorter than LTRs residing in heterochromatic regions [120, 132]. IR tends to 
remove shorter genome fragments compared to UHR but can also truncate TEs 
(Fig. 8.2b [133]).

Rearrangements

TEs can initiate more complex DNA rearrangements through recombination than 
those rearrangements already discussed above. Closely related directly oriented 
TEs can initiate tandem direct duplication of one of the TEs and its flanking re-
gions. This type of rearrangement occurs when the 3’ end of one TE and 5’ end of a 
second TE are targeted by transposase, and the cleaved ends then insert into a flank-
ing region on the sister chromatid [134]. Such transpositions involving two linked, 

Fig. 8.2   Ectopic recombina-
tion of transposable elements. 
a Unequal homologous 
recombination occurs 
between regions of extended 
high homology, such as the 
long terminal repeats ( LTRs) 
flanking many class I TEs. 
(i) Recombination between 
LTRs of a single transposon 
can lead to solo-LTR forma-
tion, while (ii) recombination 
between LTRs different TEs 
can also remove interven-
ing sequences or genes. b 
Illegitimate recombination 
requires only short regions 
of homology and can lead to 
small deletions within TEs. 
TEs transposable elements
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related TEs can also cause deletions and inversions. Some TEs, such as the class II 
Ac/Ds TEs in maize, preferentially insert into genes, therefore are more likely to 
facilitate genome rearrangements that result in gene fusions and novel expression 
patterns.

It has been proposed that microRNAs (miRNAs) may have evolved from TEs 
through rearrangements and deletions. miRNAs are short RNAs that are related to 
siRNAs, but which regulate protein-coding genes though a series of proteins closely 
related to those in the RdDM pathway. MiRNAs may have evolved from MITEs as a 
sub-functionalization of the siRNA-generating pathway that controls TEs [135]. In-
deed, a number of miRNAs in A. thaliana and rice show homology to MITEs, with 
TE-derived miRNAs in rice potentially regulating thousands of genes [135–137]. 
Thus, TE rearrangements can be utilized by plants to produce functional variation 
and new regulatory networks via miRNAs.

Horizontal Gene Transfer

Most cases of horizontal gene transfer in eukaryotes involve TEs, with more than 
200 cases described [138], including some in the angiosperms [139–142]. Horizon-
tal gene transfer can occur via rare wide crosses or through TE transfer by RNA and 
DNA viruses with broad host ranges; however, in the latter case, viruses will only 
infrequently cross into the gametes and produce heritable changes to the genome. 
For instance, RNA viruses have been proposed as a source of LTR retrotransposons 
in maize [84]. Horizontal gene transfer may be more likely to occur in plant spe-
cies that are pollinated by insects and other animals; however, transfer could also 
occur through plant–microbe interactions [14]. Artificial horizontal gene transfer 
experiments introducing a Nicotiana tabacum LTR retrotransposon into A. thaliana 
demonstrate that naïve TE families are silenced in a copy-number-dependent mech-
anism [36], similar to that of recently mobilized elements [37].

Conditions Affecting Rates of TE Proliferation, Retention, and 
Deletion

While insertions and deletions affect TE complements within individuals, evolu-
tionary processes at the level of populations are important for determining the fate 
of TEs within species. The evolution of TE complements over large timescales will 
be affected by a number of factors including: selection pressure against the TEs as 
individuals and families (as determined by effective population size and the selec-
tion coefficient); mating system of the host species; and transposition rate (as deter-
mined by the autonomy of the element and its propensity for transposition [143]). 
Selection pressures are closely linked to the genomic location of a TE, whether it is 
heterochromatic or euchromatic, and its proximity to and effect on protein-coding 
genes [35, 120]. Selected factors affecting TE dynamics are discussed in more detail 
below.
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Mating System

Whether a plant reproduces through outcrossing or self-fertilization should have a 
profound effect on the population dynamics of its TE complement; however, the 
direction of the effect remains unclear. Modeling of TE dynamics has suggested 
that TEs should be lost from the genomes of selfing species and that TE invasions 
should be prevented (with the exception of invasions initiated via horizontal gene 
transfer [144]). Self-compatible species may have higher selection coefficients on 
TEs due to their higher rates of homozygosity, leading over many generations to 
lower TE abundance through selection against TEs of minor disadvantageous effect 
[145, 146]. However, from studies of selfing model species with compact genomes 
like A. thaliana, it remains unclear whether selection on TEs and DNA removal 
rates are higher, or whether TE activity is reduced [29, 147]. Recent reports indicate 
that, at least for A. thaliana, DNA removal is a major contributing factor as dele-
tions are overrepresented in TEs [29, 34].

Self-repression of TEs may be favored in self-compatible species that have a 
high level of genomic homozygosity as deleterious effects of TEs are expected to 
be more pronounced [148]. Evidence for self-repression of TEs comes from rice, 
where one study found that nonautonomous Stowaway MITEs can harbor transposi-
tion-enhancing elements while the autonomous Osmar TEs that facilitate mobiliza-
tion of Stowaway contain motifs repressing their own transposition [149].

TEs of outcrossing A. lyrata are on average older than those found in the genome 
of self-fertilizing A. thaliana [150]. While the average TE age in A. lyrata is expo-
nential, with a decreasing frequency of older TEs, in A. thaliana there is a paucity 
of TEs younger than 0.5 million years, congruous with the evolution of selfing and 
subsequent TE repression in this species [150].

Other studies have however indicated that selection pressure against TEs is low-
er in selfing Arabidopsis and tomato species than those that outcross, demonstrating 
the difficulty of predicting and measuring effects of the mating system on TE mobil-
ity [151–153]. Effective population size is reduced in selfing species, which should 
reduce selection efficiency and slow the removal of TEs from selfing genomes 
[150], leading to the hypothesis that TEs should increase in population frequency 
when a plant species becomes self-compatible [151, 154]. Therefore, as selfing in-
creases the rate of homozygous TEs, ectopic recombination (which often results in 
deleterious deletions and removes TEs from the genome) should decrease [155]. In 
summary, whether recombination and other effects should result in an increase or 
decrease in TEs in selfing species remains disputed, with conflicting evidence in 
both the theoretical and empirical fields [156, 157].

Stress Responses

Biotic and abiotic stresses can affect TE proliferation rates. For example, higher 
TE transposition and/or transcription rates have been noted after heat shock (e.g., 
[95, 158]), cold stress (e.g., [159–161]), pathogen/microbe infection (e.g., [162, 
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163]), high-ultraviolet (UV) exposure (e.g., [164]), and wounding (e.g., [36, 159]). 
Regeneration of plants from callus tissue can also induce the transposition of TEs, 
as demonstrated by the LORE1a LTR retrotransposon in Lotus japonicus [107], 
while in rice at least 13 TE families are transpositionally activated in in vitro culture 
[129]. In some cases, such as the tobacco Tto1 class I TE under pathogen stress, 
activation of the TE may result from convergent evolution within the TE promoter 
resulting in transcription factor-binding sites that are utilized under particular con-
ditions [18, 163]. Evolution of stress-inducible promoters in TEs could be advanta-
geous, as this would restrict transposition to circumstances when rapid TE-induced 
variability in the progeny could allow faster adaptation to a changing environment 
[18, 165]. This has been substantiated by one study where transcription of a TE was 
induced upon heat stress in mutants impaired in siRNA biogenesis [95]. Transposi-
tion events detected in the subsequent generation conferred heat responsiveness to 
proximal genes [95].

Hybridization and Polyploidy

Intra- and interspecific hybridization occurs frequently in plants, and is often fol-
lowed by genome doubling to form allopolyploids or autopolyploids due to the 
increased production of unreduced gametes in hybrids [14]. TE bursts may occur 
upon the genomic shock of hybridization or polyploid formation (e.g., [166–172]), 
but are not predictable, and TE transcriptional up-regulation is not necessarily fol-
lowed by a TE burst [169, 173]. Indeed, expression of an A. arenosa Athila TE can 
increase upon hybridization with A. thaliana [174], but even for the same TE in the 
same cross from the same laboratory, there are conflicting reports [175].

A number of factors may influence TEs upon hybridization or polyploidy for-
mation. Evolutionary dynamics vary among TE families within a species, by de-
mography and also by mating system [152]. Given that siRNAs that silence TEs in 
the embryo are maternally derived, the direction of a cross, maternal dosage, and 
divergence between the TE complements in the two species may be key factors in 
determining which TEs may become transpositionally competent in a hybrid [27]. 
Also, in the case of polyploidization, the doubling of the genome causes functional 
redundancy for all genes such that selection against TE insertions in and near genes 
will be reduced [171]. Simultaneously, duplication of all TEs may reduce silencing 
efficacy [22].

There are examples of expansion of specific TE families driving genome size 
increases in hybrids [31, 32]. In a synthetic allopolyploid of A. thaliana and A. 
arenosa the Sunfish TE displays increased transposition [176], while the MITE 
mPing, class I Tos17, and class II hAT are all more mobile in a hybrid of rice with a 
wild relative [166, 167]. In wheat allotetraploid hybrids, transcription of a family of 
LTR retrotransposons has been noted to increase at an early stage of allopolyploid 
formation [177, 178]. Although these are experimental hybrids, natural hybrids in 
the sunflower family demonstrate that observations of TE bursts are more widely 
applicable. Three natural Helianthus hybrids that have arisen 60–200,000 years ago 
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have genomes approximately 50 % larger than either parent, largely due to the ex-
pansion of one family of class I elements [172].

In the absence of a TE burst, TEs may none the less have a major effect during 
polyploidy formation through facilitating major structural changes and genome re-
organizations [179]. In the allotetraploid Nicotiana tabacum, genome compaction 
through loss of TEs and other repeats, in particular from the paternal genome, has 
been observed [180]. This is in contrast to the two progenitor species; maternal par-
ent N. sylvestris has undergone a recent TE burst or homogenization, while paternal 
parent N. tomentosiformis appears to have a stable genome size [180].

Population Size

Reduction in effective population size should reduce the efficacy of selection against 
TEs and increase the effects of drift, leading to a higher rate of TE accumulation and 
an increase in genome size [181, 182]. However, a recent survey of more than 200 
plant genomes found no correlation between genome size and effective population 
size [183]. Especially in polyploidy formation, the population bottleneck is extreme 
and plants are reproductively isolated; therefore, the chances of TEs families be-
coming fixed or extinct should be greatly increased [14, 31].

Larger TE family population sizes may allow more rapid genomic structural 
changes and genome shrinkage as recombination between TEs is more likely [14, 
184]. Thus, cycles of TE population amplification and reduction probably contrib-
ute immensely to genome plasticity and adaptation.

TE Effects on Gene Expression

TEs can affect gene expression through a number of mechanisms such as introduction 
of regulatory elements and induction of methylation in promoter regions, new inser-
tions contributing to coding regions, duplication of genes, and shuffling of genomic 
regions. Major routes by which TEs affect gene expression are considered below.

Insertional Inactivation

Inactivation of a gene though insertion of a TE is perhaps the most obvious way in 
which a TE can affect gene expression (Fig. 8.3a). Possibly the most famous ex-
ample is that of an Ac/Ds TE insertion in the rugosa gene of peas, which inactivates 
the locus, resulting in Mendel’s wrinkled peas [185]. Likewise, mutator insertions 
at the kn1 locus in maize cause leaf developmental defects [186], while a Stowaway 
MITE insertion in a gene encoding a flavonoid hydroxylase in the anthocyanin bio-
synthesis pathway results in pink skinned potatoes [187].

According to research in A. thaliana, insertion of methylated TEs into genes is 
relatively rare; however, poorly methylated TEs are found in genes (introns, exons, 
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and untranslated regions (UTRs)) at approximately the same frequency as if inser-
tion sites were unbiased and random [35]. A number of factors may contribute to 
this distribution: Poorly or nonmethylated TEs are generally much shorter [75]; 
therefore, when inserted in introns and UTRs may have less impact on gene expres-
sion; or these TEs may reflect TE domestication events (see below); or alternatively, 
some of these TEs may be actively demethylated to retain gene function [35, 73].

Prior to mobilization, transposition of class II TEs by a “cut-and-paste” mecha-
nism requires that the TE is first removed from its original location. Excision of class 
II TEs typically leaves behind a footprint of an imperfect target site duplication, 
resulting in sequence variation that can affect the function of the host gene [188].

Gene Capture and TE Domestication

TEs can contribute to the coding sequences or regulatory elements of genes, in 
which case they are referred to as domesticated (Fig. 8.3b). Approximately 8–10 % 
of A. thaliana and rice genes harbor TE fragments, with En/Spm-like and Copia-
like TEs and kinase genes overrepresented in A. thaliana [189, 190]. Some TE-gene 
chimeras retain DNA-binding ability in the form of transcription factors [19]. Given 

Fig. 8.3   Selected examples of transposable element effects on protein-coding genes. a Mobiliza-
tion of a TE into a protein-coding gene can lead to insertional inactivation of the gene through 
introduction of a premature termination codon ( PTC) into the transcribed sequence. b Some TEs 
can be domesticated by contributing encoded regions of the protein, or through introduction of 
new regulatory sequences. c Through integration of coding genes into TEs, gene capture can occur, 
leading to potential gene shuffling and formation of chimeric mRNAs. d Spread of epigenetic 
modifications from silenced TEs into neighboring genes can cause down-regulation of the protein-
coding gene. e More complicated rearrangements have lead to the generation of miRNAs from 
TEs, which can regulate protein-coding genes through post-transcriptional gene silencing ( PTGS)
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the specificity of transposase for binding sites within TEs, this means that domes-
ticated TE transcription factors could be targeted to transposed TEs in such a way 
that both the DNA sequence and the encoded DNA-binding protein are effectively 
“co-domesticated,” forming new regulatory networks [19].

Perhaps the best-studied example of TE domestication in plants is that of FLOW-
ERING WAGENINGEN ( FWA), a homeobox transcription factor where a SINE ele-
ment contributes the promoter and the first two exons of the gene. When RdDM 
is perturbed in ddm1, drm1 drm2, dcl3, nrpd1a ( polIV), ago4, or rdr2 mutants, 
silencing of FWA in vegetative tissues is released, leading to late flowering [40, 48, 
191]. TE domestication has also occurred in the MUSTANG family in A. thaliana 
and rice with domesticated TEs termed MULEs [192, 193], hAT domesticated in the 
DAYSLEEPER transcription factor [194], and mutator, which has contributed to the 
FAR1 and FHY3 genes involved in light response and therefore adaptation to differ-
ent light environments in A. thaliana [195].

In a further case of domestication, a COPIA element has inserted in the first in-
tron of the disease resistance gene RPP7 [196]. High H3K9me2 at the TE, deposited 
by the SUVH histone methyltransferases, is then required to generate functional 
transcripts from the RPP7 gene. Upon infection, H3K9me2 levels decrease, and 
alternative splicing and polyadenylation results in a decrease in the proportion of 
full-length transcripts encoding RPP7. Thus, the COPIA TE regulates the alterna-
tive polyadenylation of RPP7, leading to regulation of RPP7 through balancing of 
coding and noncoding isoforms of the mRNA [196]. Similarly, in Nicotiana gluti-
nosa, a MITE has been domesticated to provide an alternatively spliced exon in the 
N gene, the inclusion of which is required for tobacco mosaic virus resistance [197].

TEs and TE-derived sequences can contribute new regulatory sequences up-
stream of coding regions, leading to novel regulatory networks [177]. For exam-
ple, TE-derived sequences provide stress-inducible promoters/enhancers to nearby 
protein-coding genes [104, 162, 198], such as an LTR retroelement that provides a 
cold-responsive promoter in blood oranges [199]. Further examples arise from TE 
insertions that cause up-regulation of genes that enhance aluminum tolerance in 
barley, wheat, and sorghum [200–202].

Rearrangements within proximal domesticated TEs can lead to different regula-
tory effects. One example of TE domestication where rearrangement affects gene 
expression is the Tam3 insertion in the promoter of the niv gene of Antirrhinum. 
Depending on the state of the insertion, the niv gene is either down-regulated or has 
a new tissue specificity [203]. A second case of TE domestication within a promoter 
has been described in maize where insertions and rearrangements of a Mutator TE 
in Adh1 affect the expression pattern [204, 205]. For an in-depth review of TE do-
mestication, see [206].

In cases where a TE is not fixed within a species, TE domestication can contrib-
ute to functional phenotypic variation. For instance, FLOWERING LOCUS C ( FLC) 
demonstrates natural variation through TE effects on the gene; in some strains or ac-
cessions, a MULE in the first intron is silenced by RdDM, down-regulating the gene 
and leading to early flowering [207]. In a second example, an MITE insertion close 
to a cytochrome P450-like gene in maize affects flowering time, either directly or 
through the trans effects of an siRNA [208].



8  Mechanisms of Transposable Element Evolution in Plants and Their Effects … 149

Alternatively, a gene fragment can be “captured” by a TE, leading to its mobil-
ity and multiplication. This can result in shuffling of protein domains, the forma-
tion of new chimeric genes, and neofunctionalization (Fig. 8.3c). Gene capture has 
been documented for a group of MULE TEs (called Pack-MULEs) in rice, helitrons 
in maize, and CACTA TEs in soybean and sorghum [23, 209–214]. In rice, only 
about 1 % of Pack-MULEs are translated, with those containing chimeric genes 
more likely to be expressed, and thereby contribute novel coding capacity [213]. 
In grasses, a significant proportion of miRNA genes have probably been relocated 
through TE capture [215]. For a full list of angiosperm TE domestication and gene 
capture events, in addition to gene disruptions, see [216].

Effects of TEs on flanking genes are partly family specific. While many TE in-
sertions, particularly those into exons, are likely to be detrimental to the fitness of 
the host, the mPings of rice, which preferentially insert in the promoters of genes, 
usually have either no effect or a positive effect on the transcription of adjacent 
genes [104]. Where they have a positive effect, they can confer stress-inducible 
expression on the adjacent genes, thereby contributing to new gene-regulatory net-
works [104]. Similarly, the BraSto elements in Brassica species may provide new 
transcription factor-binding sites, thereby regulating gene expression, particularly 
under stress [113]. Through high insertion rates in heterochromatic regions, TEs 
may be also be functionally domesticated to provide centromeres (e.g., in potatoes 
[217, 218]) or matrix attachment regions (e.g., in rice and sorghum [219]). These 
cases demonstrate that TEs contribute to protein-coding genes in plants and confer 
adaptive fitness benefits [193].

TE Effects on Nearby Genes

TEs have long been regarded as genomic parasites due to the detrimental effects 
of insertional inactivation of genes and ectopic recombination of DNA [190]. Even 
without direct insertional inactivation, TEs can affect the expression level of proxi-
mal genes through a number of mechanisms. Multiple studies have demonstrated 
that TEs on average suppress the expression of proximal coding genes [22, 35, 
40, 220]. In Arabidopsis species, the transcription level of genes is negatively cor-
related with the number of siRNA-targeted, methylated TEs in the vicinity, and 
positively correlated with the distance to the nearest TE [34, 35]; however, the dis-
tance threshold for TE proximity tolerance varies between species and with siRNA 
targeting [22]. Gene polymorphism, TE presence, and TE variance all act additively 
on the variability of orthologous gene expression [22, 34]. A similar pattern of lower 
expression of TE-proximal genes and higher variation in orthologous gene expres-
sion has been observed for MITEs in rice [221].

Epigenetic silencing can spread, leading to transcriptional repression, as is dis-
cussed in more detail in the following section [75]. Methylated TEs are correlated 
with greater suppression of proximal genes in A. thaliana than are unmethylated 
TEs, regardless of insertion upstream or downstream of the coding region [35]. 
Purifying selection is only significant for methylated TEs proximal to genes [35]. 
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Longer TEs (which are more likely to be autonomous) may be under stronger pu-
rifying selection because they are more frequently methylated, rather than because 
they facilitate ectopic recombination [35, 75].

An illustrative example of domestication of TE repression of a neighboring gene 
has recently emerged. As part of the induced immune response in A. thaliana, a 
number of components of RdDM are temporarily suppressed and ROS1-dependent 
DNA demethylation is triggered, resulting in up-regulation of TEs and a disease 
resistance gene Resistance Methylated Gene 1 ( RMG1: [222]). Derepression of 
RMG1 probably occurs due to two AtREP helitron TEs in the promoter region, and 
thus the induced immune response indirectly leads to TE-mediated induction of a 
disease resistance gene [222].

Production of antisense transcripts can result in a similar outcome of proximal 
gene suppression through post-transcriptional repression of neighboring genes 
[177]. Indeed, antisense transcripts and methylation can combine in the differential 
regulation of TEs and nearby genes. In rice, tissue- and species-specific expression 
patterns of genes adjacent to Dasheng LTR retrotransposons result from epiallelic 
variation [223]. When Dasheng TEs are methylated in a given tissue or rice strain, 
the adjacent genes are expressed, while a lack of methylation in other tissues and 
strains results in antisense transcription and post-transcriptional repression of flank-
ing genes [223].

Spread of Epigenetic Modifications

One way in which TEs can affect the expression of proximal genes is through 
spread of epigenetic modifications from the TE into nearby coding or regulatory 
regions (Fig. 8.3d). Some predominantly heterochromatic TEs that are not targeted 
by siRNAs are nonetheless methylated [75]. In these cases, methylation is proposed 
to spread into the nontargeted TEs from proximal siRNA-targeted TEs [75]. In the 
TE-rich heterochromatin of A. thaliana, methylation spreads about 500  bp from 
methylated TEs into neighboring untargeted TEs, while methylation in euchromat-
ic TEs spreads on average 200 bp beyond the siRNA-targeted region [75]. Given 
that siRNA targeting and TE methylation are highly correlated [35, 75, 76], this is 
consistent with the siRNA +/− effect on proximal gene suppression dissipating by 
400 bp [22]; however, decreased gene expression due to a proximal TE (regardless 
of siRNA targeting) is evident for about 2.5 kb [22]. This extended zone of influ-
ence indicates that chromatin properties other than DNA methylation may influence 
proximal gene expression [22]. These chromatin properties could include histone 
modifications or the compactness of the chromatin; however, species differ in their 
tolerance of TEs in the proximity of genes [22]. Regardless of the level of TE toler-
ance, TEs that are siRNA targeted and methylated are, on average, located further 
away from expressed genes than TEs that are neither strongly methylated nor asso-
ciated with siRNAs [35, 75]. The silencing of TEs via RdDM amplifies their delete-
rious effect on the expression of nearby genes, indicating an evolutionary conflict 
for the host between inactivating TEs and maintaining gene expression [35].
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Even within a species, the spread of chromatin modifications may be dependent 
on TE family. A study of maize found that while DNA and histone methylation did 
not spread more than 200 bp beyond most TEs, a third of TE families initiated chro-
matin modifications that spread for 0.8 kb or more, with distance correlated with 
family [224]. TE families that initiate spreading chromatin modifications tend to be 
younger, of higher copy number, and longer in length than average [224].

To counteract and limit the spread of DNA methylation, in A. thaliana and pre-
sumably also other plant species, the H3K9 demethylase INCREASE IN BONSAI 
METHYLATION 1 (IBM1) acts in the exclusion of H3K9me2 and DNA methyla-
tion from genic regions [225–227]. The IBM1 gene also provides a model for how 
plants can overcome the effects of epigenetic spread from an intragenic TE; an 
RNA-binding protein called IBM2 binds to CHG methylation caused by an intronic 
TE at IMB1, and facilitates generation of full-length mRNAs despite the intragenic 
heterochromatin [228].

TE Effects on Unlinked Genes

TEs can also affect gene expression through silencing of unlinked genes (Fig. 8.3e). 
During the initial phases of epigenetic TE silencing, 21-nt- and sometimes 22-nt-
long siRNAs are produced. If these siRNAs are incorporated into AGO1 rather than 
AGO4, and if the siRNAs have sufficient sequence complementarity to the tran-
scripts of other genes, this may result in trans regulation of off-target genes. This 
has been demonstrated in the case of siRNA854, which is derived from an Athila 
TE in A. thaliana. The presence of siRNA854 leads to repression of oligouridylate-
binding protein 1b ( UBP1b), which encodes an RNA-binding protein involved in 
stress granule formation [229]. Hence, derepression of the Athila TE can result in 
down-regulation of UBP1b, and induce a stress-sensitive phenotype [229]. Ad-
ditionally, two siRNAs from Stowaway MITEs in rice positively regulate abiotic 
stress tolerance and ABA signaling [230].

In a third example of trans effects on gene expression, CACTA TEs in rice en-
code an miRNA [231]; miR820 targets an mRNA encoding a component of the 
RdDM pathway, OsDRM2, leading to down-regulation of RdDM and up-regulation 
of TE transcripts [231]. Interestingly, the miRNA and its target have coevolved in 
terms of sequence, retaining targeting in a range of Oryza species and demonstrat-
ing regulation of host–TE interactions via the TE partner [231]. The trans regula-
tion of genes in plants by TEs may, however, be limited due to spatial separation 
of AGO proteins involved in the epigenetic control of TEs and AGO proteins that 
regulate protein-coding gene expression [232].

Methylation and TE Evolution

Given that most TEs are targets of RdDM and are highly methylated [38–47, 81, 
233–235], the increased frequency of intra- and interspecific SNPs in TEs may 
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indicate a higher rate of mutations caused by methylcytosine deamination [105, 
124, 125, 234]. Recent methylation analyses of TEs support the hypothesis that 
high levels of TE methylation boost the mutation rate of TEs [75], with C:G to A:T 
mutation rates higher than expected by chance and highest at sites targeted by CHG 
methylation [124, 236]. Ahmed et al. also found that shorter, degenerate relics of 
TEs have lower CG levels than expected, which is proposed to lead to incomplete 
perpetuation of methylation at CHG and CHH sites, and therefore lower methyla-
tion rates [75].

Methylation patterns may also influence the efficacy of selection on TEs. In A. 
thaliana, TEs are distributed such that older methylated TEs are on average further 
away from coding genes, indicating that selection strength is likely influenced by 
methylation and gene proximity [35]. Longer TEs are more often methylated and 
are also under stronger purifying selection [35, 127].

As a counterbalance to methylation, TE-encoded genes may in some instances 
prevent DNA methylation or actively demethylate TE sequences [77, 237]. In addi-
tion, some TEs proximal to genes are actively demethylated by A. thaliana, presum-
ably to relieve strongly deleterious gene suppression [41, 225–227].

TE Evolution through Silencing and Deletions

Under a model detailed by Hollister and Gaut for evolution of TEs of neutral or 
detrimental effect within euchromatic regions [35], new insertions occur randomly. 
Mobilization is followed by epigenetic silencing, as siRNAs targeting the origi-
nal TE insertion now also silence the new copy in trans. As the TEs accumulate 
polymorphisms (accelerated by deamination of methylated cytosines), the siRNAs 
generated from the original and offspring TEs also diverge in sequence. TEs as-
sociated with diverged siRNAs are expressed at lower levels and more likely to be 
methylated than those targeted only by shared siRNAs [22, 41], so the efficacy of 
TE silencing increases. The expression level of proximal genes is further reduced 
and thus selection pressure against the TEs may increase [34]. Purifying selection 
removes TEs affecting proximal gene expression resulting in a paucity of methyl-
ated TEs close to genes [35]. During the slow selection again gene-proximal TEs 
(most TEs have low selection coefficients [182]), epigenetic silencing helps to in-
activate the TEs and prevent further transposition events. A rapid burst of prolifera-
tion resulting in many offspring TEs will delay the establishment of unique siRNAs 
against each TE, with a corresponding impediment to increasing the efficacy of 
silencing. With decreased epigenetic control of the TEs, a feed-forward process of 
TE proliferation could result.

siRNA targeting may also facilitate a second method of TE inactivation—through 
preferential deletion of TE regions targeted by siRNAs [34]. This deletion process 
could actively be promoted by the siRNAs and other epigenetic marks in a mech-
anism analogous to the siRNA-guided removal of internal eliminated sequences 
including TEs in Tetrahymena [238, 239]. In support of this hypothesis, small dele-
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tions within TEs occur more frequently than ectopic recombination events at LTRs 
[119, 121]. Alternatively, the selection coefficient against siRNA-targeted TEs may 
be sufficient for this process to occur passively through IR and unequal intra-strand 
homologous recombination [34]. Deletions within TEs could reduce the selection 
coefficient by removing siRNA targets sites, partially release proximal gene repres-
sion, and reduce deleterious ectopic recombination events in addition to accelerat-
ing the transpositional inactivation of TEs.

TEs and Epigenetic Variation Between Accessions

Surprisingly little research has covered genome-wide natural variation in TEs and 
epigenetic modification in plants; however, this is expected to change rapidly with 
high-throughput sequencing, community efforts such as the 1001 genomes proj-
ect, and the increasing quality of re-sequenced genomes [39, 125, 126]. One of the 
first efforts to compare genome-wide differences in siRNAs from two A. thaliana 
accessions (Ler and Col-0) found that differences in siRNAs were generally well 
correlated with DNA methylation variation, and that many differential siRNA loci 
were located in TE or repeat sequences [240]. A second comparison of the same ac-
cessions concluded that fewer than 10 % of TEs are differentially methylated, with 
methylation more variable between genic regions than between TEs, while TEs are 
more likely to be deleted or show presence/absence polymorphisms [234].

A further study of A. thaliana accessions Ler and C24 identified differential ex-
pression of siRNAs at up to 30 % of clusters, with significant differences at approxi-
mately 10 % of loci with sufficient sequencing coverage in both accessions [241]. 
A further study confirmed that between pairs of A. thaliana accessions about 6 % 
of TEs are significantly variable [34]. Assembly of the genomes of accessions C24 
and Bur-0 led to a 7 % increase in mapped siRNAs compared to mapping against 
the reference Col-0 genome [126]. This increase in mapped siRNAs indicates that 
a significant number of siRNA-generating loci are diverged between accessions 
and is consistent with the rate of variable TEs [34]. Therefore, a number of the 
differentially expressed loci in earlier studies, or studies where siRNAs from dif-
ferent accessions are mapped back to a reference genome, may reflect TE presence/
absence polymorphisms or structural variation in the siRNA-targeted regions. This 
is supported by the observation that siRNAs are enriched in the regions of TEs that 
are variable between accessions [34].

Variable TEs are equally distributed throughout the A. thaliana genome but oc-
cur preferentially distal to genes, where IR may be less likely to interfere with cod-
ing genes and their regulatory sequences [34]. Whether this pattern of distribution 
is normal for variant plant TEs will require genome-wide comparisons of TEs from 
multiple accessions of a variety of species that differ in life history traits and TE 
content. TEs that are variable between accessions do not, however, differ in the 
repression of proximal genes compared to invariable TEs [34].
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TEs are removed from plant genomes through IR and unequal intra-strand ho-
mologous recombination, and may be prevented from reaching fixation within 
population through negative selection coefficients, especially for gene-proximal 
methylated TEs [35, 75, 182]. Therefore, it is perhaps unsurprising that TEs are 
overrepresented in analyses of structural variants among accessions and between 
species [105, 124, 125, 234]. A recent genome-wide comparison of 80 A. thaliana 
accessions found evidence of structural variation for 80 % of TEs [124]. Similarly, 
Hollister and Gaut found that 44 % of TEs were polymorphic in a comparison of 
more than 600 TEs in 48 accessions [35]. In the closely related but outcrossing A. 
lyrata, TEs are found at intermediate to high population frequencies; however, most 
are not fixed within the population [182] suggesting that similar TE demographics 
may indeed be present compared to A. thaliana [124]. Taken together, these studies 
indicate that TEs are not generally fixed within species and that there is enrichment 
of deletions within TEs.

Conclusions

Considering their diverse effects on genome structure and gene regulation, it is un-
surprising that TEs have been implicated as a major driving force in plant genome 
evolution and speciation [216, 242]. Given the abundance of TEs in angiosperms 
compared to gymnosperms, TEs are likely to have contributed to the successful 
radiation of flowering plants and their rapid adaptation to different environmental 
niches through facilitation of genome plasticity. As TEs are the most variable com-
ponent of plant genomes, they provide a prolific source of diversity to aid plant 
genome evolution and adaptation.

In 1984, Barbara McClintock first proposed that genomic changes initiated by 
TEs under stress conditions could contribute to adaptation and even speciation 
[165]. With the recognition that a particular form of stress can lead to new regula-
tory networks that respond to that specific stress [95], perhaps activation of native 
TEs by stress can be used in agriculture to breed new crop varieties that are more 
resistant to major stresses.

To fully understand the forces governing TE dynamics will require many further 
comparisons of TEs from closely related species that vary in terms of TE content, 
TE families, genome size, mating system, population size, ploidy, and epigenetic 
control of TEs. With next generation sequencing improvements, this is becoming 
increasingly feasible, even for species with a high TE content that has previously 
made genome assembly complex. With an increasing number of genome-wide anal-
yses in different species, hopefully our understanding of TE dynamics will progress 
by leaps and bounds in the near future.
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Population Epigenetics

Population genetics examines the extent of genetic variation, and changes to ge-
netic variation, in response to evolutionary processes in populations [1]. There is 
an enormous body of knowledge surrounding population genetics, extending from 
the 1930s with the introduction of the modern synthesis (MS) to the present. The 
MS encompasses population genetics questions that include the dynamics of alleles 
in populations as they pertain to the Hardy–Weinberg equilibrium (HWE; i.e., the 
assumptions of infinite population size, random mating, no migration, no mutation, 
and no selection) [2]. In addition to the assumptions of HWE, the MS is also bound 
by the confines of Mendelian genetics which calls for the random segregation and 
assortment of alleles [3].

Though the MS has been incredibly informative regarding evolutionary ques-
tions, limitations have been identified with advancements in molecular biology [4, 
5]. For example, the MS does not consider the importance of non-Mendelian in-
heritance to evolution [4, 6]. Epigenetic inheritance is one type of non-Mendelian 
inheritance; which through mechanisms like DNA methylation or histone modifica-
tion can account for the transmission of phenotypic variation that is independent 
from genotypic variation (i.e., DNA sequence) [7]. Since the MS is largely a theory 
of the dynamics of DNA sequence-based transfer through a population, and gene 
sequences are largely unaffected by environmental factors, environmental effects 
on differences in phenotype are not considered important factors within the MS [4]. 
The MS has been a revolutionary advancement to the study of evolution, because 
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it reconciles Mendelian inheritance with Darwinian gradual change in response to 
natural selection. Certainly, its ideas are still critical for evolutionary thinking, but 
the time has come to extend the MS to address many developments in the field.

Population epigenetics addresses some of the limitations of the MS. Similar 
to population genetics, population epigenetics examines the extent of epigenetic 
variation present in populations of organisms and the way this variation changes 
over time, or across the landscape with changing environmental conditions [8, 9]. 
However, in stark contrast to genetic variation, epigenetic variation may not be 
inherited via Mendelian processes [10–12], and epigenetic variation can be directly 
affected by the environment [13, 14]. Though the basic concepts defining popula-
tion genetics are known, the body of knowledge concerning processes of change 
and mechanisms of inheritance of epigenetic variation remains largely unknown 
[15]. Theorists are developing models of epigenetic inheritance [16, 19], and the 
effect of selection on epigenetic marks [20]. These models provide a theoretical 
underpinning for understanding the behavior of epigenetic effects and are discussed 
later in this chapter.

History and Definition of Epigenetics

Conrad Waddington coined the term “epigenetics” while investigating genetic as-
similation and the canalization of traits in the 1940s [21, 22]. Waddington [22] rec-
ognized that some characteristics that arise in response to environmental conditions 
(e.g., stressors) could be incorporated into the genome via the process of genetic 
assimilation. He also recognized that some phenotypes could be highly conserved 
regardless of genotype (i.e., canalized). His definition of epigenetics was broad and 
incorporated these processes and all interactions between genes and gene products 
that lead to an organism’s final phenotype [23, 24]. The discovery of molecular 
mechanisms and processes that regulate gene activity has resulted in changes to 
Waddington’s definition [23].

Epigenetics has more recently been defined as heritable, differential gene ex-
pression not based on changes in DNA sequence [8, 25–27], and the inclusion of 
“heritable” in this definition is debated [26]. Some biologists think that epigenetics 
should include all processes that result in differential gene expression in the ab-
sence of changes to DNA sequences, heritable or not [28]. Others think that heri-
tability is a necessary component of epigenetics, because inheritance raises direct 
evolutionary questions that are consistent with population genetics expectations [8, 
29–30]. Currently, little empirical data exist to address heritability of epigenetic 
traits. While it is relatively simple to screen for epigenetic variation, it is much 
harder to determine if this variation is heritable. We have proposed a definition of 
epigenetics as the study of molecular-level mechanisms that result in changes in 
phenotype that are not due to changes in DNA sequence and may lead to heritable 
change in phenotype [31, 32].
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Measuring DNA Methylation

Several mechanisms contribute to epigenetic variation, but DNA methylation is 
the most studied in ecological epigenetics [33]. DNA methylation occurs when a 
methyl group attaches to a cytosine in several possible sequence motifs (CpG, Cp-
CpG, CpHpHp, and CpNpG) [34]. DNA methylation can have variable effects on 
gene activity, but methylation of the promoter region often decreases gene activity, 
because it interferes with transcription enzymes [27, 35, 36]. Epigenetic variation 
is more labile than genetic variation and changes in DNA methylation can occur in 
direct response to environmental cues, and independently from DNA sequence [9, 
13, 14]. Because of this, environmental conditions can cause differential methyla-
tion and ultimately differential gene expression in response to those environmental 
conditions.

Methylation-sensitive amplified fragment length polymorphism (MS-AFLP) 
has been the primary technique used to study DNA methylation in population-level 
epigenetic studies, though next-generation sequencing-based techniques are prom-
ising to become more common [33]. There are several benefits to using MS-AFLP 
to assess DNA methylation in population-level studies [33]. Like standard AFLP, 
MS-AFLP offers a genome-wide scan of DNA methylation, and patterns in DNA 
methylation can be compared among individuals within sites, habitats, or other 
groups of interest, even in nonmodel organisms that lack a sequenced genome. The 
technique is also relatively economical, which accommodates the large sample sizes 
necessary for population-level studies. MS-AFLP also utilizes the same equipment 
and methods as AFLP, which allows the techniques to be used in concert to address 
ecological questions and directly compare genetic and epigenetic variation.

One major area of research for population-level epigenetic variation is the rela-
tionship between genetic and epigenetic variation. How can the epigenetic contribu-
tion to an organism’s response be teased apart from genetic variation? The correla-
tion between epigenetic and genetic variation may be categorized as obligate, fa-
cilitated, or pure (Fig. 9.1) [8, 9]. Obligate epigenetic variation is directly correlated 
with genetic variation and appears to follow the rules of Mendelian genetics [9]. 
Facilitated epigenetic variation is partially correlated with genetic variation, and 
genetic code directs the epigenetic variation but the outcome is context dependent. 
Pure epigenetic variation is independent from genetic variation. Both facilitated 
and pure tend to exhibit non-Mendelian segregation and both can be affected by 
stochasticity in addition to environmental conditions.

Researchers have begun designing elegant studies that control for genetic dif-
ferences among individuals [14, 37–40]. These studies have suggested that some 
epigenetic variation is correlated with environment and some environmentally in-
duced epigenetic variation is passed on to the next generation. These studies have 
also identified correlations between epigenetic markers and environmental condi-
tions (often stressors), even in the absence of genetic variation. Though directly 
connecting the effect of epigenetic variation on phenotype is generally lacking, 
these studies suggest that epigenetic effects could be important to evolution.
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Questions We Should Be Asking

Richards [9] laid the foundation for population epigenetics by identifying four fun-
damental questions, and Bossdorf et al. [27] supplied a similar list of questions to 
ecologists. To date, with the exception of documenting epigenetic variation in natu-
ral populations, these questions remain largely unanswered.

1.	 How much epigenetic variation is present?
2.	 How independent is epigenetic variation from genetic variation?
3.	 What is the extent to which epigenetic states are inherited?
4.	 What is the importance of epigenetic variation in populations, whether inherited 

or not?

How Much Epigenetic Variation is Present?

In most epigenetics studies, epigenetic variation (i.e., DNA methylation) exceeds 
genetic variation [14, 37, 40–43]. This may be related to the much more rapid mu-
tation rate in epigenetic than genetic contexts: replicate “mutation accumulation” 

Fig. 9.1   Relationship among obligate, facilitated, and pure epigenetic variation with DNA 
sequence, stochastic events, and environmental conditions. (Adapted from [8, 9])
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lines of a single Arabidopsis thaliana accession exhibited 103–104 more epigenetic 
mutations than genetic [44, 45].

Overall, “how much” epigenetic variation is present and the manner that the 
variation is generated may be critically important to understand the epigenetic re-
sponse to environmental conditions. To address how much epigenetic variation 
there is, many ecologists have measured epigenetics in natural populations in the 
context of several ecological topics. These topics include identifying mechanisms 
for plasticity, rapid differentiation to habitat, and mechanisms which contribute to 
invasive species success.

Plasticity

Epigenetic diversity alone may be important for allowing organisms to respond to 
different environmental conditions. Using a classic phenotypic plasticity design, 
Bossdorf et al. [46] found that experimental alteration of DNA methylation altered 
important traits, and the plasticity of those traits, in response to nutrient addition 
in A. thaliana. Among 22 A. thaliana genotypes, there was also a difference in 
the degree to which trait means and plasticities were affected by the methylation 
inhibitor 5-azacytidine. Overall patterns of variability among the genotypes in-
dicated that epigenetic changes can affect not only the short-term environmental 
responses of plants but also the evolutionary potential of important traits and their 
plasticities [46].

Epigenetic variation can also play an important role in the ability for clonal yeast 
( Metschnikowia reukaufii) to occupy different nectar habitats. Herrera et al. [37] 
grew clonal colonies of yeast in experimental media that mimicked naturally occur-
ring differences in sugar combinations and concentrations of nectars to determine 
if the yeast exhibited epigenetic responses to the nectar variation. The clonal repli-
cates controlled for genetic variation contributing to the response, and demonstrated 
that plasticity in resource use was correlated with changes in methylation (with 
MS-AFLP). The probability of an MS-AFLP marker changing from unmethylated 
to methylated was significantly correlated with sugar concentration, content, and 
their interaction. They also used 5-azacytidine to show that yeast growth response 
was significantly inhibited if epigenetic changes were prevented.

More recently, Herrera and Bazaga [39] examined the epigenetic signature be-
tween prickly and nonprickly leaves on Ilex aquifolium, English holly. Ilex aqui-
folium exhibits more prickly leaves in response to mammalian herbivory [47–49]. 
Both prickly and nonprickly leaves were sampled from five shrubs along a 450-m 
transect, and sampling the different leaf types from the same shrubs ensured that 
the genotypes were identical. Variation among MS-AFLP loci was significantly 
associated with leaf type, and the probability of methylation declined in nonprick-
ly leaves compared to prickly. They found six MS-AFLP loci that distinguished 
prickly from nonprickly leaves, suggesting that the genes associated with these 
MS-AFLP loci could be important in mediating plasticity in leaf morphology in 
response to herbivory.
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Habitat Differentiation

The studies exploring plasticity show that epigenetic diversity can contribute to 
response to environmental factors, suggesting that population epigenetic variation 
may be structured spatially based on environmental variables in natural popula-
tions. Differentiation of epigenetic marks among habitats could indicate that epi-
genetic effects allow organisms to adapt to local environmental conditions without 
a change in genetic code [27].

In white mangroves, both DNA methylation diversity and differentiation could 
be important for persistence in variable habitats. Lira-Medeiros et al. [50] examined 
epigenetic and genetic variation in Laguncularia racemosa from both riverine and 
salt marsh habitats in Brazil. Mangroves from both habitats exhibited higher levels 
of epigenetic variation than genetic variation as identified by comparing MS-AFLP 
and AFLP results. They also found epigenetic differentiation between mangroves 
from salt marsh and riverine habitats for L. racemosa, but no genetic differentiation. 
Plant phenotypes significantly differed between habitats for a number of ecologi-
cally relevant traits including height, diameter at breast height (DBH), leaf width, 
and leaf area. Though Lira-Medeiros et al. [50] found epigenetic population dif-
ferentiation, it was not possible to determine if these differences were generated by 
stable or induced epigenetic effects, because they collected plant material from the 
field. Their findings suggest that epigenetics may play an important role in response 
to local habitat conditions; however, manipulative studies are required to determine 
the contribution of stable versus environmentally induced epigenetic marks.

Epigenetic diversity and differentiation could also be important in the response 
to herbivory of Viola cazorlensis [41]. Herrera and Bazaga [41] analyzed epigen-
etic and genetic diversity and differentiation among V. cazorlensis plants that had 
been exposed to 20 years of variable ungulate herbivory. As observed in white 
mangroves, V. cazorlensis also exhibited higher levels of epigenetic variation (e.g., 
DNA methylation) than genetic variation when comparing MS-AFLP and AFLP 
results. Additionally, V. cazorlensis exhibited both epigenetic and genetic popula-
tion structure in response to herbivory. The epigenetic differences were correlated 
with genetic loci implicated with adaptive floral traits. These findings suggest that 
epigenetics could play an important role in flowering dynamics in the V. cazorlensis 
system that could ultimately result in the adaptive differentiation of populations 
over evolutionary time [41].

Population Bottlenecks

Epigenetic diversity may provide an additional source of variation to populations 
that have undergone reductions in genetic variation from demographic changes, 
like in invasive species. One consequence of population bottlenecks is inbreeding 
depression. Vergreer et al. [51] showed that epigenetics can play a role in inbreeding 
depression in the self-pollinating perennial plant Scabiosa columbaria. They inbred 
and outcrossed the plant and found that inbred plants exhibited decreased leaf num-
ber, biomass, and photosynthetic efficiency when compared with outcrossed plants. 
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They also found that genome-wide DNA methylation was 10 % higher in the inbred 
plants. Additionally, they treated some plants with 5-azacytidine, which decreased 
genome-wide methylation by 11 %. In the 5-azacytidine treatment, they found that 
biomass decreased in outcrossed plants and increased in inbred plants. Photosyn-
thetic efficiency and leaf number were not affected in outcrossed plants, but inbred 
plants exhibited levels consistent with control, outcrossed plants. The biomass of 
inbred plants treated with 5-azacytidine was also significantly higher than control, 
inbred plants. The combination of these findings suggests that DNA methylation 
plays a role in mediating the effects of inbreeding depression for various traits.

These findings were supported in a study on house sparrows ( Passer domesti-
cus) introduced to Kenya in the 1950s [52]. Schrey et al. [53] showed that Kenyan 
house sparrows have lower levels of genetic variation than native populations, and 
Liebl et al. [54] showed that all house sparrows sampled from seven cities in Ke-
nya exhibited different epigenotypes. Though the sparrows exhibited high levels 
of epigenetic variation, they did not exhibit epigenetic population structure among 
the sites. However, certain MS-AFLP loci were methylated more often in Kenyan 
populations when compared to native populations [53], which suggests that these 
loci could be involved in traits important to living in the new habitat. Liebl et al. 
[54] also discovered a trend suggesting the epigenetic variation may compensate for 
decreased genetic variation and increased inbreeding. Individuals exhibiting lower 
levels of genetic variation had higher inbreeding coefficients and exhibited higher 
levels of epigenetic variation. Overall, these findings suggest that epigenetic varia-
tion may compensate for decreased genetic variation in the early stages of invasion, 
thereby allowing the sparrows to occupy an expanded range of response that allows 
them to occupy many different habitats.

Different patterns of epigenetic variation in Japanese knotweed populations fur-
ther support the hypothesis that epigenetic effects may contribute to response to lo-
cal habitat. Richards et al. [40] sampled invasive Japanese knotweed ( Fallopia spp.) 
individuals from roadside, beach, and salt marsh habitats across eastern New York 
state. Individuals were grown in a common garden to control for induced environ-
mental effects prior to assessing genetic and epigenetic variation. Genetic diversity 
in these populations was low, with only four variable AFLP loci detected out of 200 
loci scored. Epigenetic variation was significantly higher, with 19 variable loci de-
tected out of 180 loci scored. Both genetic and epigenetic population structure was 
found among the different habitats, but habitat explained a significant proportion of 
the structure only for the epigenetic variation and not for genetic variation. Given the 
low genotypic diversity, these findings suggest that epigenetic effects may play an 
important role in knotweed’s response to variable environmental conditions.

How Independent Is Epigenetic Variation from Genetic Variation?

The relationship between genetic and epigenetic variation can be complex [9], and 
determining how much epigenetic variation is obligate, facilitated, or pure has been 
challenging [27, 31]. Currently, the best way to address this question has been to 
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assess the importance of epigenetic variation in situations where genetic variation 
is lacking or minimal. Studies in clonal plants support the importance of pure or 
facilitated epigenetic effects by clonal species (i.e., dandelions, knotweed).

Verhoeven et al. [14] examined DNA methylation in response to five ecologi-
cally relevant treatments in replicates of a single dandelion ( Taraxacum officinale) 
genotype. DNA methylation variation was significantly higher in response to each 
of three experimental treatments (i.e., low nutrients, jasmonic acid, and salicylic 
acid), than control, and the majority of the differences were inherited. Similarly, 
Richards et  al. [40] found replicates of genetically identical individuals showed 
epigenetic differentiation to beach, roadside or salt marsh habitats. They grew the 
individuals in a common garden, and these patterns were persistent through clonal 
reproduction. The findings from these two clonal plant species suggest that epigen-
etic differences elicited by a single genotype in response to different environmental 
factors may persist into the next generation, and that the epigenetic effects are more 
than just a simple readout of the genotype.

Using clonal species is one way to control for the effect of genotype in popula-
tion-level studies. In populations where it is challenging or impossible to control ge-
netic variation among individuals with experimental design, researchers will have 
to find other ways to control for the effect of genotype. Adapting statistical tests to 
control for the genetic component of response is one way to do this. For example, 
we found both genetic and epigenetic population structure among habitat types in 
natural Spartina alterniflora populations (Foust et al. unpublished data). We used a 
partial Mantel test to correlate epigenetic distances with habitat (low, intermediate, 
and high-salt areas) while controlling for genetic distance. The partial Mantel test 
allowed us to find significant epigenetic population structure while controlling for 
genetic population structure. This is one example where statistics offered a way to 
tease apart the correlation between epigenetic and genetic variation.

What Is the Extent to Which Epigenetic States Are Inherited?

To be naturally selected, traits controlled by epigenetic variation must be transmit-
ted to the next generation. Currently, there are few ecological epigenetic studies 
that directly connect heritable phenotypic traits to epigenetic marks. However, we 
know that epigenetic changes can be induced by environmental conditions, that epi-
genetic changes affect phenotype, and that these phenotypic changes can be passed 
to the next generation [7]. Epigenetic marks can also be highly conserved through 
transmission, with variability ranging from 1 % to 10−6 variations per generation [7, 
8, 55], which means that induced epigenetic variation will likely persist in future 
generations.

Epigenetic recombinant inbred lines (epiRILs) are one valuable resource that 
have shed more light on this question [11, 56]. Two populations of epiRILs were 
developed from backcrosses of the methylation mutants (ddm1 and met1) to Col-0 
wild type in A. thaliana. Johannes et al. [11] showed that both flowering time and 
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plant height varied among epiRILs, and that these effects persisted for at least eight 
generations. While these findings were initially discovered in epiRILs created from 
one single genotype, Cortijo et al. [57] have confirmed that these epigenetic asso-
ciations with phenotype are found across 138 natural accessions for which genome-
wide methylation data and phenotype data were available [45, 58, 59].

Perhaps the most clearly defined example of epigenetic inheritance in a non-
model species was discovered in Linaria vulgaris (toadflax) [12]. Linaria vulgaris 
exhibits radial flower symmetry when hypermethylation of the Lcyc gene, an epi-
mutation, occurs. Individuals without the epimutation exhibit dorsoventral symme-
try. This change in phenotype is ecologically important because it could affect pol-
lination and overall fitness of the plant [60]. It could also be evolutionarily impor-
tant because the epiallele can be directly transmitted to the next generation, but the 
mechanism is unclear because the epimutation is sometimes reset during somatic 
development [12]. More research in an ecological context is required to determine 
if this epimutation affects the evolutionary trajectory of the species.

Epigenetic inheritance also occurs in the perennial herbs, Helleborus foetidus 
[38] and T. officinale [14]. In both studies, MS-AFLP was used to identify patterns 
of epigenetic variation in parent plants and the next generation. Helleborus foetidus 
was sampled from three populations located on a latitudinal gradient in Spain. In 
addition to the parents, patterns of epigenetic variation were also assessed in the 
pollen produced by parent plants (i.e., the male gametophyte). Though there was 
some epigenetic resetting from the sporophyte to gametophyte generation, signifi-
cant epigenetic population structure persisted among the gametophytes of the three 
populations, as predicted from the parental generation. Similarly, Verhoeven et al. 
[14] showed that between 74 and 92 % of epigenetic states present in the parent gen-
eration occurred in the offspring, even though the stressors (i.e., low nutrients, salt, 
jasmonic acid, salicylic acid, and control) were no longer present. These findings 
suggest that epigenetic population structure persists into future generations, which 
could help offspring respond to local environmental conditions [27].

What Is the Importance of Epigenetic Variation in Populations, 
Whether Inherited or Not?

Epigenetic studies of nonmodel organisms and studies at the population level typi-
cally do not directly identify the connection between epigenetic state and pheno-
type. This issue must be addressed to fully understand the importance of epigenetic 
variation. Theorists have developed models that show epigenetics can affect the 
evolutionary trajectories of organisms [16–19]. Bonduriansky and Day [18] recog-
nize that epigenetics allows for the decoupling of genotype from phenotype, which 
releases some of the constraints on evolution as defined by Mendelian genetics. 
Day and Bonduriansky [61] developed a model that incorporates both genetic and 
epigenetic inheritance, and allows some genomic elements to accumulate more epi-
genetic variation than others [45]. Pál [16] and Pál and Miklós [17] found that epi-
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genetic inheritance systems (e.g., transmission of DNA methylation patterns) can 
allow organisms to avoid valleys on an adaptive landscape. Ultimately, epigenetic 
inheritance can change the adaptive landscape. Thus, an organism that is trapped in 
an adaptive valley may be rescued by epigenetic variation. It is also possible that 
genetic inheritance may “take over” after epigenetic mechanisms have facilitated 
the transition across an adaptive valley (i.e., genetic assimilation [19, 21, 22, 62]).

Klironomos et  al. [19] developed a model that showed epigenetics can affect 
the tempo and the overall outcome of evolution. They describe cases where adap-
tion occurs by epigenetic mechanisms, and epigenetic inheritance can ensure that 
the phenotype persists. Epigenetically derived phenotypes can “speed up” evolu-
tion and potentially change the trajectory of evolution. Geoghegan and Spencer 
[20] support this idea and show that incorporating epigenetic marks into selection 
models can also drastically alter trajectories. This is especially true considering that 
environmentally mediated epigenetic marks can regenerate depending on the sce-
nario. This means that as the environment changes, epigenetic marks can revert 
and potentially take organisms back to the fitness peak that was pertinent to past 
environmental conditions. Each of these models demonstrates the potential impor-
tance of epigenetics to evolution. Incorporating empirical data to these theoretical 
advances will greatly expand our understanding of the importance of epigenetics.

Future Directions

The available epigenetics studies in natural populations and nonmodel organisms 
present compelling evidence that epigenetic mechanisms are important at the popu-
lation level. However, there are major areas that need to be addressed by future 
studies. These include:

1.	 Understanding the relationship between genetic and epigenetic variation
2.	 Identifying stable versus environmentally induced epigenetic variation
3.	 Identifying the importance of inheritance of epigenetic variation

As epigenetic techniques and next-generation sequencing become more cost-ef-
fective, researchers should use these tools to address these issues in more detail 
[33]. Epigenetic sequencing coupled with next-generation sequencing will allow 
for cross comparisons with genomic information obtained from studies of model 
organisms on specific genes and gene networks associated with various environ-
mental conditions.

Adapting statistical analyses to control for genetic response will be important in 
gaining understanding about the relationship between genetic and epigenetic varia-
tion. Adaptation of the partial Mantel test has been useful in uncovering epigenetic 
population structure associated with low, intermediate, and high-salt habitats, that 
is independent from genetic population structure in natural S. alterniflora popula-
tions (Foust et al. unpublished data). Other statistical tests could be modified to ac-
complish the same goal in systems where it is challenging or impossible to control 
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for genetic variation among individuals by experimental design. Using statistical 
approaches to control for genetic response will allow research to broaden to include 
more nonmodel organisms, thereby increasing our overall understanding of the re-
lationship between genotype and epigenotype.

Another consideration that will be important in future studies of population epi-
genetics is the effect of nonstable epigenetic effects. which can be minimized in 
some cases with a modified experimental design. Most studies to date have col-
lected samples in the field, thus confounding stable and induced DNA methylation. 
Richards et al. [40] controlled for these effects by collecting Japanese knotweed rhi-
zomes in the field and growing them in common garden prior to assessing genetic 
and epigenetic variation. This allowed for any highly labile marks to “normalize,” 
and stable marks that might contribute to habitat response to persist. Reciprocal 
crosses would help determine epigenetic response to local conditions, and address 
the potential “chicken or egg” scenario between the association of epigenetic marks 
and environmental conditions. For example, are the patterns of epigenetic variation 
present because the plants responded to environmental conditions? Or did plants 
that possess certain patterns of epigenetic variation thrive in specific habitats?

To address these questions, future studies should build upon current epigenetic 
surveys and begin including more manipulative experimental designs with non-
model organisms in natural systems. Using multifaceted experimental designs will 
help to determine if patterns of epigenetic variation change in response to environ-
mental conditions, which result in population structure, or if patterns of epigenetic 
variation that are already present enable an organism to live in a certain area [40].

Finally, to determine the importance of epigenetic variation to evolutionary 
questions, more multigenerational studies need to be performed. Ideally, multigen-
erational studies will be designed to address the questions brought forth in the cur-
rent, proposed models. These questions include: what are the implications of pheno-
type being decoupled from genotype, how do epigenetic changes alter the adaptive 
landscape or allow populations to avoid adaptive valleys, does epigenetics really 
speed up evolutionary processes, and how does it change evolutionary trajectories? 
[16–20, 61]. To do this, researchers need to examine both short- and long-term 
epigenetic response to environmental conditions [19] and assess both genetic and 
epigenetic contributions to evolution.

Conclusions

Currently, the importance of epigenetics at the population level is often made via 
correlation. Manipulative field studies will need to be performed to determine if 
epigenetic population structure results from habitat response or if organisms with 
certain epigenetic signatures can more easily live in certain habitats [40]. Since pat-
terns of epigenetic variation can be established in direct response to local environ-
mental conditions, but can also be inherited from parents, it is important to address 
this causality problem to gain further understanding about how organisms respond 
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epigenetically to variable conditions. Understanding the different ways populations 
can respond to environmental conditions via epigenetics is also important, because 
population genetics ignores the effects of short-term and within-generation environ-
mental variation on evolution.

Researchers have already begun addressing the questions Richards [9] set forth, 
and each of those papers further support the importance of epigenetics to ecolog-
ically-relevant traits in nonmodel and natural populations. The theoretical models 
presented in this chapter have established a good outline for the future direction of 
population epigenetics, and future studies should include multigenerational, popu-
lation-level studies to test these models. Progress is being made in all of these areas; 
however, there is much that we do not know.

We do know that an extension of the MS that encompasses epigenetic mecha-
nisms and inheritance is necessary [5]. It is becoming more clear, especially as 
more studies are performed at the population level, that epigenetics is important to 
short-term environmental response, and that DNA methylation changes in response 
to environmental conditions can persist into the future [63]. In some cases, these 
epigenetic responses provide an adaptive advantage to offspring that are subject-
ed to those same environmental conditions [46]. To fully address these questions, 
laboratory-based studies on model organisms should be coupled with natural and 
manipulative studies on natural populations and nonmodel organisms to obtain a 
clearer picture of how epigenetics affects organisms [38].
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