
Chapter 11
Predictive Coding in Sensory Cortex

Peter Kok and Floris P. de Lange

Abstract In recent years, predictive coding has become an increasingly influential
model of how the brain processes sensory information. Predictive coding theories
state that the brain is constantly trying to predict the inputs it receives, and each region
in the cortical sensory hierarchy represents both these predictions and the mismatch
between predictions and input (prediction error). In this chapter, we review the extant
empirical evidence for this theory, as well as discuss recent theoretical advances.
We find that predictive coding provides a good explanation for many phenomena
observed in perception, and generates testable hypotheses. Furthermore, we suggest
possible avenues for further empirical testing and for broadening the perspective of
the role predictive coding may play in cognition.

11.1 Introduction

In recent years, predictive coding has become an increasingly influential model of
how the brain processes sensory information [1–3]. This model challenges the tra-
ditional view of sensory cortex as a unidirectional hierarchical system that passively
receives sensory signals and extracts increasingly complex features as one progresses
up the hierarchy. Instead, predictive coding theories state that the brain is constantly
trying to predict the inputs it receives, and each region in the sensory hierarchy
represents both these predictions and the mismatch between predictions and input
(prediction error). Moreover, regions in the sensory hierarchy continually interact,
informing each other about what they expect the other region is observing, and how
this expectation matches their input.

In this chapter, we will review recent theoretical and empirical advances in the field
of predictive coding. First, we will outline the motivations behind predictive coding,
and discuss its principal features (§ 2). Then, we will review empirical evidence from
cognitive neuroscience for several basic tenets of predictive coding (§ 3), and discuss
one of them—the implementation of attention in predictive coding—in more detail
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(§ 4). We will end with a discussion of the limitations of current empirical foundations
of predictive coding, and suggest future directions to strengthen these foundations
and extend the perspective on predictive coding to other cognitive domains (§ 5).

11.2 Predictive Coding

11.2.1 Perception as Inference

One of the major motivations behind the development of predictive coding models of
sensory processing has been the observation that perception is not solely determined
by the input to our eyes, but is strongly influenced by our expectations. Over a
century ago, Helmholtz [4] cast perception as a process of unconscious inference,
wherein perception is determined by both sensory inputs and our prior experience
with the world. For example, many perceptual illusions can be explained as the result
of our prior knowledge of the world influencing perceptual inference [5, 6]. When
we are presented with four ‘Pac-Man’ figures arranged in a certain way, we perceive
an illusory square (Kanizsa square; Fig. 11.1a). Presumably, the brain infers that
the most likely cause for such an input, given its prior experience of the world, is
a white square overlaying four black circles. Note that occlusion is a ubiquitous
feature of the visual world, and inferring the presence of whole objects despite this
is key to successful perceptual inference. Furthermore, priors provided by the larger
context can help disambiguate local details. For example, the same figure can be
perceived as the letter ‘B’ or the number ‘13’, depending on the surrounding figures
(‘A’ and ‘C’ or ‘12’ and ‘14’, respectively; Fig. 11.1b). Finally, prior knowledge can
improve perception by ‘explaining away’ predictable features (e.g., stripy leaves),
leaving unexpected (and potentially vitally important) features to stand out (a tiger!)
(Fig. 11.1c). That is, without prior knowledge of the world the image in Fig. 11.1c
might look like a mass of incoherent lines, while recognising the majority of the lines
as parts of plants allows ‘subtracting’ them from the image. Any features that cannot
be explained away as part of the plants (the stripes on the tiger’s back and head)
will be all the more salient. In recent years, the idea of perception as inference has
enjoyed a revival, benefitting from converging ideas from computer vision research
and neuroscience [3, 7–10].

11.2.2 Coding Scheme

One model of sensory processing that describes perception as fundamentally infer-
ential is predictive coding [1–3, 11]. In this model (Fig. 11.2a), each cortical sensory
region contains two functionally distinct sub-populations of neurons. Prediction (P)
units represent the hypothesis that best explains the input the region receives, while
prediction error (PE) units represent that part of the input that is not explained by
the current hypothesis, i.e. the mismatch between input and prediction. Connected
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Fig. 11.1 Examples of perceptual inference. a Kanizsa square: four ‘Pac-Man’ figures or a white
square overlaying black circles? b Context resolves ambiguity: is the figure in the centre the letter
‘B’or the number ‘13’? c Prior knowledge improves processing of noisy sensory inputs: ‘explaining
away’ the leaves makes the tiger stand out more

regions in the cortical hierarchy interact recurrently in a joint effort to find the world
model that best explains the sensory inputs in the P units, and thereby reduce the
activity of the PE units. This interaction takes place as follows: (1) The PE in one re-
gion serves as input to the next region in the cortical hierarchy, triggering that region
to select a hypothesis that better matches its input. Note that the representational
content of PEs (as opposed to an unspecific “surprise” signal) allows for selection of
specific hypotheses in the higher order region. (2) The (newly) selected higher order
hypothesis is subsequently sent back as a prediction to the lower order region, where
it is compared to the current lower level hypothesis, and (3) the mismatch is repre-
sented as the (new) prediction error. The above describes one cycle of hypothesis
testing in the predictive coding framework. This is an iterative process, culminating
in a state in which PE units are all silenced and an accurate representation of the
current sensory world is represented by activity in the relevant P units.

Since top-down predictions suppress expected sensory input (i.e., reduce predic-
tion error), expected stimuli lead to relatively little neuronal firing. Such a coding
scheme has several advantages. First, it is metabolically efficient. Second, it makes
unexpected (and potentially highly relevant) stimuli more salient: if you ‘explain
away’ the striped leaves, the crouching tiger stands out even more (Fig. 11.1c). In
fact, it has been proposed that saliency might be equated to the strength of the pre-
diction error [12, 13]. Third, while expected stimuli result in reduced firing in the PE
units, the stimulus representation in the P units is enhanced [14]. A valid prediction
leads to the proper hypothesis being selected prior to sensory input, and since this
hypothesis quickly silences these sensory inputs (prediction error) when they arrive,
alternative hypotheses are not given a chance to compete (Fig. 11.2b). (Note that
this pre-selection does not prevent potentially relevant unexpected inputs from being
processed, since such inputs will lead to a large PE, attracting attention and triggering
selection of alternative hypotheses, see Fig. 11.2c). In other words, pre-selection of
the valid hypothesis makes the stimulus representation more unequivocal, or sharper.
Such use of prior expectations helps us make sense of the ambiguous and noisy sen-
sory inputs we receive in everyday life [15]. For this aspect of perceptual inference,
the hierarchical nature of predictive coding is crucial [9, 16]. Inference on fine scale
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Fig. 11.2 Predictive coding. a Schematic predictive coding architecture, with PE units providing
excitatory feedforward input, and P units providing inhibitory feedback. b Hypothesised neural
activity in two populations of P and PE units, each representing a different hypothesis (‘A’ and
‘B’, respectively). Here, stimulus A is predicted, and subsequently presented (valid prediction).
Left panel illustrates schematic timecourse of activity, right panel provides integral over time (i.e.,
proxy of BOLD amplitude). c Here, stimulus A is predicted, but B is presented. Activity is higher
overall (particularly in PE units), but less unequivocal (in P units)

low level features (black and white stripes, in a seemingly random arrangement)
benefits from high level representations (a tiger in a bush). In turn, high level repre-
sentations can be refined by the high resolution information present in lower order
visual areas, e.g., progressing from a coarse representation (‘a face’) to one reflecting
the identity and emotional expression of that face [17].

In a slightly different take on hierarchical inference, Lee and Mumford [9] pro-
posed a model wherein hypotheses at one level reinforce consistent hypotheses at
the lower level. In their approach, multiple hypotheses are kept alive at each level
of the cortical hierarchy, and excitatory feedback helps the most likely lower level
hypothesis to win the competition. In other words, excitatory feedback collapses
the lower level hypothesis space and thereby reduces the overall level of neuronal
activity. Strictly taken, this is not a predictive coding model (there is no explicit error
representation), but it shares many of its key features (hierarchical perceptual infer-
ence) as well as empirical predictions (valid top-down hypotheses lead to reduced
activity but improved representations).

11.2.3 Neural Implementation

Several different proposals for the neural architecture underlying predictive coding
have been made [1, 3, 18, 19]. All these accounts hypothesise the existence of
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separate sub-populations of P and PE neurons, and suggest that these neurons reside
in different cortical layers. A major difference lies in the type of information cortical
areas exchange: in classical predictive coding schemes [1–3] PE units are the
source of feedforward and the target of feedback connections, while in Spratling’s
PC/BC model [18] errors are processed intracortically, and P units are reciprocally
connected between regions. These schemes result in different predictions regarding
the location of the sub-populations of P and PE units, based on known interlaminar
and intercortical connectivity patterns [19]. Feedforward connections mainly arise
from layers 2/3 and send input to layer 4 of the next higher-order region in the
hierarchy, while feedback is sent from layers 5/6 to the agranular layers of the
lower-order region [20–22]. Therefore, if feedforward connections carry prediction
errors, PE units would be expected to reside in layers 2/3, while feedback-sending P
units would reside in layers 5/6 [23]. In the PC/BC model, separate populations of P
units would reside in layers 2/3 and 5/6, sending forward and backward predictions,
respectively, while PE units reside in layer 4, which does not have interregional
outputs. Note that such a separation of forward and backward messages seems
necessary for hierarchical inference [9, 19], since these messages need to be tailored
to higher-order (larger, more complex receptive fields) and lower-order (smaller,
simpler receptive fields) regions, respectively. While these schemes differ in terms
of the details of neural implementation, they are computationally equivalent [18].

11.3 Empirical Evidence for Predictive Coding

The recurrent interaction between prediction and prediction error units that charac-
terises predictive coding models leads to several hypotheses than can be empirically
tested. For example, since perception reflects an integration of top-down expecta-
tions and bottom-up sensory input, the same sensory input should lead to different
responses depending on the strength and validity of the expectation. Specifically, the
amplitude of the stimulus-evoked response should be lower, the more expected the
input is (i.e., the less prediction error there is). Also, top-down expectations may acti-
vate hypotheses in sensory regions in the absence of sensory input. Further empirical
validation of predictive coding may come from assessing its neural substrate: are
there separate units coding predictions and prediction errors? We will discuss each
of these points in turn, reviewing evidence from neuroimaging, electrophysiology,
and physiology.

11.3.1 Encoding of Surprise in the Brain

One of the most robust modulations of sensory responses is repetition suppression
(RS): when a stimulus is repeated, the neural response to the second stimulus is re-
duced compared to the first. This effect holds across a range of modalities, stimulus
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properties, and brain areas, and has been considered the result of stimulus-induced
neural adaptation [24]. However, if prediction is indeed a fundamental feature of
sensory processing, RS may (partly) reflect the fact that the initial presentation of
the stimulus induces an expectation of that same stimulus reappearing [25]. To test
this hypothesis, Summerfield et al. [26] used functional magnetic resonance imaging
(fMRI) to compare the neural response to stimulus repetitions and alternations, in
two different contexts. In one context, a face stimulus was likely to be repeated, while
in the other it was likely to be followed by a different face. These researchers showed
that when stimulus repetitions were likely (i.e., expected), repeated stimuli led to a
strongly reduced neural response compared to alternations (strong RS). When rep-
etitions were unlikely however, the RS effect was strongly reduced, suggesting that
RS at least partly reflects predictability. Since this study used fMRI to investigate
neural activity, the time course of the RS effect (and its modulation by predictabil-
ity) could not be resolved. Therefore, it was unclear whether predictability had an
immediate suppressive effect on the expected sensory signal (prediction error sup-
pression), or whether surprising events (alternations in one context, repetitions in the
other) resulted in a reorienting of attention, with the reported effects of predictabil-
ity reflecting later attentional modulations. In an effort to distinguish between these
possibilities, Todorovic et al. [27] used magneto-encephalography (MEG) to inves-
tigate the time course of the effects of predictability on RS in auditory cortex. They
found that predictability affected early stimulus-evoked components in auditory cor-
tex, from 100 ms post-stimulus onwards (Fig. 11.3a; see also 28, for similar findings
in monkey inferotemporal cortex using visual stimuli). Such early modulations are
not in line with a late attention effect, but rather suggest predictive suppression of
sensory signals. Furthermore, in a follow-up study, Todorovic and De Lange [29]
reported dissociable time courses for the effects of repetition (i.e., stimulus-induced
adaptation) and predictability, suggesting that prediction has suppressive effects in-
dependent of those of bottom-up adaptation. These and other studies [30–32] clearly
show that prediction suppresses expected sensory signals.

Other studies have investigated violations of more high-level sensory predictions.
One example is apparent motion: Static visual stimuli presented successively at
separate spatial locations induce the illusory perception of motion between these
locations. Areas of the primary visual cortex (V1) that correspond retinotopically to
visual stimulation along the trajectory of illusory motion, but that are not directly
stimulated by the static stimuli, have been shown to be active during perception of
apparent motion [33]. Presumably, this is caused by higher level motion sensitive
areas with larger receptive fields (i.e., MT/V5) inferring a moving stimulus and
sending predictions of this inferred stimulus back to the corresponding locations
in V1 [34–36]. Interestingly, the study by Ahmed et al. [36] was performed in
anaesthetised ferrets, suggesting that this predictive feedback is not dependent on
attention, but rather reflects automatic processes inherent to sensory processing in
the visual cortical hierarchy. In a recent study, Alink et al. [37] reasoned that if
these feedback signals indeed reflect predictions, they should affect the processing of
stimuli presented along the apparent motion trajectory. Specifically, stimuli presented
in temporal alignment with the inferred motion path should evoke less prediction error
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Fig. 11.3 Empirical evidence for predictive coding. a Unexpected stimulus repetitions evoke more
activity in auditory cortex than expected repetitions. Reprinted from [27] with permission from the
authors. b Grating stimuli with an expected orientation evoke less activity in V1 (green and red
bars), but this activity contains more orientation information (green and red squares). This effect is
independent of feature attention: it holds both when orientation is task relevant (leftmost bars) and
when it is task irrelevant (rightmost bars). Reprinted from [14] with permission from the authors.
c Illusory contours evoke activity in V1 cells with a receptive field on the contour, presumably
as a result of feedback from higher order regions (Reprinted from [59]). d Predictive activity in
macaque temporal cortex. After paired-association learning, neurons fire more strongly when the
first stimulus of a pair (A) predicts that the second stimulus (B) will be their preferred stimulus (‘Best
B’, thick line), than when stimulus A predicts a non-preferred stimulus B (‘Worst B’, thin line).
Increased firing to preferred stimuli is present not only after stimulus presentation (blue shading),
but already before stimulus presentation (yellow shading). Reprinted from [28]

than stimuli that are not temporally aligned. Indeed, Alink et al. [37] found that a
visual stimulus presented along the apparent motion path in temporal alignment with
the apparent motion evoked a reduced activation in V1, compared to when it was
not temporally aligned. Presumably, such a non-aligned stimulus violates top-down
predictions and therefore causes a larger prediction error.

Predictions operate not only within, but also between sensory modalities. An ev-
eryday example of this is the perception of audiovisual speech. In natural speech,
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visual inputs (i.e., mouth movements) precede auditory input by 100–300 ms [38].
This allows the brain to make predictions about the auditory speech signals before
their arrival. Indeed, presence of visual speech signals improves speech perception
[39], and speeds up cortical processing of auditory speech [40, 41]. Furthermore,
when visual and auditory signals mismatch, this can result in distorted or merged
percepts [42]. For example, simultaneous presentation of auditory ‘ba’ and visual
‘ga’ signals is perceived as ‘da’. If visual speech signals indeed result in predic-
tions being sent to auditory sensory areas, mismatch of visual and auditory signals
should lead to increased PE in auditory cortex, compared to matching visual and
auditory signals. This is indeed what was found by Arnal et al. [41, 43], who used
both fMRI and MEG to characterise the response to audiovisual mismatches. Their
results show an increased response to incongruent audiovisual stimuli in the supe-
rior temporal sulcus—a multisensory region—as well as increased gamma activity
in the auditory cortex [43]. Both these responses scaled with the amount of predic-
tive information contained by the visual stimulus: the more informative the visual
stimulus was regarding the syllable being pronounced, the stronger the PE when the
subsequent auditory stimulus did not match.

Studies on audiovisual speech exploit predictions learned over a lifetime. Recent
studies have also shown effects of predictions across modalities when these predic-
tions are learned over the course of the experiment [14, 44, 45]. For example, Den
Ouden et al. [44] presented auditory cues that predicted with 80 % likelihood that a
visual stimulus would appear. When a visual stimulus was preceded by such a cue,
the activity it evoked in V1 was reduced compared to when it was not preceded by a
predictive cue. Remarkably, the omission of a predicted visual stimulus also evoked
more activity in V1 than the omission of a non-predicted stimulus. In this study,
both the auditory and visual stimuli were completely irrelevant to participants’ task.
These results demonstrate that predictions are learned rapidly, even when irrelevant
to the task at hand, and affect sensory responses at the earliest stages of cortical
processing. In line with this, we [14] found that auditory cues that predicted the
features of a visual stimulus led to reduced activity in V1. Specifically, when the
pitch of a preceding auditory tone correctly predicted the orientation of a subse-
quent grating stimulus, the response to this grating in V1 was reduced, compared to
when the prediction was invalid. Furthermore, this study investigated not only the
amplitude of the neural response evoked by the stimuli, but also used multivariate
pattern analysis (MVPA) methods to probe the amount of information contained in
the neural signal. Interestingly, we found that a valid orientation prediction led to a
decrease in the amplitude of the neural signal in V1, but to an increase in the amount
of information about the grating orientation in the signal (Fig. 11.3b). This is exactly
the pattern of results that is predicted by predictive coding theories of perception (cf.
Fig. 11.2b, c): valid predictions lead to selection of the proper hypothesis prior to
sensory input, allowing this hypothesis to quickly suppress the sensory signal when it
comes in (prediction error suppression), thereby preventing activation of alternative
hypotheses (representational sharpening). These results suggest that the population
level neural signals measured in humans (with fMRI or EEG/MEG) are a mixture of
prediction and prediction error signals [46].
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While all these studies exemplify suppressive effects of sensory predictions on
the basis of learned contingencies between events in the external world, potentially
the largest source of sensory prediction is derived internally, from our motor sys-
tem. Namely, any movement gives rise to largely predictable sensory input, which
according to the predictive coding framework should therefore be suppressed. Some
of the clearest demonstrations of this phenomenon so far have come from fish [47].
Many fish are equipped with electroreceptors, allowing them to detect nearby objects
(e.g., other fish) through changes in the electric field around them. However, these
fishes’ own movements (and in some species, self-generated electric currents) also
cause disturbances in the electric field around them, such that detecting non-self
objects would benefit from suppressing such self-generated signals. Indeed, several
types of predictive signals (arising from corollary discharge, proprioception, and
higher level electrosensory regions) have been shown to evoke negative images of
the predicted sensory input in the electrosensory organs of these fish [47]. When the
predicted inputs arrive, they are cancelled out by these negative images, enhancing
sensitivity to non-self generated signals. These predictive signals have been shown
to be highly plastic—when paired with an artificially generated stimulus they adapt
within minutes—and highly precise in terms of timing, amplitude, and spatial lo-
cation. Similar predictive suppression mechanisms have been observed in humans
[48–52].

As noted above, a crucial feature of predictive coding is its hierarchical nature:
valid high-level hypotheses can enhance representations through reducing prediction
error in lower-order regions. Murray and colleagues [53, 54] have shown that when
stimuli have lower level features that can be grouped into a higher order shape
there is increased activity in shape-selective area LOC, but decreased activity in V1,
compared to stimuli for which no such grouping takes place. The researchers ensured
that the stimuli were matched for low-level features, precluding an explanation in
terms of physical differences between the conditions. Presumably, the inferences of
high level areas are subtracted from the incoming sensory signals in lower order areas,
leading to reduced activity in V1 whenever such a high level hypothesis is generated.

11.3.2 Encoding of Predictions in the Brain

In a predictive coding framework of perception, prior expectations may be hypothe-
sised to activate representations of predicted stimuli prior to sensory input [55]. One
way to test this is to probe activity in sensory cortex when a stimulus is predicted, but
no bottom-up input is subsequently provided. In line with this, recent studies have
shown increased responses to unexpectedly omitted stimuli in early sensory cortex
[44, 56], as early as 100 ms after the stimulus was predicted to appear [27, 30]. Re-
cently, we used multivariate methods to probe the representational content of such
omission responses [57]. In this study, we presented subjects with auditory cues
(high or low pitch) that predicted the orientation of an upcoming grating stimulus
(clockwise or anticlockwise). In 25 % of trials, the grating stimulus was omitted. In
these trials, only a prediction-inducing auditory tone was presented. Interestingly,
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the pattern of activity evoked in V1 on these omission trials was similar to the pattern
evoked by the predicted stimulus (e.g., a clockwise grating). In other words, neural
activity in V1 evoked solely by predictions, in the absence of visual input, contained
information about the grating orientation that was predicted.

Further evidence for representation-specific signals in early visual cortex in the
absence of input comes from a study that presented subjects with naturalistic images
of which one quadrant was occluded [58]. These authors used multivariate methods
to show that the non-stimulated region of V1 (i.e., retinotopically corresponding to
the occluded quadrant) contained information about the presented naturalistic image.
Control analyses showed that this could not be explained by the spreading of activity
(through lateral connections) from stimulated regions within V1. In a hierarchical
inference framework, these results would be taken to reflect predictive feedback
from a higher-order region containing a representation of the naturalistic scene as a
whole (e.g., the whole car), informing lower-order areas which fine spatial features
to expect (e.g., the angle of the tail light).

Single neuron recordings in monkeys have also provided empirical support for
neuronal responses to absent but predicted input. Lee and Nguyen [59] presented
monkeys with Kanizsa figures (Fig. 11.1a) in such a way that the illusory contours
were positioned in the receptive fields of the V1 and V2 neurons they recorded
from. Interestingly, both V1 and V2 neurons responded to these illusory contours
(Fig. 11.3c). Moreover, V2 neurons responded consistently earlier in time, suggesting
a feedback mechanism from V2 to V1. Similarly to the apparent motion example
discussed earlier, this can be understood to result from inferences about the presence
of a white square occluding the black circles within higher-order visual regions with
receptive fields that encompass the whole figure. These inferences are subsequently
sent as top-down predictions to those lower-order neurons that are expected to detect
the (illusory) sides of the square [60]. It should be noted, however, that some previous
studies have observed illusory contour responses in V2, but not in V1 [61]. The
presence of predictive feedback to V1 may depend on such factors as stimulus size,
attention, and experience with the stimulus.

It should be noted that while the above studies clearly demonstrate representation-
specific activity in the absence of sensory input, they cannot strictly distinguish
between prediction (P unit) and prediction error (PE unit) activity. Since PE re-
flects the mismatch between the prior expectation (a specific stimulus) and the
input (an empty screen), unexpected omissions could conceivably cause activity
in PE units. Evidence of true ‘predictive’ activity would require demonstrating
representation-specific activity prior to sensory input. Such evidence is provided by
paired-association studies in the anterior temporal cortex of macaques [28, 62, 63].
In these studies, monkeys were exposed to pairs of stimuli that were sequentially pre-
sented. Learning which stimuli form pairs allowed the monkeys to predict the identity
of the second member of a pair upon presentation of the first member. Indeed, after
learning, neurons that respond strongly to the second member of a pair already start
firing upon presentation of the first member of the pair, i.e., as soon as the identity
of the second member can be predicted (Fig. 11.3d). This predictive firing increases
until the second stimulus appears, and is higher when monkeys correctly identify
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the upcoming stimulus [62]. Furthermore, Erickson and Desimone [63] found that
in sessions in which monkeys showed behavioural evidence of association learn-
ing, neural activity during the delay period between the two stimuli correlated less
strongly with the response to the first stimulus, and more with the response to the
second (upcoming) stimulus. In other words, delay activity became more predictive.
Meyer and Olson [28] showed that when such a prediction is violated, that is, when
the first stimulus is followed by one it has not previously been paired with, neural
activity to the second stimulus is increased, suggesting a prediction error response.
Similar findings of pair association in the medial temporal lobe have been reported
in humans using fMRI [64].

11.3.3 Integration of Predictions and Inputs

In predictive coding theories, P and PE units do not function independently of each
other. Rather, the error response in the PE units influences the hypotheses selected
in the P units, and vice versa. Therefore, the final hypothesis the brain settles on (the
posterior) reflects an integration of prior expectations and sensory input. In other
words, if you expect A, and get bottom-up input B, your percept (posterior) should
be somewhere in between. The relative weights of prior and input depend on their
precisions: when the input is strong and unequivocal, the prior will have little effect,
but if the input is ambiguous, the posterior will be largely determined by the prior
[65, 66]. The integration of prior and input has been demonstrated convincingly
in behaviour [10, 67, 68], yet neural evidence has been mostly lacking. The main
question is whether there is already integration of bottom-up inputs and top-down ex-
pectations in sensory regions, as predicted by predictive coding theories, or whether
integration takes place in downstream association areas that are proposed to be in-
volved in perceptual decision-making, such as parietal and prefrontal cortex [69]. In
line with the former, Nienborg and Cumming [70] have shown that sensory responses
in macaque early visual cortex (V2) are dynamic, shifting from the representation
of the bottom-up stimulus to the perceptual choice (posterior) within seconds. In
a recent study in humans, Serences and Boynton [71] presented participants with
ambiguous (0 % coherent) moving dot stimuli and forced them to report whether the
dots moved toward the top right or bottom left of the screen. Multivariate analysis
methods revealed that motion sensitive area MT + contained information about the
(arbitrarily) chosen direction of motion. These studies suggest that early visual ar-
eas represent the posterior rather than just the bottom-up input. While the source
of the arbitrary choice (i.e., the prior) is unknown and undetermined in the study
by Serences and Boynton [71], future studies may test the integration of prior and
bottom-up stimulus more directly by explicitly manipulating the prior and probing
its effects on stimulus representations in visual cortex.
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11.3.4 Separate Units Coding Predictions and Prediction Errors

Although many findings of prediction and prediction error effects in cortex have been
reported, there is, somewhat surprisingly, a conspicuous lack of direct evidence for
separate populations of neurons encoding predictions (P units) and errors (PE units)
[72]. However, some conjectures can be made.

Miller and Desimone [73] recorded from single neurons in IT cortex while mon-
keys performed a delayed match-to-sample task. In this task, monkeys were presented
with a sample stimulus, and had to respond when any of the following test stimuli
matched the sample. Roughly half of the IT cells recorded showed differential re-
sponses to stimuli that matched, compared to stimuli that did not match the sample.
Of these, 62 % were suppressed by test stimuli that matched the sample, while 35 %
showed an enhanced response. These effects were present right from the onset of
visual responses in IT, about 80–90 ms after stimulus presentation. Only 3 % of cells
showed mixed effects, i.e., suppression by some stimuli and enhancement by others,
leading the authors to argue that the two classes of cells appear to be distinct. The
behaviour of these two classes of cells is reminiscent of PE (suppressed response
to matches) and P (enhanced response to matches) units, respectively, though ef-
fects of stimulus predictability were not explicitly tested in this study. Woloszyn and
Sheinberg [74] also provided evidence for two functionally distinct sub-populations
in IT. They found that the maximum response and stimulus-selectivity of excitatory
cells were increased for familiar compared to novel stimuli (potentially reflecting
enhanced representation in P units), while inhibitory interneurons responded more
strongly to novel stimuli than to familiar ones (potentially reflecting a larger PE
response).

Arguments for a separate population of prediction error neurons have also been
inspired by so-called extra-classical receptive field effects in early visual cortex [1].
Certain neurons fire less when a stimulus extends beyond their receptive field [75].
Furthermore, such suppressive surround effects are stronger when the surround is
a (predictable) continuation of the centre stimulus, e.g., a continuous line segment
or a grating with an iso-oriented surround, compared to when the surround is non-
continuous (e.g., a cross-oriented grating) [76–78]. A predictive coding framework
can readily explain such responses; a large, continuous stimulus is represented well
by a P unit in a higher-order area (e.g., V2), which then sends a prediction to the
relevant lower-order (e.g., V1) error neurons, suppressing their response [1]. Indeed,
extra-classical receptive field effects have been shown to (partly) depend on feedback
from higher-order areas [79, 80]. Hupé et al. [80] showed that feedback from area MT
leads to surround suppression inV1, as well as increased responses to stimuli confined
to the classical receptive field. In other words, when feedback can successfully predict
the lower-order response its effect is inhibitory, but when it cannot it is excitatory.

One (somewhat counterintuitive) feature of the classical predictive coding scheme
is that P units in one region send inhibitory feedback to the PE units one step down in
the cortical hierarchy. However, in the cortex, interregional feedback connections are
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predominantly excitatory [but see [19, 80, 81]. It is possible that feedback may indi-
rectly target inhibitory interneurons, achieving a net inhibition, as has been observed
in surround suppression [79, 80]. Furthermore, there are alternative implementations
of predictive coding that do not rely on inhibitory intercortical feedback. In the work
of Spratling [18, 83], for example, excitatory feedback is sent from P units in one
region to P units in the region below it in the cortical hierarchy. In other words, feed-
back directly reinforces lower order hypotheses that are consistent with the higher
order hypothesis. Here, error suppression is an intracortical phenomenon, consistent
with intraregional ‘back projections’ (i.e., from infragranular to supragranular and
granular layers) targeting predominantly inhibitory interneurons [84, 85].

In sum, while there is no direct unequivocal evidence for the existence of separate
populations of P and PE units, there is suggestive evidence that different layers within
each cortical column may implement these distinct computational roles.

11.4 Predictive Coding and Attention

Traditionally, theories of attention and predictive coding have been seen as diamet-
rically opposed [72, 86]. While predictive coding posits that neural responses to
expected stimuli should be suppressed, many studies have reported increased neural
responses to stimuli appearing at expected locations [87, 88]. This increase in activ-
ity has been attributed to spatial attention. In fact, studies of visuospatial attention
have traditionally used probabilistic cues that predict the upcoming target location as
a means of manipulating attention [89, 90]. However, belying this apparent tension
between theories of attention and prediction, attention fits quite naturally into a pre-
dictive coding framework that takes the relative precision of predictions and sensory
input into account [91, 92]. In what follows, we will outline an account of attention
in predictive coding, and review empirical evidence for this theory.

11.4.1 Attention and Precision

In the real world, the reliability of sensory signals is changeable: keeping track of
a ball is a lot easier in the light of day than at dusk. Perceptual inference must
take the precision (inverse variance) of sensory signals (i.e., prediction errors) into
account [2, 91, 93]. It is imperative to know whether sensory signals fail to match
our prior expectations because they contain information that disproves our current
model of the world (e.g., we see and hear a giant luminescent hound), or because
the sensory signals are simply too noisy (we hear a dog howl but see only mist).
While the former should lead us to update our beliefs (a demon hound!), the latter
should not. Specifically, PEs should be weighted by their precision (i.e., reliability),
leading to less weight being attributed to less reliable sensory information. In terms
of hierarchical inference, perception should be dominated by sensory signals when
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their precision is high, and by top-down expectations when their precision is low,
e.g., when sensory signals are ambiguous [65, 66].

The precision of sensory signals has long been acknowledged to be a matter of
importance for models of perceptual inference [2, 93], and recent predictive coding
models incorporate it explicitly [91, 92]. In these models, the brain estimates not
only PEs themselves, but also their precision. PEs are subsequently weighted by
their precision through modulation of synaptic gain of the PE units. One hypothesis
suggests that attention is the process whereby the brain optimises precision estimates
[91, 92]. By increasing the precision of specific PEs, attention increases the weight
these errors carry in perceptual inference. Mechanistically, this is equivalent to pro-
posals of attention increasing synaptic gain (precision) of specific sensory neurons
(PE units) [94–96]. Note that in predictive coding models, sensory signals and PE
are equivalent, since these errors are the only sensory information that is yet to be ex-
plained. Therefore, while casting attention as modulating the precision of PEs may at
first glance seem a radically different view of its function, it is in fact fully consistent
with contemporary theories of attention. Indeed, in this account, spatial attention is
proposed to increase the precision of information coming from a certain region of
visual space, similar to the effect of pointing a flashlight in that direction, making
spotlight metaphors of attention an intuitive way to think about its functional role
[92, 97]. Furthermore, biased competition, a highly influential theory of attention
[94], can be shown to emerge from a predictive coding framework in which attention
is cast as optimising precision [92].

Crucially, prediction and precision (attention) are not independent. Instead, pre-
cision depends on the expected states of the world [92]: expectation of a stimulus on
the left side of the visual field leads to expectation of high precision sensory signals
at that location. Spatial attention might enhance these sensory signals further by
boosting the precision (synaptic gain) at that location. This suggests that attention
can be seen as a selective enhancement of sensory data that have high precision
(high signal-to-noise ratio) in relation to the brain’s current predictions [98]. Mech-
anistically, this means that attention does not simply boost the synaptic gain of PE
units indiscriminately. Rather, it boosts the gain of PE units receiving input from P
units (in the same hierarchical level and the level above) that are currently active.
Therefore, attending to a region of space where a stimulus is not expected (in this
example, to the right) would be relatively ineffective. Put simply, there should be no
strong expectation of a high precision sensory signal when a stimulus is not expected
to appear.

In sum, recent predictive coding theories propose that prediction is concerned with
what is being represented, while attention is the process of optimising the precision
of representations [91]. We will now turn to a discussion of empirical evidence for
this proposal.
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11.4.2 Empirical Evidence

The account outlined above may reconcile some seemingly contradictory findings in
the literature. Generally speaking, it seems that expectation is associated with reduced
sensory signals when stimuli are task irrelevant (unattended), but enhanced responses
when stimuli are relevant (attended) [99]. For instance, two recent studies found
opposite effects of predictive motion trajectories on stimulus processing. Doherty
et al. [87] had participants view a red ball moving across the screen in either a
regular (predictable) or irregular (unpredictable) trajectory. At some point the ball
disappeared behind an occluder, and when it reappeared participants were required
to detect a black dot on the surface of the ball as soon as possible. The different types
of trajectories meant that the reappearance of the dot could be either predictable (in
space and time) or unpredictable. Using EEG, these authors found that predictability
enhanced the neural response in early sensory regions. In contrast, Alink et al. [37]
found a reduced neural response in V1 in response to a stimulus that was congruent
with a predictable trajectory (see § 11.3.1 for a more detailed discussion of this
study), compared to a stimulus that was incongruent with the trajectory. In their
design, subjects did not perform a task that involved the stimuli, instead stimulus
presentations were fully irrelevant.

These studies provide a suggestion for a potential interaction between attention
and prediction [for a review, see 98]. However, there are also notable differences
between these two studies in terms of experimental paradigm (e.g., real vs. appar-
ent motion) and methodology (EEG vs. fMRI). A direct study of the (potential)
interaction of prediction and attention has been lacking.

In a recent fMRI study, we [56] manipulated both visuospatial attention (which
side of the screen is task-relevant) and visuospatial prediction (on which side of
the screen the stimulus is likely to appear). Spatial attention was manipulated on a
trial-by-trial basis, by means of a cue that pointed either to the left or to the right.
Unlike in typical Posner cueing tasks, in which attention is biased towards one visual
hemifield by increasing the probability of the target appearing on that side, in this
experiment, the attention manipulation was not probabilistic. The key difference is
that in the former, both visual hemifields are potentially task-relevant, with one more
likely to be so than the other, while in our study only one hemifield was task-relevant
in a particular trial. If a subsequent grating stimulus appeared in the hemifield in-
dicated by the cue, subjects were asked to do an orientation identification task on
the grating stimulus. If instead the grating appeared on the other side of the screen,
subjects could simply ignore it. Prediction was manipulated in mini-blocks: in each
block of eight trials, subjects were told that stimuli were (a) 75 % likely to appear
on the left, (b) 75 % likely to appear on the right, (c) 50 % likely to appear on either
side (neutral cue). Thereby, attention and prediction were orthogonally manipulated.
We reasoned that there were two likely explanations for the seemingly contradictory
effects of expectation reported in the literature. One possible explanation is that atten-
tion and prediction have opposing main effects, enhancing and suppressing sensory
signals, respectively. If the enhancing effect of attention outweighs the suppressive
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effect of prediction, this would explain the seemingly enhancing effect of expecta-
tion in attentional cueing experiments. Alternatively, attention and prediction might
operate synergistically to optimise perceptual inference, with attention boosting the
precision (synaptic gain) of PE units that are expected to receive input based on cur-
rent predictions. Hereby, if attention and prediction are congruent (i.e., a stimulus
is expected in the task-relevant hemifield), attention would boost (the precision of)
the expected sensory signal. However, if attention and prediction are incongruent (a
stimulus is expected in the task-irrelevant hemifield), attention would be relatively
ineffective in boosting the sensory signal; there should be no strong expectation that
an unpredicted signal is going to be precise. This account would therefore predict an
interactive effect of attention and prediction on sensory signals (see Fig. 11.4a).

The data provided support for the latter hypothesis (Fig. 11.4b). When stimuli
were task-irrelevant (unattended), predicted stimuli evoked a reduced neural response
in V1 compared to unpredicted stimuli. However, when stimuli were task-relevant
(attended), this pattern reversed: here, predicted stimuli evoked an enhanced neural
response. This interaction is in line with predictive coding models casting attention
as optimising precision estimates during perceptual inference [91, 92]. Furthermore,
when a stimulus was predicted in the task-relevant hemifield (i.e., there was a strong
and precise prediction), we observed an increased response in V1 when this stimulus
was omitted (Fig. 11.4c). As discussed in § 11.3.2, this might reflect either the
prediction itself, or a prediction error response. In either case, this effect is in line
with predictive coding, but hard to reconcile with bottom-up attention accounts of
‘stimulus surprise’, since there was no stimulus to grab attention in these trials (or,
rather, a stimulus appeared in the opposite hemifield).

Further support for attention increasing the precision of sensory signals (prediction
errors) comes from studies showing that fluctuations in the amplitude of the neural
signal in visual areas covary with detection task performance, both pre- [100] and
post-stimulus [101]. In other words, activity in these regions is higher when people
correctly detect or reject the presence of a stimulus than when they incorrectly report
or miss it (although amplitude has also been seen to covary with subjective perception
rather than performance accuracy; [102]).

Boosting specific sensory signals results in a gain in signal-to-noise ratio (preci-
sion) for those signals. Such a gain could also be achieved by reducing the neural
noise in sensory areas. In fact, single cell recordings in macaques have revealed a
decrease in neural noise correlations as the result of attention [103, 104]. Further-
more, a recent behavioural study that applied sophisticated signal detection theory
analyses showed that whereas prediction increases the baseline activity of stimulus-
specific units (P units?), attention suppresses internal noise during signal processing
[55]. In order to optimally boost the signal-to-noise ratio of selected sensory signals,
attention may both increase the amplitude of specific prediction errors, as well as
suppress noise fluctuations arising from non-selected sources.

In sum, the empirical findings discussed above are in line with predictive coding
models incorporating precision estimates, and casting attention as the process of
optimising those estimates. This framework resolves the apparent tension between
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Fig. 11.4 Attention and precision. a Left panel: The hypothetical prediction error responses to
physically identical stimuli, preceded by either a valid (green) or invalid (red) prediction cue. Mid-
dle panel: In recent predictive coding models, attention increases the precision (synaptic gain) of
prediction errors. This enhancement of precision by attention occurs in relation to current pre-
dictions, reflected here by the fact that attention hardly increases precision when no stimulus is
predicted to occur. The order of magnitude of the precision values displayed here was based on
figures in Feldman and Friston [91], the exact values were chosen arbitrarily, and their evolution
over time was simplified. Right panel: Prediction errors are weighted by their precision, calculated
here as a simple multiplication of prediction error (left panel) and precision (middle panel). The
fact that attention enhances precision in relation to current predictions leads to an interactive effect
of prediction and attention on the amplitude of the prediction error response. b When stimuli are
unattended (task irrelevant), predicted stimuli evoke a reduced response in V1 compared to un-
predicted stimuli. On the other hand, when stimuli are attended, predicted stimuli evoked a larger
response than unpredicted stimuli. This is exactly the interaction between attention and prediction
that is hypothesised by recent predictive coding models, see a. c In visual cortex corresponding to
the visual field where no stimulus appeared, i.e. ipsilateral to the stimulus, unpredicted omission of
a stimulus in the attended visual field evoked a larger response in V1 than predicted omission of a
stimulus. Figures reprinted from [56], with permission from the authors

theories of attention and predictive coding [18], and explains the seemingly contra-
dictory findings in the literature regarding the effects of expectation on neural activity
[72, 99].
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11.5 Concluding Remarks

In this chapter, we reviewed recent theoretical and empirical advances in the field of
predictive coding. Although we have shown that predictive coding makes predictions
that can be tested by cognitive neuroscience, and which have been supported by the
extant data reasonably well, we would like to stress that more evidence is needed.
Particularly, direct evidence for separate sub-populations of P and PE units is lacking.
Since these two sub-populations are proposed to co-exist in every (sensory) cortical
region, high-resolution methods are required to simultaneously sample neural activity
from multiple sites at high spatial resolution. Specifically, given the speculations on
different laminar distributions of P and PE units (see § 11.2.3), multicontact laminar
electrodes [e.g., [104] or high-resolution laminar fMRI [106] could provide such
evidence. So far, there have been no studies using these methods that have focused on
the effects of prediction on sensory responses. Under a predictive coding framework,
it may be hypothesised that, preceding stimulus onset, expectation would lead to
activity in cortical layers containing P units, while after stimulus onset, activity
would scale with prediction error in layers dominated by PE units. At the level of
single neurons, P and PE units are predicted to be reciprocally connected, with the
strength of the excitatory forward connection between individual PE and P units
being equal to the strength of the inhibitory backward connection between these
same neurons [1, 18]. In V1, it seems conceivable that simple and complex cells [75]
could be interpreted as PE and P units, respectively. If this is true, complex cells are
expected to inhibit the simple cells that provide them with input. This is a testable
hypothesis. In the coming years, studies testing these hypotheses will provide us with
much needed answers regarding the possible implementation of predictive coding in
the human cortex.

So far, studies of predictive coding have mostly focused on the effects of predic-
tion on the processing of sensory inputs. However, the model also provides a natural
explanation for top-down activations of representations in the absence of sensory
input. For example, processes like working memory and mental imagery (and even
dreaming) might reflect activating part of one’s internal model of the (visual) world
[2]. These activations would come about through a different flow of information,
compared to stimulus-driven activations: whereas the latter would arrive as input into
layer 4 and sent onwards to supra- and infragranular layers, the former would bypass
layer 4 and directly target agranular layers [107]. Crucially, these opposite flows
of information could result in identical representations being activated (in agranular
layers). Indeed, recent neuroimaging studies suggest that working memory [108],
mental imagery [109, 110], and even dreaming [111] share sensory representations
with perception. Such offline activations of the brain’s internal model could serve
several purposes, such as simulating scenario’s not (yet) encountered but consis-
tent with the model (e.g., mental rehearsal), and consolidating synaptic connections
between representations within and across different levels of the cortical hierarchy.
Speculatively, dreams may subserve both these functions.
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Future work might also focus on the link between the neuronal substrate of predic-
tive coding and subjective perception. It seems natural to assume that the contents of
perception reflect the current hypothesis represented in the P units across the cortical
hierarchy. Might the intensity (e.g., brightness, contrast, duration) of the percept
then scale with the prediction error [25]? This account would predict that valid ex-
pectations lead to percepts that are ‘sharper’ (improved representation in P units) but
less intense (reduced PE), in line with neural effects of expectation in sensory cortex
[14]. Indeed, oddball stimuli (that is, unexpected deviants) are perceived as being of
longer duration than standards [25, 112, 113]. Also, this account can explain the fact
that representations activated by top-down processes such as working memory and
imagery are not perceived as vividly as those activated during normal perception;
presumably the former bypass PE units and directly activate P units. Furthermore,
since attention is proposed to boost the synaptic gain of PE units (see § 4), the in-
crease in perceived contrast observed as a result of attention fits naturally in this
framework [114]. Finally, psychosis has been conjectured to involve aberrantly in-
creased prediction errors, and indeed patients report more intense percepts (brighter
colours, louder sounds) in early stages of the disease [115]. In fact, it is interesting
to note that many positive and negative symptoms of syndromes like schizophrenia
[116–118], psychosis [115], and autism [119, 120] can be explained in terms of
specific failures of predictive coding mechanisms.

In sum, predictive coding provides a good explanation for many phenomena ob-
served in perception, and generates testable predictions. In this chapter, we have
reviewed existing empirical evidence for some of these predictions, as well as out-
lined possible future directions for further empirical testing and for broadening the
perspective of the role predictive coding may play in cognition.

Exercises

1. Does the suppressed response in V1 to predicted stimuli [37, 44, 53] mean that
there is less stimulus information in V1 for such stimuli? Why/Why not?

2. In what respect are the neural effects of prediction and attention opposite to each
other, and in what respect are they similar?

3. Come up with an experiment that could potentially falsify predictive coding.
4. Given that top-down predictions silence prediction errors in lower-order regions;

does predictive coding require inhibitory feedback between cortical regions? Read
the paper by Spratling [18] and prepare a 15 min presentation on the differences be-
tween the physiological implementation implied by "classical" predictive coding
models [1, 3] and that implied by Spratling’s PC/BC model.

5. During hallucinations, schizophrenic and psychotic patients perceive things that
are not actually there. Autistic patients, on the other hand, sometimes seem to
perceive things more precisely or truthfully than non-autistics. How could these
symptoms be understood in terms of predictive coding?

6. Read the Corlett et al. [115] paper, and prepare a 30 min presentation on the
relationship between predictive coding and psychosis.
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Further Reading

1. For an introduction to the principles of predictive coding and a global perspective
of its implications for cognition and action, see the recent review by Andy Clark
[121].

2. Friston [3] offers a comprehensive and mathematical description of predictive
coding, including a proposal for its neuronal implementation.

3. Summerfield and Egner [72] review the commonalities and differences between
theories of predictive coding and attention.

4. In a clearly written and succinct paper, Spratling [18] presents the computational
principles of predictive coding and biased competition, and shows that—under
certain assumptions—they are equivalent.

5. Lee and Mumford [9] offer a slightly different take on hierarchical inference
during perception that shares many of the principles of predictive coding.
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