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Preface

This is the first book on model-based cognitive neuroscience, a nascent field that
is defined by a reciprocal relationship between cognitive neuroscience and behav-
ioral mathematical modeling. Traditionally, cognitive neuroscience and behavioral
modeling are separate disciplines with little crosstalk. In recent years, however, neu-
roscientists have discovered the advantages of mathematical models of cognition
and performance, whereas mathematical psychologists are increasingly aware of the
fact that brain data can constrain mathematical models in ways that are useful and
unique.

To stimulate the further integration between behavioral modeling and cognitive
neuroscience, this book brings together 17 invited contributions from leading re-
searchers in the field of model-based cognitive neuroscience. The main challenge in
coordinating these contributions was to make the book accessible to both mathemat-
ical modelers and neuroscientists, a challenge we met in two ways. Firstly, the book
starts with seven tutorial chapters: three of these chapters outline and illustrate the
principles of mathematical modeling of behavior, another three chapters describe ba-
sic principles of brain function and structure, and the final tutorial chapter concerns
the interaction between modeling and neuroscience. Secondly, in order to highlight
the reciprocal relationship between the two fields, the five chapers in Part 2 feature
applications that emphasize the value of modeling for neuroscience, whereas the five
chapters in Part 3 deal with applications that center on the value of neuroscience for
modeling.

The authors of each chapter have tried hard to make their work accessible. As
a result of their efforts, this book can be used as the core material for an advanced
undergraduate or graduate course on model-based cognitive neuroscience. To facil-
itate the use of the book for teaching, each chapter ends with a list of recommended
readings and a series of questions. The readings can be used to expand the course
materials, and the questions can be used to deepen the learning process. Teach-
ers can obtain the answers to the questions upon request. The 17 chapters vary in
scope and in difficulty, and we suggest that teachers cherry-pick the chapters they
expect to be particularly relevant and appropriate for the student’s background level
of knowledge.
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Just as the chapter authors, we are excited about the advantages and challenges
that come with the integration of two disciplines, disciplines that share the same
goal—to unravel the mysteries of the human mind—but so far have pursued that
common goal in disparate ways. We hope that the enthusiasm with which the book
was written is noticable for the reader, whether undergraduate student, graduate
student, or academic staff member.

Finally, should you note any typographical errors, conceptual mistakes, glaring
omissions, overgeneralizations, or anything else you feel requires correction: please
do not hesitate to contact us so we can address these issues in an erratum that we
will post on our websites.

Amsterdam Birte U. Forstmann
31-05-2014 Eric-Jan Wagenmakers
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Chapter 1
An Introduction to Cognitive Modeling

Simon Farrell and Stephan Lewandowsky

Abstract We provide a tutorial on the basic attributes of computational cognitive
models—models that are formulated as a set of mathematical equations or as a
computer simulation. We first show how models can generate complex behavior and
novel insights from very simple underlying assumptions about human cognition.
We survey the different classes of models, from description to explanation, and
present examples of each class. We then illustrate the reasons why computational
models are preferable to purely verbal means of theorizing. For example, we show
that computational models help theoreticians overcome the limitations of human
cognition, thereby enabling us to create coherent and plausible accounts of how
we think or remember and guard against subtle theoretical errors. Models can also
measure latent constructs and link them to individual differences, which would escape
detection if only the raw data were considered. We conclude by reviewing some open
challenges.

1.1 Introduction

Your best friend introduces you to the host of the party you just joined. Seconds
later, as you turn away, the horrible realization sinks in that you cannot remember
the host’s name. Was it James? Or Gerard? We have all experienced such reminders
of the brittleness and imperfection of our memory and cognition. The principal goal
of cognitive science is to understand the processes that underlie our cognition: why
do we sometimes forget information within seconds? How come we still remember
the name of our first-grade teacher? In this chapter, we show that to answer such
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4 S. Farrell and S. Lewandowsky

questions, we ought to rely on computational models rather than conducting our the-
orizing exclusively at a verbal level. Computational models instantiate assumptions
about how cognition might operate in a precise and unambiguous manner, thereby
permitting a rigorous test of those assumptions.

Several decades ago, in the early stages of the cognitive revolution that ultimately
led to the overthrow of behaviorism, theorists were content with formulating theories
at a verbal level. For example, they might have postulated that information enters
a limited-capacity “short-term memory”, which is subject to rapid forgetting unless
the person makes an effort to transfer the information into a more stable “long-term
memory” using a process such as rehearsal. If rehearsal is prevented because one’s
attention is occupied elsewhere, information such as a host’s name can be forgotten
within literally 1-2 s [1].

Although such verbal models have spawned considerable progress, their inherent
limitations have become increasingly apparent. This chapter surveys some of those
limitations and also clarifies how computational models can help overcome them.

We begin by showing how computational models can illuminate complex social
interactions that are simply not amenable to verbal theorizing. How could one antic-
ipate or predict events such as the “Arab spring”? Sparked by the self-immolation of
a Tunisian roadside vendor in late 2010, this cascaded into the overthrow of several
despotic governments in the Middle East. Even events that are less unexpected can
be beyond the realm of verbal analysis. For example, who could verbally predict or
describe the behaviour of a crowd escaping a building on fire?

Just because such complex dynamic events defy verbal analysis does not imply
that they cannot be described at all: Complex social dynamics can arise, and can be
understood, on the basis of some very simple assumptions about individual behavior
in conjunction with computational instantiations of how those individuals interact.
In a nutshell, such “agent-based” models are initialized by creating a population
of agents that then interact with each other according to some very simple rules—
e.g., “follow the majority of your neighbors.” Over time, patterns of behavior and
social structure can emerge that were not programmed into the agents and that verbal
analysis would not have anticipated [2].

This emergence of social structure can be illustrated with the model presented
by Kenrick et al. [3], which combined an evolutionary approach to understanding
individual behavior with a dynamic representation of social interactions. Kenrick
et al. conceived of psychological mechanisms as decision rules designed to address
fundamental problems confronted by humans and their ancestors. A number of such
basic decision rules were postulated; here we focus on a simulation of individuals’
choice between cooperation with others and self-protective aggression. Both modes
of behavior can deliver obvious advantages to an individual, but they can also incur
drawbacks. A peaceful and cooperative person can be subject to exploitation if the
environment is uniformly hostile, and a hostile person in a cooperative environment
can waste time through unnecessary conflicts.

Much research on conformity and social norming [4—-6] suggests that people
frequently model their behavior based on what others around them are doing. If
everyone in my neighborhood is conserving energy, then I am more likely also to try
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Fig. 1.1 A community of agents that is randomly initialized to being “hostile” or “peaceful” at
the outset of a simulation. At each time step of the simulation, each agent will decide whether to
retain its current attitude or alter it by inspecting all its immediate neighbors. If more than half the
neighbors behave in the opposite manner from the agent, it will change its behavior to conform
to that majority. (Figure adapted from [3], published by the American Psychological Association,
reprinted with permission)

and reduce my consumption [6]. Accordingly, Kenrick et al. [3] built a simulation
involving a community of autonomous “agents,” each of which would change its
current behavior if more than half of its neighbors acted differently. Thus, a hostile
agent surrounded by a majority of cooperative neighbors would become cooperative
at the next simulated time step, whereas it would remain hostile if surrounded by a
majority of aggressive neighbors.

This decision rule may sound trivial at first glance, but its complexity should
not be underestimated. First, the behavior of each agent has a direct effect on its
immediate neighbors, and that relationship is reciprocal. That is, an agent is affected
by its neighbors as much as that agent affects the neighbors. Moreover, there is a
time-lagged effect of each agent’s behavior on the neighbors’ neighbors; whenever
an agent changes its behavior, the consequences of this decision ripple through the
community over time.

Suppose a community of agents is randomly initialized to contain an equal number
of peaceful and hostile agents, each of which changes its behavior according to the
neighbor-majority rule. Figure 1.1 shows one such random starting pattern with an
equal number of hostile and cooperative agents. How might this random pattern
evolve over time when agents adjust their behavior at each time step? As an exercise,
pause for amoment now. Without reading ahead, think of how the initial configuration
in Fig. 1.1 might evolve over time.

What did you think would happen after this random community has had a chance
to interact for a number of iterations?

You may be surprised that in the model just presented, initial randomness does
not beget randomness—quite to the contrary, over time this random community will
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Fig. 1.2 The final state of the
community of agents
initialized as shown in

Fig. 1.1 after a large number
of time steps. No further
changes will occur, regardless
of how long the simulation is
continued. (Figure adapted
from [3], published by the
American Psychological
Association, reprinted with
permission)
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segregate into two “neighborhoods” of equal size; one consisting of cooperating
agents, the other one consisting of hostile agents, with a clear boundary between the
two clusters. This final configuration is shown in Fig. 1.2.

An intriguing aspect of this simulation is that if one inspected the final outcome
only (Fig. 1.2), without any knowledge of how those segregated neighborhoods arose,
it might be tempting to speculate that the simulation involved two different classes
of agents, one with a propensity to cooperate, the other one with a disposition toward
hostility. The simulation shows otherwise: All agents in the community are identical,
and they are capable of expressing one or the other behavior depending on the context
in which they find themselves. The regularity in the behavior of the system emerges
entirely from the history of local interactions between the agents.

Notwithstanding, individual differences can matter a great deal as shown in the
next simulation summarized in Fig. 1.3. The top left shows the initialization of
the community, which now contains slightly fewer hostile (N = 16) than peaceful
(N = 20) agents. First consider what happens when all individuals act in the same
way, by applying the majority-neighbors rule, and there are no individual differences.
In that case the minority’s propensity for hostility is washed out over time and the
community settles into a uniformly peaceful state (Panel a in Fig. 1.3).

Now consider what happens when a single “short-fused” individual is inserted into
the community at the outset (in the second column, second row from the bottom, as
marked by the arrow in Panel b). This individual differs from all the others because
the agent will act aggressively even if only a single one of his or her neighbors is
hostile. This single individual, despite being a single voice among many, prevents
the community from reaching a stable state of peaceful bliss. Instead, as shown in
Panel b, the community evolves to retain a pocket of hostility that is focused around
that one short-fused individual.

However, this does not mean that a single individual with hostile tendencies will
always inject pockets of aggression into a community: If that same person were
inserted into a different, more predominantly peaceful, location in the community
(denoted by the arrow in Panel c), then the community would absorb this single
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individual and peace would ultimately prevail. Indeed, even the “short-fused” indi-
vidual would end up being peaceful, simply because the “peer pressure” would be
sufficiently great for the individual to change his or her behavior.

It follows that the evolution of social structure results from the interplay of an
individual’s propensity to engage in a certain behavior (in this case, to engage in
hostility) and the micro-structure of the surrounding community. It is difficult to see
how this interplay could have been discovered by verbal means alone: The differences
in initial state between Panels b and c are quite subtle and the consequences of the
different initializations became observable only by simulation.

To underscore that point, ask yourself what would happen if the community were
seeded with both “short-fused” individuals (i.e., from Panels b and c) at the outset.
Again, pause a moment and without reading ahead, try to answer that question.

The result is shown in Panel d of Fig. 1.3. With two short-fused individuals among
them, the entire community converges into a state of persistent mutual hostility—
notwithstanding the fact that at the outset only a minority of 16 out of 36 agents were
acting in an aggressive manner.

The research by Kenrick et al. that we just discussed [3] illustrates several im-
portant points about computational models. First, it is difficult to conceive how the
outcome of the simulations could have been anticipated by verbal means alone—who
would have thought that a single short-fused individual suffices to turn a neigh-
borhood into a pocket of hostility, even if the majority of community members is
peaceful.

Second, the only regularity that was explicitly programmed into the simulation
was the rule by which each agent changed its behavior based on the neighbors’
conduct. The simulations yielded insights into the emergence of social structures
that went far beyond the small “investment” of the rule that was programmed into
the simulation.

Third, a corollary of the unanticipated emergence of social structures is that it
would be difficult for us as humans to do the backwards inference. When confronted
with a segregated community (Fig. 1.2), we might be tempted to infer that there are
two different classes of agents that are inherently different from each other. In reality,
the segregation arose from a random initialization of the agents’ current behavior,
and the entire population behaved according to the same rules from then on. Absent a
computational model that explains the underlying processes, our backward inference
could have been completely wrong.

Finally, the simulations showed that even some very simple assumptions may
suffice to model complex behavior, in this instance the emergence of social struc-
tures. It is this last point that we are especially concerned with in this chapter: How
apparent complexity in behavior can be explained by sometimes surprisingly—and
gratifyingly—simple underlying processes. Such simple processes would be diffi-
cult to infer directly from behaviour—as noted above, the most obvious inference
in the first simulation would be that differences in people’s behaviour reflects indi-
vidual differences. One further implication is that computational modelling can look
beyond differences in observed behaviour to reveal underlying regularities.
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Fig. 1.3 The evolution of four communities that began with an identical initial arrangement of
overt behaviors (shown at the top left). Panel a shows the final state if all individuals use the normal
majority rule. Note that unlike in Fig. 1.2 all agents end up in a peaceful state because there are
slightly fewer hostile than peaceful agents at the outset. Panel b shows the final state if one individual
(marked with the arrow) is “short-fused” and will act aggressively if any of its neighbors are hostile.
Panel ¢ shows another final state when a different individual is short-fused instead (marked with the
arrow). The final panel d shows what happens when there are two short-fused individuals (marked
with arrows) at the outset. (Figure reprinted from [3] , published by the American Psychological
Association, reprinted with permission)
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Now that we know why computational models are attractive, we can take a more
detailed look at how exactly they function.

1.2 What is a Cognitive Model?

At its most basic, a model is an abstract construct that captures structure in the data
[7]. For example, a good model for the set of numbers {1, 3, 5} is their mean,
namely 3. A good model for the relationship between a society’s happiness and
its economic wealth is a negatively accelerated function, such that happiness rises
steeply as one moves from poverty to a modest level of economic security, but further
increases in happiness with increasing material wealth get smaller and smaller [8].
The two models just mentioned are called descriptive, because they do little more
than describe data or a relationship between variables.

Finding the correct description for a data set can often be helpful and address
theoretical questions. For example, there has been considerable debate about how
exactly a new skill is acquired with practice. Does the observed speed-up follow a
“Power Law” or is better described by an exponential improvement [9]?

There is no doubt that the benefits from practice accrue in a non-linear fashion:
The first time you try a new task (e.g., creating an Ikebana arrangement), completion
can take a long time. For the next few trials, you will notice vast improvements,
but the size of those improvements will gradually decrease. For several decades,
the prevailing scholarly opinion was that the effect of practice is best captured by a
“Power law”; that is, by the function (shown here in its simplest possible form),

RT = N7, (1.1)

where RT represents the time to perform the task, N represents the number of
learning trials to date, and 8 is the learning rate. More recently, it has been proposed
[9] that the data are better described by an exponential function:

RT = ¢V, (1.2)

where N is as before and « the learning rate. Far from being a mere technical matter,
the choice of descriptive model for these data has important implications about
the psychological nature of learning. The mathematical form of the exponential
function implies that the learning rate, relative to what remains to be learned, is
constant throughout practice [9]. That is, no matter how much practice you have had,
learning continues to enhance performance by a constant proportion. By contrast,
the mathematics of the power function imply that the relative learning rate slows
down as practice increases. That is, although you continue to show improvements
throughout, the rate of learning decreases with increasing practice. It turns out that the
latest view on this issue favours the exponential function over the hitherto presumed
“Power law” [9, 10], suggesting that our skills continue to improve at a constant
relative rate no matter how much practice we have already had.
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However, frequently cognitive scientists want to do more than describe the data.
For example, we frequently want to predict new observations; we may want to
know how much happiness in our society will increase if we expand our gross na-
tional product by $ 1,000,000,000. (If you live in a wealthy country, the answer is
“not much.”)

As important as prediction is to the pursuit of science, it is rarely the full an-
swer. Suppose you owned a robot that sat on your kitchen bench and that on demand
successfully predicted the outcome of any conceivable psychological experiment.
However convenient this gizmo might be, it would not put an end to the basic endeav-
our of cognitive science because robotic predictions do not explain the phenomena
under consideration [11].

Thus, most cognitive modeling goes beyond description and it also goes beyond
prediction. Instead, most models are used as an explanatory device that formalizes
our understanding of how human cognition operates. An intriguing attribute of mod-
els is that they are necessarily simpler and more abstract than the system—human
cognition—they are trying to explain [12]. Models seek to retain the essential features
of the system while discarding unnecessary details. By definition, the complexity of
models will thus never match the complexity of human cognition—and nor should
it, because there is no point in replacing one complicated thing that we do not under-
stand with another [11]. This slightly counter-intuitive point is known as Bonini’s
paradox [13, 14].

What, then, would it mean to explain something? We illustrate the answer within
the context of the practice functions just reviewed: Having described data from skill
acquisition by a suitable (exponential) function, we now wish to find out how this
functional form comes about. What underlying elemental cognitive process gives
rise to the observed systematic decline in latency? One explanatory model for the
speed-up of performance with practice is Logan’s “instance model” [15]. We choose
this model because it is as simple to describe as it is powerful. According to this
model, performance of a task is initially accomplished by using a slow and delib-
erate algorithm (i.e., a recipe) to complete the task. For example, when confronted
by an “alpha-arithmetic” problem, such as “A 4+ 4 =?”, novices typically attain the
solution by stepwise increment (i.e., moving 4 letters through the alphabet from A;
“B,C, D, E”). When the task has been successfully completed, the model then im-
plements “learning by doing” by storing an instance of that solution in memory. Thus,
the learner will memorize “A + 4 = E”. When we come to perform the task again,
the slow algorithm is again invoked, but it races against the retrieval of the answer
from memory if the same problem and its solution has been encountered previously.
Whichever process completes first is being used to respond (and to consequently lay
down another instance in memory).

There are two sources of speed-up in the model. The initial speed-up arises
because retrieval of instances is substantially faster than the slow algorithm. Re-
calling that “A + 4 = E” is far quicker than moving through the alphabet from A;
“B,C,D,...E. Instances are therefore more likely to win the race than the algo-
rithm, and hence as more instances are encoded, response times will rapidly decrease
because fast instance-based responding is increasingly likely to dominate over the
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slow algorithmic processing. While this initial speed-up may be easy to describe
verbally, the explanation for the continuing but slower speed-up later in practice is
more subtle.

Indeed, the continuing speed-up may appear problematic for the instance model at
first glance: After all, once all stimuli in the training ensemble have been presented,
then (assuming a perfect memory) all subsequent responding to the same problems
should be driven by retrieval of the appropriate instance. So why does responding
continue to improve? The answer lies in the fact that each trial results in the storage
of a new instance—even for stimuli that have already been encountered previously.
Thus, over time multiple instances of each problem are encoded into memory. There
are multiple copies of “A +4 = E”, all of which race for retrieval when the problem
“A 4+ 4 =7 is shown again. This is where things get to be interesting.

In an excellent demonstration of the benefits of computational modelling, Logan
[15] analyzed the statistical properties of the minima of a certain distribution called
the Weibull distribution. The Weibull distribution has a long tradition of being used
to model response times in psychology [16], and the instance model builds on this
tradition by assuming that the retrieval time of each instance is described by a Weibull
distribution. Because all memorized copies of a problems compete in the race to
respond, the model’s response time is determined by the copy of the solution that is
retrieved most quickly. It follows that response time is described by the properties of
the minimum of a set of samples from a set of Weibull distributions. It turns out that as
the number of copies of a given instance in memory (e.g., “A+4 = E”)increases, the
“winning” response time—i.e., the minimum—will decrease as a power function of
the number of copies. The more instances there are, the faster is the minimum retrieval
time across the samples from the corresponding set of Weibull distributions. It follows
that the model will continue to exhibit a (relatively slow) performance improvement,
even beyond the point at which the slow algorithm no longer meaningfully competes
with the retrieval of instances. At the time of its introduction, the instance model’s
ability to explain the then-prevalent power “law” of practice based on some very
simple psychological principles was impressive indeed.

Since then, the power law of practice has been largely abandoned and there is
now considerable agreement that practice functions are better characterized as being
exponential in shape [9]. What are the implications of this realization for the instance
model? On the one hand, this empirical re-assessment clearly challenges the instance
model in its original form: As originally formulated, the fundamental properties of
the model necessarily imply the power law, and the rejection of that law therefore
falsifies the instance model. On the other hand, the basic assumption that performance
involves a race between memorized instances is compatible with an exponential form
of the practice function, provided that assumptions concerning the distribution of
race times and response selection are relaxed [17]. Taken together, we can draw the
following conclusions that illustrate the power of computational modeling: First, the
original instance model is not compatible with the empirical database as it has evolved
since the 1980’s. Second, one of the attractive psychological principles underlying
the instance model, namely the encoding of copies of all stimuli and selection of a
response via a race between competing alternatives, has survived empirical scrutiny
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and continues to be a contender for an explanation of human skill acquisition and
indeed other phenomena [17].

1.3 Why Do We Model?

1.3.1 Validating our Reasoning and Understanding

Science depends on reproducibility. That is why Method sections must offer suffi-
cient detail to permit replication of a study by another lab, and that is why replication
of findings is such an important endeavour. Concerns about replicability of psycho-
logical findings have therefore become an important research topic in their own
right [18].

There is another aspect to reproducibility that is tacitly taken for granted by most
researchers but often fails to be explored in sufficient depth: Scientists assume that we
are all reasoning on the same terms. However, like it or not, communication among
scientists resembles a game of “telephone” (also known as “Chinese whispers”)
whereby theories and models are formulated and recorded on paper, before being
read by the next scientist who needs to understand them, and may summarise those
ideas in their own paper. Each step in this chain involves cognitive reasoning, and
is thus subject to the known limitations of human cognition—from forgetting your
host’s name in a few seconds to the confirmation bias, to name but two [19].

The implications of this inescapable reliance on human reasoning can be illus-
trated with the popular “spreading activation theory” [20, 21] which postulates that
concepts in memory (i.e., our knowledge of dog or cat) are represented by an inter-
connected network of nodes. Nodes are activated upon stimulus presentation, and
activation spreads through the connections to neighboring nodes. To understand and
communicate the notion of spreading activation, several analogies might be used:
Some researchers liken the spread to electricity passing through wires [22] whereas
others liken it to water passing through pipes (as one of us has done in lectures to
undergraduates). Akin to the way in which we understand physical systems [23],
the analogy adopted will determine people’s precise understanding of the operation
of the model. The water analogy necessarily implies a relatively slow spread of ac-
tivation, while an electricity analogy will imply almost instantaneous spreading of
activation. As it turns out, the data agree with the electricity analogy in showing
activation of distal concepts to be almost instantaneous [24]. This problem—that
the choice of analogy will affect a scientist’s understanding of her own model—will
undoubtedly be compounded when theorizing involves groups of scholars who com-
municate with each other. What the group considers to be a shared understanding of
a model may in fact be limited to a shared understanding of only some core features.
The implications for a potential lack of reproducibility under these circumstances
are obvious.

Those reasoning problems can be alleviated by using computational models in
preference to verbal theorizing. A principal advantage of computational models is
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that we are forced to specify all parts of our theory. In the case of spreading activation,
we must answer such questions as: Can activation flow backwards to immediately
preceding nodes? Is the amount of activation unlimited? Is there any leakage of
activation from nodes? Such questions have been answered in Anderson’s [25] im-
plementation of spreading activation in a memory model based in the computational
framework of his ACT (Adaptive Control of Thought) theory (see also [26], this
volume). This theory represents knowledge as units (or nodes) that are associated to
each other to varying degrees. Closely related concepts (“bread—butter”’) have strong
connections and concepts that are more distant (“bread—flour”) have weaker connec-
tions. When concepts are activated, the corresponding units comprise the contents
of working memory. Units in working memory become sources of activation, and
pass their activation on to other units to an extent that is proportional to their own
activation and the connection strengths.

The model has an effective limit on the amount of activation by assuming some
loss of activation from the source units. The model also assumes that activation can
flow back along activation pathways. The model uses these and other assumptions
about encoding and retrieval to explain spreading activation and numerous other
phenomena, such as serial order memory over the short term [27] and practice and
spacing effects [28, 29]. Detailed specifications of this type, which verbal theories
omit altogether, render a computational model more readily communicable—e.g.,
by sharing the computer code with other scholars—and hence more testable and
falsifiable.

1.3.2 Examine Necessity and Sufficiency

Let’s suppose, then, that our computational model has prevented us from going
astray in our reasoning and theorizing. Let’s furthermore suppose that we have fit
the model to a broad range of data. What conclusions can we legitimately draw from
this successful modeling?

At the very least, a running model can (to quote Fum et al.) ““. .. be considered as
a sufficiency proof of the internal coherence and completeness of the ideas it is based
upon” (p. 136) [12]. However, it does not follow that the model is also necessary—
that is, that the model provides the sole unique explanation for the data. Just because
you flew from Lagos to Tripolis on your last African trip does not mean that you
could not have taken an overland caravan instead. This point may appear obvious
but in our experience it is frequently overlooked and its implications are rarely fully
recognized.

The fact that a good model fit provides evidence of sufficiency but not necessity
implies that the fit represents only fairly weak evidence in the model’s favor: The
model is only one of many possible explanations for the data but not the only pos-
sible explanation. This is an in-principle problem that has nothing to do with the
quality of the data or the model. There are always other ways in which the available
data could have been accommodated. For example, there exists an infinite number
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of possible models of planetary motion because relative motion can be described
with respect to any possible reference point—it just so happens that the Sun is a
particularly convenient point. This indeterminacy of a model is often referred to
as the “identifiability problem,” to acknowledge the fact that the “correct” model
almost necessarily escapes identification. The identifiability problem has led some
researchers to suggest that process modeling should be abandoned altogether in favor
of alternative approaches [30].

Our preferred interpretation of the problem acknowledges its existence but high-
lights what it does not imply: First, the fact that many alternative models exist in
principle does not imply that any of those models are trivial or easy to come by—on
the contrary, constructing cognitive models is an effortful and painstaking process
that is far from trivial. Second, the existence of an unknown number of potential
models does not preclude comparison and selection from among a limited set of ac-
tually instantiated models—after all, there is an infinite number of possible models of
planetary motion; however, this has not precluded selection and universal acceptance
of the heliocentric model.

Moreover, there are some circumstances in which even a demonstration of suffi-
ciency, via a good model fit, may be impressive and noteworthy. Those instances arise
when the model is a priori—i.e., on the basis of intuition or prior research—unlikely
to handle the data.

‘We now present two examples that illustrate those points: How model selection can
provide us with at least some sense of the necessity of a model, and how sometimes
even in the absence of model comparison the success of a single model can be highly
informative.

1.3.2.1 Model Comparison

One field in psychology that has received considerable attention from mathemat-
ical psychology is categorization. Categorization refers to our ability to map the
potentially unlimited number of objects that we might encounter in the world into
a relatively small number of discrete categories. This enables us to recognize some
small furry animals as cats and others as dogs, thereby permitting us to predict
whether the animal might meow or bark. It also permits us to communicate to others
that a tomato is red and a canary yellow, without having to worry about the fact
that our visual system can discriminate thousands of colors. Two models that have
been influential in accounting for this ability to categorize are General Recognition
Theory (GRT; [31]) and the Generalized Context Model (GCM; [32]).

According to GRT, we categorize objects on the basis of boundaries that partition
the multidimensional space in which objects exist into different categories. Catego-
rization errors arise from the noisiness in locating objects in that space. For example,
cats are defined by a multitude of features, ranging from the length of their fur to
the number of legs and length of whiskers and so on. Each particular cat in the
world is defined by the conjunction of those features, and hence occupies a distinct
point in a multidimensional space whose axes are defined by those features. Dogs
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can likewise be represented as points in this multidimensional space, although they
would tend to occupy a different part of it—because they are larger, for example, and
their vocal output occupies a different frequency range. GRT proposes that there is a
boundary that bisects the size dimension somewhere, such that all stimuli to one side
are considered dogs and those to the other side are considered to be cats (analogous
boundaries exist along all other dimensions as well).

GCM likewise assumes a multidimensional representational space, but instead of
proposing the presence of boundaries, it assumes that each object that we have pre-
viously encountered in our lives is represented in memory together with its category
label, in the same way that Logan’s instance model—discussed above—assumes that
we accumulate traces of experiences with practice. In GCM, new objects are cate-
gorised by matching them to all instances or “exemplars” in memory; this matching
is done on the basis of a similarity calculation that involves an exponential transfor-
mation of the distance in multidimensional space between the new object and each
stored object. If the summed similarity between a new object and, say, all dogs in
memory is greater than the summed similarity involving cats, then the new object is
classified as a canine.

Both the GCM and GRT account for a wealth of data from categorization learn-
ing tasks [33-35]. Indeed, it has been argued that GCM and GRT are so good at
fitting empirical data that it is difficult to tell the models apart [36]. Accordingly, to
differentiate between the models, Rouder and Ratcliff [36] designed a series of stud-
ies with an ingenious selection of stimuli that permitted a direct quantitative model
comparison. The experiments used probabilistic feedback, such that the category
membership of each stimulus was imperfectly defined: On any given trial, a stimulus
might be classified as belonging to category A or to category B, albeit with differ-
ing probabilities (e.g., 70 % A vs. 30 % B). The task was meaningful because each
stimulus had associated with it a response (e.g., “A”) that was preferentially—albeit
imperfectly—considered correct.

The probabilistic feedback was designed to elicit differentiable predictions from
the models: GRT predicted that certain objects further from the boundary of two
categories were more likely to be assigned to a particular category (category A) than
objects closer to the boundary, whereas GCM predicted the reverse. The reasons
for this reversal are subtle, but in a nutshell it arises because the GRT exclusively
relies on the distance of objects from a boundary and must therefore predict objects
to one side (especially if far from the boundary) to be consistently assigned to that
one category. The GCM, by contrast, is sensitive to local structure—that is, specific
frequency with which specific instances occur—and can therefore respond more
heterogeneously with respect to distance from the boundary.

Rouder and Ratcliff put the models in direct competition by fitting both to the
same data (see also [37]). This approach implied that although both models might
fit well, any quantitative advantage in fit could be seen as favoring that model over
the other. One interesting outcome of Rouder and Ratcliff’s model comparison was
that neither model was a clear “winner”’: GCM better accounted for data from exper-
iments with relatively non-confusable stimuli, whereas GRT’s fit was superior for
confusable stimuli. This modeling result suggests that categorization is supported by
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multiple cognitive processes and that people can rely on one or the other depending
on circumstances: When the stimuli are distinct from each other and few in number,
people prefer to memorize them and base their decisions on instance-based com-
parisons, exactly as predicted by the GCM. When there are many stimuli, and they
all resemble each other, people instead compare test stimuli to a category boundary,
exactly as expected by the GRT. More recently, it has become apparent that people
can choose quite flexibly between different ways of solving a categorization task
even when the stimuli remain identical [38, 39].

Quantitative model comparison has become a standard tool in cognitive science,
and the outcome of comparisons has influenced theory development in many in-
stances [39—-43]. One issue of particular prominence in model comparison concerns
the role of model complexity. This issue is beyond the scope of this chapter, but in
a nutshell, the more complicated a model is the more data it is likely to be able to
explain. This complexity advantage must be corrected in order to place models on
an even footing during comparison (see, e.g., Chaps. 5 and 7 in [14]). As it happens,
the models compared by Rouder and Ratcliff in the preceding example were equal
in complexity, which allowed us to set aside this issue for our tutorial example.

1.3.2.2 Sufficiency of a Single Model

Many of the modelling papers in cognitive psychology take a new or existing model,
and show that it is able to produce behavior that matches existing behavioral data: This
approach delivers the demonstration that the implemented model under consideration
is sufficient to account for the data. We noted earlier that this is often a relatively
weak claim because it does not consider other competing explanations for the same
data. Nonetheless, if a model can account for a broad range of results, ideally spread
across multiple paradigms, this at least shows that the model is not a one-trick
pony. Moreover, the impact and utility of sufficiency demonstrations increases in
proportion to how surprising the success of amodel is: When a priori human reasoning
suggests that the model should not be able to account for data, then a success becomes
particularly informative.

One such example involves the SIMPLE (Scale-Invariant Memory, Perception,
and LEarning) model of Brown et al. [44]. This model treats the problem of ex-
plaining memory as fundamentally similar to the process by which we discriminate
between different stimuli in multidimensional space (as in the GCM that we just
discussed). One dimension that is particularly relevant to our ability to discriminate
different events is time. According to SIMPLE, objects in memory are represented
along an obligatory (logarithmically compressed) temporal dimension, although
other dimensions may become relevant in particular situations [45].

One important feature of this model is that it eschews the distinction between
memory systems operating over different time scales—specifically, SIMPLE does
not differentiate between short-term memory and long-term memory—and it assumes
that the same principles of temporal discrimination hold regardless of whether mem-
ory is observed over seconds, minutes, days, or even years. An important success of
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SIMPLE has therefore been to show that it can account for data that are traditionally
taken to suggest temporally-limited memory stores or processes.

For example, classical amnesia usually involves an impairment for temporally
distant items during a free recall task, with the most recently presented items being
spared. This has often been interpreted within a “dual-store” theory as reflecting
a selective impairment of long-term memory (LTM), accompanied by an intact
short-term memory (STM) system [46]. In simulations with SIMPLE, Brown and
colleagues [47] showed that this pattern of impairments could be accounted for by
assuming that amnesic patients have uniformly worse memory, and that the apparent
sparing of STM arises from patients’ tendency to rehearse information as it is pre-
sented, rather than trying to rehearse entire sequences of information: implementing
this rehearsal schedule in SIMPLE, along with the assumption of worse temporal dis-
crimination to produce overall worse memory, produced predictions that were closely
aligned to the data. It is important to emphasise the implications of this modeling
result: A pervasive pattern of memory impairment that had hitherto been preferen-
tially interpreted as reflecting the operation of two memory systems was found to
be explainable by a single-process model once a potential explanatory variable (viz.
rehearsal schedule) was controlled for. By establishing an alternative explanation,
this outcome considerably weakens the link between the observed pattern of memory
impairment and the dual-store model. At the same time, by showing that a single
process can account for the data, a sufficiency proof for SIMPLE has been obtained.
In this instance, the sufficiency proof is particularly impressive because at first glance
the data seemed strongly to point towards a different theoretical alternative.

The ability of SIMPLE to provide surprising sufficiency proofs is not limited
to one phenomenon. SIMPLE has similarly provided a unifying explanation for
different rates of forgetting at different time scales, which previously had sometimes
been ascribed to different memory systems [48]. Likewise, SIMPLE can handle a
variety of results that previously had been taken to present evidence for the existence
of consolidation, a putative process that solidifies memories after initial encoding
for some ongoing period of time [49]. The fact that a single-process model can
handle a number of results that have conventionally been interpreted as reflecting
the involvement of multiple memory systems is notable: Although in all instances
the model has merely been shown to be sufficient, rather than necessary, the fact
that sufficiency was established “against the odds” and in light of strong competing
explanations permits one to take greater confidence in the results.

1.3.3 Using Models to Measure Underlying Individual Variables

The last few decades have seen an increasing trend towards describing and analyzing
the behavior and cognition of individuals rather than groups of people (unless, of
course, we are interested in group behavior, as in our introductory example involving
peaceful and hostile agents). Arguably, modeling of aggregate group data (e.g., an
average score in a condition) is no longer acceptable in many circumstances.
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The emphasis on individual-level performance has given rise to a novel applica-
tion of computational models, namely the identification and description of individual
differences via model parameters that would otherwise escape detection by conven-
tional statistical means. A good example of this is the use of response times to infer
underlying differences in mental processes or abilities. Even without computational
modeling, individual differences in the speed of responding can be informative: for
example, the capacity of people’s working memory (WMC) has been found to cor-
relate with the time taken to make certain types of voluntary eye movements, such
as a saccade away from an orienting cue. For automatic eye movements, such as a
saccade towards an orienting cue, no correlation with WMC is observed [50]. The
fact that a working memory measure, such as the complex-span task in which peo-
ple must encode a list of items for immediate serial recall while also performing a
distractor task (e.g., simple arithmetic), correlates with a task that involves no mem-
ory component—viz. voluntary eye movements—implicates a shared mechanism of
voluntary control, arguably best characterized as executive attention, that links the
two tasks and that varies between individuals. (The further fact that WMC does not
correlate with nearly identical eye movements that do not involve voluntary con-
trol further sharpens the focus on attention as opposed to some more general ability
factor.)

However, considering only an individual’s overall speed of responding fails to
identify the reason for why individuals may differ in their speediness. More in-
formation can be gathered when response-time models are used to analyse response
times in tasks in which people must choose between actions or answers (e.g., whether
a word stimulus represents a plant or an animal). Several models exist that describe
such tasks and they offer several cognitive mechanisms that could produce a faster or
slower response time [51]. Specifically, people may be faster or slower at collecting
evidence in favour of making a response; they may require less (or more) evidence
before making any choice; they may be biased towards a particular response; or they
may simply have faster motor responses, independent of the core cognitive processes
of interest. Consequently, observing a correlation between mean response time on a
task and some other measure is unlikely to tell us the whole story.

Enter an approach known as “cognitive psychometrics” [52, 53], which allows
researchers to extract maximal information from response time data. Researchers
have begun to fit response-time models to peoples’ behaviour so as to extract these
underlying variables, and examine the relationship between those “hidden” variables
and other factors of interest (e.g., WMC).

We illustrate this approach by considering the work of Schmiedek and colleagues
[54], who examined the relationship between WMC (extracted from performance
on a battery of working memory tasks, including several complex-span tasks) and
various components of response time estimated from a number of speeded choice
tasks. That is, instead of considering people’s “raw” response times, Schmiedek et
al. fit a response-time model [55] to the data of each participant. Via model fitting,
the raw data were replaced by estimates of the model’s parameters, and it was those
parameters that were then related to WMC. In a nutshell, in the same way that a
slope and intercept can capture the important trends that characterize a bivariate
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point cloud, fitting response-time models to an individual’s ensemble of responses
can provide estimates of the important underlying cognitive components that drive
those responses.

Schmiedek et al. found a strong relationship between WMC and the so-called drift
rate, which is a parameter that captures the speed with which people can collect the
evidence from a stimulus on which to base their decision. At the same time, an esti-
mate of the non-decision time (i.e., the component of response time that was required
for things such as motor execution of the response, encoding of the stimulus, and so
on) was found to be independent of WMC. That is, although WMC was correlated
with speed of responding, this correlation arose only from the speed with which peo-
ple can extract information from a stimulus—none of the other component processes
correlated with WMC. This selective association points to the likelihood that drift
rate reflects a central cognitive ability that is supporting higher-order cognition.

Lest one think that only response times are amenable to model-based individual-
differences analysis, we briefly present an investigation by one of the present authors
[56] that sought to examine the role of WMC in category learning. In Lewandowsky’s
study, people’s WMC was again measured by a number of tasks. In addition, partici-
pants completed 6 different categorization tasks involving three-dimensional binary
stimuli—namely, the famous problems introduced by Shepard, Hovland, and Jenk-
ins [57]. Performance on all 6 tasks was found to be uniformly related to WMC,
such that people with greater working memory capacity tended to learn all 6 catego-
rization tasks more quickly. This result is surprising, because it runs counter to the
predictions of a popular view of categorization which invokes different memory sys-
tems as underpinning different tasks—and at least one of those systems is predicted
to function independently of working memory [58]. But what ability exactly was it
that drove performance in all tasks? To find out, the categorization performance of
each individual on each task was modeled by ALCOVE [59], a model based on the
GCM discussed earlier but with the additional ability to learn and improve perfor-
mance over trials. Similar to the results of Schmiedek et al. only one of the model
parameters was found to relate to WMC; namely, the learning rate. This suggests
that working memory is associated with the ability to form long-term associations
between instances in memory and the corresponding responses, rather than contribut-
ing to categorization performance in some other way. For example, Lewandowsky
found that the precision of exemplar memory, represented by another parameter in
ALCOVE, was not related to WMC.

Finally, recent work reinforcing one of the general themes of this book—the
benefits of modelling neural processes with computational models—has examined
correlations between model parameters and brain activity, showing that changes in
response urgency specifically correlated with changes in activity in the basal ganglia
[60]. These are just a few of the growing number of instances in which modeling has
served to uncover individual differences that would have otherwise remained hidden,
thereby attesting to the great promise of cognitive psychometrics [52, 53].
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1.4 Open Challenges

We have only scratched the surface of huge number of papers that fruitfully employ
computational modelling to understand cognition and behaviour, and we anticipate
these methods will become increasingly useful—if not necessary—as we explain
more complex phenomena. Looking to the future, it is clear that some open chal-
lenges remain for computational modelling and mathematical psychology. One is the
expertise required to competently design and test models, and the consequent chal-
lenge of “skilling up” new generations of researchers in these methods. Townsend
[61] noted the apparent drop in availability of training in mathematical psychology at
both the undergraduate and graduate levels, in contrast to the increasing popularity of
graduate training in areas such as cognitive neuroscience. These difficulties have no
doubt been exacerbated by the lack of introductory textbooks on the topic, although
recent entries (including the book you are reading now; see also [14, 62]) may encour-
age researchers with this expertise to start offering courses in their own universities.
Other potential limitations to the adoption and use of computational modelling have
also been addressed in recent years. For example, a common complaint amongst crit-
ics of computational modelling was its lack of replicability. Leaving aside the even
more pronounced lack of replicability of mental simulations, models have been made
more open and accessible by researchers placing the source code for their models
online, and recent successive editors of Psychological Review—Keith Rayner and
John Anderson—have adopted the excellent policy of requiring modellers to submit
their model source code as supplementary material on acceptance of their paper.
Such activities make modellers’ work more open to inspection by other researchers,
and provide good, concrete examples for those just learning how to model.

1.5 Concluding Comments

In summary, given the increasing complexity of theories of mind and brain, compu-
tational modelling is becoming increasingly important as a tool that allows us to look
beyond the immediate data to make inferences about underlying processes. We’ve
discussed how we can use models to validate our own reasoning, and ensure that the
behaviour we intuit from our inherently limited reasoning abilities matches to the ac-
tual behaviour of the model. This is particularly the case in models of complex social
systems, where the emergent behaviour cannot be easily predicted using mental sim-
ulation. Modelling also aids us in making claims about the sufficiency and necessity
of theoretical mechanisms, by using the relative fit of several competing models to
identify mechanisms that were more likely to have generated the data, and by iden-
tifying models that provide unifying accounts across paradigms or research areas.
Finally, we’ve seen how we can use models to measure the core variables underlying
observed performance, and use the correlations between these model variables and
cognitive or even neuroscientific measures to examine individual differences and link
brain and behaviour.
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Exercises

1.

Hintzman [63] gives the following finding from sociobiology as a target for mod-
elling: “While adultery rates for men and women may be equalizing, men still
have more partners than women do, and they are more likely to have one-night
stands”. Spend 10 min or so thinking about how to formalize this problem, and
what factors might explain this discrepancy, before looking at the answer.

. Try running your own replication of the initial simulation from Kenrick et al.

[3]. This requires little mathematical knowledge, and primarily relies on a little
programming knowledge. Be sure to update the strategies of individuals at time
t based on the activities of their neighbours at time ¢ + 1; the easiest way to
accomplish this might be to have two matrices, one representing the strategies
at time 7, and the other representing the updated strategies at time ¢ + 1. If you
have no programming experience, but have some time and patience, you could
simulate this model using a checkers board or pen and paper—just be careful not
to introduce any human errors!

. Having replicated the simulation, try using different starting patterns; these could

be random or hand-coded. One interesting pattern to try is a striped arrangement,
so that successive rows alternate between containing only peaceful individuals
and only hostile individuals.

. Finally, replicate Kenrick et al.’s [3] Fig. 4, showing how the number and place-

ment of “short-fused” individuals affects the final stable state of the simulation.
Using the same starting state, explore different placements of short-fused individ-
uals. For example, if short-fused individuals are arranged across the diagonal of
the grid, does this produce overall aggressive strategies like in panel ¢ of Kenrick
et al.’s Fig. 4?
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Chapter 2
An Introduction to Good Practices in Cognitive

Modeling

Andrew Heathcote, Scott D. Brown and Eric-Jan Wagenmakers

Abstract Cognitive modeling can provide important insights into the underlying
causes of behavior, but the validity of those insights rests on careful model develop-
ment and checking. We provide guidelines on five important aspects of the practice
of cognitive modeling: parameter recovery, testing selective influence of experi-
mental manipulations on model parameters, quantifying uncertainty in parameter
estimates, testing and displaying model fit, and selecting among different model
parameterizations and types of models. Each aspect is illustrated with examples.

2.1 Introduction

One of the central challenges for the study of the human mind is that cognitive
processes cannot be directly observed. For example, most cognitive scientists feel
confident that people can shift their attention, retrieve episodes from memory, and
accumulate sensory information over time; unfortunately, these processes are latent
and can only be measured indirectly, through their impact on overt behavior, such as
task performance.

Another challenge, one that exacerbates the first, is that task performance is often
the end result of an unknown combination of several different cognitive processes.
Consider the task of deciding quickly whether an almost vertical line tilts slightly
to the right or to the left. Even in this rather elementary task it is likely that at
least four different factors interact to determine performance: (1) the speed with
which perceptual processes encode the relevant attributes of the stimulus; (2) the
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efficiency with which the perceptual evidence is accumulated; (3) the threshold level
of perceptual evidence that an individual deems sufficient for making a decision;
and (4) the speed with which a motor response can be executed after a decision has
been made. Hence, observed behavior (i.e., response speed and percentage correct)
cannot be used blindly to draw conclusions about one specific process of interest,
such as the efficiency of perceptual information accumulation. Instead, one needs to
untangle the different cognitive processes and estimate both the process of interest
and the nuisance processes. In other words, observed task performance needs to be
decomposed in terms of the separate contributions of relevant cognitive processes.
Such decomposition almost always requires the use of a cognitive process model.

Cognitive process models describe how particular combinations of cognitive pro-
cesses and mechanisms give rise to observed behavior. For example, the linear
ballistic accumulator model (LBA; [1]) assumes that in the line-tilt task there ex-
ist two accumulators—one for each response—that each race towards an evidence
threshold. The psychological processes in the LBA model are quantified by pa-
rameters; for instance, the threshold parameter reflects response caution. Given the
model assumptions, the observed data can be used to estimate model parameters,
and so draw conclusions about the latent psychological processes that drive task
performance. This procedure is called cognitive modeling (see Chap. 1 for details).

Cognitive modeling is perhaps the only way to isolate and identify the contribution
of specific cognitive processes. Nevertheless, the validity of the conclusions hinges
on the plausibility of the model. If the model does not provide an adequate account of
the data, or if the model parameters do not correspond to the psychological processes
of interest, then conclusions can be meaningless or even misleading. There are several
guidelines and sanity checks that can guard against these problems. These guidelines
are often implicit, unspoken, and passed on privately from advisor to student. The
purpose of this chapter is to be explicit about the kinds of checks that are required
before one can trust the conclusions from the model parameters. In each of five
sections we provide a specific guideline and demonstrate its use with a concrete
application.

2.2 Conduct Parameter Recovery Simulations

One of the most common goals when fitting a cognitive model to data is to estimate
the parameters so that they can be compared across conditions, or across groups of
people, illuminating the underlying causes of differences in behavior. For example,
when Ratcliff and colleagues compared diffusion-model parameter estimates from
older and younger participants, they found that the elderly were slower mainly due to
greater caution rather than reduced information processing speed as had previously
been assumed [2].

A basic assumption of investigations like these is adequate parameter recovery—
that a given cognitive model and associated estimation procedure produces accurate
and consistent parameter estimates given the available number of data points. For
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standard statistical models there is a wealth of information about how accurately
parameters can be recovered from data. This information lets researchers know when
parameters estimated from data can, and cannot, be trusted. Models of this sort
include standard statistical models (such as general linear models) and some of the
simplest cognitive models (e.g., multinomial processing trees [3]).

However, many interesting cognitive models do not have well-understood esti-
mation properties. Often the models are newly developed, or are new modifications
of existing models, or sometimes they are just existing models whose parameter es-
timation properties have not been studied. In these cases it can be useful to conduct
a parameter recovery simulation study. An extra advantage of running one’s own
parameter recovery simulation study is that the settings of the study (sample sizes,
effect sizes, etc.) can be matched to the data set at hand, eliminating the need to
extrapolate from past investigations. When implementing estimation of a model for
the first time, parameter recovery with a large simulated sample size also provides
an essential bug check.

The basic approach of a parameter recovery simulation study is to generate syn-
thetic data from the model, which of course means that the true model parameters are
known. The synthetic data can then be analysed using the same techniques applied
to real data, and the recovered parameter estimates can be compared against the true
values. This gives a sense of both the bias in the parameter estimation methods (ac-
curacy), and the uncertainty that might be present in the estimates (reliability). If the
researcher’s goal is not just to estimate parameters, but in addition to discriminate
between two or more competing theoretical accounts, a similar approach can be used
to determine the accuracy of discrimination, called a “model recovery simulation”.
Synthetic data are generated from each model, fit using both models, and the results
of the fits used to decide which model generated each synthetic data set. The accuracy
of these decisions shows the reliability with which the models can be discriminated.

When conducting a parameter recovery simulation, it is important that the analysis
methods (the model fitting or parameter estimation methods) are the same as those
used in the analysis of real data. For example, both synthetic data and real data
analyses should use the same settings for optimisation algorithms, sample sizes, and
so on. Even the model parameters used to generate synthetic data should mirror those
estimated from real data, to ensure effect sizes etc. are realistic. An exception to this
rule is when parameter recovery simulations are used to investigate methodological
questions, such as what sample size might be necessary in order to identify an effect
of interest. If the researcher has in mind an effect of interest, parameter recovery
simulations can be conducted with varying sizes of synthetic samples (both varying
numbers of participants, and of data points per participant) to identify settings that
will lead to reliable identification of the effect.
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2.2.1 Examples of Parameter Recovery Simulations

Evidence accumulation models are frequently used to understand simple decisions, in
paradigms from perception to reading, and short term memory to alcohol intoxication
[4, 5, 6, 7, 8, 9]. The most frequently-used evidence accumulation models for
analyses such as these are the diffusion model, the EZ-diffusion model, and the
linear ballistic accumulator (LBA) model [10, 11, 1]. As the models have become
more widely used in parameter estimation analyses, the need for parameter recovery
simulations has grown. As part of addressing this problem, in previous work, Donkin
and colleagues ran extensive parameter recovery simulations for the diffusion and
LBA models [12]. A similar exercise was carried out just for the EZ diffusion model
when it was proposed, showing how parameter estimates from that model vary when
estimated from known data of varying sample sizes [11].

Donkin and colleagues also went one step further, and examined the nature of
parameters estimated from wrongly-specified models [12]. They generated synthetic
data from the diffusion model and the LBA model, and examined parameter estimates
resulting from fitting those data with the other model (i.e., the wrong model). This
showed that most of the core parameters of the two models were comparable—for ex-
ample, if the non-decision parameter was changed in the data-generating model, the
estimated non-decision parameter in the other model faithfully recovered that effect.
There were, however, parameters for which such relationships did not hold, primar-
ily the response-caution parameters. These results can help researchers understand
when the results they conclude from analysing parameters of one model might trans-
late to the parameters of the other model. They can also indicate when model-based
inferences are and are not dependent on assumptions not shared by all models.

To appreciate the importance of parameter recovery studies, consider the work by
van Ravenzwaaij and colleagues on the Balloon Analogue Risk Task (BART, [13]).
On every trial of the BART, the participant is presented with a balloon that represents
a specific monetary value. The participant has to decide whether to transfer the money
to a virtual bank account or to pump the balloon, an action that increases the balloon’s
size and value. After the balloon has been pumped the participant is faced with the
same choice again: transfer the money or pump the balloon. There is some probability,
however, that pumping the balloon will make it burst and all the money associated
with that balloon is lost. A trial finishes whenever the participant has transferred the
money or the balloon has burst. The BART task was designed to measure propensity
for risk-taking. However, as pointed out by Wallsten and colleagues, performance
on the BART task can be influenced by multiple psychological processes [14]. To
decompose observed behavior into psychological processes and obtain a separate
estimate for the propensity to take risk, Wallsten and colleagues proposed a series of
process models.

One of the Wallsten models for the BART task (i.e., “Model 3” from [14], their
Table 2) has four parameters: «, 8, ¥+, and w. For the present purposes, the precise
specification of the model and the meaning of the parameters is irrelevant (for a
detailed description see [15, 14]). What is important here is that van Ravenzwaaij
and colleagues conducted a series of studies to examine the parameter recovery
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Fig. 2.1 The 4-parameter BART model recovers parameters y = and 8, but fails to recover param-
eters o and p (results based on a 300-trial BART). The dots represent the median of 1000 point
estimates from 1000 different BARTs performed by a single synthetic agent. The violin shapes
around the dots are density estimates for the entire distribution of point estimates, with the extreme
5 % truncated [16]. The horizontal lines represent the true parameter values

for this model [15].! The results of one of those recovery studies are presented in
Fig. 2.1. This figure shows the results of 1000 simulations of a single synthetic
participant completing 300 BART trials?, for each of six sets of data-generating
parameter values. For each of the 1000 simulations, van Ravenzwaaij et al. obtained
a point estimate for each parameter. In Fig. 2.1, the dots represent the median of
the 1000 point estimates, and the “violins” that surround the dots represent density
estimates that represent the entire distribution of point estimates, with the extreme
5 % truncated. The horizontal lines show the true parameter values that were used to
generate the synthetic data (also indicated on top of each panel).

Figure 2.1 shows good parameter recovery for ¥+ and B, with only a slight
overestimation of y*. The o and p parameters are systematically overestimated.
The overestimation of « increases when the true value of y becomes smaller (in
the bottom left panel, compare the fourth, second, and fifth violin from the left or
compare the leftmost and rightmost violins). The overestimation of x increases when
the true value of o becomes larger (in the bottom right panel, compare the first and

! Extensive details are reported here: http://www.donvanravenzwaaij.com/Papers_files/BART _
Appendix.pdf.
2 With only 90 trials—the standard number—parameter recovery was very poor.
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the fourth violin from the left). Both phenomena suggest that parameter recovery
suffers when the true value of « is close to the true value of u. For the six sets of
data-generating parameter values shown on the x-axis from Fig. 2.1, the correlations
between the point estimates of o and u were all high: 0.97, 0.95, 0.93, 0.99, 0.83,
0.89, respectively.

The important lesson here is that, even though a model may have parameters that
are conceptually distinct, the way in which they interact given the mathematical form
of a model may mean that they are not distinct in practice. In such circumstances
it is best to study the nature of the interaction and either modify the model or de-
velop new paradigms that produce data capable of discriminating these parameters.
The complete set of model recovery studies led van Ravenzwaaij and colleagues to
propose a two-parameter BART model ([15]; but see [17]).

2.3 Carry Out Tests of Selective Influence

Cognitive models can be useful tools for understanding and predicting behavior,
and for reasoning about psychological processes, but—as with all theories—utility
hinges on validity. Establishing the validity of a model is a difficult problem. One
method is to demonstrate that the model predicts data that are both previously unob-
served, and ecologically valid. For example, a model of decision making, developed
for laboratory tasks, might be validated by comparison against the decisions of con-
sumers in real shopping situations. External data of this sort are not always available;
even when they are, their ecological validity is not always clear. For example, it is in-
creasingly common to collect neural data such as electroencephalography (EEG) or
functional magnetic resonance imaging (fMRI) measurements simultaneously with
behavioral data. Although it is easy to agree that the neural data should have some
relationship to the cognitive model, it is not often clear what that relationship should
be—which aspects of the neural data should be compared with which elements of
the cognitive model.

An alternative way to establish model validity is via tests of selective influence.
Rather than using external data as the benchmark of validity, this method uses exper-
imental manipulations. Selective influence testing is based on the idea that a valid
model can titrate complex effects in raw data into separate and simpler accounts in
terms of latent variables. From this perspective, a model is valid to the extent that it
make sense of otherwise confusing data. For example, signal detection models can
explain simultaneous changes in false alarms and hit rates—and maybe confidence
too—as simpler effects on underlying parameters (i.e., sensitivity and bias). Simi-
larly, models of speeded decision-making can convert complex changes in the mean,
variance, and accuracy of response time data into a single effect of just one latent
variable.

Testing for selective influence begins with a priori hypotheses about experimental
manipulations that ought to influence particular latent variables. For instance, from
the structure of signal detection theory, one expects payoff manipulations to influence
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bias, but not sensitivity. Empirically testing this prediction of selective influence
becomes a test of the model structure itself.

2.3.1 Examples of Selective Influence Tests

Signal detection theory has a long history of checking selective influence. Nearly half
acentury ago, Parks [18] demonstrated that participants tended to match the probabil-
ity of their responses to the relative frequency of the different stimulus classes. This
behavior is called probability matching, and it is statistically optimal in some situa-
tions. Probability matching requires decision makers to adjust their decision threshold
(in SDT terms: bias) in response to changes in relative stimulus frequencies. Parks—
and many since—have demonstrated that decision-makers, from people to pigeons
and rats, do indeed change their bias parameters appropriately (for areview, see [19]).
This demonstrates selective influence, because the predicted manipulation influences
the predicted model parameter, and only that parameter. Similar demonstrations have
been made for changes in signal detection bias due to other manipulations (e.g., the
strength of memories: [20]).

Models of simple perceptual decision making, particularly Ratcliff’s diffusion
model ([5, 21, 10]), have around six basic parameters. Their apparent complexity can
be justified, however, through tests of selective influence. In seminal work, Ratcliff
and Rouder orthogonally manipulated the difficulty of decisions and instructions
about cautious vs. speedy decision-making, and demonstrated that manipulations
of difficulty selectively influenced a stimulus-related model parameter (drift rate)
while changes to instructions influenced a caution-related model parameter (deci-
sion boundaries). Voss, Rothermund and Voss [22] took this approach further and
separately tested selective influences on the diffusion model’s most fundamental pa-
rameters. For example, one experiment manipulated relative payoffs for different
kinds of responses, and found selective influence on the model parameter represent-
ing bias (the “start point” parameter). These kinds of tests can alleviate concerns
about model complexity by supporting the idea that particular model parameters
are necessary, and by establishing direct relationships between the parameters and
particular objective changes or manipulations.

Deciding whether one parameter is or is not influenced by some experimental
manipulation is an exercise in model selection (i.e., selection between models that
do and do not impose the selective influence assumption). Both Voss et al. and Ratcliff
and Rouder approached this problem by estimating parameters freely and examining
changes in the estimates between conditions; a significant effect on one parameter
and non-significant effects on other parameters was taken as evidence of selective
influence. Ho, Brown and Serences [23] used model selection based on BIC [24] and
confirmed that changes in the response production procedure—f{rom eye movements
to button presses—influenced only a “non-decision time” parameter which captures
the response-execution process. However, a number of recent studies have rejected
the selective influence of cautious vs. speedy decision-making on decision boundaries
[25, 26, 27]. In a later section we show how model-selection was used in this context.
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2.4 Quantify Uncertainty in Parameter Estimates

In many modeling approaches, the focus is on model prediction and model fit for a
single “best” set of parameter estimates. For example, suppose we wish to estimate
the probability 6 that Don correctly discriminates regular beer from alcohol-free
beer. Don is repeatedly presented with two cups (one with regular beer, the other
with non-alcoholic beer) and has to indicate which cup holds the regular beer. Now
assume that Don answers correctly in 3 out of 10 cases. The maximum likelihood
estimate 0 equals 3/10 = 0.3, but it is evident that this estimate is not very precise.
Focusing on only a single point estimate brings with it the danger of overconfidence:
predictions will be less variable than they should be.

In general, when we wish to use a model to learn about the cognitive processes
that drive task performance, it is appropriate to present the precision with which
these processes have been estimated. The precision of the estimates can be obtained
in several ways. Classical or frequentist modelers can use the bootstrap [28], a
convenient procedure that samples with replacement from the original data and then
estimates parameters based on the newly acquired bootstrap data set; the distribution
of point estimates across the bootstrap data sets provides a close approximation to
the classical measures of uncertainty such as the standard error and the confidence
interval. Bayesian modelers can represent uncertainty in the parameter estimates by
plotting the posterior distribution or a summary measure such as a credible interval.

2.4.1 Example of Quantifying Uncertainty in Parameter Estimates

Inanelegant experiment, Wagenaar and Boer assessed the impact of misleading infor-
mation on earlier memories [29]. They showed 562 participants a sequence of events
in the form of a pictorial story involving a pedestrian-car collision at an intersection
with a traffic light. In some conditions of the experiment, participants were later asked
whether they remembered a pedestrian crossing the road when the car approached
the “stop sign”. This question is misleading (the intersection featured a traffic light,
not a stop sign), and the key question centers on the impact that the misleading
information about the stop sign has on the earlier memory for the traffic light.3

Wagenaar and Boer constructed several models to formalize their predictions.
One of these models is the “destructive updating model”, and its critical parameter d
indicates the probability that the misleading information about the stop sign (when
properly encoded) destroys the earlier memory about the traffic light. When d = 0,
the misleading information does not affect the earlier memory and the destructive
updating model reduces to the “no-conflict model”. Wagenaar and Boer fit the de-
structive updating model to the data and found that the single best parameter estimate
wasd = 0.

3 The memory for the traffic light was later assessed by reminding participants that there was a
traffic light at the intersection, and asking them to indicate its color.
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Fig. 2.2 Prior and posterior distributions for the d parameter in the destructive updating model
from Wagenaar and Boer (1987), based on data from 562 participants. When d = 0, the destructive
updating model reduces to the no-conflict model in which earlier memory is unaffected by mis-
leading information presented at a later stage. The posterior distribution was approximated using
60,000 Markov chain Monte Carlo samples. (Figure downloaded from Flickr, courtesy of Eric-Jan
Wagenmakers)

Superficial consideration may suggest that the result of Wagenaar and Boer refutes
the destructive updating model, or at least makes this model highly implausible.
However, a more balanced perspective arises once the uncertainty in the estimate
of d is considered. Figure 2.2 shows the prior and posterior distributions for the d
parameter (for details see [30]). The prior distribution is uninformative, reflecting the
belief that all values of d are equally likely before seeing the data. The observed data
then update this prior distribution to a posterior distribution; this posterior distribution
quantifies our knowledge about d [31]. Itis clear from Fig. 2.2 that the most plausible
posterior value is d = 0, in line with the point estimate from Wagenaar and Boer, but
it is also clear that this point estimate is a poor summary of the posterior distribution.
The posterior distribution is quite wide and has changed relatively little compared to
the prior, despite the fact that 562 people participated in the experiment. Values of
d < 0.4 are more likely under the posterior than under the prior, but not by much;
in addition, the posterior ordinate at d = 0 is only 2.8 times higher than the prior
ordinate at value d = 0. This constitutes evidence against the destructive updating
model that is is merely anecdotal or “not worth more than a bare mention” [32].4

In sum, a proper assessment of parameter uncertainty avoids conclusions that are
overconfident. In the example of Wagenaar and Boer, even 562 participants were not
sufficient to yield strong support for or against the models under consideration.

4 Wagenaar and Boer put forward a similar conclusion, albeit not formalized within a Bayesian
framework.
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Anscombe’s Quartet
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Fig. 2.3 Anscombe’s quartet highlights the importance of plotting data to confirm the validity of the
model fit. In each panel, the Pearson correlation between the x and y values is the same, r = 0.816.
In fact, the four different data sets are also equal in terms of the mean and variance of the x and y
values. Despite the equivalence of the four data patterns in terms of popular summary measures, the
graphical displays reveal that the patterns are very different from one another, and that the Pearson
correlation (a linear measure of association) is only valid for the data set from the top left panel.
(Figure downloaded from Flickr, courtesy of Eric-Jan Wagenmakers)

2.5 Show Model Fit

When a model is unable to provide an adequate account of the observed data, conclu-
sions based on the model’s parameters are questionable. It is, therefore, important
to always show the fit of the model to the data. A compelling demonstration of
this general recommendation is known as Anscombe’s quartet [33] replotted here
as Fig. 2.3. The figure shows four data sets that have been equated on a number of
measures: the Pearson correlation between the x and y values, the mean of the x
and y values, and the variance of the x and y values. From the graphical display
of the data, however, it is immediately obvious that the data sets are very different
in terms of the relation between the x values and the y values. Only for the data
set shown in the top left panel does it make sense to report the Pearson correlation
(a linear measure of association). In general, we do not recommend relying on a
test of whether a single global measure of model misfit is “significant”. The latter
practice is not even suitable for linear models [34], let alone non-linear cognitive
process models, and is subject to the problem that with sufficient power rejection is
guaranteed, and therefore meaningless [35]. Rather we recommend that a variety of
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graphical checks be made and a graphical summary of the relevant aspects of model
fit be reported.

Displaying and checking model fit can be difficult when data come from many
participants in a complicated multiple-factor design. When the model is nonlinear, as
is almost always the case with cognitive process models, fitting to data averaged over
participants should be avoided, as even a mild nonlinearity can introduce systematic
distortions (e.g., forgetting and practice curves [36, 37, 38]). For the purpose of
displaying overall model fit it is fine to overlay a plot of the average data with the
average of each participant’s model fit, as both averages are subject to the same
distortions. However, analogous plots should also be checked for each individual,
both to detect atypical participants, and because it is common for initial fit attempts
to fail with some participants. In some cases individual plots can reveal that an
apparently good fit in an average plot is due to “cancelling out” of under- and over-
estimation for different groups of participants. Similarly, it is important to check plots
of fit broken down by all of the influential factors in the experimental design. Even
when interest focuses on the effects of a subset of factors, and so it is appropriate
to average over other (effectively “nuisance”) factors when reporting results, such
averages can hide tradeoffs that mask systematic misfit. Hence, in the first instance
it is important to carry out a thorough check graphical check of fit broken down by
all factors that produce non-negligible effects on data.

In the case of continuous data it is practically difficult to display large numbers of
data points from many participants in complex designs. An approach often used with
evidence accumulation model fit to continuous response time (RT) data is to summa-
rize the distribution of RT using quantiles (e.g., the median and other percentiles). A
common choice is the 10th, 30th, 50th, 70th and 90th percentiles (also called the 0.1,
0.3, 0.5, 0.7 and 0.9 quantiles). This five-quantile summary may omit some infor-
mation, but it can compactly capture that are usually considered key features of the
data. Of particular importance are the 10th percentile, which summarises the fastest
RTs, the 50th percentile or median, which summarises the central tendency, and the
90th percentile, which summaries the slowest RTs. The spread between the 90th and
10th percentiles summarises variability in RT and a larger difference between the
90th and 50th percentiles compared to the 50th to 10th percentile summarises the
typically positive skew in RT distribution.

Further complication arises when data are multivariate. For example, cognitive
process models are usually fit to data from choice tasks. Where one of two choices
is classified as correct, the rate of accurate responding provides a sufficient sum-
mary. However, participants can trade accuracy for speed [39], so in many cases it
is important to also take RT into account. That is, the data are bivariate, consisting
of an RT distribution for correct responses, an RT distribution for error responses,
and an accuracy value specifying the rate at which correct and error responses occur.
Latency-probability (LP) plots [40, 41] deal with the bivariate nature of choice data
by plotting mean RT on the y-axis against response probability on the x-axis. As
error responses commonly occur with low probability, error data appear on the left
of the plot and correct response data on the right of the plot. In the two-choice
case the x-values occur in pairs. For example, if the error rate is 0.1 then the
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corresponding correct-response data must be located at 0.9. Quantile-probability
(QP) plots [42] generalize this idea to also display a summary of RT distribution by
plotting quantiles on the y-axis (usually the five-quantile summary) instead of the
mean. Although the QP plot provides a very compact representation of choice RT
data that can be appropriate in some circumstances, we do not recommend it as a
general method of investigating model fit for reasons we illustrate in the following
example. Rather, we recommend looking at separate plots of accuracy and correct
and error RT distributions (or in the n>2 alternative case, RT distributions for each
type of choice).

2.5.1 Examples of Showing Model Fit

Wagenmakers and colleagues [43] had participants perform a lexical decision task—
deciding if a letter string constituted a word or nonword, using high, low and very-low
frequency word stimuli and nonword stimuli. In their first experiment participants
were given instructions that emphasised either the accuracy or speed of responding.
They fit a relatively simple 12-parameter diffusion model to these data, assuming that
instructions selectively influenced response caution and bias, whereas stimulus type
selectively influenced the mean drift rate. Rae and colleagues [44] refit these data,
including two extra participants not included in the originally reported data set (17
in total), in order to investigate the selective influence assumption about emphasis.
They fit a more flexible 19-parameter model allowing (1) emphasis to affect the
trial-to-trial standard deviation of bias as well as the mean and standard deviation
of non-decision time; (2) stimulus type to affect the trial-to-trial standard deviation
of the drift rate; and (3) allowing for response contamination. Their interest was in
whether instruction emphasis could affect drift rate parameters, so they contrasted this
19 parameter “selective influence” model with a 27-parameter (“least constrained’)
model allowing speed emphasis to affect the mean and standard deviation of drift
rates. We discuss this contrast in a following section but for now we focus on the fit
of the selective-influence model.

Figure 2.4 is a quantile-probability plot of the selective-influence model. Data
points are plotted with 95 % confidence intervals based on conventional standard
errors assuming a normal distribution in order to convey an idea of the likely measure-
ment error, and model fit is indicated by points joined by lines. Uncertainty can also
be conveyed by other means, such as bootstrap methods [28] applied to the data [43]
or model fits [45]. In any case, it is important to plot points for the model as well as the
data; plotting only lines for either can hide mis-fit because the eye can be fooled by in-
tersections that do not reflect an accurate fit. The figure demonstrates the utility of QP
plots in illustrating an important regularity in choice RT data [46]; the overall decreas-
ing lines from left to right in the accuracy condition show that errors are slower than
corresponding correct responses, whereas the symmetric lines around accuracy =
50 % in the speed condition indicate approximately equal correct and error speed.

Overall, Fig. 2.4 demonstrates that the model captures the majority of trends in
the data, with many of the fitted points falling within 95 % data confidence intervals.
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Fig. 2.4 Quantile-probability plot of the average over 17 participants from Wagenmakers and col-
leagues’ [43] Experiment 1 and fits of the “selective influence” model. In both emphasis conditions
accuracy was ordered from greatest to least: high-frequency (hf) words, nonwords (nw), low-
frequency words (If) and very-low-frequency (vIf) words. Each data point is accompanied by a
95 % confidence interval assuming a Student ¢ distribution and based between-subject standard
errors calculated as SD(x)/+/n, where SD(x) is the standard deviation over participants and 7 is
the number of participants

However there is also some evidence of misfit, especially in regard to accuracy in
the speed condition. Rae and colleagues [44] focused on this failure of the selective-
influence model to account for the effect of emphasis instructions, motivated by
similar findings for the LBA model [48], and the same pattern of under-estimation in
experiments they reported using perceptual stimuli and in recognition memory (see
also [49]). Figure 2.5 more clearly illustrates the speed-accuracy tradeoff induced
by emphasis instructions—with accuracy displayed in the upper panels and speed
of correct responses in the lower panels—and the under-estimation of the accuracy
effect in the lexical decision data. For clarity, data from each stimulus type is plotted
in a separate panel with emphasis condition plotted on the x-axis and joined by lines
in order to emphasise the difference of interest. Each row of panels is tailored to
examine a different aspect of the data. The upper panels show accuracy and the
middle panels the distribution of correct RT. The lower panels plot both the central
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Fig. 2.5 Accuracy (upper panels), correct RT distribution (middle panels), median correct (circle
symbols) and error (triangle symbol) RT (lower panels) plots of the average over 17 participants
from Wagenmakers and colleagues’ [43] Experiment 1 for high-frequency (kf), low-frequency (If)
and very-low-frequency (vlf) words and nonwords (nw). Each data point is accompanied by a 95 %
confidence interval assuming a Student ¢ distribution and based on within-subject standard errors
calculated as using the bias-corrected method described in [47]
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tendency (median) of correct RT (circle symbols) and error RT (triangle symbols) in
order to highlight the relative speed of incorrect responses.

Figure 2.5 also uses within-subject standard errors appropriate to the focus on the
(within-subject) difference between speed and accuracy emphasis. These standard
errors reflect the reliability of the difference between speed and accuracy conditions,
making it clear that the selective-influence model is unable to account for the effect of
emphasis, particularly for very-low frequency and low-frequency words. The middle
panels make it clear that, in contrast, this model provides a highly accurate account
of its effect on RT distributions for correct responses, even for the 90th percentile,
which has much greater measurement error than other quantiles. Finally, the lower
panel clearly shows that the model predicts slow errors in the accuracy condition
for all stimuli, whereas slow errors occur in the data only for the least word-like
(very-low frequency and nonword) stimuli. In general, we recommend that a variety
of multi-panel plots such as those in Fig. 2.5 be examined, each tailored to particular
aspects of the data, with standard errors appropriate to the questions of interest. We
also highly recommend plotting versions of these plots for individual participants,
which is made easy using trellis graphics [50].

2.6 Engage in Model Selection

Cognitive models typically have several parameters that can sometimes interact in
complex ways. How does a modeler decide which experimental design factors af-
fect each parameter? Initial guidance is provided by conventions based on a priori
assumptions and past research. In the realm of evidence accumulation models, for
example, it has been widely assumed that stimulus-related factors selectively affect
parameters related to the evidence flowing into accumulators (e.g., evidence accu-
mulation rates) whereas instruction-related factors (e.g., an emphasis on speed vs.
accuracy) affect accumulator-related parameters (e.g., bias and the amount of evi-
dence required to make a decision) [46]. However, such conventional settings may
not always hold, and in new paradigms they may not be available. Hence, it is pru-
dent, and sometimes necessary, to engage in model selection: comparing a variety
of different model parameterisations (variants) so that one or more can be selected
and differences in parameter estimates among experimental conditions interpreted.

Eveninrelatively simple designs the number of model variants can rapidly become
unmanageable. Suppose there are two experimental design factors, A and B. Each
parameter might have a single estimated value (i.e., an intercept only model, often
denoted “1), a main effect of or A or B ("A or “B), or both main effects and their
interaction (denoted "A*B = A + B + A:B, where “+” indicates an additive effect
and “:” an interaction effect). If only parameterisations of this sort are considered
there are 2/ models to select amongst, where f is the number of factors. If each of m
types of model parameter are allowed this freedom then the total number of variants
is 2™ One might also consider additive models (e.g., "A + B), in which case it is
important to note that fit of an additive model depends on parameter scale (e.g., the
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model "A + B can fit differently for a linear vs. log-scaled parameter, whereas A*B
will fit identically). Further, so far we have only considered hierarchical models,
where the higher terms can only occur accompanied by their constituents. If all
possible non-hierarchical models are allowed (e.g., "A + A:B and "B + A:B) the
increase in the number of variants with f is much faster.

Once an appropriate set of model variants is selected its members must be com-
pared in some way. Ideally misfit is quantified by a function of the likelihood of the
data under each model variant, such as in Bayesian or maximum likelihood estimation
methods, or some approximation, such as in quantile-based methods like maximum
probability [51, 52, 53] or minimum likelihood-ratio x? (i.e., G?) estimation [49].
As the number of estimated parameters increases a model becomes more flexible and
so is able to better fit data. In particular, a nested model—a model variant that is a
special case obtained by fixing one or more parameters of a more complex model—
necessarily has greater misfit than models that nest it. The best model variant cannot
be selected based on goodness-of-fit alone, as the least-constrained model would
always be selected, and over-fitting (i.e., capturing unsystematic variation specific
to a particular data set) would be rife.

One approach-similar to sequential regression methods such as stepwise
selection— is to choose a model based on the significance of changes in fit as pa-
rameters are added or deleted. The maximised log-likelihood (L) is convenient for
this purpose as the deviance misfit measure (D = —2xL) has a x? distribution.’
However, this approach is limited to selection amongst nested models. Preferable
approaches use a model selection criterion that includes a penalty for model com-
plexity; the model with the lowest criterion (i.e., least penalised misfit) is selected.
Such criteria can be used not only to compare non-nested variants of the same model
but also to compare different cognitive process models. In a Bayesian framework the
Bayes factor is the ideal criterion [54], but this is rarely easy to directly compute for
cognitive process models (although see [55, 56]). When estimation is achieved by
posterior sampling, DIC [57], or its bias-corrected variant BPIC [58], are easy-to-
compute alternatives. With maximum likelihood estimation it is convenient to use
BIC = D + kx log (n), a Bayes factor approximation, or AIC = D + 2xk (n is the
number of data points and & is the number of parameters) [59]. As is evident from
these formulae, BIC applies a harsher penalty for complexity for typical sample sizes
(n >8).

Although we recommend using penalised-misfit criteria to guide model selection
we do not recommend rigid adherence. Different criteria are optimal under different
assumptions and they are often based on approximations that can be sensitive to
the size of effects and samples (see, for example, the comparison of BIC and AIC
in [60]). Further, it is seldom possible to check all possible models, and when the
data-generating model is omitted model selection may err. Suppose, for example,

3 The absolute value of the deviance depends on the measurement units for time and so only relative
values of deviance are meaningful. Deviance is on an exponential scale, and as a rule of thumb a
difference less than 3 is negligible and and difference greater than 10 indicates a strong difference.
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the data were generated by an additive model, A + B but only the A, B, and A*B
models are fit. Depending on the size of the A, B, and A:B effects relative to the size
of the complexity penalty any of these three models may be selected. Even if the A +
B model is fit, things can still go wrong if the data-generating model is additive on,
for example, a logarithmic scale. Given the appropriate scale is usually not known,
it is apparent that it is difficult to be absolutely sure that data-generating model is
included even in quite exhaustive sets of variants (although clearly the chance of
problems reduces when selection is among a large set of variants!).

In short, some judgement—albeit aided by a number of sources of evidence— must
be used in model selection. For example, in smaller samples BIC can often select
a model that is so simple that plots of fit reveal that the model is unable to account
for practically or theoretically important trends in the data. On the other end of the
spectrum over-fitting is indicated when model parameters are unstable (i.e., take on
implausibly large or small values and/or values that can vary widely with little effect
on fit) or take on patterns that appear nonsensical in relation to the way the parameter
is interpreted psychologically. In both cases it is prudent to consider alternative model
selection methods or possibly to seek further evidence. It is also worth reconsidering
whether selection of a single model is required for the purpose at hand. For example,
predictions averaged over models weighted by the evidence for each model are often
better than predictions made by a single model [35]. Similarly, different criteria
may select models that differ in some ways but are consistent with respect to the
theoretical issue under investigation. We illustrate the process in the next section.

2.6.1 Examples of Model Selection

Our examples again use the lexical decision data from Wagenmakers and colleagues
[43], focusing on variant selection assuming a diffusion model [44]. The example
is based on maximum-likelihood fits to individual participant data, with 2° = 512
diffusion variants fit with the methods described in [61]. Diffusion fits were based on
quantile data, so the likelihood is only approximate [52, 53]. The least-constrained
variant allowed rate parameters to vary with emphasis, that is, it did not make the
conventional assumption that accumulation rate cannot be affected by instructions.
Before examining the model selection process in these examples it is important to
address issues that can arise due to individual differences. When each participant’s
data are fit separately, different models are often selected for each participant. Con-
sidering participants as random effects provides a useful perspective on this issue.
Even if there is no effect of a factor on the population mean of a parameter, when
the population standard deviation is sufficiently large individual participants will
display reliable effects of the factor. That is, selecting models that include the effect
of a factor for some individuals does not imply that factor affects the corresponding
population mean. Hierarchical models—which make assumptions about the form of
population distributions— enable simultaneous fitting of all participants and direct
estimation of population means. Even in this approach, however, individual partic-
ipant estimates must be examined to check assumptions made by the hierarchical
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model about the form of the population distribution. For example, it is possible that
some individual variation results from participants being drawn from different pop-
ulations (e.g., a mixture model where in one population a factor has an effect and in
another it does not), in which case assuming a single unimodal population distribu-
tion is problematic. Caution must also be exercised in case the random effects model
is incorrectly specified and the shrinkage (i.e., the averaging effect exerted by the
assumed population distribution) masks or distorts genuine individual differences.
Hierarchical modeling is best applied to relatively large samples of participants and
usually requires Bayesian methods. These methods can sometimes be difficult in
practice with cognitive process models where strong interactions among parameter
make posterior sampling very inefficient, as was the case for the LBA model until
recent advances in Markov chain Monte Carlo methods [62].

With maximum-likelihood fits to individuals it is possible to select an overall
model based on and aggregate BIC or AIC.% The selected model, which can be
thought of as treating participants as fixed effects, is usually sufficiently complex to
accommodate every individual. However, it is important to be clear that selecting a
model that contains a particular factor does not necessarily imply an effect of that
factor on the random effect population mean. In the individual-fitting approach such
questions can be addressed by testing for differences over a factor in the means of in-
dividual participant parameter estimates. These approaches to individual-participant
fitting were taken by Rae and colleagues [44], with results summarised in Table 2.1.
The table reports aggregate misfit measures minus the minimum deviance. Hence the
best-fitting model (necessarily the least-constrained model with the largest number
of parameters, k) has a zero entry in the deviance column.

The top three rows in Table 2.1 report results for the least constrained diffusion
model and the models selected from the full set of 512 by aggregate AIC and BIC.
The bottom three rows report results for the variant within the full set that imposes a
minimal selective effect assumption—that the emphasis manipulation cannot affect
rate parameters (v and sv)—and the AIC and BIC selected models among the subset
of 27 = 128 variants nested by the selective influence variant. Among the full set of
512 variants, AIC selected a variant where emphasis did affect the mean rate (i.e.,
violating selective influence), whereas BIC selected a variant that had no influence
of emphasis on rate parameters. This pattern of results nicely exemplifies that fact
that selection criteria can lead to theoretically important differences in conclusions,
requiring researchers to seek other sources of evidence.

Rae and colleagues pointed out that the penalty for complexity imposed by BIC
was likely too harsh. As shown in the upper panels of the Fig. 2.5 even the full
25-parameter selective influence LBA variant (which necessarily fits better than the
17 parameter variant selected from the overall set by BIC) fails to accommodate the
effect of emphasis on accuracy. In agreement, there is a highly significant decrease

6 Note that deviance can be summed over participants, as can AIC, but BIC cannot, due to the
nonlinear log (n) term in its complexity penalty. Instead the aggregate BIC is calculated from the
deviance, number of parameters and sample size summed over participants
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Table 2.1 Diffusion model variants specified by design factors that effect each parameter, number of
parameters per participant for each variant (k), and misfit measures (D = deviance, AIC = Akaike
Information Criterion and BIC = Bayesian Information Criterion) minus the minimum value in
each column. Factors are emphasis (E: speed vs. accuracy) and stimulus (S: high/low/very-low
frequency words and non words). Diffusion parameters: a = response caution parameter, distance
between response boundaries; accumulation rate parameters, v = mean, sv = standard deviation;
start-point (bias) parameters, z = mean relative to lower boundary, sz = uniform distribution width;
non-decision time parameters: #y) = minimum time for stimulus encoding and response production,
st = width of uniform distribution of non-decision time. Note that, for example, the notation v~ E*S
means that the v parameter can be affected by the main effects of the E and S factors as well as their
interaction

Model type Model definition k D AIC | BIC
Least constrained a”E, v E*S,sv E*S,z7E, sz"E, 10 "E, st "E | 27 0 70 | 984
AIC selected a”E, v E*S,sv™S,z"E, sz E, tp"E, st "E 23 66 0 | 552
BIC selected a E,v™S,sv71,z71,5z"E, tpy"E, st~ 1 14 635 | 263 0
Selective influence | a"E,v™S,sv™S,z"E, sz E, 1y "E, st "E 19 | 237 35 | 225
AIC selected a”E,v™S,sv™S,z7E,sz7 1,1 E, st "E 19 237 35 | 225
BIC selected a”E,v™S,sv7 1,z E,sz71,10"E, st~ 1 14 | 635 | 263 0

in fit from the least-constrained to the BIC model as illustrated by the difference
of deviances in Table 2.1 (i.e., df = 17 x (27 — 19) = 136, x2(136) = 237, p <
0.001). In contrast, the 19-parameter variant selected from the overall set by AIC that
allows emphasis to affect mean rate does much better in accommodating the effect
of emphasis on accuracy. Further, the reduction in fit relative to the least constrained
model does not approach significance (i.e., df = 17 x (27 — 23) = 68, x%(68) =
66, p = 0.55). Finally, parameter estimates for the least constrained model were
stable and there was a significant effect of emphasis on mean rate. This overall
pattern of results confirmed a failure of traditional selective influence assumption
and was consistent with findings from perceptual an mnemonic paradigms reported
by Rae and colleagues and others [26].

In closing we return to what is perhaps one of the most difficult questions in cog-
nitive process modeling, absolute fit, which might be couched as a model-selection
question: “when should all model variants be rejected”? A model may provide a very
accurate account of some conditions or some aspects of data but systematically misfit
in other cases. For example, Rae and colleagues found even the least-constrained
diffusion model misfit error RT distribution in some conditions. Heathcote and Love
[48] showed the same was true in those data, although to a lesser degree, for the
LBA model. Should both the diffusion and LBA models be rejected? Clearly some
judgement is required to decide, since some misfit can be forgiven. A case in point
for evidence-accumulation models is sequential effects. Sequential effects can be
quite strong in the sorts of paradigms to which such models are fit [63, 64], but that
fitting almost invariably assumes data are independently distributed over trials.

On this issue we think Box’s [65] famous dictum that “all models are false but
some are useful” is salutary. That is, some misfit can be tolerated, especially when no
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better alternatives are available, as long as the model captures theoretically important
features of a data set. To the degree this happens, parameter estimates are likely to
provide an accurate distillation of the data and a more meaningful characterisation
than simple summary statistics (e.g., mean RT or accuracy alone can be confided by
speed-accuracy tradeoff). Further, if that distillation is sensible in terms of the un-
derlying rationale of the model, and consistent with conclusions based on alternative
analyses that do not reply on the model, then it is likely that the cognitive process
model has served a useful role.

2.7 Concluding Remarks

Good standards are important in all areas of science. In cognitive modeling, good
standards include not only careful model development and checking but also trans-
parency of method and, ideally, sharing of model code and data. Transparency is
obviously of key importance, as it allows interested colleagues to implement the
model at hand, whether for teaching, for testing, or for extending the approach to
other contexts. Even relatively simple models can sometimes be surprisingly difficult
to replicate because crucial information is missing. It is therefore common practice to
make available the model code, either on a personal website, archived together with
the journal publication as supplementary material, or in a public repository (e.g., the
OSU Cognitive modeling Repository, http://cmr.osu.edu/).

It is useful to make the model code available with several example data sets so
that the new user can confirm that the code works as it should. Ideally, the entire
data set that is modeled is made freely available online as well. This benefits the new
user (who may be able to use the data set for a different purpose, or for a test of
alternative explanations), but it also benefits the author, as the online data set may
easily become a modeling benchmark.

In this introductory chapter we have discussed a suite of standard sanity checks
that every modeler should turn to on a regular basis. This holds especially true
for cognitive process models that are relatively new and untested. By applying the
suite of sanity checks the modeler can gain confidence in the validity of a model,
and consequently make a more compelling case that the model yields a reliable
connection from observed behavior to unobserved psychological process.
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Exercises

1. You fit a model of task switching to some data. The model includes a parameter
which reflects how often people actively prepare for the upcoming task, and
you find that the best estimate of this parameter is 50 %. What should you also
consider, before concluding that task preparation occurs half of the time?

2. If you fit a complex model and a simpler model to some data, and found that
the simple model had best BIC but the complex model had the best AIC, which
would you expect to give the closest fit to data? And how could you resolve the
tension between the two criteria?

3. You examine data plots with panels showing the probability of making different
choices and for each choice the median, 10th, and 90th percentiles of the time
to make each choice. What characteristics of which plot would tell you about
the the average time to make a response and the variability in response times?
What measurement derived from the plot tells you about the skew of the response
time distributions? What relationship between the plots would be indicative of a
speed-accuracy tradeoff?

4. Aneasy approach to model selection is to construct strong prior assumptions about
which experimental effects will influence which parameters, effectively ruling out
all other model variants. For example, one might make the prior assumption that
a manipulation of stimulus strength can influence only sensitivity in a signal
detection model, and not criterion placement. Name one danger of this method.

5. If you conducted a parameter recovery simulation for your new cognitive model,
and found that there was unacceptably large variance in the recovered parameters
(i.e., large inaccuracies that vary randomly with each new synthetic data set),
what might you do?

Further Reading

1. Here are four course books on cognitive modeling, take your pick: Lewandowsky
and Farrell [66], Busemeyer and Diederich [67], Hunt [68], and Polk and Seifert
[69].

2. A hands-on, Bayesian approach to cognitive modeling is presented in Lee &
Wagenmakers [31]; see also www.bayesmodels.com.

3. The series of tutorial articles in the Journal of Mathematical Psychology are a
good source of information that is relatively easy to digest.
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Chapter 3
An Introduction to the Diffusion Model
of Decision Making

Philip L. Smith and Roger Ratcliff

Abstract The diffusion model assumes that two-choice decisions are made by accu-
mulating successive samples of noisy evidence to a response criterion. The model has
a pair of criteria that represent the amounts of evidence needed to make each response.
The time taken to reach criterion determines the decision time and the criterion that
is reached first determines the response. The model predicts choice probabilities and
the distributions of response times for correct responses and errors as a function of
experimental conditions such as stimulus discriminability, speed-accuracy instruc-
tions, and manipulations of relative stimulus frequency, which affect response bias.
This chapter describes the main features of the model, including mathematical meth-
ods for obtaining response time predictions, methods for fitting it to experimental
data, including alternative fitting criteria, and ways to represent the fit to multiple
experimental conditions graphically in a compact way. The chapter concludes with
a discussion of recent work in psychology that links evidence accumulation to pro-
cesses of perception, attention, and memory, and in neuroscience, to neural firing
rates in the oculomotor control system in monkeys performing saccade-to-target
decision tasks.

3.1 Historical Origins

The human ability to translate perception into action, which we share with nonhuman
animals, relies on our ability to make rapid decisions about the contents of our
environment. Any form of coordinated, goal-directed action requires that we be
able to recognize things in the environment as belonging to particular cognitive
categories or classes and to select the appropriate actions to perform in response.
To a very significant extent, coordinated action depends on our ability to provide
rapid answers to questions of the form: “What is it?”” and “What should I do about
it?” When viewed in this way, the ability to make rapid decisions—to distinguish
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predator from prey, or friend from foe—appears as one of the basic functions of
the brain and central nervous system. The purpose of this chapter is to provide an
introduction to the mathematical modeling of decisions of this kind.

Historically, the study of decision-making in psychology has been closely con-
nected to the study of sensation and perception—an intellectual tradition with its
origins in philosophy and extending back to the nineteenth century. Two strands of
this tradition are relevant: psychophysics, defined as the study of the relationship
between the physical magnitudes of stimuli and the sensations they produce, and
the study of reaction time or response time (RT). Psychophysics, which had its ori-
gins in the work of Gustav Fechner in the Netherlands in 1860 on “just noticeable
differences,” led to the systematic study of decisions about stimuli that are difficult
to detect or to discriminate. The study of RT was initiated by Franciscus Donders,
also in the Netherlands, in 1868. Donders, inspired by the pioneering work of Her-
mann von Helmholtz on the speed of nerve conduction, sought to develop methods
to measure the speed of mental processes. These two strands of inquiry were mo-
tivated by different theoretical concerns, but led to a common realization, namely,
that decision-making is inherently variable. People do not always make the same
response to repeated presentation of the same stimulus and the time they take to
respond to it varies from one presentation to the next.

Trial-to-trial variation in performance is a feature of an important class of mod-
els for speeded, two-choice decision-making developed in psychology, known as
sequential-sampling models. These models regard variation in decision outcomes
and decision times as the empirical signature of a noisy evidence accumulation
process. They assume that, to make a decision, the decision maker accumulates suc-
cessive samples of noisy evidence over time, until sufficient evidence for a response
is obtained. The samples represent the momentary evidence favoring particular de-
cision alternatives at consecutive time points. The decision time is the time taken to
accumulate a sufficient, or criterion, amount of evidence and the decision outcome
depends on the alternative for which a criterion amount of evidence is first obtained.
The idea that decision processes are noisy was first proposed on theoretical grounds,
to explain the trial-to-trial variability in behavioral data, many decades before it was
possible to use microelectrodes in awake, behaving animals to record this variability
directly. The noise was assumed to reflect the moment-to-moment variability in the
cognitive or neural processes that represent the stimulus [1-4].

In this chapter, we describe one such sequential-sampling model, the diffusion
model of Ratcliff [S]. Diffusion models, along with random walk models, comprise
one of the two main subclasses of sequential-sampling models in psychology; the
other subclass comprises accumulator and counter models. For space reasons, we
do not consider models of this latter class in this chapter. The interested reader is
referred to references [2—4] and [6] for discussions. To distinguish Ratcliff’s model
from other models that also represent evidence accumulation as a diffusion process,
we refer to it as the standard diffusion model. Historically, this model was the first
model to represent evidence accumulation in two-choice decision making as a diffu-
sion process and it remains, conceptually and mathematically, the benchmark against
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which other models can be compared. It is also the model that has been most exten-
sively and successfully applied to empirical data. We restrict our consideration here
to two-alternative decision tasks, which historically and theoretically have been the
most important class of tasks in psychology.

3.2 Diffusion Processes and Random Walks

Mathematically, diffusion processes are the continuous-time counterparts of random
walks, which historically preceded them as models for decision-making. A random
walk is defined as the running cumulative sum of a sequence of independent random
variables, Z;, j = 1,2,.... In models of decision-making, the values of these
variables are interpreted as the evidence in a sequence of discrete observations of
the stimulus. Typically, evidence is assumed to be sampled at a constant rate, which
is determined by the minimum time needed to acquire a single sample of perceptual
information, denoted A. The random variables are assumed to take on positive and
negative values, with positive values being evidence for one response, say R,, and
negative values evidence for the other response, R;,. For example, in a brightness
discrimination task, R, might correspond to the response “bright” and R, correspond
to the response “dim.” The mean of the random variables is assumed to be positive or
negative, depending on the stimulus presented. The cumulative sum of the random
variables,

i
X; = sz,
j=1

is a random walk. If the Z; are real-valued, the domain of the walk is the positive
integers and the range is the real numbers. To make a decision, the decision-maker
sets a pair of evidence criteria, @ and b, with b < 0 < a and accumulates evidence
until the cumulative evidence total reaches or exceeds one of the criteria, that is, until
X; > a or X; < b. The time taken for this to occur is the first passage time through
one of the criteria, defined formally as

T, =min{iA: X; >alX; > b; j <i}
T, =min{iA: X; <b|X; <a; j<i}.

If the first criterion reached is a, the decision maker makes response R,; if it is b,
the decision maker makes response Rj. The decision time, Tp, is the time for this to
occur

TD = min{Ta, Tb}

If response R, is identified as the correct response for the stimulus presented, then
the mean, or expected value, of 7,, denoted E[7,], is the mean decision time for
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correct responses; E[7}] is the mean decision time for errors, and the probability of
a correct response, P(C), is the first passage probability of the random walk through
the criterion a,

P(C) = Prob{T, < T}.

Although either 7, or T, may be infinite on a given realization of the process the
other will be finite, so T will be finite with probability one; that is, the process will
terminate with one or other response in finite time [7]. This means that the probability
of an error response, P(E), will equal 1 — P(C).

Random walk models of decision-making have been proposed by a variety of
authors. The earliest of them were influenced by Wald’s sequential probability ratio
test (SPRT) in statistics [8] and assumed that the random variables Z; were the log-
likelihood ratios that the evidence at each step came from one as opposed to the
other stimulus. The most highly-developed of the SPRT models was proposed by
Laming [9]. The later relative judgment theory of Link and Heath [10] assumed that
the decision process accumulates the values of the noisy evidence samples directly
rather than their log-likelihood ratios. Evaluation of these models focused primarily
on the relationship between mean RT and accuracy and the ordering of mean RTs
for correct responses and errors as a function of experimental manipulations [2—4,
9, 10].

3.3 The Standard Diffusion Model

A diffusion process may be thought of as random walk in continuous time. Instead of
accumulating evidence at discrete time points, evidence is accumulated continuously.
Such a process can be obtained mathematically via a limiting process, in which the
sampling interval is allowed to go to zero while constraining the average size of the
evidence at each step to ensure the variability of the process in a given, fixed time
interval remains constant [7, 11]. The study of diffusion processes was initiated by
Albert Einstein, who proposed a diffusion model for the movement of a pollen particle
undergoing random Brownian motion [11]. The rigorous study of such processes was
initiated by Norbert Wiener [12]. For this reason, the simplest diffusion process is
known variously as the Wiener process or the Brownian motion process.

In psychology, Ratcliff [5] proposed a diffusion model of evidence accumulation
in two-choice decision-making—in part because it seemed more natural to assume
that the brain accumulates information continuously rather than at discrete time
points. Ratcliff also emphasized the importance of studying RT distributions as a way
to evaluate models. Sequential-sampling models not only predict choice probabilities
and mean RTs, they predict entire distributions of RTs for correct responses and
errors. This provides for very rich contact between theory and experimental data,
allowing for strong empirical tests.

The main elements of the standard diffusion model are shown in Fig. 3.1. We shall
denote the accumulating evidence state in the model as X,, where ¢ denotes time.
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Fig. 3.1 Diffusion model. The process starting at z accumulates evidence between decision criteria
at 0 and a. Moment-to-moment variability in the accumulation process means the process can
terminate rapidly at the correct response criterion, slowly at the correct response criterion, or at
the incorrect response criterion. There is between-trial variability in the drift rate, £, with standard
deviation 7, and between-trial variability in the starting point, z, with range s,

Before describing the model, we should mention that there are two conventions used
in psychology to characterize diffusion models. The convention used in the preceding
section assumes the process starts at zero and that the criteria are located at a and
b, with b < 0 < a. The other is based on Feller’s [13] analysis of the so-called
gambler’s ruin problem and assumes that the process starts at z and that the criteria
are located at 0 and a, with 0 < z < a. As the latter convention was used by Ratcliff
in his original presentation of the model [5] and in later work, this is the convention
we shall adopt for the remainder of this chapter. The properties of the process are
unaltered by translations of the starting point; such processes are called spatially
homogeneous. For processes of this kind, a change in convention simply represents a
relabeling of the y-axis that represents the accumulating evidence state. Other, more
complex, diffusion processes, like the Ornstein-Uhlenbeck process [14—16], are not
spatially homogeneous and their properties are altered by changes in the assumed
placement of the starting point.

As shown in the figure, the process, starting at z, begins accumulating evidence at
time t = 0. The rate at which evidence accumulates, termed the drift of the process
and denoted &, depends on the stimulus that is presented and its discriminability.
The identity of the stimulus determines the direction of drift and the discriminability
of the stimulus determines the magnitude. Our convention is that when stimulus s,
is presented the drift is positive and the value of X, tends to increase with time,
making it is more likely to terminate at the upper criterion and result in response
R,. When stimulus s, is presented the drift is negative and the value of X, tends
to decrease with time, making it is more likely to terminate at the lower boundary
with response Rj,. In our example brightness discrimination task, bright stimuli lead
to positive values of drift and dim stimuli lead to negative values of drift. Highly
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discriminable stimuli are associated with larger values of drift, which lead to more
rapid information accumulation and faster responding. Because of noise in the pro-
cess, the accumulating evidence is subject to moment-to-moment perturbations. The
time course of evidence accumulation on three different experimental trials, all with
the same drift rate, is shown in the figure. These noisy trajectories are termed the
sample paths of the process. A unique sample path describes the time course of
evidence accumulation on a given experimental trial. The sample paths in the figure
show some of the different outcomes that are possible for stimuli with the same drift
rate. The sample paths in the figure show: (a) a process terminating with a correct re-
sponse made rapidly; (b) a process terminating with a correct response made slowly,
and (c) a process terminating with an error response. In behavioral experiments,
only the response and the RT are observables; the paths themselves are not. They are
theoretical constructs used to explain the observed behavior.

The noisiness, or variability, in the accumulating evidence is controlled by a
second parameter, the infinitesimal standard deviation, denoted s. Its square, 52, is
termed the diffusion coefficient. The diffusion coefficient determines the variability in
the sample paths of the process. Because the parameters of a diffusion model are only
identified to the level of a ratio, all the parameters of the model can be multiplied by a
constant without affecting any of the predictions. To make the parameters estimable,
it is common practice to fix s arbitrarily. The other parameters of the model are
then expressed in units of infinitesimal standard deviation, or infinitesimal standard
deviation per unit time.

3.4 Components of Processing

As shown in Fig. 3.1, the diffusion model predicts RT distributions for correct re-
sponses and errors. Moment-to-moment variability in the sample paths of the process,
controlled by the diffusion coefficient, means that on some trials the process will fin-
ish rapidly and on others it will finish slowly. The predicted RT distributions have
a characteristic unimodal, positively-skewed shape: More of the probability mass in
the distribution is located below the mean than above it. As the drift of the process
changes with changes in stimulus discriminability, the relative proportions of cor-
rect responses and errors change, and the means and standard deviations of the RT
distributions also change. However, the shapes of the RT distributions change very
little; to a good approximation, RT distributions for low discriminability stimuli are
scaled copies of those for high discriminability stimuli [17].

One of the main strengths of the diffusion model is that the shapes of the RT dis-
tributions it predicts are precisely those found in empirical data. Many experimental
tasks, including low-level perceptual tasks like signal detection and higher-level
cognitive tasks like lexical decision and recognition memory, yield families of RT
distributions like those predicted by the model [6]. In contrast, other models, partic-
ularly those of the accumulator/counter model class, predict distribution shapes that
become more symmetrical with reductions in discriminability [6]. Such distributions
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tend not to be found empirically, except in situations in which people are forced to
respond to an external deadline.

One of the problems with early random walk models of decision-making—which
they shared with the simplest form of the diffusion model—is they predicted that
mean RTs for correct responses and errors would be equal [2]. Specifically, if
E[R;|s;], denotes the mean RT for response R; to stimulus s;, withi, j € {a, b}, then,
if the drifts for the two stimuli are equal in magnitude and opposite in sign, as is natural
to assume for many perceptual tasks, the models predicted that E[R,|s,] = E[R,|sp]
and E[Ry|s.] = E[Ry|sp]; that is, the mean time for a given response made correctly
is the same as the mean time for that response made incorrectly. They also predicted,
when the starting point is located equidistantly between the criteria, z = a/2, that
E[R,|s,] = E[Rp|s,] and E[R,|s,] = E[Ry|sp]; that is, the mean RT for correct
responses to a given stimuli is the same as the mean error RT to that same stimulus.
This prediction holds regardless of the relative magnitudes of the drifts. Indeed, a
stronger prediction holds; the models predicted equality not only of mean RTs, but
of the entire distributions of correct responses and errors. These predictions almost
never hold empirically. Rather, the typical finding is that when discriminability is
high and speed is stressed, error mean times are shorter than correct mean times.
When discriminability is low and accuracy is stressed, error mean times are longer
than correct mean times [2]. Some studies show a crossover pattern, in which errors
are faster than correct responses in some conditions and slower in others [6].

A number of modifications to random walk models were proposed to deal with
the problem of the ordering of mean RTs for correct responses and errors, includ-
ing asymmetry (non-normality) of the distributions of evidence that drive the walk
[1, 10], and biasing of an assumed log-likelihood computation on the stimulus in-
formation at each step [18], but none of them provided a completely satisfactory
account of the full range of experimental findings. The diffusion model attributes
inequality of the RTs for correct responses and errors to between-trial variability in
the operating characteristics, or “components of processing,” of the model. The dif-
fusion model predicts equality of correct and error times only when the sole source
of variability in the model is the moment-to-moment variation in the accumulation
process. Given the complex interaction of perceptual and cognitive processes in-
volved in decision-making, such an assumption is probably an oversimplification. A
more realistic assumption is that there is trial-to-trial variability, both in the quality
of information entering the decision process and in the decision-maker’s setting of
decision criteria or starting points. Trial-to-trial variability in the information enter-
ing the decision process would arise either from variability in the efficiency of the
perceptual encoding of stimuli or from variation in the quality of the information
provided by nominally equivalent stimuli. Trial-to-trial variability in decision crite-
ria or starting points would arise as the result of the decision-maker attempting to
optimize the speed and accuracy of responding [4]. Most RT tasks show sequential
effects, in which the speed and accuracy of responding depends on the stimuli and/or
the responses made on preceding trials, consistent with the idea that there is some
kind of adaptive regulation of the settings of the decision process occurring across
trials [2, 4].
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Fig. 3.2 Effects of
trial-to-trial variability in drift
rates and starting points. The
predicted RT distributions are
probability mixtures across
processes with different drift
rates (top) or different starting
points (bottom). Variability in
drift rates leads to slow
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The diffusion model assumes that there is trial-to-trial variation in both drift rates
and starting points. Ratcliff [S] assumed that the drift rate on any trial, £, is drawn from
a normal distribution with mean v and standard deviation 5. Subsequently Ratcliff,
Van Zandt, and McKoon [19] assumed that there is also trial-to-trial variability in the
starting point, z, which they modeled as a rectangular distribution with range s,. They
chose a rectangular distribution mainly on the grounds of convenience, because the
predictions of the model are relatively insensitive to the distribution’s form. The main
requirement is that all of the probability mass of the distribution must lie between
the decision criteria, which is satisfied by a rectangular distribution with s, suitably
constrained. The distributions of drift and starting point are shown in Fig. 3.1.

Trial-to-trial variation in drift rates allows the model to predict slow errors; trial-to-
trial variation in starting point allows it to predict fast errors. The combination of the
two allows it to predict crossover interactions, in which there are fast errors for high
discriminability stimuli and slow errors for low discriminability stimuli. Figure 3.2a
shows how trial-to-trial variability in drift results in slow errors. The assumption that
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drift rates vary across trials means that the predicted RT distributions are probability
mixtures, made up of trials with different values of drift. When the drift is small
(i.e., near zero), error rates will be high and RTs will be long. When the drift is
large, error rates will be low and RTs will be short. Because errors are more likely
on trials on which the drift is small, a disproportionate number of the trials in the
error distribution will be trials with small drifts and long RTs. Conversely, because
errors are less likely on trials on which drift is large, a disproportionate number of
the trials in the correct response distribution will be trials with large drifts and short
RTs. In either instance, the predicted mean RT will be the weighted mean of the RTs
on trials with small drift and large drifts.

Figure 3.2a illustrates how slow errors arise in a simplified case in which there
are just two drifts, £ and &, with &, > &,. When the drift is &, the mean RT is 400
ms and the probability of a correct response, P(C), is 0.95. When the drift is &,, the
mean RT is 600 and P(C) = 0.80. The predicted mean RTs are the weighted means
of large drift and small drift trials. The predicted mean RT for correct responses is
(0.95 x 400 4+ 0.80 x 600)/1.75 = 491 ms. The predicted mean for error responses
(0.05 x 400 4+ 0.20 x 600)/0.25 = 560 ms. Rather than just two drifts, the diffusion
model assumes that the predicted means for correct responses and errors are weighted
means across an entire normal distribution of drift. However, the effect is the same:
predicted mean RTs errors are longer than those for correct responses.

Figure 3.2b illustrates how fast errors arise as the result of variation in starting
point. Again, we have shown a simplified case, in which there are just two starting
points, one of which is closer to the lower, error, response criterion and the other
of which is closer to the upper, correct, response criterion. In this example, a single
value, of drift, £, has been assumed for all trials. The model predicts fast errors
because the mean time for the process to reach criterion depends on the distance it
has to travel and because it is more likely to terminate at a particular criterion if the
criterion is near the starting point rather than far from it. When the starting point
is close to the lower criterion, errors are faster and also more probable. When the
starting point is close to the upper criterion, errors are slower, because the process
has to travel further to reach the error criterion, and are less probable. Once again,
the predicted distributions of correct responses and errors are probability mixtures
across trials with different values of starting point.

In the example shown in Fig. 3.2b, when the process starts near the upper criterion,
the mean RT for correct responses is 350 ms and P(C) = 0.95. When it starts near
the lower criterion, the mean RT for correct responses is 450 ms and P(C) = 0.80.
The predicted mean RTs for correct responses and errors are again the weighted
means across starting points. In this example, the mean RT for correct responses
is (0.95 x 350 + 0.80 x 450)/1.75 = 396 ms; the mean RT for errors is (0.20 x
350 + 0.05 x 450)/0.25 = 370 ms. Again, the model assumes that the predicted
mean times are weighted means across the entire distribution of starting points, but
the effect is the same: predicted mean times for errors are faster than those correct
responses. When equipped with both variability in drift and starting point, the model
can predict both the fast errors and the slow errors that are found experimentally [6].
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The final component of processing in the model is the non-decision time, denoted
T.;. Like many other models in psychology, diffusion model assumes that RT can be
additively decomposed into the decision time, T, and the time for other processes,
Ter:

RT =Tp + T

The subscript in the notation means “encoding and responding.” In many applica-
tions of the model, it suffices to treat T, as a constant. In practice, this is equivalent to
assuming that it is an independent random variable whose variance is negligible com-
pared to that of 7. In other applications, particularly those in which discriminability
is high and speed is emphasized and RT distributions have small variances, the data
are better described by assuming that T, is rectangularly distributed with range s;.
As with the distribution of starting point, the rectangular distribution is used mainly
as a convenience, because when the variance of 7, is small compared to that of Tp,
the shape of the distribution will be determined almost completely by the shape of
the distribution of decision times. The advantage of assuming some variability in T,
in these settings is that it allows the model to better capture the leading edge of the
empirical RT distributions, which characterizes the fastest 5-10 % of responses, and
which tends to be slightly more variable than the model predicts.

3.5 Bias and Speed-Accuracy Tradeoff Effects

Bias effects and speed-accuracy tradeoff effects are ubiquitous in experimental psy-
chology. Bias effects typically arise when the two stimulus alternatives occur with
unequal frequency or have unequal rewards attached to them. Speed-accuracy trade-
off effects arise as the result of explicit instructions emphasizing speed or accuracy
or as the result of an implicit set on the part of the decision-maker. Such effects
can be troublesome in studies that measure only accuracy or only RT, because of
the asymmetrical way in which these variables can be traded off. Small changes in
accuracy can be traded off against large changes in RT, which can sometimes make
it difficult to interpret a single variable in isolation [2].

One of the attractive features of sequential-sampling models like the diffusion
model is that they provide a natural account of how speed-accuracy tradeoffs arise.
As shown in Fig. 3.3, the models assume that criteria are under the decision-maker’s
control. Moving the criteria further from the starting point (i.e., increasing a while
keeping z = a/2) increases the distance the process must travel to reach a criterion
and also reduces the probability that it will terminate at the wrong criterion because
of the cumulative effects of noise. The effect of increasing criteria will thus be slower
and more accurate responding. This is the speed-accuracy tradeoff.

The diffusion model with variation in drift and starting point can account for the
interactions with experimental instructions emphasizing speed or accuracy that are
found experimentally. When accuracy is emphasized and criteria are set far from
the starting point, variations in drift have a greater effect on performance than do
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Speed/Accuracy Tradeoff Response Bias
Boundary separation changes Bias towards top boundary (blue lines)
changes to bias towards bottom boundary (red lines)

Fig. 3.3 Speed-accuracy tradeoff and response bias. Reducing decision criteria leads to faster
and less accurate responding. Shifting the starting point biases the process towards the response
associated with the nearer criterion

variations in starting point, and so slow errors are found. When speed is emphasized
and criteria are near the starting point, variations in starting point have a greater
effect on performance than do variations in drift and fast errors are found.

Like other sequential-sampling models, the diffusion model accounts for bias
effects by assuming unequal criteria, represented by a shift in the starting point
towards the upper or lower criterion, as shown in Fig. 3.3. Shifting the starting point
towards a particular response criterion increases the probability of that response
and reduces the average time taken to make it. The probability of making the other
response is reduced and the average time to make it is correspondingly increased.
The effect of changing the prior probabilities of the two responses, by manipulating
the relative stimulus frequencies, is well described by a change in the starting point
(unequal decision criteria). In contrast, unequal reward rates not only lead to a bias in
decision criteria, they also lead to a bias in the way stimulus information is classified
[20]. This can be captured in the idea of a drift criterion, which is a criterion on
the stimulus information, like the criterion in signal detection theory. The effect of
changing the drift criterion is to make the drift rates for the two stimuli unequal. Both
kinds of bias effects appear to operate in tasks with unequal reward rates.

3.6 Mathematical Methods For Diffusion Models

Diffusion processes can be defined mathematically either via partial differential equa-
tions or by stochastic differential equations. If f(z, y;#,x) is the transition density
of the process X, that is, f(r,y;t,x)dx is the probability that a process starting
at time 7 in state y will be found at time ¢ in a small interval (x, x + dx), then the
accumulation process X, with drift £ and diffusion coefficient s2, satisfies the partial
differential equation

af 1
— =_s5 i
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This equation is known in the probability literature as Kolmogorov’s backward equa-
tion, so called because its variables are the starting time t and the initial state y. The
process also satisfies a related equation known as Kolmogorov’s forward equation,
which is an equation in ¢ and x [7, 11]. The backward equation is used to derive
RT distributions; the forward equation is useful for characterizing the accumulated
evidence at time ¢ for processes that have not yet terminated at one of the criteria [5].

Alternatively, the process can be defined as satisfying the stochastic differential
equation [11]:

dX; =&dt 4+ s dW,.

The latter equation is useful because it provides a more direct physical intuition about
the properties of the accumulation process. Here d X, is interpreted as the small,
random change in the accumulated evidence occurring in a small time interval of
duration dt. The equation says that the change in evidence is the sum of a deterministic
and a random part. The deterministic part is proportional to the drift rate, &; the
random part is proportional to the infinitesimal standard deviation, s. The term on
the right, dW;,, is the differential of a Brownian motion or Wiener process, W;. It
can be thought of as the random change in the accumulation process during the
interval dt when it is subject to the effects of many small, independent random
perturbations, described mathematically as a white noise process. White noise is
a mathematical abstraction, which cannot be realized physically, but it provides
a useful approximation to characterize the properties of physical systems that are
perturbed by broad-spectrum, Gaussian noise. Stochastic differential equations are
usually written in the differential form given here, rather than in the more familiar
form involving derivatives, because of the extreme irregularity of the sample paths
of diffusion processes, which means that quantities of the form d X, /dt are not well
defined mathematically.

Solution of the backward equation leads to an infinite series expression for the
predicted RT distributions and an associated expression for accuracy [5, 7, 11]. The
stochastic differential equation approach leads to a class of integral equation methods
that were developed in mathematical biology to study the properties of integrate-and-
fire neurons. The interested reader is referred to references [6, 16, 21] for details.
For a two-boundary process with drift £, boundary separation a, starting point z, and
infinitesimal standard deviation s, with no variability in any of its parameters, the
probability of responding at the lower barrier, P (£, a, ), is

exp (— ZEa/sz) —exp(— 2$z/s2)

P& a0 = exp(— 26a/s2) — |

The cumulative distribution of first passage times at the lower boundary is
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The probability of a response and the cumulative distribution of first passage times
at the upper boundary are obtained by replacing & with —£ and z with @ — z in the
preceding expressions. More details can be found in reference [5].

In addition to the partial differential equation and integral equation methods,
predictions for diffusion models can also be obtained using finite-state Markov chain
methods or by Monte Carlo simulation [22]. The Markov chain approach, developed
by Diederich and Busemeyer [23], approximates a continuous-time, continuous-
state, diffusion process by a discrete-time, discrete-state, birth-death process [5].
A transition matrix is defined that specifies the probability of an increment or a
decrement to the process, conditional on its current state. The entries in the transition
matrix express the relationship between the drift and diffusion coefficients of the
diffusion process and the transition probabilities of the approximating Markov chain
[24]. The transition matrix includes two special entries that represent criterion states,
which are set equal to 1.0, expressing the fact that once the process has transitioned
into a criterion state, it does not leave it. An initial state vector is defined, which
represents the distribution of probability mass at the beginning of the trial, including
the effects of any starting point variation. First passage times and probabilities can
then be obtained by repeatedly multiplying the state vector by the transition matrix.
These alternative methods are useful for more complex models for which an infinite-
series solution may not be available. There are now software packages available for
fitting the standard diffusion model that avoid the need to implement the model from
first principles [25-27].

3.7 The Representation of Empirical Data

The diffusion model predicts accuracy and distributions of RT for correct responses
and errors as a function of the experimental variables. In many experimental settings,
the discriminability of the stimuli is manipulated as a within-block variable, while
instructions, payoffs, or prior probabilities are manipulated as between-block vari-
ables. The model assumes that manipulations of discriminability affect drift rates,
while manipulations of other variables affect criteria or starting points. Although
criteria and starting points can vary from trial to trial, they are assumed to be inde-
pendent of drift rates, and to have the same average value for all stimuli in a block.
This assumption provides an important constraint in model testing.

To show the effects of discriminability variations on accuracy and RT distributions,
the data and the predictions of the model are represented in the form of a quantile-
probability plot, as shown in Fig. 3.4. To construct such a plot, each of the RT
distributions is summarized by an equal-area histogram. Each RT distribution is
represented by a set of rectangles, each representing 20 % of the probability mass
in the distribution, except for the two rectangles at the extremes of the distribution,
which together represent the 20 % of mass in the upper and lower tails. The time-
axis bounds of the rectangles are distribution quantiles, that is, those values of time
that cut off specified proportions of the mass in the distribution. Formally, the pth
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quantile, Q,, is defined to be the value of time such that the proportion of RTs
in the distribution that are less than or equal to Q, is equal to p. The distribution
in the figure has been summarized using five quantiles: the 0.1, 0.3, 0.5, 0.7, and
0.9 quantiles. The 0.1 and 0.9 quantiles represent the upper and lower tails of the
distribution, that is, the fastest and slowest responses, respectively. The 0.5 quantile
is the median and represents the distribution’s central tendency. As shown in the
figure, the set of five quantiles provides a good summary of the location, variability,
and shape of the distribution.

To construct a quantile probability plot, the quantile RTs for correct responses
and errors are plotted on the y-axis against the choice probabilities (i.e., accuracy)
on the x-axis for each stimulus condition, as shown in the middle panel of the
figure. Specifically, if, Q; ,(C) and Q; ,(E) are, respectively, the quantiles of the
RT distributions for correct responses and errors in condition i of the experiment,
and P;(C) and P;(E) are the probabilities of a correct response and an error in
that condition, then the values of Q; ,(C) are plotted vertically against P;(C) for
p = 0.1,0.3,0.5,0.7,0.9, and the values of Q; ,(E) are similarly plotted against
P;(E). All of the distribution pairs and choice probabilities from each condition are
plotted in a similar way.

The bottom panel of the figure shows data from a brightness discrimination ex-
periment from Ratcliff and Smith [28] in which four different levels of stimulus
discriminability were used. Because of the way the plot is constructed, the two out-
ermost distributions in the plot represent performance for the most discriminable
stimuli and the two innermost distributions represent performance for the least dis-
criminable stimuli. The value of the quantile-probability plot is that it shows how
performance varies parametrically as stimulus discriminability is altered, and how
different parts of the RT distributions for correct responses and errors are affected
differently. As shown in the figure, most of the change in the RT distribution with
changing discriminability occurs in the upper tail of the distribution (e.g., the 0.7 and
0.9 quantiles); there is very little change in the leading edge (the 0.1 quantile). This
pattern is found in many perceptual tasks and also in more cognitive tasks like recog-
nition memory. The quantile-probability plot also shows that errors were slower than
correct responses in all conditions. This appears as a left-right asymmetry in the plot;
if the distributions for correct responses and errors were the same, the plot would
be mirror-image symmetrical around its vertical midline. The predicted degree of
asymmetry is a function of the standard deviation of the distribution of drift rates,
n and, when there are fast errors, of the range of starting points, s,. The slow-error
pattern of data in Fig. 3.4 is typical of difficult discrimination tasks in which accuracy
is emphasized.

The pattern of data is Fig. 3.4 is rich and highly-constrained and represents a
challenge for any model. The success of the diffusion model is that it has shown
repeatedly that it can account for data of this kind. Its ability to do so is not a just a
matter of model flexibility. It is not the case that the model is able to account for any
pattern of data whatsoever [29]. Rather, as noted previously, the model predicts fam-
ilies of RT distributions that have a specific and quite restricted form. Distributions
of this particular form are the ones most often found in experimental data.
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3.8 Fitting the Model to Experimental Data

Fitting the model to experimental data requires estimation of its parameters by it-
erative, nonlinear minimization. A variety of minimization algorithms have been
used in the literature, but the Nelder-Mead SIMPLEX algorithm has been popular
because of its robustness [30]. Parameters are estimated to minimize a fit statistic,
or loss function, that characterizes the discrepancy between the model and the data.
A variety of fit statistics have been used in applications, but chi-square-type statis-
tics, either the Pearson chi-square ( x2) or the likelihood-ratio chi-square (G?), are
common. For an experiment with m stimulus conditions, these are defined as

m 2
B
=y P T

and

respectively These statistics are asymptotically equivalent and yield similar results
in most applications. In these equations, the outer summation over i indexes the m
conditions in the experiment and the inner summation over j indexes the 12 bins
defined by the quantiles of the RT distributions for correct responses and errors. (The
use of five quantiles per distribution gives six bins per distribution, or 12 bins per
correct and error distribution pair.) The quantities p;; and m;; are the observed and
predicted proportions of probability mass in each bin, respectively, and n; is the
number of stimuli in the ith experimental condition. For bins defined by the quantile
bounds, the values of p;; will equal 0.2 or 0.1, depending on whether or not the
bin is associated with a tail quantile, and the values of 7;; are the differences in the
probability mass in the cumulative finishing time distributions, evaluated at adjacent
quantiles, G(Q; p,v,a,z) — G(Q; p—1, V,a, z). Here we have written the cumulative
distribution as a function of the mean drift, v, rather than the trial-dependent drift, &, to
emphasize that the cumulative distributions are probability mixtures across a normal
distribution of drift values. Because the fit statistics keep track of the distribution of
probability mass across the distributions of correct responses and errors, minimizing
them fits both RT and accuracy simultaneously.

Fitting the model typically requires estimation of around 8—10 parameters. For an
experiment with a single experimental condition and four different stimulus discrim-
inabilities like the one shown in Fig. 3.4, a total of 10 parameters must be estimated
to fit the full model. There are four values of the mean drift, v;, i = 1,...,4, a
boundary separation parameter, a, a starting point, z, a non-decision time, T, and
variability parameters for the drift, starting point, and non-decision time, n, s,, and
s;, respectively. As noted previously, to make the model estimable, the infinitesimal
standard deviation is typically fixed to an arbitrary value (Ratcliff uses s = 0.1 in his
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work, but s = 1.0 has also been used). In experiments in which there is no evidence
of response bias, the data can be pooled across the two responses to create one dis-
tribution of correct responses and one distribution of errors per stimulus condition.
Under these conditions, a symmetrical decision process can be assumed (z = a/2)
and the number of free parameters reduced by one. Also, as discussed previously,
in many applications the non-decision time variability parameter can be set to zero
without worsening the fit.

Although the model has a reasonably large number of free parameters, it affords
a high degree of data reduction, defined as the number of degrees of freedom in the
data divided by the number of free parameters in the model. There are 11m degrees
of freedom in a data set with m conditions and six bins per distribution (one degree
of freedom is lost for each correct-error distribution pair, because the expected and
observed masses are constrained to be equal in each pair, giving 12 —1 = 11 degrees
of freedom per pair). For the experiment in Fig. 3.4, there are 44 degrees of freedom
in the data and the model had nine free parameters, which represents a data reduction
ratio of almost 5:1. For larger data sets, data reduction ratios of better than 10:1 are
common. This represents a high degree of parsimony and explanatory power.

It is possible to fit the diffusion model by maximum likelihood instead of by min-
imum chi-square. Maximum likelihood defines a fit statistic (a likelihood function)
on the set of raw RTs rather than on the probability mass in the set of bins, and max-
imizes this (i.e., minimizes its negative). Despite the theoretical appeal of maximum
likelihood, its disadvantage is that it is vulnerable to the effects of contaminants or
outliers in a distribution. Almost all data sets have a small proportion of contaminant
responses in them, whether from finger errors or from lapses in vigilance or atten-
tion, or other causes. RTs from such trials are not representative of the process of
theoretical interest. Because maximum likelihood requires that all RTs be assigned a
non-zero likelihood, outliers of this kind can disrupt fitting and estimation, whereas
minimum chi-square is much less susceptible to such effects [31].

Many applications of the diffusion model have fitted it to group data, obtained by
quantile-averaging the RT distributions across participants. A group data set is cre-
ated by averaging the corresponding quantiles, Q; ,, for each distribution of correct
responses and errors in each experimental condition across participants. The choice
probabilities in each condition are also averaged across participants. The advantage
of group data is that it is less noisy and variable than individual data. A potential con-
cern when working with group data is that quantile averaging may distort the shapes
of the individual distributions, but in practice, the model appears to be robust to
averaging artifacts. Studies comparing fits of the model to group and individual data
have found that both methods lead to similar conclusions. In particular, the averages
of the parameters estimated by fitting the model to individual data agree fairly well
with the parameters estimated by fitting the model to quantile-averaged group data
[32, 33]. Although the effects of averaging have not been formally characterized, the
robustness of the model to averaging may be a result of the relative invariance of its
families of distribution shapes, discussed previously.
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3.9 The Psychophysical Basis of Drift

The diffusion model has been extremely successful in characterizing performance in
a wide variety of speeded perceptual and cognitive tasks, but it does so by assuming
that all of the information in the stimulus can be represented by a single value of drift,
which is a free parameter of the model, and that the time course of the stimulus encod-
ing processes that determine the drift can be subsumed within the non-decision time,
T.:, which s also a free parameter. Recent work has sought to characterize the percep-
tual, memory, and attentional processes involved in the computation of drift and how
the time course of these processes affects the time course of decision making [34].

Developments in this area have been motivated by recent applications of the dif-
fusion model to psychophysical discrimination tasks, in which stimuli are presented
very briefly, often at very low levels of contrast and followed by backward masks to
limit stimulus persistence. Surprisingly, performance in these tasks is well described
by the standard diffusion model, in which the drift rate is constant for the duration
of an experimental trial [35, 36]. The RT distributions found in these tasks resemble
those obtained from tasks with response-terminated stimuli, like those in Fig. 3.4,
and show no evidence of increasing skewness at low stimulus discriminability, as
would be expected if the decision process were driven by a decaying perceptual trace.
The most natural interpretation of this finding is that the drift rate in the decision
process depends on a durable representation of the stimulus stored in visual short-
term memory (VSTM), which preserves the information it contains for the duration
of an experimental trial.

This idea was incorporated in the integrated system model of Smith and Ratcliff
[34], which combines submodels of perceptual encoding, attention, VSTM, and
decision-making in a continuous-flow architecture. It assumes that transient stimulus
information encoded by early visual filters is transferred to VSTM under the control of
spatial attention and the rate at which evidence is accumulated by the decision process
depends on the time-varying strength of the VSTM trace. Because the VSTM trace is
time-varying, the decision process in the model is time-inhomogeneous. Predictions
for time-inhomogeneous diffusion processes cannot be obtained using the infinite-
series method, but can be obtained using either the integral equation method [16] or
the Markov chain approximation [23]. The integrated system model has provided a
good account of performance in tasks in which attention is manipulated by spatial
cues and discriminability is limited by varying stimulus contrast or backward masks.
It has also provided a theoretical link between stimulus contrast and drift rates, and
an account of the shifts in RT distributions that occur when stimuli are embedded
in dynamic noise, which is one of the situations in which the standard model fails
[28, 37]. The main contribution of the model to our understanding of simple decision
tasks is to show how performance in these tasks depends on the time course of
processes of perception, memory, attention, and decision-making acting in concert.
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3.10 Conclusion

Recently, there has been a burgeoning of interest in the diffusion model and related
models in psychology and in neuroscience. In psychology, this has come from the
realization that the model can provide an account of the effects of stimulus informa-
tion, response bias, and response caution (speed-accuracy tradeoff) on performance
in simple decision tasks, and a way to characterize these components of processing
quantitatively in populations and in individuals. In neuroscience, it has come from
studies recording from single cells in structures of the oculomotor systems of awake
behaving monkeys performing saccade-to-target decision tasks. Neural firing rates
in these structures are well-characterized by assuming that they provide an online
read-out of the process of accumulating evidence to a response criterion [38]. This
interpretation has been supported by the finding that the parameters of a diffusion
model estimated from monkeys’ RT distributions and choice probabilities can predict
firing rates in the interval prior to the overt response [39, 40]. These results link-
ing behavioral and neural levels of analysis have been accompanied by theoretical
analyses showing how diffusive evidence accumulation at the behavioral level can
arise by aggregating the information carried in individual neurons across the cells in
a population [41, 42].

There has also been recent interest in investigating alternative models that exhibit
diffusive, or diffusion-like, model properties. Some of these investigations have
been motivated by a quest for increased neural realism, and the resulting models
have included features like racing evidence totals, decay, and mutual inhibition [43].
Although arguments have been made for the importance of such features in a model,
and although these models have had some successes, none has yet been applied as
systematically and as successfully to as wide a range of experimental tasks as has
the standard diffusion model.

Exercises

Simulate a random walk with normally-distributed increments in Matlab, R, or some
other software package. Use your simulation to obtain predicted RT distributions
and choice probabilities for a range of different accumulation rates (means of the
random variables, Z;). Use a small time step of, say, 0.001 s to ensure you obtain a
good approximation to a diffusion process and simulate 5000 trials or more for each
condition. In most experiments to which the diffusion model is applied, decisions are
usually made in around a second or less, so try to pick parameters for your simulation
that generate RT distributions on the range 0-1.5 s.

1. The drift rate, &£, and the infinitesimal standard deviation, s, of a diffusion process
describe the change occurring in a unit time interval (e.g., during one second).
If & and s, denote, respectively, the mean and standard deviation of the dis-
tribution of increments, Z;, to the random walk, what values must they be set to
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in order to obtain a drift rate of £ = 0.2 and an infinitesimal standard deviation
of s = 0.1 in the diffusion process? (Hint: The increments to a random walk
are independent and the means and variances of sums of independent random
variables are both additive).

2. Verify that your simulation yields unimodal, positively-skewed RT distributions
like those in Fig. 3.1. What is the relationship between the distribution of cor-
rect responses and the distribution of errors? What does this imply about the
relationship between the mean RTs for correct responses and errors?

3. Obtain RT distributions for a range of different drift rates. Drift rates of
& = {0.4,0.3,0.2,0.1} with a boundary separation a = 0.1 are likely to be
good choices with s = 0.1. Calculate the 0.1, 0.3, 0.5, 0.7, and 0.9 quantiles of
the distributions of RT for each drift rate. Construct a Q-Q (quantile-quantile)
plot by plotting the quantiles of the RT distributions for each of the four drift con-
ditions on the y-axis against the quantiles of the largest drift rate (e.g., £ = 0.4)
condition on the x-axis. What does a plot of this kind tell you about the families
of RT distributions predicted by a model?

4. Compare the Q-Q plot from your simulation to the empirical Q-Q plots reported
by Ratcliff and Smith [28] in their Fig. 20. What do you conclude about the
relationship?

5. Read Wagenmakers and Brown [17]. How does the relationship they identify
between the mean and variance of empirical RT distributions follow from the
properties of the model revealed in the Q-Q plot?

Further Reading

Anyone wishing to properly understand the RT literature should begin with Luce’s
(1986) classic monograph, Response Times [2]. Although the field has developed
rapidly in the years since it was published, it remains unsurpassed in the depth
and breadth of its analysis. Ratcliff’s (1978) Psychological Review article [5] is
the fundamental reference for the diffusion model, while Ratcliff and Smith’s
(2004) Psychological Review article [6] provides a detailed empirical comparison
of the diffusion model and other sequential-sampling models. Smith and Ratcliff’s
(2004) Trends in Neuroscience article [38] discusses the emerging link between
psychological models of decision-making and neuroscience.
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Chapter 4
An Introduction to Human Brain Anatomy

Birte U. Forstmann, Max C. Keuken and Anneke Alkemade

If you want to understand function, study structure.
(Swaab [75])

Abstract This tutorial chapter provides an overview of the human brain anatomy.
Knowledge of brain anatomy is fundamental to our understanding of cognitive
processes in health and disease; moreover, anatomical constraints are vital for neu-
rocomputational models and can be important for psychological theorizing as well.
The main challenge in understanding brain anatomy is to integrate the different levels
of description ranging from molecules to macroscopic brain networks. This chapter
contains three main sections. The first section provides a brief introduction to the
neuroanatomical nomenclature. The second section provides an introduction to the
different levels of brain anatomy and describes commonly used atlases for the visu-
alization of functional imaging data. The third section provides a concrete example
of how human brain structure relates to performance.

4.1 Introduction

The human brain is the most complex and fascinating organ of the human body. Over
centuries, it has been studied by philosophers, physicians, anatomists, biologists,
engineers, psychologists, and in recent times also by neuroscientists. In the Middle
ages, anatomical training played a central role in medical education and knowledge
of human anatomy was highly valued [60]. However, during early years of the last
century and the rapidly developing field of empirical psychology, knowledge of
brain anatomy was considered insufficient to understand cognitive functioning. For

B. U. Forstmann (<) - M. C. Keuken - A. Alkemade

University of Amsterdam, Cognitive Science Center Amsterdam,
Nieuwe Achtergracht 129, 1018 Amsterdam, The Netherlands
e-mail: buforstmann@gmail.com

M. C. Keuken
e-mail: mckeuken@gmail.com

A. Alkemade
e-mail: jmalkemade @gmail.com

© Springer Science+Business Media, LLC 2015 71
B. U. Forstmann, E.-J. Wagenmakers (eds.), An Introduction
to Model-Based Cognitive Neuroscience, DOI 10.1007/978-1-4939-2236-9_4



72 B. U. Forstmann et al.

many, brain anatomy became largely irrelevant to the development of psychological
models of function and dysfunction [14, 15]. This position was stated succinctly
by the American philosopher and cognitive scientist Jerry Fodor: °...if the mind
happens in space at all, it happens somewhere north of the neck. What exactly turns
on knowing how far north?’ [16, 32].

In the last decade the advent of ultra-high field 7 Tesla (T) or higher magnetic
resonance imaging (MRI) holds the promise to reinstate anatomy to its former
important position. In vivo structural and functional brain measurements on the
sub-millimeter scale allow researchers to zoom in on fine-grained features such as
the layering of cortex [4, 28, 37, 39, 51, 85] and very small nuclei in the subcortex
[1, 34, 47] without having to lift the skull. Interest in this new technology is rapidly
growing and to date more than 50 ultra-high field MRI scanners are available for
human brain research worldwide. However, the importance of studying anatomy
with ‘expensive’ neuroimaging techniques continues to be criticized. Neuroscep-
tics rightly highlight the deficiencies of implausible and theoretically uninspiring
research findings (e.g., http://blogs.discovermagazine.com/neuroskeptic/) and one
may wonder whether much knowledge has recently been added to the work of the
great neuroanatomists of the past centuries.

Recent developments in neuroimaging have provided a powerful tool to the field
of the neurosciences, which appears to have regained some of brain anatomy’s pop-
ularity in neuroscientific research. Traditional postmortem neuroanatomical studies
are being replaced, at least partially, by advanced non-invasive techniques that now
allow one to study larger numbers, and more importantly, brains of healthy indi-
viduals. In its modern form, anatomical studies will continue to contribute to our
understanding of brain anatomy and function.

In this chapter, we first provide a brief introduction to the nomenclature of neu-
roanatomy because it is all too easy to get lost in localization [20]. Next, we introduce
descriptive, sectional, and connectional neuroantomy and list grey and white mat-
ter atlases that are widely applied to study systematically brain structure. Finally,
a concrete example about function-structure relationships zooming in on individual
differences will be presented.

4.2 Nomenclature

Nomenclature is a normalized system of exactly defined terms arranged according to
specific classification principles and is essential in the field of anatomy [76]. The ori-
gins of the anatomical terminology date back to classical Greek and Roman antiquity
over 2500 years ago, and explain the current use of Greek and Latin spelling. Due
to the early development of terminology and nomenclature, anatomy is considered
to be one of the first exact medical fields [42].

The official anatomical nomenclature that is currently used is in Latin and was
created by the Federative Committee on Anatomical Terminology (FCAT) and ap-
proved by the International Federation of Associations of Anatomists (IFAA). It was
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Fig. 4.1 (a) Conventions in anatomical terminology; The sagittal plane (red) divides the brain in
a left and right part, the axial or transverse plane (blue) divides the brain in inferior and superior
parts, and the coronal or frontal plane (green) is the vertical plane perpendicular to the sagittal
plane. (b) Connectional neuroanatomy. The corpus callosum and anterior commissure represent the
main commissural tracts connecting the left and right hemisphere (red). The associative pathways
(green) connect specific cortical areas within a hemisphere (ipsilateral connections). The ascending
and descending projection pathways connect cortical and subcortical structures (blue)

published a year later as the Terminologia Anatomica (TA); [30]. Since Latin is
taught increasingly less in high schools [17], the TA has been translated in several
different languages including English, Spanish, Russian, and Japanese.

Another commonly used way of describing the brain is by differentiating between
descriptive, sectional, and connectional aspects of neuroanatomy (see also [16]).

Descriptive neuroanatomy of the nervous system can be defined as the process of
identifying and labeling different parts of the brain and spinal cord [16]. The brain
can be described from its surface including different views. The surface of the brain
can be viewed from above (axial view), from the front (anterior or coronal view), the
back (posterior or coronal view), as well as from the side (lateral or sagittal view;
Fig. 4.1a). The same terminology is used to indicate different regions of the brain
surface (e.g., superior frontal gyrus, Fig. 4.2). The terms distal, proximal, bilateral,
unilateral, ipsilateral, and contralateral are used to indicate the location of an area
relative to another area. In the following we provide some examples to clarify these
terms. Place a finger in your elbow cavity and do the following: Move your finger
towards your wrist. This movement is in distal direction compared to your elbow
cavity. If you move your finger back to the elbow cavity then this movement is in
proximal direction.

The term bilateral indicates that a brain area is represented in both hemispheres.
The term unilateral refers to only one hemisphere. A well-known example for a
unilateral representation is Broca’s area, an area essential for language [23, 49]. In
the majority of people this area is located in the left hemisphere.

Finally, consider a plane that cuts your body symmetrically into a left and
right part. Any connection between two regions that remains on one side is called
ipsilateral. If the connection crosses from the left to the right side or vice versa, this
is called contralateral.
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Fig. 4.2 Sectional anatomy. Cortical subdivisions (a) lateral view (b) medial view (c) brain
ontogeny

Sectional neuroanatomy describes the relationship between cortical and subcor-
tical structures, most commonly visualized along orthogonal axial, coronal, and
sagittal planes (Fig. 4.1a). Axial planes divide the brain into an upper and lower part.
In radiological convention, the axial slices are viewed from the feet upwards to the
head. Consequently, on axial slices the left side of the brain is on the right side of the
page, whereas in the neurological convention this mapping is inverted. Axial planes
are also sometimes indicated as horizontal or transverse planes. To allow generaliza-
tion and comparison of results, brains in neuroimaging studies are often displayed
within a space of reference (e.g., [53, 54, 78] see also the section about grey and
white matter atlases). The axial coordinates move in the Z-direction (negative values
indicate slices inferior to the anterior commissure, while positive values indicate
slices superior to the anterior commissure; Fig. 4.1a).

Coronal planes cut through the brain in the anterior to posterior direction. The
coronal planes are conventionally oriented with the left side of the brain on the right
side of the page (radiological convention). Slices anterior to the anterior commissure
are indicated with positive values on the Y-axis. Finally, the midsagittal plane divides
the brain into two hemispheres. Parasagittal slices through the left hemisphere are
indicated by negative values on the X-axis.

Connectional neuroanatomy delineates the origin, course, and termination of con-
necting pathways. Post-mortem dissections of white matter tracts, i.e., the paler tissue
of the brain and spinal cord, require special preparation and are particularly difficult
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to perform. Recent developments in diffusion MRI tractography have revitalized
the field. The tracts are classified according to their course and terminal projections
(Fig. 4.1b). So-called commissural pathways run along a horizontal axis and connect
the two hemispheres. The majority of projection pathways follow a vertical course
along a dorso-ventral (descending) or ventro-dorsal (ascending) axis and connect the
cerebral cortex to subcortical nuclei, cerebellum, and the spinal cord. Association
tracts run longitudinally along an anterior-posterior axis from front to back and vice
versa and connect cortical areas within the same hemisphere.

4.3 Different Levels of Brain Anatomy

For more than five centuries, the nervous system has been divided into grey matter and
white matter [82]. Grey matter contains cell bodies, neuronal extensions including
axons and dendrites as well as synapses between extensions, glia, and blood vessels
(cf. [77]). Grey matter compartments consist of relatively low numbers of cell bodies
and are composed of mostly unmyelinated axons, dendrites, and glia cell processes
which together form a synaptically dense region which is called the neuropil (cf. [63]).
White matter is indicated as such due to its white appearance as a result of mainly
myelinated axons, although it also contains unmyelinated axons. White matter is used
as a generic term for nervous system volumes where axons predominate connecting
grey matter regions. It can also include neurons when it is in close proximity to grey
matter [63, 72].

In this section we will describe in more detail sectional neuroanatomy includ-
ing grey matter regions such as the cerebral cortex and the basal ganglia. Next
connectional anatomy will be discussed including white matter compartments and
pathways.

4.3.1 Sectional Anatomy

Sectioning of the brain in three orthogonal planes allows us to investigate anatomical
structures located deep inside the brain. Deep brain structures include the ventricular
system, deep grey nuclei, and a number of white and grey matter structures. The
ventricular system is filled with cerebrospinal fluid (CSF) produced by the choroid
plexus which provides a highly protective bath with great buffering capacity in which
the brain is immersed. The ventricular system consists of a number of brain cavities
which are interconnected and allow for a CSF flow towards the submeningeal space.
The mediobasal part of the brain and the areas bordered by the lateral ventricles are
made up by a number of grey matter nuclei. These nuclei are separated by many
fiber tracts which form the cerebral white matter. The outer aspect of the cerebral
white matter forms the cerebral cortex. Below we will describe the aforementioned
structures in more detail.
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Fig. 4.3 Reproduction of the classical Brodmann map. (a) lateral view, (b) medial view. Individual
numbers indicate Brodmann area numbers

4.3.1.1 Cerebral Cortex

The outer surface of the cerebral hemispheres is called cerebral cortex which consists
of a densely folded strip of grey matter. The cerebral cortex displays a multi-layered
organizational pattern. The architecture of the cortical layers varies across the brain.
The majority of the cortex is six-layered (neocortex), and can be further parcellated
in distinct areas or fields. The cytoarchitecture reveals variations in cell shape, size,
and density; characteristics which are used as anatomical landmarks to divide the
cortex into distinct areas.

According to the work of individual groups and authors, the number of areas that
are distinguished varies from a minimum of 17 [13] to a maximum of 107 [26]. The
most widely used maps are provided by Brodmann [9] (Fig. 4.3) and his original
atlas contained 52 areas.

According to Brodmann’s classification, the frontal lobe consists of eleven fields,
which are grouped in five main regions. (1) Area 4 corresponds to the primary motor
cortex, containing neuronal bodies, as well as cortico-spinal projection fibers which
show a somatotopical organization; (2) Area six contains the premotor region and is
subdivided into the lateral premotor cortex (PMC), and the pre-supplementary motor
area (pre-SMA); (3) Area 44 and 45 correspond to Broca’s area; (4) Area 8—10, and
46 include dorsolateral prefrontal areas, and 47 to the ventrolateral prefrontal corex;
(5). Finally, areas 11 and 47 represent the main parts of the orbitofrontal cortex.

The parietal lobe is divided into four regions consisting of a total of nine separate
fields by Brodmann. (1) Areas 1-3 correspond to the somatosensory cortex and
its cytoarchitecture strongly resembles that of the primary motor cortex; (2) The
more laterally located areas 5 and 7 together form the superior polymodal parietal
cortex; (3) Areas 39 and 40 are located in the inferior polymodal parietal cortex,
corresponding to the Geschwind’s territory; (4) The medial parts of areas 31, 5, and 7
form the precuneus, and area 43 is considered a transition region of the fronto-parietal
operculum.



4 An Introduction to Human Brain Anatomy 77

Fig. 4.4 Probabilistic Basal Ganglia atlas. (a) Probability maps for the striatum, globus pallidus
external segment, globus pallidus internal segment, subthalamic nucleus, substantia nigra, and red
nucleus of the left hemisphere. (b) Bilateral representation. (c¢) Axial presentation, level of the
globus pallidus. The color intensity reflects the percentage overlap across the 30 participants. (d)
Axial presentation, level of the red nucleus. The color intensity reflects the percentage overlap
across the 30 participants. (adapted from [46])

The temporal lobe is also divided into four main regions consisting of seven sep-
arate fields. (1) Area 41 is the primary auditory cortex; (2) Adjacent is the auditory
association cortex consisting of area 42 and 22, which in part overlays with Wer-
nicke’s area; (3) The temporal visual association cortex is formed by areas 20, 21, and
37; (4) Finally, area 38, one of the paralimbic areas, occupies the temporopolar cortex.

The occipital lobe consists of three areas (17-19). The primary visual cortex
corresponds to area 17, and area 18 and 19 form the visual association cortex.

The limbic lobe includes as much as 15 fields. Areas 11, 24, 25, 32, 33, 36,
and 47 form an olfactocentric group and areas 23, 26-31 form a hippocampocentric
group. Additionally, many white matter tracts are present in the cerebral cortex with
two main orientations: tangential and radial. Further myeloarchitectonic subdivision
within the cerebral cortex reveals over 200 additional areas [84].

Basal Ganglia The basal ganglia are located deep in the white matter of the cere-
bral hemispheres anterior to the thalamus positioned medial to the lateral ventricles
(Fig. 4.4). They consist of two major functional divisions, the striatum and, more
medially located, the globus pallidus. The striatum in turn is composed of two highly
interconnected masses, the putamen and caudate nucleus.
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The caudate nucleus shows a somewhat elongated shape with a large anterior head,
which becomes more narrow towards the thalamus and continues to narrow down
and forward towards the temporal lobe along the wall of the lateral ventricle. Towards
the antero-ventral part of putamen, distinguishing between the caudate nucleus and
putamen around the inferior border of the internal capsule is difficult.

The globus pallidus is further divided into an external and internal segment.
The putamen and globus pallidus together form the lentiform nucleus and are
located lateral to the internal capsule. Finally, two areas that are functionally but not
ontologically considered to be part of the basal ganglia are the subthalamic nucleus
(STN) and the substantia nigra. The STN forms a small lens-shaped nucleus, which
is high in iron content and a main target region for deep-brain stimulation for the
treatment of refractory movement disorders, e.g., Parkinson’s disease, and is located
adjacent in anterior and lateral direction of the substantia nigra. The substantia nigra
is a crescent shaped region that is one of the production sites of the neurotransmitter
dopamine and the degeneration of this nucleus is a main hallmark of Parkinson’s
disease. The substantia nigra is named after its pigmented, melanin containing
neurons, which allows it to be clearly distinguished in histological sections.

4.3.1.2 Cerebellum

The cerebellum, or “little brain”, is located inferior of the occipital lobe and posterior
to the brain stem. The functions of the cerebellum range from maintaining balance,
coordination of half automatic movements to cognitive functions such as attention,
language, and working memory [6, 38, 73]. Similar to the cerebrum, the cerebellum
is distributed across the two hemispheres, which are connected through the vermis.
Each hemisphere has three lobes: the anterior, posterior, and flocculonodular lobe.
The cerebellum is connected to the brain stem via three peduncles namely the superior
cerebellar peduncle, the middle cerebellar peduncle, and the inferior cerebellar pe-
duncle connecting respectively to the midbrain, pons, and medulla oblongata. While
the cerebellum occupies only 10 % of the total volume of the entire human brain,
it contains many more neurons than the rest of the brain combined, such that for
each neuron in the cerebral cortex there are on average 3.6 neurons in the cerebellum
[40, 43].

4.3.2 Connectional Neuroanatomy

White matter tracts can be classified in different groups: tracts in the brainstem and
projections, association, and commissural tracts in the cerebral hemispheres. Pro-
jection fibers connect cortical and subcortical gray matter, association tracts connect
two cortical areas, and commissural tracts connect the brain’s hemispheres.

Brain regions are connected by white matter tracts which vary across subjects in
terms of their position, extent, and course [12]. Even though the regional pattern of
connectivity is largely preserved across individuals and these afferent, i.e., conduct-
ing incoming, and efferent, i.e., conducting outgoing, pathways strongly influence



4 An Introduction to Human Brain Anatomy 79

the information processing properties of individual brain regions [61]. Consequently,
it is often desirable to understand regional activation patterns in terms of an underly-
ing system of neural regions and their interactions [35, 36]. To this end, advances in
diffusion weighted tractography, a technique that allows the measurement of white
matter fibers, offer the potential for explicitly relating functional and connectional
anatomy. For instance, regional connectivity patterns can be used to reliably identify
both cortical [3, 41] and subcortical regions [5, 22, 50] even when these areas lack
clear macroanatomical borders. Consequently, by collecting connectivity informa-
tion along with functional data, it is possible to directly relate structure to function
in individuals. The final section of this chapter provides a concrete example relating
white matter connectivity to function by zooming in on interindividual differences.

Finally, the brainstem consists of five major white matter tracts: the superior,
middle, and inferior cerebellar peduncles, the corticospinal tract, and the medial
lemniscus.

Projection fibers connect the cortex with distant regions located in the lower parts
of the brain and spinal cord. These fibers can be differentiated into two classes: the
corticothalamic/thalamocortical fibers (collectively called thalamic radiations) and
the long corticofugal (corticoefferent) fibers. The corticofugal fibers include such
fibers as the corticopontine, corticoreticular, corticobulbar, and corticospinal tracts.
These fibers all penetrate the internal capsule either between the thalamus and the
putamen or between the caudate nucleus and the putamen. When approaching the
cortex, they fan out forming the corona radiata. The thalamus is known to have
reciprocal connections to many areas in cortex.

Association fibers connect different ipsilateral cortical areas and are classified
into short and long association fibers. The former connect areas within the same
cerebral hemisphere and include the fibers connecting adjacent gyri, so-called U-
fibers. The long association fibers connect different lobes, forming prominent fiber
bundles. Some of the main association fibers are (1) the superior longitudinal or
arcuate fasciculus connecting the frontal, temporal, and parietal lobe; (2) the inferior
longitudinal fasciculus connecting the temporal and occipital lobe; (3) the superior
fronto-occipital fasciculus, connecting the frontal and parietal lobe; (4) the inferior
fronto-occipital fasciculus connecting the orbital cortex to the ventral occipital lobe,
and; (5) the uncinate fasciculus connecting the anterior temporal lobe and lateral or-
bital frontal regions. Three major fibers connecting the limbic system (hippocampus),
namely (1) the cingulum connecting the prefrontal, parietal and occipital cortex to
the temporal lobe and hippocampus; (2) the stria terminalis connecting the hypotha-
lamus to the amygdala, and; (3) the fornix, which is a projection fiber, connecting
the medial temporal lobe to the mamillary bodies and hypothalamus.

Commissural fibers interconnect the two cerebral hemispheres and contain more
than 300 million axons [58]. Most of the commissures interconnect homologous cor-
tical areas in roughly mirror-image sites, but a substantial number have heterotopic
connections ending in asymmetrical areas. The largest of the commissural fiber tracts
is the corpus callosum, which connects the neocortical hemispheres. Inferior to the
corpus callosum are two other commissures, namely the anterior and the posterior
commissure (AC and PC respectively). The anterior commissure connects the bilat-
eral anterior and ventral temporal lobes. An imaginary line between connecting these
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two points, the AC-PC line, is often used for MRI-analyses. See Catani and de Schot-
ten [15] for an in vivo atlas of the projection, association, and commissural fibers.

4.4 Neuroanatomical Atlases

Neuroanatomical atlases are a useful tool because they provide a common reference
framework for structural and functional MRI studies. This is important in light of the
substantial variability between individual healthy brains [44, 79], even in identical
twins [80]. For example, all humans have a transverse gyrus (known as Heschl’s
gyrus) in the superior temporal lobe that is associated with the primary auditory
cortex, but the number and size of these transverse gyri varies across individuals [62,
64]. Similar variability is observed in other cortical regions [2, 19, 59, 65, 66]. The
shape and relative locations of subcortical structures also differ between individuals
and change with age [24, 47, 48]. The same can be observed for commissural fibers.
This variability in brain structure across individuals is of critical importance because
it implicates that no two twin brains are identical at a macroscopic level and therefore
no single brain can be considered representative of a population. Consequently, any
atlas based on a single ‘template’ brain will necessarily provide limited accuracy.
In theory, it may be possible to determine a topological transformation that could
morph one brain into precise correspondence with another, although current spatial
normalization procedures tend to correct only for gross anatomical variability.

4.4.1 Grey Matter and White Matter Atlases

Prior to the development of MRI scanners, atlases were solely based on the analysis
of post-mortem tissue. Classical examples include for instance the work by Brod-
mann [9]. As described earlier, Brodmann’s atlas is based on cyotarchitectonics, i.e.,
the density and types of cells present in different cortical layers. Other cytoarchitec-
tonic atlases have been published by von Economo and Koskinas [26], Ngowyang
[57], Sarkisov and colleagues [69], and Braak [8]. Strikingly, all these atlases vary
substantially in the number of areas, the size of the areas, and the exact location of
delineated areas. The most recent cytoarchitectonic atlas is provided by Duvernoy
which covers both cortical and subcortical brain areas including the brain stem [25].

A different class of atlases is based on the myeloarchitecture, i.e., the distribution
of myelinated axons in the brain. The most prominent myeloarchitecture atlases were
published by Reil [67, 68], Burdach [11], Smith [71], Flechsig [31], Vogt [83], and
Strasburger [74].

Other classes of atlases that are used in the cognitive neurosciences are based on
non-human primate data. An example of such an atlas is provided by Schmahmann
and Pandya [70] which includes tracer sections. Postmortem sections were analyzed
after the in vivo injection with chemical tracers.
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4.4.2 Standard Space Atlases

With the advent of MRI, the need for a common reference space increased because
a common reference allows the comparison across individuals’ functional and struc-
tural brain maps. A first attempt at a standard 3D space was developed by Talairach
and Tournoux [78] which was based on a single post-mortem brain from a 60-year
old woman. This brain template, together with the anatomical labels, provided the
opportunity to compare individuals’ functional brain maps in a common reference
space. However, while this approach was considered state of the art for many years,
further progression of the research field now allows for better alternatives. In the be-
ginning of the 1990s, a template was developed which has now become the standard
space in MRI research: the Montreal Neurolmaging (MNI) template. Several versions
of this template exist with the most recent one including 452 subjects’ anatomical
MRI scans [29] specifying 142 brain areas. Other MRI atlases are based on macro-
scopic delineations of cortical and subcortical areas, such as the Harvard-Oxford atlas
which includes 96 brain areas and is created based on 37 subjects [21, 52]. Eickhoff
and colleagues [27] created an atlas which is based on cytoarchitectonic properties
and includes ten ex vivo brains. More recently, specialized atlases partly relying
on ultra-high resolution 7 T MRI have been developed including the STN [34, 47]
(http://www.nitrc.org/projects/atag), the locus coeruleus [46], and the thalamus [56].

4.5 Structure-Function Relationships

In the final section of this chapter, we will discuss a concrete example how structure-
function relationships can be established in a model-based framework. This example
focuses on interindividual differences in the speed-accuracy tradeoff (SAT), both
in behavior and in structural features of the human brain. The SAT describes a
behavioral regularity that explains why the temporal benefits of responding more
quickly come at the cost of making more errors. A possible mechanism for the
SAT is that the response threshold can be adjusted depending on the strategy. If the
response needs to be very accurate, a high response threshold is adopted so that
sufficient information can be accumulated. If a speeded response is required, a low
response threshold ensures responses that are quick but error-prone.

Non-human primate and human studies have provided handles on how the mech-
anism of flexibly adjusting response thresholds could be implemented in the human
brain (for a review see [7]). Specifically, the anatomical substrate that could subserve
the SAT mechanism is the interplay between cortex and the basal ganglia. There are
two main pathways that connect the cortex to the basal ganglia namely the cortical-
striatal pathway and the cortical-subthalamic pathway. The striatal hypothesis poses
that an emphasis on speed promotes excitatory input from cortex to striatum; the
increased baseline activation of the striatum acts to decrease the inhibitory control
that the output nuclei of the basal ganglia exert over the brain, thereby facilitating
faster but possibly premature responses. Alternatively, the STN hypothesis posits
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7.0T MRI T2* 3.0T MRI T2* 1.5T MRI T2*

Fig. 4.5 Visualization of the STN with different MRI contrasts at different field strengths. (a) The
left panel shows a 7 T T1 weighted anatomical MRI scan. Note the low contrast in the midbrain.
The right panel shows a 7 T T2* weighted anatomical scan. Note the improved contrast in the
subcortical regions. (b) The lower left panel shows a 7 T T2* weighted anatomical scan. The use of
high field strength yields excellent contrast allowing differentiation between individual subcortical
nuclei including the STN and SN. The middle panel shows a 3 T T2* weighted anatomical scan and
the lower right panel shows a 1.5 T T2* weighted anatomical scan for comparison. (adapted from

[181)

that an emphasis on accuracy promotes excitatory input from cortex (e.g., anterior
cingulate cortex) to the STN; increased STN activity may lead to slower and more
accurate choices.

These two hypotheses result in competing anatomical predictions. In particular,
the striatal hypothesis predicts that participants who display better control of the SAT
have stronger white matter tract connections between cortex and striatum, whereas
the STN hypothesis predicts stronger white matter connections between cortex and
STN. Testing of these distinct hypotheses has been technically challenging, but a first
step has been made by visualization of the STN using 7 T MRI [33, 34, 47]. Since
the STN is a very small lens-shaped nucleus in the subcortex, it is barely visible on 3
T anatomical MRI scans (Fig. 4.5). From an anatomical point of view, the technical
development of ultra-high resolution MRI has therefore already been proven crucial.
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Fig. 4.6 Structural differences in brain connectivity predict individual differences in decision mak-
ing. (a) Connectivity-based seed classification for the pre-SMA projecting into the striatum (green)
and STN (red). (b) Individual differences in tract strength between right pre-SMA and right striatum
are associated with flexible adjustments of the speed-accuracy tradeoff. (adapted from [33])

The STN contains iron, yielding hypointensities which in turn results in a loss
of the MR signal. Moreover, there are large interindividual differences in the STN’s
location [47]. (Fig. 4.5)

Next, diffusion weighted imaging (DWI) was applied to calculate the tract strength
between cortex and striatum and cortex and STN, respectively. Additionally, behav-
ioral data from a moving dots kinematogram with a SAT manipulation was analyzed.
The behavioral data were then modeled using the linear ballistic accumulator (LBA)
model to account for latent cognitive processes such as individuals’ response caution
([10] see also the chapter 1B Cognitive models in action). Statistical model selection
techniques confirmed that the LBA explained the data best when only the response
caution parameter was free to vary between the speed and the accuracy condition.
Interindividual differences in efficacy of changing response caution were quantified
by the differences in LBA threshold estimates between both conditions. These dif-
ferences were then related to participants’ tract strength measures between pre-SMA
and striatum and pre-SMA and STN, respectively.

Results showed that individual tract strength between pre-SMA and striatum trans-
late to individual differences in the efficacy with which people adjust their response
thresholds (Fig. 4.6). This supports the striatal hypothesis of how the brain regulates
the competing demands for speed vs. accuracy and show that individual differences
in brain connectivity affect decision making even in simple perceptual tasks. The
findings also show that, inconsistent with the STN hypothesis of SAT, there is little
or no evidence that strong connections from any cortical region to STN lead to more
flexibility in threshold settings (see [33] for more details regarding these findings).
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Importantly, this research could only be performed using ultra-high resolution 7 T
MRI, which allowed accurate localization of the STN.

In sum, this example highlights structure-function relationships as revealed
through individual differences in brain connectivity. This approach provides a
window to human cognition that exploits individual anatomical variability and
complements popular methods such as functional MRI.

4.6 Concluding Comments

In contemporary neuroscience, the anatomy of the central nervous system has essen-
tially become the anatomy of the connections between brain regions. Understanding
patterns of connectivity and how neurons communicate is probably one of the next
frontiers in the neurosciences [55]. It is important to delineate fine-grained cere-
bral and subcortical structures using ultra-high resolution MRI [81]. Ultimately,
by linking information from large-scale networks with macro- and microanatomi-
cal knowledge we can reach a deeper understanding of descriptive, sectional, and
connectional neuroanatomy.

Finally, capturing the interindividual variability in the form of probabilistic atlases
and maps both from in vivo and postmortem brains holds a great promise. It will fa-
cilitate our understanding of functional neuroanatomy including changes associated
with development, aging, learning, and disease. Informing mathematical and neu-
rocomputational models of the human brain with the anatomical knowledge gained
by using ultra-high resolution MRI promises exciting new avenues of understanding
human cognition.

Exercises

QM

Step (1) Imagine a human brain floating in front of you with the eyes pointing
towards the cutter.
Step (2) Take out your imaginary knife and make the following cuts:

a. Cut the midline.

b. Take the left part and cut it in half again so that you have a superior and inferior
part.

c. Take the inferior part and cut it again in half so that you have an anterior and
posterior part.

Q1(a) Which two parts did you have after step 2a?
QI1(b) In which part is the cerebellum located after step 2b?
QI1(c) In which of the two parts is the temporal pole located after step 2c?
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Q)

Q2(a) Which panel shows the brain in an axial view?
Q2(b) Which panel shows the brain in a sagittal view?
Q2(c) Name all the different anatomical structures in the following figure:

Q@) Whatis the difference between myeloarchitecture and cytoarchitecture?

Further Reading

1. For a more in depth textbook on anatomy see Catani and de Schotten [16]. Atlas
of human brain connections (1st ed., pp. 1-515). Oxford University Press.

2. See http://brancusi.usc.edu for an extensive resource for information about neural
circuitry.

3. See www.brain-map.org for a large online collection of neuroanatomical atlases,
gene expression and cross-species comparisons.

4. See http://www.unifr.ch/ifaa/Public/EntryPage/ViewTAOnLine.html for the ana-
tomical nomenclature.

5. See https://bigbrain.loris.ca/main.php for an ultra-high resolution image of a
post-mortem stained brain.

6. See http://www.appliedneuroscience.com/Brodmann.pdf for the English trans-
lation of the seminal work by Korbinian Brodmann.
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Chapter 5
An Introduction to fMRI

F. Gregory Ashby

Abstract Functional magnetic resonance imaging (fMRI) provides an opportunity
to indirectly observe neural activity noninvasively in the human brain as it changes in
near real time. Most fMRI experiments measure the blood oxygen-level dependent
(BOLD) signal, which rises to a peak several seconds after a brain area becomes
active. Several experimental designs are common in fMRI research. Block designs
alternate periods in which subjects perform some task with periods of rest, whereas
event-related designs present the subject with a set of discrete trials. After the fMRI
experiment is complete, pre-processing analyses prepare the data for task-related
analyses. The most popular task-related analysis uses the General Linear Model to
correlate a predicted BOLD response with the observed activity in each brain region.
Regions where this correlation is high are identified as task related. Connectivity
analysis then tries to identify active regions that belong to the same functional net-
work. In contrast, multivariate methods, such as independent component analysis and
multi-voxel pattern analysis identify networks of event-related regions, rather than
single regions, so they simultaneously address questions of functional connectivity.

5.1 Introduction

Functional magnetic resonance imaging (fMRI) provides researchers an opportunity
to observe neural activity noninvasively in the human brain, albeit indirectly, as it
changes in near real time. This exciting technology has revolutionized the scientific
study of the mind. For example, largely because of fMRI, there are now emerging
new fields of Social Neuroscience, Developmental Neuroscience, Neuroeconomics,
and even Neuromarketing.

This chapter provides a brief overview of fMRI and fMRI data analysis. This
is a complex topic that includes many difficult subtopics, such as (1) MR physics,
(2) a description of the complex machinery and equipment one finds in a typical
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brain-imaging center, (3) how to run this equipment effectively (e.g., set the many
parameters that control the scanner; spot and avoid artifacts that can corrupt the
data), (4) experimental design, and (5) fMRI data analysis. Obviously, covering all
this material in depth is far beyond the scope of any single chapter, or even any single
book. The reader interested in learning more about these topics is urged to consult
any of the books listed at the end of this chapter under “Further Reading.”

5.2 What Can Be Learned from fMRI?

Currently, the typical fMRI experiment records a sluggish, indirect measure of neural
activity with a temporal resolution of 1-3 s and a spatial resolution of 25-30 mm?>.
Nevertheless, as the thousands of fMRI publications attest, this highly imperfect
technology has dramatically influenced the study of mind and brain. Because of
its poor temporal resolution, fMRI is not appropriate for resolving small timing
differences between different cognitive stages or processes. And although the spatial
resolution is typically good enough to localize brain activity at the level of major brain
structures, it is not good enough to localize activity, for example, at the level of the
cortical column. Partly for these reasons, the use of fMRI is not without controversy.
Although the mind sciences have been generally enthusiastic about fMRI, a smaller
group of scientists remain skeptical. For example, fMRI has been labeled by some
as “the new phrenology” [1].

Because of this controversy, before examining fMRIin more detail, it is worth con-
sidering what this relatively new technology has to contribute to the mind sciences.
Because of its limited temporal and spatial resolution, fMRI is most appropriate for
answering questions about gross neural architecture, rather than about neural pro-
cess. But it can be very effective at addressing such questions. For example, consider
the fMRI results shown in Fig. 5.1. The four panels show areas of significant activa-
tion within prefrontal cortex on four different days of training as subjects practiced a
difficult perceptual categorization task [2]. Note that as automaticity develops in this
task, prefrontal activation reduces significantly. In fact, by the 20th practice session
(i.e., after approximately 11,000 trials of practice) there is no evidence of any task-
related activity in prefrontal cortex. Therefore, these fMRI data show clearly that the
neural architecture mediating this categorization behavior changes qualitatively with
practice. This same question could be addressed without fMRI, and it seems possible
that a similar conclusion might be reached after many clever behavioral experiments.
But Fig. 5.1 paints a clear and compelling picture that one rarely sees with purely
behavioral approaches.

FMRI can be used in a similar way to test purely cognitive theories that make no
neuroscience assumptions. For example, suppose some cognitive theory predicts that
the same perceptual and cognitive processes mediate performance in two different
tasks. Then this theory should predict similar patterns of activation in an fMRI study
of the two tasks, even if the theory makes no predictions about what those activation
patterns should look like. If qualitatively different activation patterns are found in
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Fig. 5.1 Significant BOLD activation in prefrontal cortex on four different days of training on the
same categorization task [8]

the tasks, then the theory probably needs some serious re-thinking. Applications like
this are the primary reason that fMRI is popular even with cognitive scientists who
have no fundamental interest in neuroscience.

As a final illustration of the benefits of fMRI, consider the following example.
Unstructured categories are categories in which the stimuli are assigned to each
category randomly. As a result, there is no similarity-based or logical rule for de-
termining category membership. An example might be the category of numbers that
have personal meaning to you (e.g., social security number, phone number, etc.). I
had hypothesized in print that unstructured categories must be learned by explicit
memorization, even when feedback-based training is provided [3]. But then Seger
and her colleagues published several fMRI papers showing that feedback-based un-
structured category learning elicits elevated task-related activation in the striatum,
not the hippocampus [4—6]. These results suggested that unstructured category learn-
ing might be mediated by procedural memory, not declarative memory. Because of
these papers, my colleagues and I decided to look for behavioral evidence that un-
structured category learning is mediated by procedural memory. In fact, we found
that switching the locations of the response buttons interfered with the expression of
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unstructured category learning, but not with a (rule-based) version of this task that
used similar stimuli and was known to depend on declarative memory. This sensi-
tivity to response location is a hallmark of procedural memory, so our behavioral
results were in agreement with the fMRI results. The important point here is that this
behavioral experiment would not even have been run if the fMRI experiments had
not identified a neural network that previously had been associated with procedural
memory.

In summary, fMRI is a powerful method for studying neural and cognitive ar-
chitecture, but it is not as effective at addressing questions about process. For this
reason, it is not some magic method that will supplant all others in the scientific study
of the mind. But it does provide an important new tool for mind scientists. When
used in a converging operations approach that includes more traditional behavioral
methodologies, it has the potential to dramatically improve our understanding of the
human mind.

5.3 MR Physics and BOLD Imaging

The MR scanner uses superconducting electromagnets to produce a static, uniform
magnetic field of high strength. Ten years ago, the standard field strength used in
fMRI research was 1.5 Tesla (T), whereas the standard today is 3 T. Even so, a number
of research centers have scanners considerably stronger than this (e.g., above 10 T).
Some of these are used with human subjects, but many are only used for non-human
animal research.

The static field, by itself, does not produce an MR signal. An MR signal requires
radiofrequency coils that generate magnetic pulses. Turning a pulse on changes the
magnetization alignment of protons (typically within water molecules) within the
magnetic field. When the pulse is turned off, the protons relax to their original equi-
librium alignment, which releases energy detected by the coils as the raw MR signal.
Spatial resolution is provided by additional magnetic fields known as gradients. The
strength of each gradient changes linearly along a single spatial dimension. Thus,
three mutually orthogonal gradients are used to localize a signal in three spatial di-
mensions. The software that controls all these magnetic fields is typically called the
pulse sequence.

The pulse sequence is run on the main computer that controls the scanner. In
most fMRI experiments, a second computer creates the stimuli that are presented to
the subject and records the subject’s behavioral responses. This second computer is
synchronized with the first, so that the onset of each stimulus presentation occurs at a
precisely controlled moment during image acquisition. Visual stimuli are most often
presented by directing a computer-controlled projector at a mirror directly above the
subject’s face, and responses are collected on some device held in the subject’s hands
(e.g., that has buttons or a joystick).

Two general types of pulse sequences are common, depending on whether the goal
is structural or functional imaging. The goal of structural MR is usually to measure
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the density of water molecules, which differs, for example in bone, gray matter, cere-
brospinal fluid, and tumors. The vast majority of functional MR (fMRI) experiments
measure the blood oxygen-level dependent (BOLD) signal. The physics of this pro-
cess is complex and far beyond the scope of this chapter. For our purposes, it suffices
to know that the BOLD signal is a measure of the ratio of oxygenated to deoxygenated
hemoglobin. Hemoglobin is a molecule in the blood that carries oxygen from the
lungs to all parts of the body. It has sites to bind up to four oxygen molecules. A key
discovery that led eventually to BOLD fMRI was that hemoglobin molecules fully
loaded with oxygen have different magnetic properties than hemoglobin molecules
with empty binding sites [7].

The theory, which is not yet fully worked out, is that active brain areas consume
more oxygen than inactive areas. When neural activity increases in an area, metabolic
demands rise and, as a result, the vascular system rushes oxygenated hemoglobin
into the area. An idealized example of this process is shown in Fig. 5.2. The rush of
oxygenated hemoglobin into the area causes the ratio of oxygenated to deoxygenated
hemoglobin (i.e., the BOLD signal) to rise quickly. As it happens, the vascular
system over compensates, in the sense that the BOLD signal actually rises well
above baseline to a peak at around 6 s after the end of the neural activity that elicited
these responses. Following this peak, the BOLD signal gradually decays back to
baseline over a period of 20-25 s.

5.4 The Scanning Session

An experimental session that collects fMRI data also commonly includes a variety
of other types of scans. At least four different types of scans are commonly acquired.
Typically, the first scan completed in each session is the localizer. This is a quick
structural scan (1-2 min) of low spatial resolution and is used only to locate the
subject’s brain in 3-dimensional space. This knowledge is needed to optimize the
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location of the slices that will be taken through the brain in the high-resolution
structural scan and in the functional scans that follow.

The ordering of the other scans that are commonly done is not critical. Frequently,
however, the second type of scan completed is the high-resolution structural scan.
Depending on the resolution of this scan and on the exact nature of the pulse sequence
that is used to control the scanner during acquisition, it may take 8—10 min to collect
these data. The structural scan plays a key role in the analysis of the functional data.
Because speed is a high priority in fMRI (i.e., to maximize temporal resolution),
spatial resolution is sacrificed when collecting functional data. The high-resolution
structural scan can compensate somewhat for this loss of spatial information. This is
done during preprocessing when the functional data are aligned with the structural
image. After this mapping is complete, the spatial coordinates of activation observed
during fMRI can be determined by examining the aligned coordinates in the structural
image.

The third step is often to collect the functional data. This can be done in one
long run that might take 20-30 min to complete, or it can be broken down into 2
or 3 shorter runs, with brief rests in between. There are many parameter choices to
make here, but two are especially important for the subsequent fMRI data analysis.
One choice is the time between successive whole brain scans, which is called the
repetition time and abbreviated as the TR. If the whole brain is scanned, typical TRs
range from 2-3 s, but TRs as low as 1 s are possible on many machines, especially
if some parts of the brain are excluded from the scanning.

Another important choice is voxel size, which determines the spatial resolution
of the functional data. When a subject lies in the scanner, his or her brain occupies a
certain volume. If we assign a coordinate system to the bore of the magnet, then we
could identify any point in the subject’s brain by a set of three coordinate values (x,
¥, z). By convention, the z direction runs down the length of the bore (from the feet
to the head), and the x and y directions reference the plane that is created by taking a
cut perpendicular to the z axis. The brain, of course, is a continuous medium, in the
sense that neurons exist at (almost) every set of coordinate values inside the brain.
FMRI data, however, are discrete. The analog-to-digital conversion is performed by
dividing the brain into a set of cubes (or more accurately, rectangular right prisms).
These cubes are called voxels because they are three-dimensional analogues of pixels
— that is, they could be considered as volume pixels.

A typical voxel size in functional imaging might be 3mm x 3mm x 3.5 mm.
In this case, in a typical human brain, 33 separate slices might be acquired each
containing a 64 x 64 array of voxels for a whole brain total of 135,168 voxels. In
each fMRI run, a BOLD response is recorded every TR seconds in each voxel. Thus,
for example, in a 30 min run with a TR of 2 s, 135,168 BOLD responses could
be recorded 900 separate times (i.e., 30 times per minute x 30 min), for a total of
121,651,200 BOLD values. This is an immense amount of data, and its sheer volume
greatly contributes to the difficulties in data analysis.

Many studies stop when the functional data acquisition is complete, but some
other types of scans are also common. A fourth common type of scan is the field
map. The ideal scanner has a completely uniform magnetic field across its entire
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bore. Even if this were true, placing a human subject inside the bore distorts this
field to some extent. After the subject is inside the scanner, all inhomogeneities in
the magnetic field are corrected via a process known as shimming. If shimming is
successful, the magnetic field will be uniform at the start of scanning. Sometimes,
however, especially in less reliable machines, distortions in the magnetic field will
appear in the middle of the session. The field map, which takes only a minute or two
to collect, measures the homogeneity of the magnetic field at the moment when the
map is created. Thus, the field map can be used during later data analysis to correct
for possible nonlinear distortions in the strength of the magnetic field that develop
during the course of the scanning session.

5.5 Experimental Design

Almost all fMRI experiments use a block design, an event-related design, or a free-
running design. In a block design, the functional run consists of a series of blocks,
each of which may last for somewhere between 30 s to a couple of minutes. Within
each block, subjects are instructed to perform the same cognitive, perceptual, or
motor task continuously from the beginning of the block until the end. In almost all
block-design experiments, subjects will simply rest on some blocks. For example,
a researcher interested in studying the neural network that mediates rhythmic finger
tapping might use a block design in which blocks where the subject is resting alternate
with blocks in which the subject taps his or her finger according to some certain
rhythm.

Event-related designs are run more like standard psychological experiments, in
the sense that the functional run is broken down into a set of discrete trials. Usually
each trial is one of several types, and each type is repeated at least 20 times over
the course of the experiment. As in a standard experiment, however, the presenta-
tion order of the trial types within each run is often random. When analyzing data
from an event-related design, it is critical to know exactly when the presentation of
each stimulus occurred, relative to TR onset. A common practice is to synchronize
stimulus presentation with TR onset. The first event-related designs included long
rests between each pair of successive trials. In these slow event-related designs, rests
of 30 s are typical. These are included so that the BOLD response in brain regions
that participate in event processing can decay back to baseline before the presen-
tation of the next stimulus. This makes statistical sense, but it is expensive since it
greatly reduces the number of trials a subject can complete in any given functional
run. Another problem is that because subjects have so much time with nothing to do,
they might think about something during these long rests, and any such uncontrolled
cognition would generate an unwanted BOLD response that might contaminate the
stimulus-induced BOLD response.

Most current event-related designs use much shorter delays. These rapid event-
related designs became possible because statistical methods were developed for
dealing with the overlapping BOLD responses that will occur anytime the BOLD
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response in a brain region has not decayed to baseline by the time another stimulus is
presented. It is important to realize however, that even in rapid event-related designs
the delay between trials is still significantly longer than in standard laboratory exper-
iments. For example, a typical rapid event-related design might use random delays
between successive trials that cover a range between 2 and 16 s. There are several
reasons for this. First, because of the need to synchronize stimulus presentation with
the TR, it is often necessary to delay stimulus presentation until the onset of the next
TR. Second, in order to get unique estimates of the parameters of the standard statis-
tical models that are used to analyze fMRI data, delays of random duration must be
used. The process of adding such random delays between events is called jittering.

Finally, in free-running designs, events are presented to the subject continuously
in time and typically discrete events are impossible to define. For example, subjects
might watch a movie in the scanner, or simply lay there passively. The activities
that subjects perform in free-running designs are often more natural than is possible
with more structured designs, but this increased freedom comes at a cost because the
data that result are more challenging to analyze than the data collected from block
or event-related designs.

5.6 Data Analyses

A number of features of fMRI data greatly complicate its analysis. First, as mentioned
above, a typical scanning session generates a huge amount of data. Second, fMRI
data are characterized by substantial spatial and temporal correlations. For example,
the sluggish nature of the BOLD response means that if the BOLD response in some
voxel is greater than average on one TR then it is also likely to be greater than
average on the ensuing TR. Similarly, because brain tissue in neighboring voxels
will be supplied by a similar vasculature, a large response in one voxel increases
the likelihood that a large response will also be observed at neighboring voxels. A
third significant challenge to fMRI data analysis is the noisy nature of fMRI data.
Typically the signal that the data analysis techniques are trying to find is less than 2
or 3 % of the total BOLD response.

The analysis of fMRI BOLD data is broken down into two general stages—
preprocessing and task-related analysis. Preprocessing includes a number of steps
that are required to prepare the data for task-related analysis. This includes, for
example, aligning the functional and structural scans, correcting for any possible
head movements that might have occurred during the functional run, and various
types of smoothing (to reduce noise). Typically, the same preprocessing steps are
always completed, regardless of the particular research questions that the study was
designed to address. In contrast, the task-related analyses include all analyses that
are directed at these questions.

A wide variety of software packages are available for fMRI data analysis. Many
of these are free, and they each have their own advantages and disadvantages. The
most widely used package is SPM (Statistical Parametric Mapping), which is written
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and maintained by the Wellcome Trust Centre for Neuroimaging at the University
College London. SPM is freely available at http://www.fil.ion.ucl.ac.uk/spm/. SPM
is a collection of Matlab functions and routines with some externally compiled C
code that is included to increase processing speed. A thorough description of the
statistical foundations of SPM was provided by Friston, Ashburner, Kiebel, Nichols,
and Penny [8].

Another widely used fMRI data analysis software package is called FSL, which
is an acronym for the FMRIB Software Library. FSL is produced and maintained
by the FMRIB Analysis Group at the University of Oxford in England. FSL is also
freely available and can be downloaded at http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL.
Descriptions of the statistical foundations of the FSL routines were provided by
Smith et al. [9] and by Woolrich et al. [10].

5.6.1 Modeling the BOLD Response

The goal of almost all fMRI experiments is to learn something about neural activity.
Unfortunately however, the BOLD response measured in most fMRI experiments
provides only an indirect measure of neural activation [11, 12]. Although it is com-
monly assumed that the BOLD signal increases with neural activation, it is known
that the BOLD response is much more sluggish than the neural activation that is
presumed to drive it. As a result, for example, the peak of the BOLD signal lags
considerably behind the peak neural activation (e.g., see Fig. 5.2).

Logothetis and colleagues have presented evidence that the BOLD response is
more closely related to local field potentials than to the spiking output of individual
neurons [13, 14]. Local field potentials integrate the field potentials produced by
small populations of cells over a sub-millimeter range, and they vary continuously
over time. Most applications of fMRI make no attempt to model neural activation
at such a detailed biophysical level. Rather, neural activation is typically treated as
a rather abstract latent (i.e., unobservable) variable. It is assumed to increase when
a brain region is active and to decrease during periods of inactivity. As with any
latent variable, however, to make inferences about neural activation from observable
BOLD responses requires a model of how these two variables are related.

Almost all current applications of fMRI assume that the transformation from neu-
ral activation to BOLD response can be modeled as a linear, time-invariant system.
Although it is becoming increasingly clear that the transformation is, in fact, nonlin-
ear (e.g., [15-17]), it also appears that these departures from linearity are not severe
so long as events are well separated in time (e.g., at least a few seconds apart) and
brief exposure durations are avoided [17]. These two conditions are commonly met
in fMRI studies of high-level cognition.

In the linear systems approach, one can conceive of the vascular system that
responds to a sudden oxygen debt as a black box. The input is neural activation
and the output is the BOLD response. Suppose we present a stimulus event E; to
a subject at time 0. Let N;(¢) denote the neural activation induced by this event at
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time t and let B;(¢) denote the corresponding BOLD response. Then from the systems
theory perspective, the box represents the set of all mathematical transformations that
convert the neural activation N;(¢) into the BOLD response B;(¢). For convenience,
we will express this mathematical relationship as

Bi(t) = fINi(1)]

where the operator f symbolizes the workings of the black box.

A system of this type is said to be linear and time-invariant if and only if it satisfies
the superposition principle, which is stated as follows:

If f[N1(t)] = B1(¢) and f[N,(z)] = B»(t), then it must be true that

flaiNi(¢) + ayNy(¢)] = a; By (t) + ap Bo(¢), for any constants a; and aj.

In other words, if we know what the BOLD response is to neural activation
Ni(¢) and to neural activation N,(¢), then we can determine exactly what the BOLD
response will be to any weighted sum of these two neural activations by computing
the same weighted sum of the component BOLD responses.

If the superposition principle holds then there is a straightforward way to deter-
mine the BOLD response to any neural activation from the results of one simple
experiment. All we need to do is to measure the BOLD response that occurs when
the neural activation is an impulse—that is, when it instantly increases from zero
to some large value then instantly drops back to zero. Denote the BOLD response
in this idealized experiment by /4(¢). In linear systems theory the function h(z) is
called the impulse response function because it describes the response of the system
to an impulse. In the fMRI literature, however, A(¢) is known as the hemodynamic
response function, often abbreviated as the hrf. Note that “hemodynamic response
function” is not a synonym for “BOLD response”. Rather the hrf is the hypothetical
BOLD response to an idealized impulse of neural activation.

If the relationship between neural activation and the BOLD response satisfies
superposition, then once we know the hrf, the BOLD response to any neural acti-
vation N (t), no matter how complex, can be computed exactly from the so-called
convolution integral:

B(t):/ N(Dh(t — 1)dT 5.1)
0

The convolution integral massively simplifies the analysis of fMRI data, and as a
result it forms the basis for the most popular methods of fMRI data analysis.

Given that the hrf plays such a critical role in analyzing fMRI data, the natural
next question to ask is: how can we determine numerical values of the hrf? The most
obvious method for determining the hrf, which is suggested by the name “impulse
response function”, is simply to input an impulse to the system and record the output.
If the system is linear and time-invariant, then the output will exactly equal i (¢). With
traditional fMRI experiments, of course, we cannot directly input a neural activation,
so using this method to estimate the hrf is highly problematic. Even so, this method
has been used to estimate the hrf in primary visual cortex (e.g., [18, 19]).
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A much more popular method is to select a specific mathematical function for
the hrf based on our knowledge of what we think this function should look like. For
example, we know the hrf should peak at roughly 6 s and then slowly decay back
to baseline. So we could select a mathematical function with these properties and
then just assume that this is a good model of the hrf. In fact, this is, by far, the most
popular method for determining the hrf in fMRI data analysis. The most popular
choices are a gamma function or the difference of two gamma functions. Examples
of both of these models are shown in Fig. 5.3.

5.6.1.1 Preprocessing

The most common goal of fMRI research is to identify brain areas activated by the
task under study. The data that come directly out of the scanner, however, are poorly
suited to this goal. The preprocessing of fMRI data includes all transformations
that are needed to prepare the data for the more interesting task-related analyses.
Preprocessing steps typically are the same for all experiments, so any analyses that
do not depend on the specific hypotheses that the experiment was designed to test
are typically called preprocessing.

The variability in raw fMRI data is so great that it easily can swamp out the
small changes in the BOLD response induced by most cognitive tasks. Some of this
variability is unavoidable in the sense that it is due to factors that we cannot control
or even measure (e.g., thermal and system noise). But other sources of variability
are systematic. For example, when a subject moves his or her head, the BOLD
response sampled from each spatial position within the scanner suddenly changes in
a predictable manner. The analyses done during preprocessing remove as many of
these systematic non-task-related sources of variability as possible.
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Typically the first preprocessing step is slice-time correction. Almost all fMRI
data are collected in slices. If the TR is 2.5 s, then the time between the acquisition
of the first and last slice will be almost this long. Slice-time correction corrects for
these differences in the time when the slices are acquired.

The second step is to correct for variability due to head movement. Arguably, this
is probably the most important preprocessing step. Even small, almost imperceptible
head movements can badly corrupt fMRI data. Huettel et al. [20] give an example
where a head movement of 5 mm increases activation values in a voxel by a factor of 5.
‘When a subject moves his or her head, brain regions will move to new spatial locations
within the scanner, and as a result, activation in those regions will be recorded
in different voxels than they were before the movement occurred. Mathematical
methods for correcting for head movements depend heavily on the assumption that
when a subject moves his or her head, the brain does not change shape or size and
therefore can be treated as a rigid body. Head movement correction then becomes a
problem of rigid body registration (e.g., [21]). The BOLD responses from one TR
are taken as the standard and then rigid body movements are performed separately
on the data from every other TR until each of these data sets agrees as closely as
possible with the data from the standard.

The third step, called coregistration, is to align the structural and functional data.
This is critical because the spatial resolution of the functional data is poor. For
example, with functional data a voxel size of 3 x 3 x 3.5mm is common. With
structural images, however, the voxel size might be .86 x .86 x .89 mm, which is
an improvement in resolution by a factor of almost 50.

The fourth step, normalization, warps the subject’s structural image to a standard
brain atlas. There are huge individual differences in the sizes and shapes of individ-
ual brains, and these differences extend to virtually every identifiable brain region.
These differences make it difficult to assign a task-related activation observed in
some cluster of voxels to a specific neuroanatomical brain structure. A researcher
particularly skilled in neuroanatomy could coregister the functional activation onto
the structural image and then look for landmarks in the structural scan that would
allow the neuroanatomical locus of the cluster to be identified. An alternative is to
register the structural scan of each subject separately to some standard brain where
the coordinates of all major brain structures have already been identified and pub-
lished in an atlas. Then we could determine the coordinates of a significant cluster
within this standard brain, look these coordinates up in the atlas, and thereby deter-
mine which brain region the cluster is in. The process of registering a structural scan
to the structural scan from some standard brain is called normalization [22].

Among the earliest and still most widely used brain atlases is the Talairach atlas
[23], which is based entirely on the detailed dissection of one hemisphere of the brain
of a 60-year old French woman. The atlas is essentially a look-up table containing
major brain areas and their anatomical (x, y, z) coordinates. For many years, the
Talairach atlas was almost universally used in neuroimaging, primarily because of
the lack of any reasonable alternatives. But there has always been widespread dis-
satisfaction with this atlas because it is based on one hemisphere of a single, rather
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unrepresentative brain. More recently, an atlas produced by the Montreal Neurologi-
cal Institute (MNI) has become popular. The MNI atlas was created by averaging the
results of high resolution structural scans that were taken from 152 different brains.
The coordinate system was constructed to match the Talairach system, in the sense
that it uses the same axes and origin. Whichever atlas is used, it is important to note
that the registration problem in normalization is considerably more complex than
in head motion correction or coregistration. This is because normalization requires
more than rigid body registration. Not only will there be rigid body differences be-
tween the standard brain and the brain of typical subjects, but there will also be size
and shape differences. Size differences can be accommodated via a linear transfor-
mation, but a nonlinear transformation is almost always required to alter the shape
of a subject’s brain to match either the Talairach or MNI standards.

Step five spatially smoothes the data with the goal of reducing nonsystematic
high frequency spatial noise. In this step, the BOLD value in each voxel is replaced
by a weighted average of the BOLD responses in neighboring voxels. The weight
is greatest at the voxel being smoothed and decreases with distance. There are a
number of advantages to spatially smoothing fMRI data. Most of these are due to
the effects of the smoothing process on noise in the data. First, because smoothing is
essentially an averaging operation, it makes the distribution of the BOLD responses
more normal (i.e., because of the central limit theorem). Because the statistical mod-
els that dominate fMRI data analysis assume normally distributed noise, smoothing
therefore transforms the data in a way that makes it more likely to satisfy the as-
sumptions of our statistical models. A second benefit is that smoothing is required
by a number of popular methods for solving the multiple comparisons problem (i.e.,
those that depend on Gaussian random field theory). A third benefit of smoothing,
which is the most important of all, is that it can reduce noise and therefore increase
signal-to-noise ratio.

Finally, in step six, temporal filtering is done primarily to reduce the effects of
slow fluctuations in the local magnetic field properties of the scanner.

5.6.1.2 Task-Related Data Analyses

After pre-processing is complete, the next step is to try to identify brain regions that
were activated by the task under study. The most popular approach to this problem is
a correlation-based technique that is the foundation of most fMRI software packages
[24, 25]. The idea is to first predict as accurately as possible what the BOLD response
should look like in task-sensitive voxels. Next, the observed BOLD response in each
voxel is correlated with this predicted signal. Voxels where this correlation is high
are then identified as task related.

The first step in predicting the BOLD response to each stimulus event is to make
an assumption about how long the neural activation will last in brain regions that
process this event. A common assumption is that the neural activation induced by the
event onset will persist for as long as the stimulus is visible to the subject. Another
possibility is that the neural activation persists until the subject responds (so the
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duration of neural activation equals the subject’s response time). The second step
is to model all presumed neural activations via a boxcar function. This is simply a
function that persists for the duration of fMRI data acquisition and equals 1 when
neural activation is assumed to be present and 0 when neural activation is absent. The
top panel of Fig. 5.4 shows a hypothetical example of a boxcar function that describes
the presumed neural response to the presentation of 20 separate stimuli. The stimulus
presentations were spaced irregularly in time (i.e., jittered) to improve the statistical
properties of the analysis. The middle panel of Fig. 5.4 shows the hypothetical
BOLD response recorded in this experiment from one task-related voxel. Note that
from visual inspection alone, it is not at all obvious that this is a task-related voxel.

The correlation method assumes linearity, so the third step in the analysis is to
choose a model of the hrf. As mentioned earlier, the most popular choice is to select
a specific mathematical function for the hrf that has no free parameters (e.g., either
function shown in Fig. 5.3). Step four is to compute the predicted BOLD response
by convolving the neural boxcar function with the hrf (using Eq. 5.1). Because there
are no free parameters in either the boxcar function or the hrf, this integral can be
evaluated numerically. In other words, for every TR in the experiment, a numerical
value of the predicted BOLD response can be computed from Eq. 5.1. The bottom
panel in Fig. 5.4 shows the predicted BOLD response that results when the boxcar
function in the top panel is convolved with a gamma function hrf (and an estimated
baseline activation is added).

The final step is to correlate these predicted BOLD values with the observed
BOLD response in every voxel. Voxels where this correlation is high are presumed
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to show task-related activity. The correlation is typically done within the context of
the familiar General Linear Model (GLM) that is the basis of both multiple regression
and analysis-of-variance. The outcome of this analysis in each voxel is the value of
a statistic—most often a z or t value—that tests the null hypothesis that activation in
that voxel is not correlated with the predicted BOLD response, or in other words, that
activity in the voxel is not task related. Extreme values of the statistic are therefore
evidence for task-related activity. In Fig. 5.4, the t statistic that results from this
correlation has a numerical value of 7.78.

The correlation method applies to data from a single voxel at a time. Thus, if an
experiment collects data from the whole brain, this analysis could easily be repeated
more than 100,000 times to analyze all of the data collected in the experiment. The
result of all these analyses is a value of the test statistic in every voxel that was
analyzed. The resulting collection of statistics is often called a statistical parametric
map, which motivated the name of the well-known fMRI data analysis software
package, SPM.

A more recent variant of this correlation-based approach, called model-based
fMRI, uses an independent computational model of the behavior under study to
improve and refine the predicted BOLD signal [26]. In typical applications, the
model is first fit to the behavioral data collected during the functional run separately
for each subject. Next, parameter estimates from the model fits are used to build
a model of the neural activation that is unique for every subject. From here, the
analysis proceeds exactly as in the standard correlation-based method—that is, the
predicted neural activation is convolved with an hrf to generate a predicted BOLD
signal and then the GLM is used to generate a statistical parametric map. Model-
based fMRI can be used to account for individual differences in fMRI data, but if the
computational model is good, it can also be used to identify brain regions that respond
selectively to components or sub-processes of the task. In particular, if the model
has different parameters that describe different perceptual or cognitive processes that
are presumed to mediate the behavior under study, then different regressors can be
created that make specific predictions about each of these processes. For example,
O’Doherty et al. [27] used this approach to identify separate brain regions associated
with the actor versus the critic in actor-critic models of reinforcement learning.

Once a statistical map is constructed, the next problem is to determine which
voxels show task-related activity. Of course if we only ask this question about a
single voxel, then the answer is taught in every introductory statistics course. We
simply decide what type 1 error rate we are willing to accept, find the threshold
value of the statistic (e.g., the z or t value) that yields this error rate, and then decide
that the voxel shows task-related activity if the value of this statistic exceeds this
threshold. However, if the type 1 error rate equals 0.05 for each test, then with
100,000 independent tests, we would expect 5000 false positives if none of these
voxels were task sensitive. This is clearly unacceptable. As a result, the criterion
for significance must somehow be adjusted on each test to reduce the total number
of false positives to some acceptable value. In statistics, this is called the multiple
comparisons problem.
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If the tests are all statistically independent then it is well known that the exact
solution to this problem is to apply the Sidak or Bonferroni corrections. For example,
if we want to limit the probability of a type 1 error to 0.05 in an overall collection
of 100,000 z-tests (i.e., so that 95 % of the time there are no false positives in
the 100,000 tests), then the Bonferroni correction sets the critical value on each
test to approximately 0.0000005, which translates to a z-threshold for determining
significance of 4.89. In the Fig. 5.4 example, the t value (i.e., 7.78) is so large that it
would (correctly) be judged as significant, even if the Bonferroni correction is used,
but in general the Bonferroni correction is so conservative that its use will typically
cause us to miss true task-related activity in many voxels. The good news is that
for fMRI data, the Bonferroni correction is much too conservative. The Bonferroni
correction is exact when all the tests are statistically independent. With fMRI data,
however, spatial correlations guarantee a positive correlation between test statistics in
neighboring voxels. Thus, if significance is found in one voxel then the probability
of obtaining significance in neighboring voxels is above chance. As a result, the
critical value specified by the Bonferroni correction is too extreme. The bad news is
that no exact solution to this problem is known. Even so, many different solutions to
this problem have been proposed. Different methods are popular because they make
different assumptions and have different goals. Most of the parametric methods rely
on the theory of Gaussian random fields [28, 29]. Included in this list are all of the most
popular cluster-based methods. These methods all require that spatial smoothing is
performed during preprocessing. The most popular nonparametric methods include
permutation methods [30] and methods that attempt to control the false discovery rate
(FDR), rather than the false positive rate. The idea behind the FDR approach is that
with many tests, a few false positives should not be feared [31]. So instead of trying to
control the experiment-wise probability of a false positive, the FDR approach argues
that a more important goal should be to limit the proportion of significant results
that are false positives. In other words, consider the set of all voxels for which the
null hypothesis of no signal is rejected. The goal of the FDR approach is to limit the
proportion of these voxels for which the null hypothesis was incorrectly rejected.

In the standard correlation analysis so far considered, the GLM is applied sep-
arately to every voxel in the whole brain or region of interest. After the multiple
comparisons problem is solved, a considerable challenge still remains to interpret
the results of all these analyses. For example, suppose the analysis reveals strong
task-related activation in the dorsolateral prefrontal cortex and in the dorsal striatum.
Because these two significance decisions were based on independent applications of
the GLM, we have no basis to conclude that these areas are functionally connected
in the task we are studying. It could be that they are both part of independent neural
networks that just happened to both be activated at similar times. So an important
next step in the data analysis process is to identify functionally connected neural
networks that are mediating performance in the task under study. This phase of the
data analysis is known as connectivity analysis.

The idea underlying connectivity analysis is that a standard GLM analysis iden-
tifies clusters (or voxels) that show task-related activation, but it does not specify
whether any pair of these clusters is part of the same or different neural networks.
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If two clusters are part of the same network then they should be functionally con-
nected in the sense that activation in one might cause activation in the other, or at
least the separate activations in the two clusters should be correlated. If instead, the
clusters are in separate neural networks then we would not expect either of these two
conditions to hold. Connectivity analysis then, is done after a GLM analysis, with
the goal of determining which brain regions in the task-related activation map are
functionally connected.

An obvious method for testing whether two brain regions are functionally con-
nected in a particular cognitive task is to measure the correlation between the BOLD
responses in the two regions across TRs in an experiment where the task is per-
formed. Regions that work together to mediate performance in the task should have
correlated neural activations — that is, they should both be active while the task is
being performed and they should both be inactive during rest periods. So one ap-
proach to connectivity analysis is to look for voxels or groups of voxels in different
brain regions that show correlated BOLD responses (i.e., correlated across TRs).
A simple solution to this problem is to compute the standard Pearson correlation
between voxels or regions. A more sophisticated, yet similar approach uses Granger
causality, which is a conceptually simple method that originated in the economics
literature [32]. The idea is that if activation in region X causes activation in region 'Y,
then knowledge of earlier activations in region X should improve our prediction of
the current activation in region Y. Granger causality tests for such prediction using
autoregressive models that are applied via the GLM [33].

One weakness of both Pearson correlation and Granger causality is that they both
can fail because of high-frequency noise and/or because the hrf in the two brain
regions might be different. A popular alternative is to compute correlations in the
frequency domain using coherence analysis, rather than in the time domain, as is done
with the Pearson correlation and with Granger causality [34]. Coherence analysis
has an advantage over methods that compute correlations in the time domain because
the coherence between BOLD responses in two brain regions is unaffected by hrf
differences across the regions or by high-frequency noise.

The GLM-based methods of data analysis that compute correlations between
predicted and observed BOLD responses require that we specify exactly when neural
activation turns on and off. With free-running designs, this is often impossible. For
this reason, data analysis choices are severely limited with free-running designs.
Perhaps the most popular approach is to compute inter-subject correlations (ISCs;
[35]). This method assumes that every subject experiences the same stimulation
during the functional imaging. For example, if subjects are watching a movie, then
every subject must see the same movie and the onset of the movie must begin at
the same time for every subject. Under these conditions, the idea is to correlate the
BOLD responses across TRs for every pair of subjects. If a brain region is responding
to the movie then its activity should modulate up and down as the movie unfolds
in similar ways in different subjects. So the ISC method identifies as task relevant,
those voxels where the mean correlation across subjects is high.

Correlation-based analyses that use the GLM are univariate. This means that they
analyze the data one voxel at a time. Univariate methods assign completely separate
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parameters to every voxel, which means they assume that the data in neighboring
voxels have no relationship to each other. Post hoc methods are then applied to try
to overcome this obviously incorrect assumption. Included in this list are methods
for correcting for the multiple comparisons problem that arises from this univariate
approach, and the various connectivity analyses that attempt to recover information
about spatial correlations from the many independent tests. An alternative approach
is to perform multivariate data analyses that attempt to answer the significance and
functional connectivity questions at the same time while also completely avoiding
the multiple comparisons problem. The trick is that multivariate approaches identify
task-related networks, rather than task-related clusters.

Two multivariate methods for analyzing fMRI data are especially popular. One
is independent components analysis (ICA; [36, 37]). ICA, like its relative, principal
components analysis, decomposes the observed BOLD data into a set of independent
components. It operates on data from the whole brain at once, so the components
it identifies are functionally independent neural networks that are simultaneously
active during some fMRI experiment. For example, one network might mediate the
processing of task-relevant stimulus information, one might mediate processing of
any feedback provided during the course of the experiment, one might monitor the
auditory stimulation provided by the scanning environment, and one could be the
so-called default mode network, which can be seen when subjects lie quietly in the
scanner with no task to perform (e.g., [38]). Each network defines a spatial pattern
of activation across all voxels in the brain. When the network is active, voxels in
brain regions that are part of the network will be active, and voxels that are not part
of the network will be inactive. On any TR, ICA assumes that the observable BOLD
response is a mixture of the activation patterns associated with each of these networks
plus (perhaps) some noise. As the TRs change, the amount that each network is
activated could change. For example, the network that processes the stimulus should
become more active on TRs during and immediately after stimulus presentation and
become less active during rest periods. So, on every TR, ICA estimates a weight for
each neural network that measures how active that network is on that TR.

ICA has some significant advantages over standard, univariate GLM-based meth-
ods of data analysis. First, because it operates on all data simultaneously, ICA largely
avoids the intractable multiple comparisons problem that plagues univariate analyses.
Second, ICA identifies networks of event-related voxels, rather than single voxels,
so it simultaneously addresses questions of functional connectivity. Third, GLM ap-
proaches assume that every time an event occurs during an experimental session, it
elicits exactly the same BOLD response. In contrast, [CA allows the weights to differ
on every TR so it allows the gradual ramping up or down of a network across TRs that
might be seen during learning or habituation. Fourth, ICA makes no assumptions
about the hrf or the nature of the BOLD response. In particular, it does not assume
linearity between neural activation and the BOLD response. On the other hand, ICA
does have weaknesses. First, it is time and resource consuming to run. Second, it is
a purely exploratory data-analytic technique in the sense that it provides no straight-
forward method of testing specific a priori hypotheses about any of the components.
Finally, it provides no foolproof method of identifying task-related components. In
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many cases, an ICA analysis might identify several hundred components, only a few
of which are likely related to the task under study. Finding these few components of
interest among the hundreds identified can be a difficult challenge.

Recently, another multivariate method for analyzing fMRI data has become pop-
ular. This method, called multi-voxel pattern analysis (MVPA), applies machine
learning classification methods to BOLD response data [39-41]. The idea is that if
some brain region is responding differently to two different event types then it should
be possible to find a classification scheme that can look at the responses of all voxels
in that region and correctly identify which event triggered the response. This is the
technique that is used in all of the well publicized claims that fMRI can be used
to read one’s mind. The first step in MVPA is to create a vector that represents the
BOLD response to a specific event in a region of interest. In the simplest case, for
every voxel in the region, the vector might have one entry that measures the BOLD
response in that voxel to a single specific event [42]. For example, suppose we are
interested in whether a region in ventral temporal cortex that includes 2000 voxels
responds differently to pictures of shoes versus chairs [43]. For each picture pre-
sented to the subject, we estimate the BOLD response in every voxel in this region.
Now imagine a 2000 dimensional space with a coordinate axis for each of the 2000
voxels. Each vector specifies a numerical value on each of these dimensions, and
therefore we could plot the entries in each vector as a single point in this high di-
mensional space. The idea is that vectors from trials when a shoe is presented should
cluster in a different part of the space compared to vectors from trials when a chair is
presented if this brain region responds differently to these two stimulus classes. On
the other hand, if this region does not discriminate between shoes and chairs then
the points should all fall in the same region. Of course, it would be impossible to
decide whether the points fall in the same or different regions by visual inspection.
Instead, machine learning classification techniques are used (e.g., the support vector
machine or the naive Bayes classifier).

5.7 The Future

Despite its limitations, the future for fMRI is bright. It is likely to play an enduring
role in psychology, cognitive neuroscience, and the mind sciences in general—at
least until it is replaced by some similar, but more powerful technology (e.g., just
as fTMRI has now largely replaced PET scanning). There are several reasons for this
optimism. Perhaps the most obvious is that fMRI allows scientists to investigate
questions that before seemed unapproachable. But another reason that fMRI is likely
to maintain its popularity is that it is rapidly improving on almost all fronts. New
scanners and head coils are more reliable and produce cleaner data with higher
signal-to-noise ratio. New pulse sequences allow for innovative types of scanning
(e.g., as when diffusion spectrum imaging was developed as a superior alternative to
diffusion tensor imaging). New methods of data analysis allow researchers to draw
unique conclusions even from data collected using common pulse sequences on older
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established machines. All these improvements also increase the flexibility of fMRI.
Researchers continue to have more choices than ever when designing and running
fMRI experiments and when analyzing the resulting data. As a result, potential
applications of fMRI are largely limited by the creativity of fMRI researchers.

Exercises

1. Think of an experiment that is best addressed using fMRI instead of EEG or
MEG. What are the key advantages of fMRI?

2. In an fMRI experiment with a TR of 2 s, the temporal resolution is considerably
better than 2 s. How can the temporal resolution in fMRI be better than the TR?

3. Suppose we measure the height of 15 subjects, and then run each of them in
an fMRI experiment. During data analysis we compute a whole-brain t-map for
each subject. Next, for every voxel, suppose we correlate (across subjects) subject
height with the value of the t statistic in that voxel. What would you conclude,
if after correcting for multiple comparisons, we find a set of voxels where the
correlation is significant? Does this outcome seem likely? Did the experiment
identify a network that thinks about the subject’s height?

Further Reading

Several books provide overviews of the whole fMRI field [20, 44], while others pro-
vide more depth on certain subtopics. For example, Hashemi, Bradley, and Lisanti
[45] give a mostly nontechnical description of MR physics, whereas Haacke, Brown,
Thompson, and Venkatesan [46] provide a much more rigorous treatment. In con-
trast, Ashby [33] and Poldrack, Mumford, and Nichols [47] focus exclusively on
experimental design and fMRI data analysis.
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Chapter 6
An Introduction to Neuroscientific Methods:
Single-cell Recordings

Veit Stuphorn and Xiaomo Chen

Abstract This chapter describes the role of single-cell recordings in understanding
the mechanisms underlying human cognition. Cognition is a function of the brain,
a complex computational network, whose most elementary nodes are made up out
of individual neurons. These neurons encode information and influence each other
through a dynamically changing pattern of action potentials. For this reason, the ac-
tivity of neurons in the awake, behaving brain constitutes the most fundamental form
of neural data for cognitive neuroscience. This chapter discusses a number of techni-
cal issues and challenges of single-cell neurophysiology using a recent project of the
authors as an example. We discuss issues such as the choice of an appropriate animal
model, the role of psychophysics, technical challenges surrounding the simultaneous
recording of multiple neurons, and various methods for perturbation experiments.
The chapter closes with a consideration of the challenge that the brain’s complexity
poses for fully understanding any realistic nervous circuit, and of the importance
of conceptual insights and mathematical models in the interpretation of single-cell
recordings.

6.1 Introduction

The fundamental goal of cognitive neuroscience is the explanation of psychological
processes by their underlying neural mechanisms. This explanatory goal is reduc-
tionist and operates under the assumption that some form of identity hypothesis is
correct, i.e., that specific mental events or processes are identical or intimately linked
to specific neuronal events and processes. An explanation therefore only starts with
a description of the processes on the neuronal level that give rise to the processes
on the psychological level. A full explanation also requires a specification of the
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exact causal link between the two levels, i.e., a hypothesis about which of the many
physical phenomena in the brain is thought to correspond with a specific mental
phenomenon.

Thus, the first question is the adequate level of description of the brain at which
this causal (or explanatory) link can be established. In general, there are three broad
levels at which brain activity can be described, which relate to three different sets of
measurement technologies that are currently available. The first level encompasses
all the subcellular, molecular processes that explain the behavior of a neuron. This
level of description includes for example biochemical and biophysical investigations
of receptors, G-proteins, ion channels, and other building blocks that determine the
internal organization and workings of neurons.

The second level encompasses the electrophysiological activity of individual neu-
rons or circuits of individual neurons. This level includes experiments in which the
temporal pattern of action potentials of individual neurons is recorded, while be-
haviorally relevant sensory, motor, or cognitive variables are changed, and is the
primary topic of this chapter. Experiments on individual neurons allow one to inves-
tigate whether neuronal activity (the temporal pattern of action potentials, or spikes)
represents (is correlated with) behaviorally relevant information. This level of de-
scription also includes the connection and interaction between individual neurons
across different brain areas. Importantly, perturbation experiments in which neu-
ronal activity is either suppressed or enhanced, allow one to go a step further and to
establish causal links between spiking activity and behavioral functions.

The third level encompasses experiments aimed at recording mass action of large
numbers of neurons. Human imaging experiments (fMRI, PET) fall into this cat-
egory, as does electrophysiological recordings of field potentials at varying scales
(LFP, ECoG, EEG). This third level somewhat overlaps with the second level, inso-
much as the second level of description includes simultaneous recordings of many
individual neurons within a local circuit, or across different parts of the brain. The
main distinction is essentially methodological; level two descriptions are of identi-
fied, individual neurons, while level three descriptions are of unidentified, averaged
neurons. This summing up over many neurons is due to technical constraints of the
measurement techniques used, and leads to lower spatial and temporal resolution.
Consequently, recordings of mass activity are likely to be most accurate in cases
in which most neurons in a particular location have similar functions and activity
patterns. However, recent research has shown that even in primary sensory areas, but
particularly in associate brain regions, such as frontal and parietal cortex, individual
neurons with different functional roles are often located in close vicinity to each
other. We will see an example of this later in this chapter (see Fig. 6.2). Here mass
action recordings of brain activity will likely have a lower resolution in the identi-
fication of functionally relevant signals. These disadvantages are balanced by two
great advantages: the ability to record activity from many—or, indeed, all—parts of
the brain, and the non-invasive nature of the measurement methods, which permits
their routine use in humans.
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6.2 Single Neurons Provide the Critical Link Between Brain
and Cognition

It is clear that we can learn from all available techniques and their respective useful-
ness will depend on the specific question at hand, as well as technical constraints.
Thus, pragmatic considerations will lead scientists always towards using all sources
of information. Nevertheless, we can ask from a theoretical point of view at which
of the three levels we can best articulate the relationship between particular men-
tal (or cognitive) states and neural states [1-3]. Ever since the pioneering work of
Adrian and Hartline [4, 5], individual neurons are seen as the elementary units of
the nervous system that represent information and perform computations on these
representations [2, 3, 6-10]. There is general agreement that the temporal structure
of action potentials encodes the information. However, the exact nature of this code
is still under active investigation [11-14]. Mountcastle was the first to formulate a
research program centered on a systematic comparison of psychophysical measures
in conscious subjects and recordings of individual neurons [7, 15]. At present, this
program has resulted in multiple examples of individual neurons, whose firing pat-
terns match to a stunning degree with mental states, such as perceptions or decisions,
as measured using psychophysical methods [16—18].

A particularly impressive example of such a match between neural activity and
perception are results from recordings in single somatosensory nerve fibers in hu-
mans during stimulation of the skin [19]. Near-threshold skin indentations resulted
in a variable response of the nerve fiber. During some trials, an action potential was
generated, while on other trials no electrophysiological response was observed. As-
tonishingly, on trials in which an action potential was registered, the human subjects
reported the subjective experience of a light touch. On trials with an identical me-
chanical stimulation, but without an action potential, the humans reported no touch
perception. This finding implies a very strong linking hypothesis, according to which
a single action potential in a peripheral nerve elicits a particular mental state. Similar
findings linking changes in the activity of individual neurons to changes in mental
state have been observed in cortical neurons of animals [20, 21].

All of these findings point towards the spiking activity of single cells in awake,
behaving animals (including humans) as the key level for understanding how physical
events in the brain underlie mental events and cognition [2, 3]. So, what is then the
best way in which we can get these critical experimental data, and what are the
technical requirements? Some of the technical requirements are described by Crist
and Lebedev [22]. They include the choice of an appropriate animal model, useful
behavioral tasks, methods for electrophysiological recordings of one or more single
neurons, methods for perturbing spiking activity in the brain, and data analysis. In
the following section of this chapter we will go, one by one, over these different
requirements, using an ongoing research project from our laboratory as an example.
We chose our own work mainly because we are most familiar with it. Wherever
appropriate, we will refer to the works of others to illustrate different approaches
than the ones we used.
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6.3 Choice of Animal Model

Traditionally, the majority of the electrophysiological investigations of the sensory,
motor and cognitive functions of the brain have been done in primates. Techniques
for recording from individual neurons in awake, behaving primates were pioneered
by Evarts [23, 24] and then further developed by Mountcastle, Wurtz and others
[25, 26]. This is in contrast to the majority of modern biomedical research in which
rodents, in particular mice and rats, are the dominant animal models. The reasons for
this preference are the greater number of genetic and other molecular biological tools
that are available in these animals, because of the much shorter generational span of
rodents compared to primates. More recently, rodents have been used increasingly to
study the neural mechanisms of cognitive functions, such as decision-making under
uncertainty [27, 28]. The fact that rats can be trained in sophisticated behavioral tasks
opens up the question, to what extent they might not be a superior animal model
relative to monkeys. This is a particularly pressing question, since neuroscience
is at the moment in the middle of a technical revolution. New tools for observing
neural activity of large numbers of neurons optically, such as two photon imaging
[29], and the automation of anatomical methods [30] allows for an unprecedented
level of insight into the activity of large numbers of neurons, and their internal
connection. The functional relevance of identified types of neurons can be probed
using optogenetic tools [31]. All of these new tools have been developed in rodents,
in particular mice.

We used macaque monkeys in our study, and we feel that there are still strong
reasons that support the continued use of this animal model, in particular in cognitive
neuroscience. The most important reason is the fact that there are radical anatomical
and structural differences between the brains of rodents and primates [32]. This is
particularly true for the frontal cortex, which is generally believed to be essential for
higher cognitive function in humans and other mammals [33, 34].

Based on cytoarchitectonical and structural differences between different areas in
the frontal lobe of rodents and primates, Wise suggested that primates have evolved
certain new areas that do not exist in rodents [32, 35]. Recent support for this hypoth-
esis comes from fMRI experiments in humans that show a regional specialization
in the representations of primary and secondary, abstract reward in the orbitofrontal
cortex [36]. Whereas the anterior lateral orbitofrontal cortex, a phylogenetically re-
cent structure (only present in primates), processes monetary gains, the posterior
lateral orbitofrontal cortex, phylogenetically and ontogenetically older (and shared
with rodents), processes erotic stimuli, a more basic reward. Interestingly, the phy-
logenetically newer parts make up the majority of the frontal cortex in primates
[32].

These differences in frontal architecture and their unknown functional conse-
quences can lead to difficulties in the interpretation of neuroscientific findings. For
example, reports in monkeys have claimed that the activity of certain neurons in the
orbitofrontal cortex represents uncertainty and risk (defined as outcome variability)
[37]. This finding is in agreement with human neuroimaging studies [38]. Recently,
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a very clever study in rats suggests that this neuronal activity pattern might not rep-
resent risk per se, but instead acquired salience [28]. However, while this finding
is intriguing, it will need to be replicated in primates, simply to make sure that the
functional differences revealed in these two studies are not the result of differences
in the functional architecture and overall function of orbitofrontal cortex in monkeys
and rats.

Another reason to use primates is related to the potential for what might be called
‘behavioral mimicry’. Organisms with completely different internal architectures can
generate behavior that looks similar, but is produced for entirely different reasons.
The formal mathematical proof of this possibility was derived in the theory of finite
automata [2, 39]. In such a case of mimicry, the behavioral similarity is likely to
be only superficial and strongly context-dependent. A real-world example is the
response of rodents, macaques and humans in reward-reversal tasks. In such tasks,
one of two options is consistently rewarded and, therefore, almost exclusively chosen.
If, however, the reward contingencies are unexpectedly switched without notice, so
that the previously unrewarded option will now lead consistently to reward, rodents,
monkeys, and humans will all learn to switch their preferences to the newly rewarded
option. From this qualitative similarity, one might conclude that very similar, perhaps
even identical, choice and learning mechanisms underlie this behavior in all of these
organisms. However, such a conclusion does not take into account some intriguing
differences in the time course of the switch. Human subjects need typically only
one error trial to switch [40]. In contrast, rodents switch their behavior only after
2040 trials [41]. This is (at least from a human point of view) a staggering amount
of exposure to a clear-cut, non-probabilistic change in reward contingencies. This
seems to imply that at least humans represent the task contingencies in a different
way and might use different learning or choice mechanisms than rodents. Thus, the
picture that emerges is complex. Monkeys need at least 10—15 trials [42], which is
still different from humans, but closer to them than the behavior of rodents.

Obviously, primates are not superior animal models with regards to all possible
research questions. In general, the choice of rodents as models for human behavioral,
neural, and even mental processes is likely to be most appropriate if the object of
study is an aspect of behavior and the brain that is common among all mammals. An
example is the role of the neural circuits in the hypothalamus in the control of hunger
and food consumption [43]. However, even for something as seemingly primitive as
appetite and food consumption there exist important behavioral differences between
humans and other mammals with less complex brains. For instance, humans show
reliable behavioral and neural differences while consuming the same wine, when
given different information about its price [44]. Thus, the choice of appropriate
animal model ultimately depends on the research question. Within the domain of
cognitive neuroscience, it seems to us that non-human primates are still the obvious
choice, given their overall similarity with humans, and the fact that many of the new
techniques first developed in rodents are now applied to primates [45-49].

Of course, there are also large differences between humans and other non-human
primates [50]. These differences will likely forever preclude the study of certain
human abilities, such as language, in animal models. This is important, because
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language, and the abstract, symbol-operating cognitive abilities that go along with
it, pervade every other aspect of human mental and cognitive life, from memory to
decision-making. In addition, there are likely to be other, potentially more subtle
differences in the way cognitive mechanisms operate in humans and other primates.
It is therefore of great interest to use every opportunity to study single-unit responses
in awake humans [51]. This approach has already led to some insights into language
[52], representation of objects [53], and cognitive control [54]. In addition, single-
unit recordings can provide new insights into mental diseases, such as obsessive-
compulsive disorders [55]. This resource should be used more widely by cognitive
neuroscientists.

6.4 Behavioral Tasks and Psychophysics

The ability to link neuronal activity and cognitive function depends critically on our
ability to vary the cognitive signals of interest in a controlled and measurable fashion.
This, in turn, depends entirely on the behavioral task design, and the psychophysical
methods used to analyze behavior and deduce cognitive states from it. Thus, single
unit electrophysiology, and mathematical psychology and modeling are critically
linked [Forstmann, Wagenmakers, chapter of this book]. Mathematical psychology
provides formal models of cognitive processes, which afford quantifiable variables
that are related to behavior in an operational manner and that can be compared to
measures of neuronal activity. Of course in practice, the hypothesized link might turn
out not to exist, because the model might not have been an appropriate description
of the underlying cognitive and neuronal mechanism. However, this form of model
falsification is exactly how science progresses.

In the case of the specific project that we chose as an example, we were interested in
the neuronal mechanism underlying value-based decision making. Decision-making
involves the selection of a particular behavioral response from a set of two or more
possible responses. Our understanding of the neural processes that underlie this
selection process is most advanced in the case of perceptual decisions [56]. These
decisions are guided by external sensory stimuli and reflect the beliefs of the decision
maker about the external world. Value-based decisions, on the other hand, are much
less well understood.

Value-based decision making is the process of selecting an action among several
alternatives based on the subjective value of their outcomes. This requires the brain
to first estimate the value of the outcome of each possible response, and then to
select one of them on the basis of those values [57—-60]. This raises two fundamental
questions: (1) Where in the brain are the values of different types of outcomes and
actions represented and how are these value signals computed? and (2) How and
where does the brain compare those value signals to generate a choice?

With respect to the first question, a rapidly growing number of studies have found
neural responses that are correlated with some form of value signals [57, 61-63].
Several studies found orbitofrontal cortex (OFC) and amygdala encoding the value



6 An Introduction to Neuroscientific Methods 119

of different goals [62, 64—67]. These signals are stimulus-based and independent of
the actions required to obtain them. These option value signals represent therefore
predicted future states of the world. To allow the selection of an appropriate action,
these goal representations need to be associated with the actions that are most likely
to bring them about. This type of value signal is known as action value. Action-value
signals for hand and eye movements have been found in the striatum [68, 69], in
the dorsolateral prefrontal cortex (DLPFC) [70], and in the medial frontal cortex
[71, 72], including the supplementary eye field (SEF) [73].

With respect to the second question, there are currently two major theories of
how the brain compares value signals and uses them to select an action [74]. One
theory is the goods- or goal-based theory of decision making [62], according to
which the brain computes the subjective value of each offer, selects between these
option value signals, and then prepares the appropriate action plan. This theory in its
purest form predicts that motor areas should only represent the chosen action. The
other theory is the action-based theory of decision making [18, 75-78], according
to which potential actions are simultaneously represented in the brain and compete
against each other. This competition is biased by a variety of factors including the
subjective value of each offer (i.e., their action values). This theory in its purest
form predicts that option value signals should not predict the chosen option, before
an action is chosen, since these signals are only precursors to the decision. A third
alternative is that competition occurs at both levels in parallel [74].

In order to study value-based decision making, we needed to design a task in
which the monkey was forced to select actions based on its internal estimation about
the worth of various options. In our case, we kept the number of alternatives binary
to start with the simplest condition. In addition, we were also interested in creating
a task in which identical task conditions would elicit different choices. This would
allow us to differentiate between the representation of the decision process itself that
should co-vary with the behavioral choice, and the representation of other factors
that should stay invariant across trials (e.g., the representation of a particular option
and its attributes, independent of whether it is chosen or not).

Both of these conditions were fulfilled in a gambling task, in which the monkeys
had to choose between gambles with different probabilities to win reward of varying
amounts (Fig. 6.1a, b). We used targets that consisted of two colors correspond-
ing to the two possible reward amounts. The portion of a color within the target
corresponded to the probability of receiving that reward amount (Fig. 6.1b). The
minimum reward amount for the gamble option was always 1 unit of water, while
the maximum reward amount varied between 3, 5 and 9 units, with three different
probabilities of receiving the larger reward (20, 40, and 80 %). This resulted in a
set of 7 gambles. The colors and differences in area size were easy to discriminate
for the monkey. Thus, in presenting two targets to the monkey, the problem for the
animal was not one of perceptual uncertainty. Instead, the problem of selecting the
better of the two options was related to the uncertainty about the actual outcome that
would follow from each choice. A decision-maker that is indifferent to risk should
base his decision on the sum of values of the various outcomes weighted by their
probabilities, i.e., the expected value of the gamble. However, humans and animals
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Fig. 6.1 Gambling task and estimate of subjective value. a The gambling task consisted of two
types of trials, choice trials and no-choice trials. All the trials started with the appearance of a
fixation point at the center of the screen, which the monkeys were required to fixate for 500-1000
ms. After that, in choice trial, two targets appeared on two locations that were randomly chosen
among the four quadrants. Simultaneously, the fixation point disappeared and within 1000 ms the
monkeys had to choose between the gambles by making a saccade toward one the targets. Following
the choice, the nonchosen target disappeared from the screen. The monkeys were required to keep
fixating the chosen target for 500-600 ms, after which the target changed color. The two-colored
square then changed into a single-colored square associated with the final reward amount. This
indicated the result of the gamble to the monkeys. The monkeys were required to continue to fixate
the target for another 300 ms until the reward was delivered. In the choice trial, each gamble option
was paired with all other six gamble options. The sequence of events in no-choice trial was the
same as in choice trial except that only one target was presented. In those trials, the monkeys were
forced to make a saccade to the given target. All 7 gamble options were presented during no-choice
trials. We presented no-choice and choice trials interleaved in blocks of trials that consisted of
all twenty one different choice trials and eight onset different trials and seven different no-choice
trials. Within a block, the order of trials was randomized. The locations of the targets in each
trial were also randomized, which prevented the monkeys from preparing a movement toward a
certain direction before the target appearance. b Four different colors indicated four different reward
amounts (increasing from 1, 3, 5 to 9 units of water, where 1 unit equaled 30 pl). Note that the
expected value of the gambles along the diagonal axis was the same. ¢ The mean subjective value
of the 7 gamble options for one of the monkeys. The subjective value ranges between 0 for the least
and 1 for the most valuable option

are not indifferent to risk and their actual decisions deviate from this prediction in
a systematic fashion. Thus, the subjective value of a gamble depends on the risk
attitude of a decision-maker.

In addition, there is another interesting feature that can be seen in everyday life,
as well as in our laboratory task. For certain combinations of gambles, the monkeys
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were very certain which one they preferred. However, for a large range of other
combinations they varied in their choice, even after they were exposed to the dif-
ferent gamble options daily for many months. One of the reasons for this persistent
uncertainty about the value of the gamble options might be the fact that gambles vary
across two independent dimensions, reward amount and probability, both of which
affect the overall value. Options can be attractive for different reasons, e.g., either
because of low risk or high payoff. Assessing the value of a gamble option requires,
therefore, a trade-off between the different attributes that have to be integrated in a
weighted fashion in order to generate a one-dimensional decision variable, the sub-
jective value of the option. This process has no obvious best solution and agents can
remain ambivalent with respect to which of the options is optimal. In addition, there
might also be other sources of variance, such as changes in attention or motivation
or recent outcome history. In any case, the monkeys showed behavioral variance in
our gambling task, which was important for us. Combined, the two features of our
task produce a situation that is almost a perfect inversion of the classic perceptual
decision-making task, in which sensory stimuli are very ambiguous, but the correct
response can easily be selected, given a particular belief about the state of the world
[16, 18]. In contrast, in our gambling task, the state of the world is easy to perceive,
but the appropriate response is unclear.

In terms of the link between the neural and the mental level, we are faced in our
research with the problem of comparing a subjective, internal variable (the subjective
value of the various options) to an objective, measurable variable (the firing rate of
neurons). Here the behavioral variance is likewise of great importance, since it al-
lows us to use psychophysical scaling techniques [79, 80] to estimate the subjective
value of different targets (Fig. 6.1c). These techniques go back to Fechner, who was
the first to suggest that a psychophysical experiment could be conducted in which
an observer makes judgments along a psychological dimension having no obvious
physical correlate (here, subjective value) [81, 82]. Thurstone further developed
the theoretical method for analyzing such data from paired comparison judgments
[83]. In his model, Thurstone assumed that the judgment process was based on the
comparison of noisy internal representations. The differences across the compared
distributions lead to systematic differences in the probability of particular judgments.
Similar ideas within economics lead to the development of random utility models
[84], in which it is presumed that choices are based on noisy internal utility esti-
mations [85]. Importantly, this scaling method gave us an estimate of the subjective
value that went beyond a mere ordinal ranking. Instead, we could order the subjective
value of the various gambles on an interval scale [82, 86] that allowed us to estimate
not only which gamble is preferred over another, but also by how much (Fig. 6.1c¢).
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6.5 Electrophysiological Recordings of One or More Identified
Neurons

In our experiment, we used an in-house built system of electrode microdrives that
allowed us to independently control the position of up to 6 different electrodes. Our
recording setup required us to advance electrodes acutely during each recording
session into the brain. This allowed us to cover a wide range of different cortical
locations and, more importantly, to position the electrode close to neurons, whose
activity was task-related. In this regard, apart from the fact that we did this with
multiple electrodes, our approach was very similar to the traditional single electrode
recording approach. However, both approaches introduce mechanical disturbances
within the brain tissue during advancement of the electrode. These mechanical in-
stabilities, together with pulsations introduced by heart rate and breathing generated
instabilities in the position of the neuron with respect to the tip of the electrode. These
instabilities influenced our long-term recording stability. To keep the signal to noise
ratio of spike identification stable required constant monitoring and minute adjust-
ments of the electrode position by the researcher. This is a well-known problem for
single unit electrophysiology, but it is exacerbated in the case of multiple electrodes.
Ultimately, for human researchers one reaches very soon an attentional bottleneck.
Overcoming these limitations would be a major breakthrough that would allow us to
record simultaneously from large numbers of neurons [87].

There are a number of ways to achieve this goal. One possibility is the use of
a series of electrode drives that can move electrodes independently operated by
multiple researchers working in conjunction [88]. Each researcher is responsible for a
few electrodes. This acute recording approach is in some sense the most conservative,
insomuch as it requires the least dramatic change relative to traditional methods of
single-unit recordings. Because of this, it is easy to implement in principle. However,
it is not clear how scalable this approach is, given the increasing demands in well-
trained man power.

Another possibility is the use of microelectrode arrays [89-91]. In this approach
the electrodes are not advanced acutely for each recording session. Instead, an array
consisting of multiple electrodes (with as many recording contacts as desired and
technically feasible) is chronically implanted into the brain [92-94]. Due to its better
mechanical stability, neuronal spikes can be recorded typically for extended time
periods. The signal to noise ratio of microelectrode arrays and of conventional elec-
trodes is comparable [91]. One disadvantage of the microarray recording setup is the
inability to actively search for task-relevant neuronal activity. Once implanted, the
electrodes cannot be moved and the researcher has to be content with whatever signal
he or she can get. To some extent, this disadvantage can even be seen as strength,
since pre-selection of ‘interesting’ neurons introduces severe sampling biases in tra-
ditional recording studies. This has made it very hard to directly compare the results
of single unit studies in different brain areas. Since microarrays sample neurons in
different parts of the brain in a more random fashion, they allow a more unbiased
comparison [95]. A straightforward and unbiased way to increase the likelihood to
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record from task-relevant neurons using chronic microarrays would be a strategy of
recording from as many parts of the electrode as possible to increase the number
and extent of neurons that can be sampled [90, 94]. This strategy relies on the use
of modern lithographic techniques to fabricate electrodes. There has been a lot of
progress in the manufacture and use of such polytrodes [96] and there exists a large
design space that can be explored for further improvements [97].

A third approach that combines aspects of the acute and chronic recording methods
is semichronic recording [98, 99]. In this approach, miniature mechanical micro-
drives are implanted into the brain, each containing a number of independently
movable microelectrodes. Recordings are made by slowly advancing a subset of
electrodes in each chamber each day. This procedure has been used very successfully
during the investigation of neurons in the rodent hippocampus [100]. Semichronic
recording provides the ability to move electrodes into brain areas that are of particular
interest, and the possibility of recording from many individual neurons simultane-
ously. However, this type of recording device is still not commonly used in primate
experiments and requires further development.

6.6 Relationship Between Neural Activity and Decision
Variables

Decision-making under risk is very common in everyday life, where practically
every action can have more than one possible outcome. Value-based decision making
requires the translation of internal value signals related to the different options into
the selection of unique motor signals necessary to obtain the desired option. Where
and how this is achieved is still debated [101]. Therefore, we concentrated our initial
research on brain areas that receive input from motivational and cognitive systems
and provide output to the motor system. One such region is the supplementary eye
field (SEF). SEF receives input from areas that represent option value, such as the
orbitofrontal cortex and the amygdala [102, 103]. SEF forms a cortico-basal ganglia
loop with the caudate nucleus, which is known to contain saccadic action value
signals [104, 105]. SEF projects to oculomotor areas, such as frontal eye field,
lateral intraparietal cortex, and superior colliculus [102]. Neurons in SEF become
active before value-based saccades, much earlier than neurons in frontal eye field
and lateral intraparietal cortex [106]. SEF might therefore participate in the process
of value-based decision making in the case of eye movements.

Our initial recordings confirmed that SEF neurons represent three major func-
tional signals during decision-making [107]. One group of neurons encoded the
value of reward options, but not the type of eye movement necessary to obtain it.
Such option value signals are similar to signals found in the orbitofrontal cortex.
These signals appeared first in the SEF. Next, a group of neurons became active
that combined information about the value of an option with information about the
direction of the saccade necessary to receive the reward. Such action value signals
are ideally suited to select the action that will most likely maximize reward. Lastly,
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pure motor-related neurons became active that only carried eye movement related
signals. This succession of value- to motor-related signals is in line with our working
hypothesis that SEF serves as a bridge between the value and the motor systems. We
presume that it takes value information and translates it into action value represen-
tations. The learning of appropriate action value signals requires a system that can
evaluate the outcome of actions that are taken. Interestingly, SEF neurons also carry
various monitoring signals [108]. Altogether, these earlier findings suggested that
SEF participates in value-based decision making by computing an action value map
of the existing choice options. Competition within this map could select the action
associated with the highest value, which in turn could be used to guide the selection
and execution of the appropriate eye movement.

In order to test this hypothesis, we recorded from SEF neurons, while monkeys
chose between gambles of varying subjective values. The histograms in Fig. 6.2 show
the activity of multiple identified single neurons during saccades to four different
targets recorded in one of these sessions. The activity differences indicate the pre-
ferred direction and the strength of the tuning of the different cells. This directional
tuning (or lack thereof in the time period preceding the saccade) is of course only
one of the functional dimensions along which the SEF neurons can vary [73]. The
other major dimension, sensitivity to subjective value of the target, is not shown
in Fig. 6.2. However, even while ignoring this other potential source of functional
variability; a comparison of the neurons is enough to make clear, why it is impor-
tant to record from individual neurons. The SEF neurons that were recorded from
each of the three electrodes were, as a group, in very close anatomical proximity
to each other. Otherwise, it would not have been possible to separate their action
potentials from the background modulation of all the other neurons surrounding the
electrode tip. Nevertheless, there is a marked difference in directional tuning among
these neurons. In particular, one of the neurons recorded by the second electrode
(middle column, first row) is most active for saccades to target T3 and least active for
saccades to target T4. This is in contrast to two other neurons recorded by the same
electrode (middle column, second and fourth row) that show an exactly opposite
pattern of activity: these are most active for saccades to target T4 and least active
for saccades to target T3. Any form of mass-activity recording would have simply
averaged over these differences. In the best case, this would have increased the noise
of the recording, and in the worst case it would have led to a failure to detect an
important functional difference among the neurons forming the local network.

If a framework based on anatomical proximity is inadequate to functionally un-
derstand the SEF neurons, what kind of alternative works better? In our case, it turns
out that the functional framework of the action value map works well to give us some
insights on the pattern of activity in SEF during decision-making. Figure 6.3 shows
the population activity in SEF as a time-direction map of neuronal activity. Here,
we sort the neurons according to their preferred direction relative to the position of
the chosen and unchosen target. Since the monkey made saccades in four different
directions, each neuron contributed four different activity traces to the time-direction
map. To avoid a bias introduced by neurons with higher activity levels, we normal-
ized the activity of each neuron across all conditions. To smooth over inevitable
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Fig. 6.2 Recording of multiple identified single neurons. An example of numerous individual
neurons recorded simultaneously from three different electrodes inserted into different parts of SEF
during one recording session. Each panel shows the the average spike rate of one neuron aligned
on saccade onset for movements towards each of the four different target locations (77: blue, 72:
black, 73: violet, T4: red line). The panel in each of the three columns represents the activity of one
individual neuron that was recorded from one of the three electrodes., We were able to isolate four
different neurons in the first two electrodes, and two more neurons from the third electrode

differences with which the preferred directions were represented in our neuronal
sample, we binned the neuronal activity. It should be understood that this simple
act itself represents a form of interpretation or hypothesis regarding the function of
the neurons. We presume that each neuron represents the action value of saccades
directed towards its preferred direction. Thus, as a whole the activity distribution
across the entire neuronal population encodes the combined estimation of the rela-
tive values of the various saccades that the monkey can make. Each vertical line in
the map represents the state of this activity distribution in the action value map at
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Fig. 6.3 Time-direction map of normalized neuronal activity in SEF. Each of the two maps shows
the normalized population activity distribution of directionally SEF neurons as a function of time.
We averaged neuronal activity over all different subjective target values. The vertical axis shows
the activity distribution of neurons sorted by the orientation of their preferred direction relative to
the direction of the chosen target (at 1.57 radians) and the non-chosen target (at 4.71 radians). The
horizontal axis shows the change of this activity distribution across time relative to saccade onset.
The time-direction map on the left shows the SEF activity during no-choice trials, in which only one
target was presented. The time-direction map on the right shows the activity of the same neurons
during choice trials. The upper band of activated neurons corresponds to neurons representing the
chosen target direction, while the lower band of activated neurons represents the non-chosen target
location

one moment in time. Since in our experiment, all targets were presented with the
same distance from the center, we can presume that our map here is one-dimensional.
Thus, the time-direction map shows the development of action value-related activity
over the course of decision-making.

The map on the left shows the simple no-choice case, in which only one target is
presented. In response to the target presentation, activity in a broad set of neurons
increases. Activity centered on the target direction reaches a maximum around the
time of saccade initiation. The map on the right shows the more complex case, in
which two targets are presented. There are a number of differences. First, activity
starts to rise in two parts of the map. One is centered on the target that will be chosen,
while the other is centered on the non-chosen target. The initial rise in activity relative
to saccade onset starts earlier, in keeping with the fact that reaction times are longer
when the monkey has to choose between two response options. In the beginning, the
activity associated with both possible targets is of similar strength, but around 50
ms before saccade onset, a difference develops between these two different groups
of cells. The activity centered on the chosen target becomes much larger than the
one centered on the non-chosen target, and increases until saccade onset. In fact, the
peak activity associated with the chosen target is much larger than the peak activity
associated with the same saccade during no-choice trials. This increased activity for
increased number of targets is very unusual and differs from the behavior of neurons
in other oculomotor regions. However, it might allow SEF to reliably encode the
best action value even in the face of distractors. In sum, the SEF population activity
seems to represent first both equally possible alternatives, before in a second step
reflecting the selection of the chosen target.
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These observations then beg the question, whether SEF activity actively takes
part in the decision process. To answer this, we have to establish at least two links
[2, 3]. The first link is between the variations of neuronal activity and the behavioral
choices of the monkey. To establish this link, we have to show that we can decode
(i.e., predict) the behavioral choice from the neuronal activity to some statistically
significant degree on any given trial. Traditionally, with single units, such a link
was established using techniques derived from signal detection theory [109, 110].
These techniques rely on a comparison of the neuron’s activity across trials that
never occurred simultaneously. For example, all trials, in which the two options A
and B are presented, are divided into trials in which option A was chosen and trials
in which option B was chosen. By comparing the activity of a neuron across these
two types of trials one can hope to see if there are differences related to behavioral
choice. However, this entails that the trials recorded from an individual neuron are
treated as if they belonged to a pair of neurons. Underlying this analysis is therefore
the assumption of a fictitious ‘antineuron’ that behaves as the mirror image of the
recorded neuron, but that was never actually recorded (and most likely does not exist).
Apart from these issues, there is the deeper question about the extent to which the
different trial repetitions are actually identical. In light of these conceptual problems,
it would be better to use the activity of many neurons on a single trial to do what, in
the traditional approach, is done with the activity of a single neuron on many trials
[111].

A promising new technique for decoding neural activity is the use of modern pat-
tern classification methods to analyze activity recorded simultaneously from multiple
neurons [112—115]. An interesting new approach for visualizing the pattern of activ-
ity within a large number of neurons is the state space representation [116]. In this
general framework, the activity of a group of neurons is represented as a particular
point in an N-dimensional space, where N is equal to the number of neurons. The
activity of each neuron at a given moment in time is represented numerically along
one of the dimensions forming the space. Thus, the entire population forms a vector
pointing to the part of the state space that represents the momentary state of the set
of neurons. Changes in neuronal activity lead to shifts in the state space that form
a trajectory. The direct visualization of this state space is obviously not possible for
groups of neurons larger than three. However, it is possible to visualize the main
changes in state space following dimensionality-reduction through methods, such as
principal component analysis. The mean trajectories describing the shifts of popu-
lation activity in SEF during decision making are shown in Fig. 6.4a for the set of
10 neurons depicted in Fig. 6.2. The trajectories associated with the choice of the
four saccade directions all start in the same part of the state space projection spanned
by the first two principal components (PC1, PC2), before moving in four different
directions in this state space. The trajectories shown in Fig. 6.4a indicate the mean
positions of the state vector. The state vectors associated with the individual trials
form a cloud around the mean trajectory.

We can now ask if there is a linear boundary that optimally divides the state
space, so that we can distinguish between the state vectors that are associated with
particular choices (of options or saccade direction). Next, we can ask how well we
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Fig. 6.4 Neuronal dynamics during decision-making within a neuronal state space and results of
linear classifier. a The activity of the simultaneously recorded neurons shown in Fig. 6.2 defined a
10-dimensional state space. A projection of this state space onto a 2-dimensional subspace is shown.
The subspace is defined by the first two principal components (PC1, PC2) explaining variance in the
neuronal state vector distribution. The temporal succession of the mean state vector location between
target and saccade onset is shown separately for trials in which one of four saccade directions was
chosen by the monkey. The mean state vector locations form a trajectory (7'/: blue, 72: black, 73:
violet, T4: red line). The green dot on the trajectories indicates the moment of saccade initiation.
b A linear discriminant analysis of the distribution of state vectors for all combination of saccade
directions was performed. The percentage of correctly predicted choices based on this analysis
is plotted as a function of the time bin during which the state vectors were defined. The red bar
indicates those time periods, in which the percentage of correct predictions was significantly larger
than chance, as determined through a permutation test

can decode the monkey’s choices based on this approach, and at what point in time
our predictive power is better than chance. The result of this analysis for the same
set of 10 SEF neurons is shown in Fig. 6.4b. As we can see, the neuronal assembly
does not allow us to predict the chosen saccade direction up until 60 ms before
saccade onset. However, after this point the predictive power rapidly increases until
it reaches a choice probability of ~ 75 % just before saccade onset. This ‘decision
point’ matches the estimate derived from the time-direction map for the moment at
which the activity map differentiates (Fig. 6.3).

6.7 Perturbing Spiking Activity in the Brain

Showing that SEF activity is correlated with decisions in the gambling task is a
good beginning towards establishing a link between neuronal activity and mental
processes. However, the critical step is clearly the establishment of causality. This
requires perturbation experiments, to show that changes in neuronal activity cause
changes in behavior.

To this end, we used a cooling probe to temporarily inactivate the SEF in both
hemispheres, while a monkey performed the gambling task [117]. It has been known
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for some time that cooling suppresses the generation of action potentials. This in-
activation is fast (with 1-5 min.), reversible, and causes no damage to the affected
tissue. All these factors make this technique easier to use than pharmacological in-
activation. At the same time, the size and extent of the affected area can be easily
controlled by the shape of the cooling probe. Thus, large brain areas can be influenced
simultaneously, a relative advantage over optogenetic techniques that are limited by
the ability to spread light evenly. On the downside, cooling affects all neurons near
the probe, and therefore does not allow the specific manipulation of functionally or
anatomically defined neuronal sub-groups.

The behavioral effects of the inactivation are shown in Fig. 6.5. We plot the
probability of choosing the less valuable target as a function of the difference in
subjective values. Behavior under normal conditions is shown by the blue bars. As
one would expect, the probability of choosing the less valuable option is largest
when the difference is small and the discrimination of the value difference is hard.
For larger value differences (> 20 %), the monkey typically picks the less valuable
target only rarely. If SEF plays a causal role in value-based decision making, we
would expect the monkey to show an increased rate of sub-optimal choices when
SEF can no longer guide motor selection. This is indeed the case, as shown by the
red bars. The effect is largest for intermediate value differences. This is probably
due to the fact that there is a ceiling effect for very small value differences, while for
very large value differences the decision is so easy that other brain regions beside
the SEF are sufficient to pick the better option. Nevertheless, the overall effect of
cooling on behavior is significant (p < 0.01), and the size of the effect is comparable
to the effect of permanent lesions of the orbitofrontal cortex through ablation [118].
Importantly, the fact that inactivation of SEF has an immediate effect on value-based
decisions establishes a causal link between SEF single unit activity and the monkey’s
choice based on subjective preferences (at least with regards to eye movements).

SEF is clearly part of a larger network that is involved in value-based decision
making. An important future direction will therefore be the exploration of the other
brain areas in the network. One group of areas, such as dorsolateral prefrontal cortex,
orbitofrontal cortex and amygdala, provide inputs to the SEF. Another set of areas
including frontal eye field, superior colliculus and dorsal striatum, in turn, receive
inputs from the SEF. Understanding the entire circuit responsible for value-based
decision making will require us to describe the types of signals and their temporal
order within this network of brain areas.

6.8 Future Developments

Recently, very ambitious proposals for large-scale projects have been suggested
within neuroscience. Many prominent and accomplished neuroscientists have sug-
gested that we should try to reconstruct the neuronal network for large parts if not the
entire, brain of a small mammal, a ‘structural’ connectome [30]. Other researchers
have suggested that we should attempt to record every action potential from every



130 V. Stuphorn and X. Chen

050 -
B 37°C
0.45 I -10 °C
040 -
0.35-
030 4

0.25

0.20 -

Choice probability

0.15- L

010 -

0.05

0 01 02 03 04 05 06 07 08 09
Subjective value differences

Fig. 6.5 Behavioral effects of bilateral inactivation of SEF through cooling. The probability of
choosing the smaller of two options was plotted as a function of relative difference in subjective
value of the options as determined behaviorally (see Fig. 6.1). The behavior under normal conditions
is shown by the blue bars (normal temperature; 37°C). The behavior, when SEF is inactivated in
both hemispheres, is shown by the red bars (~10°C)

neuron within a circuit, ultimately again within the entire brain, a ‘functional” con-
nectome [119]. Such ideas are very ambitious and attractive, since they promise to
tackle directly one of the biggest problems in our current understanding of the brain.
While we can observe the spiking activity of individual neurons, and can establish
links between their activity and behavior or even mental states, we mostly do not
know why the neurons show the activity pattern that we observe. The activity of neu-
rons in the brain is ultimately an emergent property of the interactions between the
different elements that make up the circuit that they belong to. Thus, only knowledge
about the fine structure of this circuit and the distributed activity of the various ele-
ments that make up the circuit will provide us with a true mechanistic understanding
of the brain.

However, there is reason to be cautious. It is easy to underestimate the true
complexity of the brain [2, 120]. Moore proved that the number of steps necessary
to learn about the internal structure of a computing machine is at least the same
order of magnitude as the number of states of the machine [39]. It is easy to see the
consequences of this relationship for a task such as fully characterizing the visual
cortex of the mouse, which contains about 2 million neurons [120]. Any realistic hope
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of progress relies on our ability to discover hierarchical structures in the network,
which would allow us to simplify the level of complexity of the circuit that needs
to be understood in order to explain the behavior of the entire network [120, 121].
Such insights ultimately require further conceptual breakthroughs, and the input of
theorists, such as mathematical psychologists or computational neuroscientists.

In conclusion, we are living in exciting times for neuroscientists. Important
technological breakthroughs have been made and there is the potential for the devel-
opment of even more advanced methods for recording neural activity from hundreds,
if not thousands, neurons simultaneously and to reconstruct nervous circuits in
unprecedented detail [122, 123]. Without any doubt, these attempts at technical
innovation will move neuroscience forward. This is true, not least, because work
towards achieving these goals might lead to much-needed improvements in mea-
surement technology, even if the ultimate goal should remain elusive. However, it is
important not to ignore the main source of most of the real insights into the brain that
have been acquired up to now, namely, the establishment of a functional and explana-
tory link between neural activity and mental phenomena using psychophysics and
mathematical models. When the newly available techniques are combined with these
established approaches, we will truly see great steps forward in our understanding
of the brain.

Exercises

1. Given the fact that, in humans, for the foreseeable future we will have to rely
on mass-activity measures of brain activity, the relationship between single-unit
activity and mass-action recordings is of interest. What do you think is the re-
lationship between individual neurons producing action potentials and fMRI or
EEG?

2. New generations of neuroprobes will allow extreme miniaturization. Currently
available probes allow the construction of devices with 456 electrodes. Within a
few years we will likely have neuroprobes available that have up to 2000 elec-
trodes [123]. Also currently already available are microchips that can be injected
into the brain and that allow the recording of electrical fields, temperature, and
the local emission of light, which would allow the spatially precise control of
neural activity through optogenetics [124]. More futuristic approaches envision
“nanometer-scale light-sensitive devices that could embed themselves in the mem-
brane of neurons, power themselves from cellular energy, and wirelessly convey
the activity of millions of neurons simultaneously” [123, 125]. If we assume for
a moment that all these technical advances come to fruition, what are questions
that could be answered using these new techniques?
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Further Reading

1. Wise [32] provides a provocative review about the function of prefrontal cortex.
It includes a discussion of the differences between the frontal cortex of primates
and rodents.

2. In a seminal paper, Teller [1] lays out the internal logic that allows establishing
a link between a set of physical events in the brain to psychological events or
a functional concept. A more in depth discussion of these requirements is also
provided by Parker & Newsome [3] in the sensory domain and by Schall [2] in
the motor domain.

3. In a highly amusing and interesting book, Passingham [50] describes what is
known about the specific characteristics of human brain anatomy and physiology,
as opposed to the brains of other primates.

4. Glimcher [85] lays out, how psychology, economics, and neuroscience can be
related in a new reductionist framework.

5. In this classic description, Gescheider [82] gives an overview over modern psy-
chophysics. This topic is of utmost importance to anyone interested in connecting
brain activity with behavior and mental states.

6. Modern approaches for the recording of multiple individual neurons are discussed
by Kipke et al. [89] and Buzsaki [94]. An interesting new method for analyzing
the resulting multi-neuron data is described in Yu, et al. [116]. These papers are
of course just highlights out of a vast literature.

7. Denk et al. [30] and Alivisatos et al. [119] describe ambitious new proposals of
obtaining structural and functional ‘connectomes’, that is, a complete description
of a neuronal circuit.

8. Koch [120] discusses the difficulties for explaining the mammalian brain related
to its astonishing complexity.
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Chapter 7
Model-Based Cognitive Neuroscience: A
Conceptual Introduction

Birte U. Forstmann and Eric-Jan Wagenmakers

Abstract This tutorial chapter shows how the separate fields of mathematical psy-
chology and cognitive neuroscience can interact to their mutual benefit. Historically,
the field of mathematical psychology is mostly concerned with formal theories of
behavior, whereas cognitive neuroscience is mostly concerned with empirical mea-
surements of brain activity. Despite these superficial differences in method, the
ultimate goal of both disciplines is the same: to understand the workings of hu-
man cognition. In recognition of this common purpose, mathematical psychologists
have recently started to apply their models in cognitive neuroscience, and cognitive
neuroscientists have borrowed and extended key ideas that originated from mathe-
matical psychology. This chapter consists of three main sections: the first describes
the field of mathematical psychology, the second describes the field of cognitive neu-
roscience, and the third describes their recent combination: model-based cognitive
neuroscience.

7.1 Introduction

The griffin is a creature with the body of a lion and the head and wings of an eagle.
This mythical hybrid is thought to symbolize the rule over two empires, one on
the earth (the lion part) and the other in the skies (the eagle part). The preceding
six tutorial chapters may have given the impression that the field of model-based
cognitive neuroscience is similar to a griffin in that it represents the union of two
fundamentally incompatible disciplines. After all, the methods and concepts from
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Fig. 7.1 The griffin—part “Tab xLrx
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the field of formal modeling, explained in Chaps. 1, 2, and 3, appear to have little
in common with the methods and concepts from the field of cognitive neuroscience
as discussed in Chaps. 4, 5, and 6. The goal of this tutorial chapter is to explain
that this impression is mistaken—the griffin analogy is apt because it highlights the
added possibilities and novel insights that can be obtained when formal models for
behavior are combined with methods from cognitive neuroscience ([1; Fig. 7.1).

In this chapter we explain why it is natural to combine behavioral modeling
with cognitive neuroscience; furthermore, we illustrate the benefits of the symbiotic
relationship between the two disciplines by means of concrete examples. However,
before we discuss our model-neuroscience griffin in detail, it is informative to first
discuss its component disciplines separately.

7.2 Mathematical Psychology

Mathematical psychologists are concerned with the formal analysis of human be-
havior. Objects of study include perception, decision-making, learning, memory,
attention, categorization, preference judgments, and emotion. Whenever researchers
propose, extend, or test formal models of human behavior they are practising math-
ematical psychology. Thus, the field of mathematical psychology is relatively broad,
and defined more by method than by topic or subject matter. To give you an impres-
sion of the work done by mathematical psychologists, Table 7.1 provides an overview
of the articles published in the June 2012 issue of the Journal of Mathematical
Psychology.

The inner core of card-carrying mathematical psychologists is comprised of only
about a few hundred researchers, and consequently progress in the field can be
agonizingly slow. In his 2008 editorial in the Journal of Mathematical Psychology,
the society’s president Jim Townsend wrote:

It can prove a frustrating experience to compare psychology’s pace of advance with progress
in the ‘hard’ sciences. [...] steps in filling in data about a phenomenon not to mention testing
of major theoretical issues and models, seem to occur with all the urgency of a glacier. One
may wait years, before a modeler picks up the scent of an intriguing theoretical problem and
carries it ahead. It is disheartening to contrast our situation with, say, that of microbiology.
[9, p. 270]
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Table 7.1 Articles published in the June 2012 issue of the Journal of Mathematical Psychology

Title Reference
A tutorial on the Bayesian approach for analyzing structural equation models [2]
Symmetry axiom of Haken-Kelso-Bunz coordination dynamics revisited in the [3]

context of cognitive activity

Quantum-like generalization of the Bayesian updating scheme for objective and [4]
subjective mental uncertainties

Torgerson’s conjecture and Luce’s magnitude production representation imply an [5]
empirically false property

A predictive approach to nonparametric inference for adaptive sequential sampling | [6]
of psychophysical experiments

On a signal detection approach to m-alternative forced choice with bias, with [71
maximum likelihood and Bayesian approaches to estimation

How to measure post-error slowing: A confound and a simple solution [8]

One solution to this glacier-like progress is for mathematical psychologists to collab-
orate with researchers from other disciplines; when more researchers are interested
in a particular phenomenon this greatly increases the speed with which new discov-
eries are made. This is in fact exactly what happened when cognitive neuroscientists
became interested in quantitative models for speeded decision making (e.g., [10-12];
prior to this development, such models were proposed, adjusted, and tested only by
a handful of mathematical psychologists—for example, from 1978 to 2001 Roger
Ratcliff stood alone in his persistent efforts to promote the drift diffusion model as a
comprehensive account of human performance in speeded two-choice tasks.

7.2.1 The Drift Diffusion Model

In the drift diffusion model (DDM), shown in Fig. 7.2, noisy information is accumu-
lated over time until a decision threshold is reached and a response is initiated. The
DDM provides a formal account of how people make speeded decisions between two
choice alternatives. In other words, the model yields parameter estimates (e.g., for
drift rate and boundary separation) that represent specific psychological processes
(e.g., ability and response caution) in order to account for error rates as well as
response time distributions for both correct choices and errors. Put differently, the
DDM takes observed behavior—which may be difficult to interpret—and decom-
poses it into psychological processes that are easier to interpret. For instance, the
boundary separation parameter in the DDM reflects the amount of information that
a participant seeks to accumulate before being confident enough to respond. Higher
levels of boundary separation reflect a more cautious response regime, one in which
responding is slow but errors are few.
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Fig. 7.2 A drift diffusion model for the lexical decision task. In this task, the participant is shown
a letter string and has to decide quickly whether it is an existing word (e.g., figer) or not (e.g.,
drapa). Noisy evidence is accumulated over time until a boundary is reached and the corresponding
response is initiated. Drift rate quantifies decision difficulty and boundary separation quantifies
response caution. Predicted response time equals the decision time plus the time required for
non-decision processes such as stimulus encoding and response execution. (Figure as originally
published in [13])

Throughout the years, Ratcliff repeatedly demonstrated how the DDM allows for
deeper insight in the processes that underlie observed behavior (e.g., [14]). Consider,
for instance, the finding that older adults respond more slowly than younger adults,
a general empirical regularity that holds even in relatively simple tasks such as
lexical decision. The once-dominant explanation of this age-related slowing holds
that older adults have a reduced rate of information processing, perhaps as a result of
neural degradation; hence, the age-related slowing was assumed to hold generally,
across a wide range of different tasks and processes [15—17]. However, when the
DDM was applied to the data from older adults, Ratcliff and colleagues discovered
something surprising [18, 19]: in most speeded two-choice tasks, drift rates did
not differ between the young and the old. That is, older adults were accumulating
diagnostic information as efficiently as the young. Instead, the age-related slowdown
was usually due to a combination of two factors: (1) an increase in non-decision time,
that is, the time needed for encoding and response execution, and (2) an increase in
response caution. These results suggest that the age-related slowing can be undone,
at least in part, by encouraging the elderly to adopt a more risky response strategy
(for a confirmation of this prediction see for instance [20]).
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Currently, the DDM can be considered one of the most successful quantitative
models in mathematical psychology: not only does it provide fits to empirical data
that are consistently good, it has also driven theoretical progress in fields traditionally
dominated by verbal or quasi-formal accounts. These intuitive accounts were often
unable to withstand quantitative scrutiny (e.g., [21]).

The main weakness of the DDM is that it provides a decomposition of performance
that is relatively abstract, that is, the DDM does not commit to any representational
assumptions. This makes the model less interesting from a psychological point of
view. The main weakness of the DDM, however, is also its main strength: because
its account is relatively abstract it can be applied to a wide range of different tasks
and paradigms.

For the first 25 years, the development and application of the DDM was guided
by statistical and pragmatic considerations; Of particular relevance here is that the
dynamics of decision-making in neural circuits is remarkably similar to that postu-
lated by the DDM (e.g., [12]) in that neurons appear to accumulate noisy evidence
until threshold. Thus, the DDM does not only capture behavioral data but holds the
promise to capture underlying neural dynamics as well. This may not be accidental:
the DDM describes performance of a decision-maker who is statistically optimal in
the sense of minimizing mean response time for a fixed level of accuracy (e.g., [22])
and it is plausible that for simple perceptual tasks, evolution and individual learning
has curtailed those neural dynamics that lead to suboptimal outcomes. Cognitive neu-
roscientists have not only applied the DDM to neural data, they have also proposed
theoretical extensions to the model. For instance, high-profile extensions concern the
generalization to more than two choice-alternatives [23, 24], collapsing bounds [25],
urgency-gating [26], and drift rates that change during stimulus processing [27].

7.2.2 Ambivalence Towards Neuroscience

Although mathematical psychologists are increasingly interested in the neural un-
derpinnings of cognition, the overall attitude towards the neurosciences is one of
ambivalence or even open distrust.! Some of this ambivalence stems from the concern
that brain measurements alone may not be theoretically meaningful. For instance,
Coltheart claimed that “no functional neuroimaging research to date has yielded
data that can be used to distinguish between competing psychological theories™ [28,
p- 323] (see the exercise at the end of this chapter).

To demonstrate the limitations of neuroscientific methods, Ulrich presented the
following thought experiment [29]. Suppose you are intrigued by the ability of a
computer program to provide analytic solutions to integrals. In the Maple program,
for instance, you can enter the integral fx sinx dx as int (x*sin(x),x); and
Maple will immediately return the solution: sin (x)-x*cos (x). How can we
learn more about how Maple accomplishes these and other computations?

I At the 2009 annual meeting of the Society for Mathematical Psychology, one of the plenary
speakers discussed some of his beginning exploits in cognitive neuroscience. Following his talk,
the first question from the audience was whether he had now “joined the dark force”.
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Ulrich argues that neuroscientists may tackle this problem in different ways, as
illustrated in Fig. 7.3: analogous to functional brain imaging, one might perform a
heat scan on the laptop as it computes integrals, and compare this with a control
condition where it is just waiting for input (Fig. 7.3, top left panel). Analogous
to EEG measurements, one could attach surface electrodes to the laptop, have the
laptop repeatedly perform integrals, and compute a stimulus-locked or a response-
locked event-related potential (Fig. 7.3, top right panel). Analogous to single-cell
recordings in monkeys, one might implant electrodes and register the activity of
small components within the laptop (Fig. 7.3, lower left panel). Finally, analogous to
neurosurgical methods, one might lesion the laptop, for instance by hitting it with a
hammer. With luck, one might even discover a double dissociation, that is, lesioning
one part of the laptop harms the computation of integrals but does not harm word
processing, whereas lesioning another part of the laptop harms word processing but
not the computation of integrals (Fig. 7.3, lower right panel).

Ulrich ([29, p. 29]) concludes that ““(...) none of these fancy neuroscience tech-
niques can directly unravel the hidden mechanisms of this symbolic math program”
and hence, brain measurement techniques alone cannot replace formal theories of
cognition. We suspect that most mathematical psychologists subscribe to the Ulrich
laptop metaphor of neuroscience. The laptop metaphor is insightful and thought-
provoking, but it should not be misinterpreted to mean that neuroscientific methods
are by definition uninformative. For example, consider a race of aliens who discover
a refrigerator and wish to learn how it works. They may first conduct behavioral ex-
periments and conclude that parts of the refrigerator are cooler then others. They may
study the speed of cooling in the different compartments, and its relation to a host of
relevant factors (e.g., the extent to which the refrigerator door is left open, the tem-
perature of various products just before they are put inside, and the volume occupied
by the products). The aliens may develop theoretical concepts such as homeostasis,
they may propose sets of axioms, and they may develop competing formal models
about how the refrigerator does what it does. Unfortunately, the behavioral data are
rather sparse and therefore they will fail to falsify many of the more complicated
theories. It is evident that “neuroscientific” measures of studying the refrigerator
(e.g., examining its underlying circuitry) will yield additional insights that can be
used either to adjudicate between the competing theories or to develop new theories
that are more appropriate.

We will leave it up to philosophers to decide whether the study of cognition is simi-
lar to a laptop or to a refrigerator. This decision may well depend on the cognitive phe-
nomenon under study. For instance, perceptual illusions are perhaps best understood
by taking into account the neural processes that subserve perception, whereas a differ-
ent approach is warranted when one wants to understand loss-aversion in gambling.

Pragmatically, any approach is worthwhile as long as it yields theoretical progress,
that is, a deeper understanding of human cognition. It is undeniably true that brain
measurements, just as response times or error rates, constitute data that are potentially
informative about the underlying cognitive process. The main difficulty, therefore,
is to develop formal models that allow the brain measurements to make contact with
putative cognitive processes.
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Fig. 7.3 Illustration of Ulrich’s thought experiment. The operations of a computer program are
studied with methods from neuroscience. Top left panel: heat radiation scan; fop right panel: event-
related potentials; lower left panel: single-unit recordings; lower right panel: experimental lesions.
Figure reprinted with permission from [29]

7.3 Cognitive Neuroscience

The annual meetings of the Society for Neuroscience attract up to 40,000 partici-
pants, and plenary lectures are given by celebrities such as the Dalai Lama. Based on
the attendance to their respective annual meeting, neuroscientists outnumber math-
ematical psychologist by a factor of 200 to 1. Cognitive neuroscientists use brain
measurement techniques to study cognitive processes such as perception, attention,
learning, emotion, decision-making, etc. Most of this work involves an empirical
comparison between groups, treatments, or experimental conditions. For instance,
Rouw and Scholte [30] compared a group of control participants with a group of
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Table 7.2 First seven articles published in the June 2012 issue of the Journal of Cognitive
Neuroscience

Title Reference

Focal brain lesions to critical locations cause widespread disruption of the modular | [33]
organization of the brain

Playing a first-person shooter video game induces neuroplastic change [34]

Closing the gates to consciousness: Distractors activate a central inhibition process | [35]
TMS of the FEF interferes with spatial conflict [36]

Local field potential activity associated with temporal expectations in the macaque | [37]
lateral intraparietal area

Spatio-temporal brain dynamics mediating post-error behavioral adjustments [38]

Hippocampal involvement in processing of indistinct visual motion stimuli [39]

grapheme-color synesthetes, people who experience a specific color whenever they
see a particular letter or number (e.g., “T is bright red”). Diffusion tensor imaging
confirmed the hypothesis that the added sensations in synesthesia are associated with
more coherent white matter tracts in various brain areas in frontal, parietal, and tem-
poral cortex. In another example, Jepma and Nieuwenhuis [31] used a reinforcement
learning task in which participants have to maximize rewards by making a series of
choices with an uncertain outcome. The main result was that baseline pupil diam-
eter was larger preceding exploratory choices (i.e., choices associated with a large
uncertainty in outcome) than it was preceding exploitative choices (i.e., choices as-
sociated with a small uncertainty in outcome). Pupil diameter is an indirect marker
for the activity of the locus coeruleus, a nucleus that modulates the norepinephrine
system. Hence, the results are consistent with adaptive gain theory, according to
which activity in the locus coeruleus regulates the balance between exploration and
exploitation. A final example concerns the work by Ding and Gold [32], who showed
that electrical microstimulation of the monkey caudate nucleus biases performance
in a random-dot motion task.? This result suggests that the caudate has a causal role
in perceptual decision making.

To give you a further impression of the work done by cognitive neuroscientists,
Table 7.2 provides an overview of the articles published in the June 2012 issue
of the Journal of Cognitive Neuroscience. Compared to the mathematical psychol-
ogy approach, the cognitive neuroscience approach is geared towards understanding
cognition on a relatively concrete level of implementation: what brain areas, neural
processes, and circuits are involved in a particular cognitive process?

It is tempting to believe that the level of implementation is the level that is some-
how appropriate for the study of cognition. This is suggested, for example, by the
adage “the mind is what the brain does”. However, Ulrich’s laptop metaphor shows
that such a conclusion is premature; clearly, the analytical integration that Maple

2 In this popular perceptual task, the participant has to judge the apparent direction of a cloud of
moving dots.
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accomplishes is “what the laptop does”, but it does not follow that we need or want
to study the properties of the laptop in order to understand how Maple handles in-
tegrals analytically. Thus, even though “the mind is what the brain does”, it is not
automatically the case that when we measure the brain we learn a great deal about
the mind. Readers who doubt this statement are advised to read the contributions that
follow the article by Coltheart [28]; here, the discussants have to put in hard work
to come up with just a single example of how functional neuroimaging has provided
data to discriminate between competing psychological theories.

In order for cognitive neuroscience to have impact on psychological theory, it is
important that the two are linked [40-42]. One way to accomplish such linking is
by elaborating the psychological theory such that it becomes explicit about the brain
processes involved [43]; another way is by using formal models to connect findings
from neuroscience to the cognitive processes at hand. For instance, a mathematical
psychologist may use the DDM to state that, when prompted to respond quickly,
participants become less cautious, that is, they require less evidence before they are
willing to make a decision. This description of cognition is relatively abstract and does
not speak to how the brain implements the process. A neuroscientist may make this
more concrete and suggest that the instruction to respond quickly leads to an increase
of the baseline level of activation in the striatum, such that less input from cortex
is needed to suppress the output nuclei of the basal ganglia, thereby releasing the
brain from tonic inhibition and allowing an action to be executed [44, 45]. Thus, the
DDM may provide an estimate of a latent cognitive process (e.g., response caution)
which may then be compared against activation patterns in the brain. By using
formal models that estimate psychological processes, this particular neuroscience
approach furthers real theoretical progress and potentially bridges the divide between
the implementational level and the algorithmic level [46].

7.4 Model-Based Cognitive Neuroscience: Symbiosis
of Disciplines

The goal of model-based cognitive neuroscience is to bridge the gap between brain
measurements and cognitive process with the help of formal models (e.g.,[10, 47—
51]). This interdisciplinary approach is illustrated in Fig. 7.4. The figure shows that
experimental psychology, mathematical psychology, and cognitive neuroscience all
pursue acommon goal: a better understanding of human cognition. Itis often difficult,
however, to learn about the relevant cognitive processes from the data directly —
often, one first needs a mathematical model to provide quantitative estimates for the
cognitive processes involved. Next, the estimates of the cognitive processes can be
related to the brain measurements.

The “model-in-the-middle” [52] symbiosis of disciplines is useful in several ways.
Rather than discuss the advantages abstractly, the next two sections provide concrete
illustrations of the mutually beneficial relationship between mathematical models
and brain measurements (see also [1]).
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Fig. 7.4 The model-in-the-middle approach unites experimental psychology, mathematical psy-
chology, and cognitive neuroscience, as the main goal of all three disciplines is to understand more
deeply the processes and mechanisms that constitute human cognition. The red arrow indicates the
reciprocal relation between measuring the brain and modeling behavioral data. (Figure reprinted
with permission from [1])

7.4.1 Use of Mathematical Models for Cognitive Neuroscience

Mathematical models are useful in many ways. First, they decompose observed
behavioral data into latent cognitive processes. Brain measurements can then be
associated with particular cognitive processes instead of behavioral data. For exam-
ple, Chap. 2 explained how the LBA model—just as the DDM model discussed in
Sect. 7.2 and in Chap. 3—decomposes response time distributions and error rates
into underlying concepts such as response caution and the speed of information
processing. This decomposition can be used to demonstrate that a particular experi-
mental manipulation had the desired effect. For instance, participants in a study by
Forstmann and colleagues [44] performed a random-dot motion task under various
cue-induced levels of speed-stress. That is, before each stimulus a cue indicated
whether the stimulus needed to be classified accurately or quickly. Because the au-
thors were interested in the neural basis of the speed-accuracy tradeoff, they hoped
that the cue would selectively affect the LBA response caution parameter. And in-
deed, the model decomposition confirmed that this was the case. Note that without
concrete model fitting, this conclusion had been premature, unwarranted, and poten-
tially misleading—it is certainly possible that instructions to respond more quickly
can, for some tasks, also induce a change in speed of processing, or a change in the
time required for peripheral processes.
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Another advantage that the model-based decomposition brings is that, even when
a particular manipulation is not process-pure, one may associate brain measurements
specifically with the parameter of interest. For instance, suppose that in the speed-
accuracy experiment by Forstmann and colleagues [44], a cue to respond more
quickly had also lowered the speed of information processing. This means that the
critical fMRI contrasts are contaminated because they reflect a combination of two
effects: the change in response caution associated with the speed-accuracy tradeoff,
and the change in drift rate associated with the lower speed of processing. One
method to address this complication is to correlate the contaminated brain measures
(e.g., the average change in the BOLD response for each participant) with the process
of interest (e.g., the individual estimates of the change in response caution), perhaps
after partialling out the effects of the nuisance process. This method identifies those
voxels that relate to the cognitive construct of response caution.

Finally, the model-based decomposition allows one to take into account indi-
vidual differences. For instance, Forstmann and colleagues [44] found that speed
cues activated the right anterior striatum and the right pre-supplementary motor area
(pre-SMA). This result was corroborated by an analysis of individual differences:
participants with a relatively large cue-induced decrease in response caution also
showed a relatively large increase in activation in the right anterior striatum and right
pre-SMA. Of course, such an analysis is only meaningful if there are substantial
individual differences to begin with; if all participants respond to the cue in approxi-
mately the same way then the group-average result will be highly significant but the
individual difference analysis may not be significant at all.

In another example of the importance of individual differences, Forstmann and
colleagues [53] studied the neural basis of prior knowledge in perceptual decision-
making. As before, participant performed a random-dot motion task; this time, the
cue gave prior information about the likely direction of movement of the upcoming
stimulus. The cue “L9”, for example, indicated that the probability was 90 % that the
upcoming stimulus would move to the left (see also [54]). The cue-induced bias was
clearly visible in the behavioral data: responses were much faster and more often
correct when the cue was reliable and informative. Surprisingly, however, the fMRI
contrast did not reveal any significant results. After including an LBA response bias
parameter as a covariate in the fMRI analysis, however, the results showed significant
cue-related activation in regions that generally matched the theoretical predictions
(e.g., putamen and orbitofrontal cortex). The reason for the discrepancy is that by
adding the response bias parameter we can account for individual differences in
people’s reactions to the cue. Some participants exhibited a lot of bias, and others
only alittle. These individual differences in the latent cognitive process are usually not
incorporated the fMRI analysis and hence add to the error term instead. By explicitly
accounting for individual differences the error term is reduced and experimental
power is increased.

Mathematical models are also useful because they can drive the search for brain
areas involved in a particular cognitive function. In fMRI research, for instance,
this means that a model’s predictions are convolved with the hemodynamic response
function. Next, the predicted blood oxygenation level dependent signal (BOLD)
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response profiles are used to search for areas in the brain with similar activation
profiles. The search can be exploratory or more confirmatory. A prominent example
of the latter approach is the recent work that attempts to link the components of the
ACT-R model to different brain regions (see the final chapter of this book as well as
[55, 56]).

Another way in which mathematical models are useful is that they may help
demonstrate that performance in superficially different tasks may be driven by the
same cognitive process. For example, the cognitive neuroscience literature suggests
that perceptual categorization and old-new recognition are subserved by separate
neural systems. In contrast, mathematical models of these tasks suggests that similar
processes are involved. Specifically, exemplar models posit that people categorize
a test object by comparing it to exemplars stored in memory. Both categorization
and recognition decisions are thought to be based on the summed similarity of the
test object to the exemplars [57, 58]. These conflicting perspectives were recently
reconciled by Nosofsky and colleagues [59], who argued that categorization and
recognition differ not in terms of the underlying process, but in terms of the under-
lying criterion settings: in recognition, the criterion needs to be strict, since the test
object needs to match one of the study items exactly; in categorization, the criterion
can be more lax, as exact matches are not needed. In an fMRI experiment, Nosofsky
and colleagues [59] induced participants to use different criterion settings; the result-
ing data were then fit by an exemplar model. Results confirmed that (1) the exemplar
model provides a good account of both categorization and recognition, with only cri-
terion settings free to vary; (2) the average task-related differences in brain activation
can be explained by differences in evidence accumulation caused by systematically
varying criterion settings; and (3) participants with high criterion settings show large
BOLD differences between old and random stimuli in the frontal eye fields and the
anterior insular cortex. Hence, Nosofsky and colleagues [59] concluded that there is
little evidence that categorization and recognition are subserved by separate memory
systems. The most important lesson to be learned from this work is that differences
in brain activation do not necessarily indicate different underlying mechanisms or
processes. Differences in brain activation can also come about through differences
in stimulus surface features (which Nosofsky et al. controlled for) and differences
in criterion settings. A mathematical model can estimate these criterion settings and
allow a statistical assessment of their importance.

In addition to the above, mathematical models have general worth because they
provide (1) a concrete implementation of a theoretical framework; (2) a coherent in-
terpretive framework; and (3) a guide to experimental manipulations that are particu-
larly informative. In sum, it is evident that for cognitive neuroscience, the use of math-
ematical models comes with considerable advantages. The reverse—the advantages
of cognitive neuroscience for mathematical models—is the topic of the next section.
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7.4.2 Use of Cognitive Neuroscience for Mathematical Models

Until recently, findings from cognitive neuroscience had little impact on model de-
velopment in mathematical psychology. Exceptions that confirm the rule are parallel
distributed processing models [60, 61] and neurocomputational models developed
to take into account the details of neural processing [43, 62—-64]. This state of af-
fairs is changing, and for good reason: response times, error rates, and confidence
judgements ultimately provide little information to tell apart mathematical models
with incompatible assumptions and architectures [41]. For instance, Ditterich [23]
showed that behavioral data are insufficient to discriminate between multiple-choice
response time models that have evidence integrators with and without leakage, with
and without feedforward and feedback inhibition, and with and without linear and
non-linear mechanisms for combining information across choice alternatives. Neural
data, however, can able to adjudicate between the hypothesized mechanisms, at least
in potentia [23].

As a specific example, consider a generic response time model with N evidence
accumulators, one for each choice alternative, that race to a threshold. The model can
account for the speed-accuracy tradeoff by changing the distance from baseline to
threshold. However, the model is mute on whether instructions to respond accurately
increase threshold or decrease baseline; in fact, these mechanisms are mathematically
equivalent. Nevertheless, the mechanisms are not conceptually equivalent, and neural
data could discriminate between the two accounts. A similar example considers
the change in processing that occurs as the number of incorrect choice alternatives
increases. Such an increase in task difficulty requires a longer period of evidence
accumulation in order to reach an acceptable level of accuracy in identifying the
target alternative. The evidence accumulation process can be extended either by
increasing thresholds or by decreasing the baseline. Using behavioral data, there is
no way to tell these two mechanisms apart. However, Churchland and colleagues
[65] used single-cell recordings to show that, confronted with the prospect of having
to chose between four instead of two random-dot choice alternatives, monkeys had
decreased firing rates in the lateral intraparietal area. These single cell recordings are
consistent with a changing baseline account rather than a shifting threshold account.

Hence, the general promise is that data from cognitive neuroscience may provide
additional constraints. An interesting illustration of this principle is provided by
Purcell and colleagues [66], who studied how monkeys perform a visual search task
in which they have to make an eye movement toward a single target presented among
seven distractors. Several models were fit to the data, and initial constraint was gained
by using the measured spike trains as input to the evidence accumulators. This creates
an immediate challenge: the models must determine when the accumulators start to
be driven by the stimulus, because the neural activity that precedes stimulus onset
is uninformative and its accumulation can only harm performance. Hence, models
with perfect integration failed, as they were overly impacted by early spiking activity
that was unrelated to the stimulus. Models with leaky integration did not suffer from
early spiking activity, but their predictions were inconsistent with another neural
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constraint: the spiking activity from movement neurons. In the end, the only class of
models that survived the test were gated integration models, models that block the
influence of noise inputs until a certain threshold level of activation is reached.

In general, it is clear that neuroscience data hold tremendous potential for answer-
ing questions that mathematical psychologists can never address with behavioral
data alone.

7.5 Open Challenges

The above examples have only scratched the surface of the work conducted within
model-based cognitive neuroscience. Nevertheless, the field can greatly expand by
considering a broader range of mathematical models, and a broader range of brain
measures (e.g., structural MRI, event-related potentials in EEG, genetics, pharma-
cology, etc.). Also, model dynamics can be linked more closely to brain dynamics,
either by constructing a single overarching statistical model, or by developing single
trial estimates of cognitive processes. For example, van Maanen and colleagues [67]
extended the LBA model to estimate drift rate and thresholds on a trial-by-trial basis.
This allows a more direct comparison with neurophysiological data, which also vary
on a trial-by-trial basis.

Another challenge is to balance the desire for parsimonious models (i.e., mod-
els with few parameters and clear mechanisms) against the reality of the brain’s
overwhelming complexity. The appropriate level of model complexity depends very
much on the goals of the researchers. If the goal is to obtain estimates of latent
cognitive processes, then the model needs to be relatively simple—the behavioral
data simply do not provide sufficient support for models that are relatively complex.
On the other hand, if the goal is to create a model that accounts for the detailed
interactions between neurons or brain systems, the model needs to be more intricate.

A final challenge is that, despite the intuitive attractiveness of results from rats and
monkeys, we should remain aware of the possibility that some of the results obtained
with these species may not carry over to humans. This may be due to differences in
anatomy, but other factors can contribute as well. For instance, recent work suggests
that monkeys who perform a speeded choice task may experience an increased
urgency to respond [26] that can expresses itself in response thresholds that decreases
over time [25, 68]. Before concluding that response urgency or collapsing bounds
are a universal signature of human decision making, however, we need to make sure
that the pattern in monkeys is obtained in humans as well. This requires a careful
modeling exercise in which benchmark data sets are fit with two versions of the same
sequential sampling model: one that has constant thresholds and one that has collaps-
ing bounds [69]. It is entirely possible, for instance, that collapsing bounds are used
by monkeys because they want to maximize reward rate [68]; first-year psychology
undergraduates, however, are usually not reinforced with squirts of orange juice
and may approach the task with a different goal. The collapsing-bound hypothesis
shows promise and is worth exploring, but its generality is pending investigation.
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7.6 Concluding Comments

The examples in this chapter have shown how mathematical models can advance
cognitive neuroscience, and how cognitive neuroscience can provide constraint for
mathematical models. The increasing collaboration between these historically sepa-
rate fields of study is an exciting new development that we believe will continue in
the future.

Exercises

N =

Section 7.2: in what sense is the DDM similar to signal-detection theory?

. Section 7.2: Can you find a concrete example to refute Coltheard’s claim that

“no functional neuroimaging research to date has yielded data that can be used
to distinguish between competing psychological theories”?

. Section 7.3: Read the articles by Miller [70] and by Insel [71] on the impact of

neuroscience on psychiatry and clinical psychology. Who do you agree with, and
why?

. Section 7.2: Read the Gold and Shadlen [12] article and prepare a 30-min

presentation on it, critically summarizing and explaining its content.

. Describe a mathematical model (not discussed in this chapter) that could find

application in cognitive neuroscience.
Mention one pro and one con for each of the following brain measures: single-cell
recordings, ERP, fMRI, and DWIL.

. Can you think of concrete research questions in cognitive neuroscience that could

profit from a model-based approach?

Further Reading

. Ratcliff and McKoon [74] offer an overview of the drift diffusion model and its

relation to cognitive neuroscience.

. http://neuroskeptic.blogspot.com/2012/02/mystery-joker-parodies-neuroscience.

html tells a tale about neuroscience and Sigmund Freud.

. Churchland and Ditterich [75] discuss recent developments in models for a choice

between multiple alternatives.

. We consider our work on bias [53] as one of our better efforts. Unfortunately, the

reviewers did not agree, and one even commented “Flawed design, faulty logic,
and limited scholarship engender no confidence or enthusiasm whatsoever”.


http://neuroskeptic.blogspot.com/2012/02/mystery-joker-parodies-neuroscience.html
http://neuroskeptic.blogspot.com/2012/02/mystery-joker-parodies-neuroscience.html
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Part 11
How Cognitive Models Inform the
Cognitive Neurosciences



Chapter 8
Linking Across Levels of Computation in
Model-Based Cognitive Neuroscience

Michael J. Frank

Abstract Computational approaches to cognitive neuroscience encompass multiple
levels of analysis, from detailed biophysical models of neural activity to abstract
algorithmic or normative models of cognition, with several levels in between. Despite
often strong opinions on the ‘right’ level of modeling, there is no single panacea:
attempts to link biological with higher level cognitive processes require a multitude
of approaches. Here I argue that these disparate approaches should not be viewed as
competitive, nor should they be accessible to only other researchers already endorsing
the particular level of modeling. Rather, insights gained from one level of modeling
should inform modeling endeavors at the level above and below it. One way to achieve
this synergism is to link levels of modeling by quantitatively fitting the behavioral
outputs of detailed mechanistic models with higher level descriptions. If the fits
are reasonable (e.g., similar to those achieved when applying high level models
to human behavior), one can then derive plausible links between mechanism and
computation. Model-based cognitive neuroscience approaches can then be employed
to manipulate or measure neural function motivated by the candidate mechanisms,
and to test whether these are related to high level model parameters. I describe
several examples of this approach in the domain of reward-based learning, cognitive
control, and decision making and show how neural and algorithmic models have
each informed or refined the other.

8.1 Introduction

Cognitive neuroscience is inherently interested in linking levels of analysis, from
biological mechanism to cognitive and behavioral phenomena. But there are not
just two levels, rather, a continuum of many. One can consider the implications
of particular ion channel conductances and receptors, the morphological structure
of individual neurons, the translation of mRNA, intracellular molecular signaling
cascades involved in synaptic plasticity, and so forth. At the cognitive level, the
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field typically discusses constructs such as working memory, executive control, re-
inforcement learning, episodic memory, to name a few. In between these levels
reside architectures of neural systems, such as the frontal cortex, parietal cortex, hip-
pocampus and basal ganglia, the interactions among all of these systems, and their
modulations by neurotransmitters in response to relevant task events. Computational
models greatly facilitate the linking of levels of analysis, because they force one to be
explicit about their assumptions, to provide a unifying coherent framework, and to
specify the computational objectives of any given cognitive problem which provide
constraints on interpreting the underlying mechanisms.

Nevertheless, the question remains of which level of modeling to use. The field of
computational neuroscience for example typically considers how low level mecha-
nisms can give rise to higher level “behaviors”, but where behavior here is defined in
terms of the changes in membrane potentials of individual neurons or even compart-
ments within neurons, or in terms of synchrony of neural firing across populations
of cells. The field of computational cognitive science, on the other hand, considers
how behavioral phenomena might be interpreted as optimizing some computational
goal, like minimizing effort costs, maximizing expected future reward, or optimally
trading off uncertainty about multiple sources of perceptual and cognitive informa-
tion to make inferences about causal structure. In between, computational cognitive
neuroscience considers how mechanisms within neural systems can solve tradeoffs,
for example between pattern separation and pattern completion in hippocampal net-
works [56], between updating and maintenance of working memory in prefrontal
cortex [11, 34], or between speed and accuracy in perceptual decision making as a
function of connectivity between cortex and basal ganglia [9, 52]. Even with this
limited number of examples however, models took multiple levels of description,
from those using detailed spiking neurons to higher level computations capturing
reaction time distributions, where latent estimated parameters are correlated with
neural measures extracted from functional imaging. In general, theorists and exper-
imentalists are happy to “live” at one level of analysis which intuitively has greatest
aesthetic, even though there is large variation in the appreciation of what constitutes
the “right” level. Although there is a rich literature in mathematical psychology on
how to select the most parsimonious model that best accounts for data without over-
fitting, this issue primarily pertains to applications in which one quantitatively fits
data, and not to the endeavor of constructing a generative model. For example, if
given only error rates and reaction time distributions, a mathematical psychologist
will select a minimalist model that can best account for these data with a few free
parameters, but this model will not include the internal dynamics of neural activities.
Some researchers also perform model selection together with functional imaging to
select the best model that accounts for correlations between brain areas and psycho-
logical parameters (e.g., [47]), but even here the neural data are relatively sparse and
the observations do not include access to internal circuitry dynamics, neurotransmit-
ters, etc—even though everyone appreciates that those dynamics drive the observed
measurements.

The reason everyone appreciates this claim is that the expert cognitive neuro-
scientist has amassed an informative prior on valid models based on a large body



8 Linking Across Levels of Computation in Model-Based Cognitive Neuroscience 161

of research that spans multiple methods, species, analysis tools etc. Nevertheless,
it is simply not feasible to apply these informative priors into a quantitative model
selection process given much more sparse data (e.g. given BOLD fMRI data and be-
havioral responses one would not be advised to try to identify the latent parameters
of a detailed neuronal model that includes receptor affinities, membrane potential
time constants, etc).

In this chapter, I advocate an alternative, multi-level modeling strategy to ad-
dress this issue. This strategy involves critical integration of the two levels to derive
predictions for experiments and to perform quantitative fits to data. In one prong,
theoreticians can create detailed neural models of interacting brain areas, neurotrans-
mitters, etc, constrained by a variety of observations. These models attempt to specify
interactions among multiple neural mechanisms and can show how the network
dynamics recapitulate those observed in electrophysiological data, and how perturba-
tion of those dynamics (by altering neurotransmitter levels or receptor affinities) can
lead to observable changes in behavior that qualitatively match those reported in the
literature. In a second prong, the modeler can construct a higher level computational
model motivated by the mathematical psychological literature which summarizes
the basic cognitive mechanism. Examples of this level include simple reinforcement
learning models from the machine learning literature (e.g., Q learning; [72]), or se-
quential sampling models of decision making such as the drift diffusion model (see
[59], for a review). These models should be constructed such that the parameters
are identifiable, meaning that if one generates fake data from the model they should
be able to reliably recover the generative parameters and to differentiate between
changes that would be due to alterations in one parameter separately from other
parameters. Ideally, the experimental task design will be informed by this exercise
prior to conducting the experiment, so that the task can provide conditions that would
be more diagnostic of differences in underlying parameters. The identifiability of a
model is a property of not only of the model itself but also the different task condi-
tions. To see this, consider a model in which task difficulty of one sort or another
is thought to selectively impact a given model parameter. One might include two
or more different difficulty levels, but the degree to which these influence behavior,
and thus lead to observable differences that can be captured by the relevant model
parameter, often interact with the other task and model parameters.

Given an identifiable model and appropriate task, the next step is to link the levels
of modeling to each other. Here, one generates data from the detailed neural model
exposed to the task such that it produces data at the same level as one would obtain
from a given experiment—error rates and RT distributions for example, or perhaps
also some summary statistic of neural activity in a given simulated brain area in one
condition vs. another as one might obtain with fMRI or EEG. Then, these outputs
are treated just as one does when fitting human (or other animal) data: assuming they
were generated by the higher level model (or several candidate higher level models).
Model selection and parameter optimization proceeds exactly as it would when fitting
these models to actual human data. The purpose of this exercise is to determine which
of the higher level models best summarizes the effective computations of the detailed
model. Further, one can perform systematic parameter manipulations in the neural
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model to determine whether these have observable selective effects on the higher level
parameter estimates. If the fit is reasonable (for example if the measures of model
fit are similar to those obtained by fitting the higher level model to human data),
this process can lead to a higher level computational description of neural circuit
function not directly afforded by the detailed neural dynamic simulations. (This
approach is complementary to that taken by Bogacz and colleagues, who have used
a single level of computation but made observations about how distinct aspects of the
computational process can be mapped onto distinct nuclei within the cortico-basal
ganglia network [7]. In Bogacz’s work the computations afforded by this circuitry is
identical to that of the optimal Bayesian model of decision making. In our models
described below, these computations emerge from nonlinear neural dynamics and
the mapping is approximate, not exact, and hence allow for potential refinements in
the higher level description that best characterizes human cognition and behavior.)

When successful, this exercise can also motivate experiments in which the same
biological manipulation is performed on actual participants (e.g. a medication manip-
ulation, brain stimulation, pseudoexperimental manipulation via genetics). Indeed,
by linking across levels of computation one derives precise, falsifiable predictions
about which of the higher level observable and identifiable parameters will be af-
fected, and in which direction, by the manipulation. It can also provide informative
constraints on interpreting how component processes are altered as a function of men-
tal illness [53]. Of course, one may derive these predictions intuitively based on their
own understanding of neural mechanisms, but there are various instances in which
explicit simulations with more detailed models can lend insight into interactions that
may not have been envisioned otherwise.

8.1.1 Applications to Reinforcement Learning, Decision Making
and Cognitive Control

The above “recipe” for linking levels of computation is relatively abstract. The rest of
this chapter focuses on concrete examples from my lab. We study the neurocompu-
tational mechanisms of cortico-basal ganglia functions—including action selection,
reinforcement learning and cognitive control. For theory development, we lever-
age a combination of two distinct levels of computation. First, our lab and others
have simulated interactions within and between corticostriatal circuits via dynami-
cal neural systems models which specify the roles of particular neural mechanisms
[26, 27, 30, 34, 43, 58, 73, 75]. These models are motivated by anatomical, physio-
logical, and functional constraints. The mechanisms included in the detailed neural
models were originally based on data from animal models, but integrated together
into a systems-level functional model (i.e., one that has objectives and links to behav-
ior). As such they have reciprocally inspired rodent researchers to test, and validate,
key model predictions using genetic engineering methods in rodents by manipulat-
ing activity in separable corticostriatal pathways [44, 50, 66]. Second, we adopt and
refine higher level mathematical models to analyze the functional properties of the
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neurocognitive systems, affording a principled computational interpretation and al-
lowing for tractable quantitative fits to brain-behavior relationships [5, 13, 21, 22, 58].
Examples of the two levels of description are shown in Fig. 8.1 (neural systems) and
Figs. 8.2, 8.3 and 8.4 (abstractions).

For empirical support, we design computerized tasks sensitive to the hypoth-
esized neural computations that probe reinforcement learning, cognitive control,
and reward-based decision making under uncertainty. We provide quantitative es-
timates of individual performance parameters using mathematical models, yielding
objective assessments of the degree to which subjects rely on specific computations
when learning and making decisions [13, 14, 28, 30, 33, 38, 61]. We assess how
these parameters vary with markers of neural activity (EEG, fMRI), and how they
are altered as a function of illness, brain stimulation, pharmacology, and genetics
[13, 14, 33, 41, 53, 57].

This approach has contributed to a coherent depiction of frontostriatal function
and testable predictions. As one example, we have identified mechanisms under-
lying two distinct forms of impulsivity. The first stems from a deficit in learning
from “negative reward prediction errors” (when decision outcomes are worse than
expected, dependent on dips in dopamine and their resultant effects on activity and
plasticity in a subpopulation of striatal neurons expressing D2 dopamine receptors).
Deficiencies in the mechanism lead to a failure to properly consider negative out-
comes of prospective decisions, and hence lead to a bias to focus primarily on gains.
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Fig. 8.2 Effects of a dopamine medication manipulations in Parkinson’s disease [35] and b geno-
types related to striatal D1 and D2 pathways in healthy participants on choice accuracy [22, 38].
“Choose Pos” assesses the ability to choose the probabilistically most rewarded (positive) action
based on previous Go learning; “Avoid Neg” assesses the ability to avoid the probabilistically most
punished (negative) action based on previous NoGo learning. ¢ Quantitative fits with a reinforce-
ment learning (RL) model capture these choice dissociations by assigning asymmetric Go vs. NoGo
learning rates that vary as a function of PD, medications, and genotype [19, 31]. Unlike studies
linking candidate genes to complex disease phenotypes, where findings often fail to replicate [55],
this linking of neurogenetic markers of corticostriatal function to specific computational processes
has been replicated across multiple experiments
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Fig. 8.3 a Decision conflict-induced response time slowing in PD patients and controls (“Seniors”).
Hi Conflict: alternative actions have similar reward probabilities (high entropy). Lo Conflict: al-
ternative actions have qualitatively different reward probabilities. DBS reverses conflict-induced
slowing, leading to impulsive choice (large effect for suboptimal “error” choices) b STN firing rate
in the neural model surges during action selection, to a greater extent during high conflict trials,
delaying responding (not shown). ¢ Two-choice decision making is captured by the drift diffusion
model. Evidence accumulates for one option over the other from a starting point “z” at a particular
average rate “v”; choices are made when this evidence crosses the decision threshold (“a”). Noisy
accumulation leads to variability in response times (example RT distributions shown). Dynamics
of STN function are captured in this framework by an increased decision threshold when conflict
is detected (red curve), followed by a collapse to a static asymptotic value, similar to STN activity
in (b); see [58]. Quantitative fits of the BG model with the DDM show that STN strength para-
metrically modulates decision threshold, as supported by experimental manipulations of STN and
model-based fMRI studies showing STN activity varying with decision threshold estimated with
the DDM [41]
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Fig. 8.4 The exploration-exploitation tradeoff. Top: probability density functions representing the
degree of belief in values of two alternative actions. One action has a higher value estimate, but
with uncertainty, quantified by Bayesian updating of belief distributions as a function of experi-
ence. Exploration is predicted to occur when alternative actions have relatively higher uncertainty.
Approximately half of participants (“Explorers”) employ this exploration strategy, with choice ad-
justments proportional to relative uncertainty. Botfom: The degree of uncertainty-driven exploration
estimated by model parameter € varies as a function of a genetic variant in COMT, associated with
prefrontal dopamine [40]. fMRI data show that activity in RLPFC varies parametrically with rela-
tive uncertainty in Explorers [5, 14]. EEG topographical map shows theta-band activity correlates
with relative uncertainty, maximal over rostrolateral electrodes

The second form of impulsivity stems from a failure to adaptively pause the decision
process given conflicting evidence about the values of alternative actions (dependent
on communication between frontal cortex and the subthalamic nucleus (STN), which
temporarily provides a soft brake on motor output). Deficiencies in this mechanism
lead to rash choices, i.e., a failure to consider the value of all the decision options but
instead to quickly accept or reject an option based on its value alone. Notably these
two forms of impulsivity are differentially impacted by distinct forms of treatment
in Parkinson’s disease —medications that produce elevations in dopamine and deep
brain stimulation of the STN—supporting the posited mechanisms by which these
treatments alter neural circuitry [13, 14, 38, 79]. Further insights come from linking
these precise mechanisms to their high level computations. To do so, we next present
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a more detailed overview of the neural model, followed by its linking to abstract
computations.

8.2 Cortico-Striatal Interactions During Choice and Learning

The basal ganglia (BG) are a collection of subcortical structures that are anatomi-
cally, neurochemically, and functionally linked [1, 28, 43, 54]. Through a network
of interconnected loops with the frontal cortex, they modulate motor, cognitive, and
affective functions. The defining characteristic of this interaction is a “gating func-
tion”: the frontal cortex first generates candidate options based on their prior history
of execution in the sensory context and the BG facilitates selection [43] of one of
these candidates given their relative learned reward values [26, 28].

Choice Two main projection pathways from the striatum go through different stri-
atal nuclei on the way to thalamus and up to cortex. Activity in the direct “Go”
pathway provides evidence in favor of facilitation of the candidate cortical action,
by disinhibiting thalamocortical activity for the action with highest reward value.
Conversely, activity in the indirect “NoGo” pathway indicates that the action is mal-
adaptive and hence should not be gated. Thus for any given choice, direct pathway
neurons convey the positive evidence in favor of that action based on learned reward
history, whereas indirect pathway neurons signal the negative evidence (likelihood of
leading to a negative outcome). The action most likely to be gated is a function of the
relative difference in Go/NoGo activity for each action [26]. Dopamine influences
the cost/benefit tradeoff by modulating the balance of activity in these pathways via
differential effects on D1 and D2 receptors, thereby modulating choice incentive
(whether choices are determined by positive or negative potential outcomes). Simi-
lar principles apply to the selection of cognitive actions (notably, working memory
gating) in BG-prefrontal cortical circuits [26, 28, 34, 41]. Finally, conflict between
competing choices, represented in mediofrontal/premotor cortices, activates the sub-
thalamic nucleus (STN) via the hyperdirect pathway. In turn, STN activity delays
action selection, making it more difficult for striatal Go signals to facilitate a choice
and buying more time to settle on the optimal choice [27]; in abstract formulations,
this is equivalent to a temporary elevation in the decision threshold [58] (see below;
Fig. 8.3).

Learning The models simulate phasic changes in dopamine levels that occur dur-
ing positive and negative reward prediction errors (difference between expected and
obtained reward), and their effects on plasticity in the two striatal pathways. Pha-
sic bursts of dopamine cell firing during positive prediction errors act as teaching
signals that drive Go learning of rewarding behaviors via D1 receptor stimulation
[26, 35, 63]. Conversely, negative prediction errors lead to pauses in dopamine firing
[63], supporting NoGo learning to avoid unrewarding choices via D2 receptor dis-
inhibition. An imbalance in learning or choice in these pathways can lead to a host
of aberrant neurological and psychiatric symptoms [53].
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8.3 Higher Level Descriptions

Thus far we have considered basic mechanisms in dynamical models of corticostriatal
circuits and their resultant effects on behavior. However, these models are complex
(cf. Fig. 8.1—this is the ‘base’ model and other variants build from there to include
multiple circuits and their interactions). Moreover, because they simulate internal
neural dynamics consistent with electrophysiological data, they require many more
parameters than is necessary to relate to behavior alone. Higher level computational
descriptions allow us to abstract away from the detailed implementation. In particu-
lar, the tendency to incrementally learn from reward prediction errors and to select
among multiple candidate options has been fruitfully modeled using reinforcement
learning (RL) models inherited from the computer science literature. These models
summarize valuation of alternative actions, reflecting the contributions of the striatal
units in the neural models, in terms of simple “Q values” which are incremented and
decremented as a function of reward prediction errors. A simple choice function is
used to compare Q values across all options and to stochastically select that with
the highest predicted value: this function summarizes the effective computations of
the gating circuitry that facilitates cortical actions (where noise in both cortex and
striatum results in stochastic choice function). An asymmetry in learning from pos-
itive or negative prediction errors (reflecting high or low dopamine levels and their
effects on activity/plasticity) can be captured by using separate learning rates (Frank
et al. 2007) [22]. However, a better depiction of the neural model allows for not only
differential modulation of learning, but also differential modulation of choice incen-
tive during action selection [19]. This model uses separate Q values, QG and QN,
to represent the Go and NoGo pathway respectively, each with their own learning
rate, and where the ‘activity’, i.e. the current QG or QN value, further influences
learning. The choice probability is then a function of the relative difference in QG
and QN values for each decision option, with a gain factor that can differentially
weigh influences of QG vs QN. This gain factor can be varied to simulate dopamine
effects on choice incentive by boosting the extent to which decisions are made based
on learned QG or QN values, even after learning has taken place.

Because these models are simple and minimal, they can be used to quantitatively
fit behavioral data, and to determine whether the best fitting parameters vary as a
function of biological manipulations. But because there is a clear mapping from these
models to the neural versions, there are strong a priori reasons to manipulate partic-
ular neural mechanisms and to test whether the resulting estimates of computational
parameters are altered as predicted or not.

Indeed, evidence validating these multi-level model mechanisms has mounted
over the last decade across species. Monkey recordings combined with Q learning
model fits indicate that separate populations of striatal cells code for positive and
negative Q values associated with action facilitation and suppression [23, 51, 61, 71].
In mice, targeted manipulations confirm selective roles of direct and indirect path-
ways in the facilitation and suppression of behavior [49], which are necessary and
sufficient to induce reward and punishment learning, respectively [44, 50]. Phasic
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stimulation or inhibition of dopamine neurons induces reward/approach and aver-
sive/avoidance learning, respectively [67, 68]. Synaptic plasticity studies reveal dual
mechanisms for potentiation and depression in the two pathways as a function of
D1 and D2 receptors [64], as in the models. In humans, striatal dopamine manipula-
tion influences the degree to which individuals learn more from positive or negative
outcomes (Fig. 8.2), with DA elevations enhancing reward learning but impairing
punishment learning, and vice-versa for DA depletion [6, 33, 35, 57, 69] (Frank
et al. 2007). Quantitative fits using RL models reveal that these can be accounted
for by differential effects of dopamine manipulations on learning rates from positive
and negative prediction errors. Moreover, in the absence of any acute manipulation,
individual differences in these fit learning rate parameters are associated with genetic
polymorphisms that differentially impact the efficacy of striatal D1 and D2 pathways
[22, 31, 32, 40, 41] (Fig. 8.2).

One of the advantages of high level models, besides being simpler and more
naturally used for quantitative behavioral fits, is that they can also include relevant
processes that are out of scope in the neural versions. For example, when humans
perform a “reinforcement learning task”, they are not only incrementally learning
probabilistic stimulus-action-outcome associations and choosing between them, but
they also engage in other cognitive strategies involving hypothesis testing and work-
ing memory. Fitting their behavior with a RL model alone—no matter how well
this model summarizes the corticostriatal learning process and its contribution to
behavior—is then misleading, because it will capture variance that is really due to
working memory capacity by absorbing this into the learning rate parameters of the
RL process. Collins and Frank [17] showed clear evidence of such effects by manip-
ulating the number of stimuli in the set to be learned (and hence working memory
load). They found that when using RL models alone and without factoring in working
memory, one needed to include a separate learning rate for each set size to capture
the data, and that a gene related to prefrontal but not striatal function was predic-
tive of this learning rate. However, when an augmented model which included a
capacity-limited working memory process was used, the overall fits to the data were
improved, and the RL process could be captured by a single learning rate that applies
across all set sizes. Further, this learning rate in this best fit model varied with striatal
genetic function, whereas the prefrontal gene was now related to working memory
capacity.

On the other hand, algorithmic RL models that only predict choice probability
miss out on the dynamics of choice, reflected in RT distributions, which emerge
naturally from the neural model because it is a process model. First, firing rate noise
throughout the network produces variance in the

speed with which an action is gated. Second, the action value of the candidate
option impacts not only the likelihood of selecting that option relative to its com-
petitors, but also the speed with which this option is selected. Finally, as mentioned
above, when multiple candidate options have similar frequencies of execution based
on their choice history—that is, when there is conflict or choice entropy—this elicits
hyperdirect pathway activity from mediofrontal cortex to the STN, which provides a
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temporary brake on the striatal gating process, thereby slowing down response time
and increasing the likelihood in settling on the optimal response [27].

High level descriptions of process models have been extensively used to simulate
dynamics of simple decision making in cognitive psychology for over 3 decades. In
particular, the drift diffusion model (DDM) belongs to a class of sequential sampling
models in which noisy evidence is accumulated in favor of one of two options, and
a choice is executed once this evidence cross a critical decision threshold. The slope
at which evidence accumulates is called the drift rate and reflects the ease of the
decision. These models capture not only choice proportions and mean RT, but the
entire shape of the RT distribution for correct and erroneous responses.

Notably, when fitting the behavioral outputs of the neural model with the DDM, we
found that parametric manipulations of both corticostriatal and STN output projection
strengths were related to estimated decision threshold, with corticostriatal strength
decreasing threshold (see [24]) and STN strength increasing threshold [58, 74].

Studies with Parkinson’s patients on and off STN deep brain stimulation pro-
vide an opportunity to test the impact of interference of the STN pathway, which
can also lead to clinical impulsivity. Indeed, this procedure provides a selective dis-
ruption of conflict-induced slowing, without impacting learning [19, 39] (Fig. 8.3).
We have extended this finding in three critical ways. First, EEG revealed that in
healthy participants and patients off DBS, the amount of medial prefrontal (mPFC)
theta-band activity during high conflict trials was predictive on a trial-to-trial basis
of the amount of conflict-induced RT slowing. STN-DBS reversed this relation-
ship, presumably by interfering with hyperdirect pathway function, without altering
mPFC theta itself. Second, we developed a toolbox for hierarchical Bayesian pa-
rameter estimation allowing us to estimate the impact of trial-to-trial variations
in neural activities on decision parameters [77]. We found that mPFC theta was
predictive of decision threshold adjustments (and not other decision parameters),
and, moreover, that DBS reversed this mPFC-threshold relationship [13, 14]. Third,
electrophysiological recordings within STN revealed decision conflict-related activ-
ity in a similar time and frequency range as mPFC in both humans and monkeys
[4, 13, 14, 41, 45, 46, 79]. These findings thus provide support for a computational
account of hyperdirect pathway function, and a potential explanation for the observed
impulsivity that can sometimes result from DBS.

Thus far we have considered the ability of existing abstract formulations to sum-
marize the computations of more detailed neural models, providing a link between
levels. It is also possible however, that aspects of the neural models, if valid, should
alter the way we think about the abstract formulation. In the above example, we
claimed that the STN was involved in regulating decision threshold. Consider its
internal dynamics however (Fig. 8.3b). STN activity is not static throughout a trial,
but rather exhibits an initial increase in activity, which then subsides with time dur-
ing the action selection process. Moreover the initial STN surge is larger and more
prolonged when there is higher decision conflict. This model dynamic is supported
by electrophysiological evidence in both monkeys and humans [46, 79], and implies
that STN effects on preventing BG gating should be transient and decrease with
time, implying a collapsing rather than fixed decision threshold. Functionally this
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collapsing threshold ensures that a decision is eventually made, preventing decision
paralysis (this collapsing threshold is optimal when there are response deadlines;
[42]). Indeed, quantitative fits using the DDM to capture RT distributions of the BG
model showed that a collapsing threshold provided a good account of the model’s
behavior, notably, with the temporal dynamics of the best fitting exponentially col-
lapsing threshold matching reasonably well to the dynamics of STN activity—despite
the fact that the DDM fits had no access to this activity but only to RT distributions
[58]. This study also found that when fitting human behavioral data in the same
reward conflict decision-making task, fits were improved when assuming a higher
and collapsing threshold in conflict trials, compared to the fixed threshold model.

This last result supports the assertion that neural mechanism constraints can be
included to refine higher level descriptions. However, we must also admit that we
do not have well constrained neural mechanistic models for all cognitive processes.
The next example I turn to is the exploration-exploitation tradeoff in reinforcement
learning, a process studied in machine learning for many years but only recently
considered in the cognitive neurosciences.

8.4 Beyond Basic Mechanisms: Uncertainty Driven Exploration
and Hierarchical Learning

Often individuals need to explore alternative courses of action to maximize potential
gains. But how does one know when to explore rather than exploit learned val-
ues? Basic RL models usually assume a degree of random exploration, but a more
efficient strategy is to keep track of the uncertainty about value estimates, and to
guide exploration toward the action with higher uncertainty [20]. We have reported
evidence for just such a mechanism, whereby trial-by-trial behavioral adjustments
are quantitatively related to a Bayesian model estimate of relative outcome uncer-
tainty. In this case, there is no existing neural model for how this relative uncertainty
measure is encoded or updated as a function of reward experiences. Nevertheless,
individual differences in the employment of this uncertainty-driven exploration strat-
egy are predicted by genetic variations in the COMT (Catechol-O-methyltransferase)
gene, which is related to prefrontal cortical dopamine function [40]. Further, a recent
model-based fMRI study [5] revealed that the rostrolateral prefrontal cortex (RLPFC)
parametrically tracks the relative uncertainty between outcome values, preferentially
so in “Explorers” (defined based on behavioral fits alone). In EEG, relative uncer-
tainty is reflected by variations in theta power over RLPFC (in contrast to the mPFC
indices of conflict noted above), again preferentially in Explorers [13]. These con-
verging data across modeling, behavior, EEG, genetics and fMRI indicate a potential
prefrontal strategy for exploring and over-riding reward-based action selection in the
BG. Notably, patients with schizophrenia, specifically those with anhedonia, exhibit
profound reductions in uncertainty-driven exploration [65]. Thus this measure has
potential relevance for understanding motivational alterations in clinical populations,
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and motivates the development of mechanistic models of how relative uncertainty
estimates are computed and updated in populations of prefrontal neurons.

As the field matures, it becomes less clear which level of modeling motivated the
other—and this is a good thing, as mutual constraints become available. Collins and
Frank [18] confronted the situation in which a learner has to decide whether, when
entering a new context, the rules dictating links between states, actions and out-
comes (“task-sets”) should be re-used from those experienced in previous contexts,
or whether instead a new task-set should be created and learned.

They developed a high level “context-task-set” (C-TS) computational model based
on non-parametric Bayesian methods (Dirichlet process mixtures), describing how
the learner can cluster contexts around task-set rules, generalizable to novel situa-
tions [18]. This model was motivated by analogous clustering models in category
learning (e.g., [1, 62]), but applied to hierarchical cognitive control, and as such was
similarly motivated by the hierarchical structure of prefrontal cortical basal ganglia
networks and modeling implementations thereof [10, 29, 48, 60]. They also con-
structed a refined hierarchical PFC-BG network which confronted the same tasks,
and showed that its functionality is well mimicked by the C-TS model. Quantitative
model fitting linking these levels showed that particular neural mechanisms were
associated with specific C-TS model parameters. For example, the prior tendency to
re-use vs. create new structure in C-TS, captured by Dirichlet alpha parameter, was
directly related to the sparseness of the connectivity matrix from contextual input to
PFC (Fig. 8.5). Thus in this case, there existed well established and validated models
of interactions between PFC and BG during learning, working memory, and action
selection (including some hierarchical implementations), but the computations af-
forded by the novel C-TS model further inspired refinement and elaboration of the
network. In turn, this exercise reciprocally allowed us to derive more specific pre-
dictions about mechanisms leading to differential response times and error patterns
(which were confirmed behaviorally), and to marry the reinforcement learning mod-
els described previously with the cognitive control mechanisms involving decision
threshold regulation.

One novel finding from this modeling work was that in such environments, the
STN mechanism, previously linked only to decision making and impulsivity, plays
a key role in learning. In particular, the simulations showed that early in the trial,
when there is uncertainty about the identity of the PFC task-set, this conflict between
alternative PFC states activated the STN, preventing the motor loop from responding.
This process ensures that the PFC state is resolved prior to motor action selection,
and as such, when the outcome arrives, stimulus-action learning is conditionalized
by the selected PFC state. As the STN contribution is reduced, there is increasing
interference in learning across task-sets, hence learning is less efficient. This novel
theory specifying the role of the STN in conditionalizing learning by PFC state needs
to be tested empirically (e.g. with DBS or fMRI), but each component is grounded
by prior empirical and theoretical work, yet it would not likely have emerged without
this multi-level modeling endeavor. In related work, Frank and Badre [29] considered
hierarchical learning tasks with multidimensional stimuli with two levels of model-
ing. A Bayesian mixture of experts model summarized how participants may learn
hierarchical structure of the type, “if the color is red, then the response is determined
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Fig. 8.5 Left: Schematic of hierarchical corticostriatal network model for creating task-sets (TS)
which are gated into prefrontal cortex depending on the context C. The lower motor loop selects
motor actions M depending on the selected TS in PFC and the current sensory state S. The same TS
can be reused across contexts, supporting clustering and generalization of behaviors, or if needed,
anew TS can be gated, preventing interference in learned state-action mappings between different
contexts/TS. Right: Parametric manipulation of the sparseness of the connectivity matrix from
Context to PFC (enforcing a prior tendency to encode distinct C’s as distinct PFC TS) is well fit by
an increased o Dirichlet process clustering parameter in the C-TS model which creates and re-uses
TS according to non-parametric Bayesian methods. (Adapted from Collins and Frank [18])

by the shape, whereas if the color is blue, the response is determined by the orien-
tation.” Quantitative modeling showed that estimated attention to the hierarchical
expert was linked to speeded learning in hierarchical conditions, and when fit to a
PFC-BG network, was related to a measure of gating policy abstraction, learned via
RL, in the hierarchical connections from PFC to striatum. Badre and Frank (2012)
then used model-based fMRI to show that in participants, estimated attention to hi-
erarchical structure was linked to PFC-BG activity within a particular rostrocaudal
level of the network consistent with the “second-order” rule level of the task.

8.5 Concluding Comments

The examples described above demonstrate mutual, reciprocal constraints between
models of neural circuitry and physiology to models of computational function. This
exercise leads to multiple testable predictions using model-based cognitive neuro-
science methods. Ultimately, models are judged based on their predictive power,
and as such, they can inspire informative experiments valuable even to those who
question the validity or assumptions of either of the levels of modeling employed.

Exercises

1. Give examples of implementational neural models and higher level algorithmic
models in any domain. What sorts of data do these models attempt to capture?

2. Think of some examples in which an abstract model exists but would benefit from
a mechanistic elaboration for making cognitive neuroscience predictions.
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3. Can you think of potential advantages of combining the models? How about some
pitfalls?

4. Describe how dopamine may contribute both to learning and to choice incen-
tive (the degree to which decisions are made based on positive vs negative
consequences).

5. Reinforcement learning models and sequential sampling models of decision mak-
ing have been largely separate literatures in mathematical psychology yet each of
these classes of models have been fit to the basal ganglia neural model described
in this chapter. Read Bogacz and Larsen [8] for a complementary approach to
linking these formulations within an algorithmic framework.

6. Conversely, read Wong and Wang [78] for a complementary example of a single
neural model capturing dynamics of decision making and working memory.

Further Reading

1. Collins and Frank [18] present two levels of modeling describing the interactions
between cognitive control and learning needed to construct task-set rules gener-
alizable to novel situations. This endeavor reaps the benefits of both RL models
and the temporal dynamics of decision making, and how each affects the other.
It also shows theoretically how a non-parametric Bayesian approach to task-set
clustering can be implemented in hierarchical PFC-BG circuitry.

2. Wang [70] reviews neural models of decision making and their relation to
normative theory.

3. Brittain etal. [12] present evidence for STN involvement in deferred choice under
response conflict in a non-reward based task, complementing findings described
in this chapter.
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Chapter 9
Bayesian Models in Cognitive Neuroscience:
A Tutorial

Jill X. O’Reilly and Rogier B. Mars

Abstract This chapter provides an introduction to Bayesian models and their appli-
cation in cognitive neuroscience. The central feature of Bayesian models, as opposed
to other classes of models, is that Bayesian models represent the beliefs of an observer
as probability distributions, allowing them to integrate information while taking its
uncertainty into account. In the chapter, we will consider how the probabilistic nature
of Bayesian models makes them particularly useful in cognitive neuroscience. We
will consider two types of tasks in which we believe a Bayesian approach is useful:
optimal integration of evidence from different sources, and the development of be-
liefs about the environment given limited information (such as during learning). We
will develop some detailed examples of Bayesian models to give the reader a taste
of how the models are constructed and what insights they may be able to offer about
participants’ behavior and brain activity.

9.1 Introduction

In the second half of the eighteenth century, the French mathematician Pierre-Simon
Laplace was confronting a dilemma. He wanted to use observations of the location
of planets to test the predictions made recently by Isaac Newton about the motion of
heavenly bodies and the stability of the solar system. However, the data Laplace was
confronted with was cobbled together from sources all over the word and some of
it was centuries old. Couple that with the imprecision of the instruments of the time
and Laplace had what we now call noisy data on his hands.
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Laplace decided he needed a method that would allow him to use the large amounts
of data obtained by astronomers, some of which might be unreliable, to determine
the real state of the universe they were observing. In other words, he needed a
way to move back from observed events (the astronomers’ observations) to the most
probable cause (the position of a planet). In doing so he created a way of thinking
fundamentally different from the established approaches at the time. Because Laplace
unwittingly hit upon elements of an earlier work by the English Reverend Thomas
Bayes [1], we now know this way of thinking as ‘Bayesian’.

The Bayesian way of thinking is so different from conventional statistics that it
was ‘non grata’ in most university departments for a long time. Only since the mid-
twentieth century has this begun to change. Bayesian methods were starting to be
applied pragmatically to solve a host of real-world problems. Moreover, the inven-
tion of computers enabled people to perform the often labor intensive computations
required in Bayesian statistics automatically. Slowly, Bayesians dared to come out of
the closet (see McGrayne [14] for a history of Bayesian thinking). Bayesian thinking
has now been applied to almost every field imaginable, including code-breaking,
weather prediction, improving the safety of coal mines, and—most relevant for the
purpose of this book—the modeling of human behavior and human brain function.

This chapter is about the use of Bayesian models in cognitive neuroscience and
psychology, with particular reference to the modeling of beliefs and behavior. The
reason for using formal models in this context is to gain insight into internal repre-
sentations of the environment and of experimental tasks that are held by participants,
and to use them to predict behavior and brain activity. We will therefore begin by ex-
plaining how the representation of the world contained in a Bayesian model (or brain)
differs from non-Bayesian representations, and go on to consider how these features
can be used in the context of cognitive neuroscience and psychology research.

We will first discuss three key features of Bayesian system: (1) Bayesian systems
represent beliefs as probability distributions, (2) Bayesian systems weight different
sources of information according to their associated uncertainty, and (3) Bayesian
systems interpret new observations in the light of prior knowledge.

After considering how a Bayesian model’s worldview differs from that of a non-
Bayesian model, we will briefly review some evidence from the psychology and
neuroscience literature that human and animal observers behave in a Bayesian man-
ner. In particular we will focus on two classes of problems in which Bayesian models
behave differently from non-Bayesian ones: integration of sensory evidence from
different sources, and learning.

In the final section of the chapter, we will look in more detail at how Bayesian
models can be constructed and what insights can be gained from them. We will
consider Bayesian approaches to two problems: inferring a spatial distribution from
a few observations, and inferring the probability of targets or rewards appearing
in one of two locations in a gambling task. By constructing Bayesian ‘computer
participants’ for each of these tasks, we will gain insights into factors that might
predict the performance of human or animal participants on the same tasks.
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9.2 The defining features of a Bayesian model

Bayesian statistics is a framework for making inferences about the underlying state
of the world, based on observations and prior beliefs. The Bayesian approach, to
try and infer causes from their observed effects, differs philosophically from other
approaches to data analysis. Other approaches, often referred to as ‘frequentist’
approaches, focus on obtaining summary statistics for the observed data (such as
the mean or expected value of an observation) without reference to the underlying
causes that generated the data.

9.2.1 Bayesian Systems Represent Beliefs as Probability
Distributions

A Bayesian approach to understanding data is to consider a range of possible causes
for the observed data, and assign probabilities to each of them. A subtle but crucial
consequence of this approach is that, although the true state of the environment takes
a single value, the observer’s idea of the environment can be represented as a distri-
bution over many possible states of the environment. In other words, even though the
observer knows there is only one true cause of his observations, he can still assign a
graded probability to several possible causes. The observer’s model represents these
possibilities as a probability density function (pdf). This single feature, the represen-
tation of beliefs as probability density functions, gives rise to much of the behavior
that differentiates Bayesian models from non-Bayesian ones.

Let’s illustrate the use of probability density functions with an example. Consider
the following scenario: Isaac Newton is foraging for apples in his garden when he
sees an apple fall from a tree into long grass (Fig. 9.1a). Where should he go to retrieve
the apple? If he saw the apple fall into the undergrowth, then the most likely place
to look for the apple is near where it fell. We might, therefore, represent his belief
about the location of the apple (his internal model of the state of the environment) as
a single value, the location at which the apple entered the undergrowth (Fig. 9.1b; for
simplicity, let’s assume we can represent the location in a one-dimensional space).
However, because the apple is now out of sight, Isaac can’t be certain exactly where it
is (it may have rolled along the ground in an unknown direction). This uncertainty can
be incorporated into his internal model, if instead of using a single value the apple’s
position is represented as a probability distribution. Then we can make statements
like ‘there is a 95 % chance that there will be an apple between locations A and B’
(Fig. 9.1c). Note that as well as the most likely location of the apple (the model of
the distribution) this representation captures uncertainty (the width or variance of the
distribution).

Note that the Bayesian use of probability density functions to represent degree
of belief about a single state of the world is rather distinct from the typical use of
probability density functions to represent the frequency of observations. In our apple
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Fig. 9.1 a An apple falls
from a tree into undergrowth.
Where does the apple end up?
b The single most likely
location for the apple. ¢ A
Bayesian probabilistic
representation: beliefs about
the location of a single apple
are represented as a
probability distribution. d The
equivalent frequentist
concept: if I repeated the
experiment many times, how
often would an apple end up
in each location?

b

probability
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example, Isaac Newton knows a single apple fell from the tree, and represents the
location of that single apple as a probability density function, although in fact there
is only one apple and it has only one true location. A more typical (frequentist)
construction of a probability density function would be to represent the frequency
with which apples were observed in different locations (Fig. 9.1d). Whilst for a
hundred apples, the frequentist and Bayesian pdfs may look the same, for a single
apple, the frequentist view is that the apple is either in a position, or it is not.

9.2.2 Bayesian Systems Integrate Information Using Uncertainty

When a belief about the state of the world (for example, about the location of an
apple) is represented as a probability density function, the variance of that pdf, in
other words the width of the pdf, represents the degree of uncertainty about the state
of the world. One key feature of the Bayesian approach is that Bayesian systems take
this uncertainty into account and use it to weight different sources of information
according to their relative precisions.

Imagine that Isaac Newton has both seen an apple fall from the tree into long
grass, and heard it hit the ground. His belief about the location of the apple based
on each of these sources of information (vision and hearing) can be represented as a
single probability density function. How should Isaac’s brain use these two sources
of information to get the best estimate of the apple’s location? One solution is to use
only the more reliable, or preferred sense. But this wastes the information from the
other sense. A better solution is to combine the estimates of location based on vision
and hearing.

How should the two sensory modalities be combined? Perhaps Isaac could take
a point midway between the most likely location given what he saw, and the most
likely location given what he heard? The Bayesian solution to this problem is to apply
precision weighting the two sources of information, that is to give more weight to
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the observation with the lowest variance. If, for example, vision gives a more precise
estimate of where the apple fell, then visual evidence should be given more weight.
On the other hand, if vision is unreliable (e.g. at night), auditory evidence should be
given more weight.

Let’s look at this graphically. In Fig. 9.2a, we can see that the pdf of Isaac’s visual
information (in red) is much less wide than his pdf based on hearing (in blue). Or, to
put it more precisely, the variance of the vision pdf is smaller than that of the hearing
pdf. Thus, optimally combining these two sources of information will result in a
pdf closer to the vision pdf. However, in Fig. 9.2b, the vision is much less reliable,
indicated by a greater variance in the red pdf. The combined pdf now is much closer
to the hearing one.

Precision weighting is only possible if the observations (by vision and hearing)
are represented as probability density functions; if each observation was represented
in terms of a single most likely location, we could still combine the predictions by
taking a point between the locations given vision and hearing, but there would be
no way to take into account the relative reliability or precision of the two sources of
information. However, given that observations are represented as probability density
functions, precision weighting arises naturally from simply multiplying together the
two probability distributions'. Then the probability of the apple’s location given
both visual and auditory information is highest where the two distributions overlap,
and the mode (peak) of the combined distribution lies closer to the mode of the
distribution with the lowest variance.

! In fact, the probability of each location given hearing and vision can only be obtained by multi-
plication if the variance in the two probability density functions is independent. In this case, we are
talking about uncertainty that arises from noise in the sensory systems, which we can safely assume
is independent between vision and hearing.
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9.2.3 Bayesian Systems Interpret New Information in the Light
of Prior Knowledge

Isaac Newton probably had some previous experience with apples falling from trees.
Therefore, it would seem sensible if he used this prior knowledge to inform his model
of where the apple might lie. For example, he might have some expectations about
how far the apple might roll, the slope of the land, etc. Even if Isaac didn’t see an
apple fall, he would still have a prior belief that apples should be found under the
apple tree—not, for example, under the lamppost. Isaac knows the apple should not
fall far from the tree.

In the same way the location of the apple, given where Isaac saw it fall, can be
represented as a probability density function, so can his prior beliefs. In Bayesian
thinking these prior beliefs are called the priors. Furthermore, current observations
can be combined with the prior, just as probability density functions based on vi-
sion and hearing were combined in the previous section. Combining the current
observations with the prior gives a posterior distribution that takes both into account.

The ability to combine current observations with a prior, or to combine parallel
sources of information like vision or hearing, is embodied in the central theorem of
Bayesian statistics, called Bayes’ theorem:

pl(apple location|observation) < p(observation|apple location) x p(apple location)
9.1)

. where p(apple location) is defined as the probability that a given hypothetical
state of the environment (such as a given location for a planet or an apple) was
true, based on all sources of information other than the observation currently being
considered. The term ‘other sources of information’ can equally well include other
sensory modalities or prior knowledge.

In Bayesian terminology, the left hand side of Eq. 9.1, p(apple location | ob-
servation), is called the posterior; the expression p(observation | apple location) is
called the likelihood; and p(apple location) is called the prior. Bayes’ theorem thus
says that our belief about the true state of the environment after our observations is
proportional to our prior beliefs weighted by the current evidence.

9.2.4 Priors and Learning

Because Bayes’ theorem tells us how we should combine new observations with
prior beliefs, it provides particularly useful insights about how the observer’s beliefs
should evolve in situations where information about the environment is obtained
sequentially. For example, we can model how Isaac’s beliefs evolve while he observes
a number of falling apples. After each observation, he updates his prior to a new
posterior. This posterior then serves as the new prior for the next apple.

In experimental paradigms in which participants learn by trial and error, we cannot
assume the observer has complete knowledge of the state of the environment. These
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paradigms are a key target for model-based cognitive neuroscience, since if we want
to model a participant’s behavior or brain activity, it is arguably more appropriate
to base our predictions on a model of what the participant might believe the state of
the environment to be, rather than basing our predictions about brain activity on the
true state of the environment, which the participant could not in fact know, unless
he/she/it was clairvoyant.

Of course, not all learning models are Bayesian—for example, temporal-
difference learning models such as the Rescorla-Wagner algorithm are also popular.
Non-Bayesian algorithms can do a good job of explaining behavior in many exper-
iments. In a later section of the tutorial we will investigate the differences between
Bayesian and non-Bayesian learning algorithms in more detail, in order to highlight
cases where Bayesian models can give us enhanced insights into the participant’s
thought processes as compared to non-Bayesian learning algorithms.

9.3 Are Bayesian models valid for modeling behavior?

In the previous section we’ve seen how Bayesian thinking can be used to model the
beliefs of an observer and can track how these beliefs should evolve when combining
different sources of information or during learning based on repeated observations.
Mathematically, it can be shown that the Bayesian approach is the best approach
to combine information under uncertainty with the greatest precision [5]. However,
for these models to be useful in cognitive neuroscience we need to know if people
combine information in similar ways. Fortunately, it turns out they often do. People
and animals can show behavior close to the optimum predicted by Bayesian theory.
In this section, we will provide some examples of how human behavior can be
described by Bayesian models. We will limit ourselves to illustrating how human
behavior shows some of the Bayesian characteristics we described above. More
in-depth reviews of how the Bayesian approach can inform our understanding of
behavior and brain function are provided by O’Reilly et al. [17], Chater and Oaksford
[3], and Kording and Wolpert [11].

At the most fundamental level, one can see the human brain as a device whose
job it is, at least partly, to infer the state of the world. However, we know that the
nervous system is noisy. Thus we need to deal with information under uncertainty.
One way that psychologists have suggested we deal with this is the use of ‘top-
down information’. In the terms of Bayesian theory this means people have a prior
that influences their information processing. The effect of such a prior has been
demonstrated in vision by the existence of a variety of well-known visual illusions.
For instance, in the famous Miiller-Leyer illusion people see two line segments of
equal length that have short lines on their ends, either pointing in the direction of
the line or away from it. Most people report the second line to be longer than the
first. Gregory [8] suggested this is because people have priors about perspective
that they have learned from the buildings in the environment, in which the former
configuration corresponds to an object which is closer and the latter with an object
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far away. Interestingly, this predicts that people who have grown up in a different
environment might not have this illusion. This indeed seems to be the case for some
African tribes [22].

In our daily life, we often have to reconcile different sources of information.
As shown above, Bayesian thinking implies that different sources of information
should be combined using precision weighting. As one illustration of whether humans
combine information in this way, Jacobs [9] asked participants to match the height of
an ellipse to the depths of a simulated cylinder defined by texture and motion cues. The
participants were either given motion information, texture information, or both about
the depth of the cylinder. Bayesian models predicted how participants combined the
sources of information. Similarly, Ernst and Banks [7] asked participants to combine
visual and haptic information to judge the height of a raised bar. Participants were
given conflicting information with the experimenter manipulating the precision of
the information available by introducing noise in the visual stimulus. They reported
that participants took the reliability of the visual information into account when
combining the visual and haptic information, in a way that was predicted by Bayes’
theorem.

Once we are satisfied that humans are able to behave in a Bayes-optimal fashion in
general it becomes interesting to see in which situations their optimality breaks down.
O’Reilly et al. [17] discusses some instances in which a deviation from Bayesian
predictions informs us about the limits of our cognitive system.

The usefulness of Bayes’ theorem for modeling behavior and its particular char-
acteristics are perhaps best illustrated during learning. Therefore we will spend the
remainder of this chapter looking at the behavior of Bayesian systems during the
learning of environmental contingencies.

9.4 Learning

As experimenters in cognitive neuroscience, we create the experimental environment
in which our participants produce behavior. Therefore, we know the true parameters
of the environment (in the previous example, this would be equivalent to knowing
where Newton’s apple actually is). However, the participant does not know these
true values; s/he must infer them from observations.

Since we are interested in the behavior and brain activity of the participant, it is
advantageous to have an estimate of what the participant knows or believes about
the state of the environment, as this might differ from the true state. This is partic-
ularly true when data about the environment are presented sequentially, as in many
psychological tasks. For example, in the gambling tasks such as the one-armed,
two-armed and multi-armed bandit tasks, participants, from humans [2, 21] to the
humble bumble bee [20], learn the probability of rewards associated with certain
actions by trial and error; similarly in uncued attentional tasks such as the uncued
Posner task [19], participants learn over many trials that targets are more likely to
appear in certain locations than others. In these sequential tasks, a number of trials
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must be experienced before the participant’s estimates of the probabilities associated
with each action approach the true values; in environments that change, continuous
learning may be required.

9.4.1 ‘Today’s Posterior Is Tomorrow’s Prior’

As we briefly suggested above, learning from a sequence of observations can be
modeled using iterative application of Bayes’ rule. For example, let’s say we observe
a number of apples falling to the ground at locations xj, x;... x;, and we want to
infer from this the most likely location of fallen apples. Let’s make the assumption
that the distribution of apples is Gaussian around the tree trunk, with unknown mean
w (the location of the tree trunk) and variance o2. Then we can say that the variable
x, the location of any given apple, follows a Gaussian distribution x-A/ (1, o). Our
aim is to infer the values of y and o2 from the observed values of x.

Let’s assume we have no a-priori knowledge about where the apple might fall.
In other words, we start with a prior distribution such that all possible values of the
parameters /1, o 2 are considered equally likely. This is called a uniform or flat prior.

Then, on trial 1, we observe a data point, say x; = 67. Remember that Bayes’
rule (Eq. 9.1) tells us we can update our prior (which is flat) by our likelihood to
give our posterior. In our current situation, we can determine the likelihood, since
we know for each possible pair of parameters 1, o the probability that a value of 67
would have been observed. In this case this is the probability density of a Gaussian
N (u, 0%) for aregion about the value 67 with unit width. Thus, we can work out the
probability of each possible pair of parameters 1, o given this one observation, and
plot a probability density function over ‘parameter space’—the range of possible
values of y and o2 (Fig. 9.3a). This probability density distribution based on the
current observation is sometimes called the ‘likelihood function’.

To obtain the posterior probability for each pair of values ., 5% (the left hand side
of Bayes’ rule), we also need to take into account the prior probability that the values
w,o? are correct by multiplying the likelihood function with the prior probability
distribution. On trial one, we had a uniform prior, so the posterior is equal to the
likelihood distribution. On trial two, we use the posterior resulting from trial one as
be basis for our new prior. Again we observe a data point and update our prior to a
new posterior that functions as the prior on the new trial. Etcetera. In general, what
happens during learning is that the prior at trial i is derived from the posterior at trial
i-1. Hence we can write Bayes’ rule on trial i as follows:

PN, 0) |x15 ) & p(x; [x-N (1, 0%) x p( x-N(it,0°) [x15-1). (9.2)

Thus, the posterior distribution on trial i is proportional to the likelihood of the
observed data, x;, times the prior distribution at trial i, which was derived from the
posterior at trial i-/ and captures all that is known about how previous data x;.;;
predict the current data point x;.
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Fig. 9.3 Four trials of learning the mean and variance of a Gaussian distribution. The left hand
panels show a "state space"—a space of candidate values for the mean (1) and standard deviation
(o) of the Gaussian distribution from which the data are drawn. Colour indicates the posterior
probability that each candidate pair of values of 1 and o matches the true values. The right hand
panels show the corresponding probability distributions over location—the true distribution (light
grey line), the maximum a posteriori distribution of apple locations (MAP, blue lines), and the
weighted combination of all possible Gaussian distributions over locations (red lines)
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9.4.2 In the Mind of Our Bayesian Participant

We can now look into the ‘mind’ or our Bayesian computer participant to see what
it knows and believes about the environment on a trial-to-trial basis. After the first
observation, the posterior distribution (our model’s estimate of the true values of
w,0?) has a peak at u = 67 and a very low value for o2, since all observed apples
(all one of them) fell near to x = 67.

We can represent the posterior over 1, o graphically on a grid (Fig. 9.3a, left
panel) that represents all the possible combinations of mean and variance and their
associated probabilities, which are denoted by colour. The space of all possible values
for u, o2 is called the state space or parameter space.

The next data point is x, =100. This point is far from the previous observa-
tion. Therefore, the model’s estimates shift. The estimated © moves towards a point
between 67 and 100, and the estimated o2 increases to create a distribution that en-
compasses both data points. As you can see the best fit Gaussian is now a much wider
distribution, with a mean to somewhere in between 67 and 100 and a variance such
that both data points are encompassed (Fig. 9.3b, left panel). However, the model
is also relatively uncertain about the values of p, o2 as can be seen from the wide
spread of probability density across parameter space. As the model obtains more and
more data the posterior distribution converges on a mean and standard deviation, and
uncertainty decreases (Fig. 9.3¢-9.3d, left panels).

We can translate our model’s estimates of the values w,o? into a probability
density function over location (i.e., plot probability as a function of the possible
positions, x, at which apples could fall). We do this in the right-hand panels of
Fig. 9.3.

To plot probability density over location, we need to decide how to summarize
the distribution over parameter space, i.e. over [, o2, which in fact represents our
degree of belief in a range of different Gaussian distributions with different values of
u, o2 How should the distribution in parameter space be translated into a distribution
over x? One option is to take the peak (or mode) of the distribution over p, o >—
the values at the deepest red spot in the left-hand panels of Fig. 9.3. This gives
the most likely Gaussian distribution (the maximum a posteriori (MAP) estimate).
The resulting distributions are shown in blue in the right hand panels of Fig. 9.3.
However, this measure ignores uncertainty about that distribution, throwing away a
lot of information. Another option is to take a weighted sum of all possible Gaussian
distributions over space—as given by?:

pX) =) plx|x~N(u;,0°0) x px~N(uj,0°) 1x1).  (9.3)
ik

2Tn all the examples and exercises given here, we obtain an approximate solution by eval-
uating p(x) for discrete values of (u,0?). In the continuous case, Eq. 9.3 would become:
p(x) = [du [do?[p(x|x ~ N(u,0%) x p(x ~ N(it,0?)|x1;)]
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This gives a distribution over x that takes into account variance due to uncertainty
over i, o 2. The resulting distributions are shown in red in the right hand panels of
Fig. 9.3.

9.4.3 What Is it Useful For?

Using a Bayesian learner that iteratively integrates observed data with what is known
from previous observations allows us to follow the dynamics of the different model
parameters on a trial-by-trial basis. Using this trial-by-trial information, we can make
predictions about behaviour—i.e. where Isaac should forage for apples on each trial.
For example, we might hypothesize that he will search in an area centered on the
estimated value of u (i.e., he will search around where he thinks the tree is) and that
the size of the area he searches in should be proportional to o .

Furthermore, because the Bayesian model represents Isaac’s beliefs about p and
o? as probability distributions, our Bayesian model gives us an estimate of how
uncertain he should be about those values (the spread of probability density in pa-
rameter space). Because we have this insight into uncertainty, which is the defining
feature of Bayesian models, we can make and test predictions about behavior based
on uncertainty about the environment (estimation uncertainty [10, 18])—for exam-
ple, we might expect Isaac to express more exploratory behavior when uncertainty
about p and o2 is high [4, 6]. Moreover, we might expect that certain parameters
of our Bayesian model might be reflected in neural activity. Although one has to
be careful with interpretation [16], it is possible to link the values of the model’s
parameters to brain activity.

9.4.4 Another Example of a Bayesian Learner: One-armed Bandit

In the previous example, we showed how a Bayesian computer participant could
be used to model what a human participant knows or believes about the parameters
of a Gaussian distribution from which spatial samples (the location of apples) were
drawn. In fact, this is one example in which the beliefs of the participant (at least, an
optimal Bayesian participant) rapidly approach the true state of the environment as
can be seen in Fig. 9.3.

There are many tasks, including some in common use in cognitive neuroscience,
where an internal model based on sampling of the environment is a much weaker
approximation of the true state of the environment. One such example is given by
tasks in which the environment changes frequently (so the observer must constantly
update his model of the environment) [2]. Another case is presented by tasks in which
the parameters of the environment are learned slowly. These include probabilistic
tasks—for example if we observe a binary variable (say, reward vs. no reward),
we need several trials to estimate the underlying probability p(reward): to tell the
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difference between a reward probability of 0.8 and 0.9 would require at least ten
trials for example.

The more the participant’s internal model of the environment differs from the true
state of the environment, the more useful it is for the experimenter to have a model of
what the participant knows/believes about the state of the world rather than assuming
the true parameters of the environment are known.

We will now consider a Bayesian computer participant in a one-armed bandit task.
This is a task in which learning naturally requires a larger number of trials and hence
participants’ model of the environment is likely to differ from the true state of the
environment. We will see that in this task the Bayesian computer participant can give
us rich insights into what participants might think/believe on each trial of the task.

In the one-armed bandit task, participants must choose between two actions, A
and B (say, press a button with the left or right hand), only one of which would lead
to delivery of a reward. The probability that action A is rewarded is set at some value
q; the probability that action B would be rewarded is then (/—¢q); formally we can
say that the probability that action A is rewarded follows a Bernoulli distribution (a
single-trial binomial distribution) with probability parameter g. From time to time
during the task, the value of ¢ changes to a new value; participants do not know when
these changes will occur or how frequently. Hence the participant’s task is to infer
both the current value of g, and the probability v of a change in g, from the observed
data. The details of this model are not central to our point here, which is to illustrate
that a Bayesian model can give rich insights into the internal thought processes of
the participant. However, for the interested reader we describe the model used to
generate the figures in Appendix A.

Figure 9.4 (left hand panel) illustrates the task data and model fit. Values of g were
generated randomly with a jump probability (true value of v) of !/;s—the true value
of g on each trial is indicated by the white line. The side that was actually rewarded
on each trial is indicated by the presence of a dot on the left or right of the plot,
respectively. Remember that as p(Left rewarded) = 1-p(Right rewarded), the player
knows which side was rewarded on all trials, even when he chose the unrewarded
side.

The red line and shaded areas represent the model’s maximum likelihood estimate
of the state of the environment (the value of ¢). The shading represents the probability
density distribution over g on each trail, according to the model.

Inspecting the model’s estimates of the environment across trials, we can see a
number of interesting features. Firstly, we notice that the maximum likelihood es-
timate is close to the true value of ¢ most of the time. However, when there are
changes in the underlying environment, the model takes a few trials to ‘catch up’.
Secondly, we can see that the model’s uncertainty about the state of the world gen-
erally decreases over time (the shaded area gets narrower over time), but uncertainty
increases when there is a change in the environment, or when a change is suspected.

In the right hand panels of Fig. 9.4 (labeled a, b, and c¢), we take a closer look at the
probability density distributions across parameter space for three sets of trials around
change points or suspected change points. The data points in question are labeled
a, b, and c in the left hand panel. For each data point we show the distribution of
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Fig. 9.4 Learning in an
unstable environment. The
left hand panel shows the
rewarded sides on each trial
(black dots); the true
probability of reward, i.e., the
true value of g (white line);
the model’s estimate of g (red
line); and the uncertainty of
the model’s estimation
(shade). The left hand panels
show the model’s beliefs of
each possibility in state space.
a No update—A point at
which a single right side
reward trial is observed. b
Successful update. ¢
False/temporary update
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probability density across parameter space on that trial and surrounding trials (right
hand panel). These plots are analogous to the parameter space plots in the left hand
panel of Fig. 9.3, but instead of plotting the distribution of probability density across
values of x and 6> we are now plotting probability density across values of g and v.

Just before time point a, the model ‘thinks’ that g, the probability of the left side
being rewarded, is near to 100 %, as it has just experienced a long run of left-rewarded
trials. At point a, a right-rewarded trial is observed (the actual trial labeled a in the
left hand panel is the same one labeled a in the right hand panel). The probability
that associated with values of ¢ and v other than those which were favored before
point a increases. However, subsequent trials continue to be left-rewarded, and the
model reverts to its previous state of believing the probability of left-rewarded trials
to be very high.

In contrast, time point b represents a successful update. Prior to b, there was a
long run of right rewarded trials, followed by an actual change in g (white line) and
a series of left-rewarded trials starts. In this case, the model updates its estimate of
q over a series of trials. On trial b itself, the model is clearly entertaining both the
hypothesis that g has changed, and the hypothesis that ¢ remains the same. Note that
the ‘change’ hypothesis is associated with a higher value of v (the peak is further to
the right), compared to the ‘no change’ hypothesis, as we would expect since v is the
probability of change, which is inferred based on the number of change points that
were observed.
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Finally, point c represents a point at which the model is erroneously updated when
there was in fact no change in g. Just before point c, the model ‘thinks’ g is almost
100 %, i.e. only left-rewarded trials can occur. It then observes two right-rewarded
trials, leading it to think g has changed to favour right-rewarded trials. However, these
two trials are followed by more left-rewarded trials, leading the model to revert to its
former hypothesis (favouring the left) but with a more moderate probability value,
so g is now nearer to 80 % than 100 % (indeed, the maximum likelihood estimate of
g is now nearer to the true value of ¢, as seen from the white and red lines on the
left-hand panel).

We have briefly described some snapshots of ‘interesting behavior’ of the Bayesian
learning algorithm, in order to illustrate how constructing such a model could allow
us to ‘peek inside’ the mind of a model participant to see how its beliefs about the
state of the evolve. We have seen, for example, that learning models can capture
lags when even an optimal participant could not yet have adjusted to a change in the
environment. We have seen that when a model is fit to the actual data observed by
a participant, it can indicate when the participant could mis-estimate the parameters
of the environment (such as at point ¢). We have also seen that Bayesian models
can give us insights into internal features of learning such as uncertainty, which may
themselves predict neural and/or behavioral data. Hopefully this brief illustration
will convince the reader that explicitly modeling the contents of the participant’s
mind, as with a Bayesian learning model, can generate and refine our predictions
about what activity we might find in their brain, beyond what could be achieved by
simply relating brain activity to stimuli or responses.

9.5 Conclusion

In this chapter, we have discussed the use of Bayesian models in cognitive neuro-
science. We have illustrated of the main characteristics of Bayesian models, including
the representation of beliefs as probability distributions, the use of priors, and se-
quential updating of information. These models can be highly predictive of the actual
behavior displayed by humans and animals during a variety of tasks. We have looked
closely at two learning tasks, one in a stable and one in an unstable environment,
and charted how the beliefs of a Baysian model change over trials. The parameters
of such a model can then be used to interrogate behavior and brain function.

Appendix A: One-Armed Bandit Model

We can write down the generative model, by which the rewarded action (A or B) is
selected as follows:
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p(A rewarded on trial i)~ Bernoulli(g;)

gi-1 if J=0
rand(0,1) if J =1

. where J is a binary variable which determines whether there was a jump in the
value of ¢ between trial i-1 and trial i; J itself is determined by

J-Bernoulli(v)

. where Vv is the probability of a jump, e.g. if a jump occurs on average every 15
trials, v= /5.

Then we can construct a Bayesian computer participant which infers the values
of ¢ and v on trial 7 as follows:

p(q,vix1i) = p(xilgi ,v)p(gi,v)

where the prior at trial i, p(q;,v), is given by

p(qi,v) = p(qilgi—1,V) p(qi—1,V|X1.i-1)

and the transition function p(g; |g;—1,v) is given by

1
PGilgi-1,v) = (=) giz1 +v <m)

Exercises

Exercise 1. Look at Fig. 9.5. How do you interpret the shadow on the surface shapes?
Most people see the left hand side bumps as convex and the right hand bumps as
concaves. Can you explain why that might be, using your Bayesian perspective?
Hint: think of the use of priors.

Exercise 2. In Fig. 9.4 we saw some interesting behavior by a Bayesian learner. For
instance, at point ¢ the model very quickly changed its belief of an environment where
left was rewarded into one where right was rewarded. One important goal of model-
based cognitive neuroscience is to link this type of changes probability distributions
to observed neural phenomena. Can you come up with some phenomena that can be
linked with changes in the model’s parameters?

Exercise 3. In this final exercise we will ask you to construct a simple Bayesian
model. The solutions include example Matlab code, although they are platform
independent. Consider the following set of observations of apple positions x, which
Isaac made in his garden:

1. Find the mean, E(x), and variance, E(x*)—E(x)?, of this set of observations using
the formulae



9 Bayesian Models in Cognitive Neuroscience 195

Fig. 9.5 Convex or concave?
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2. If T tell you that these samples were drawn from a normal distribution, x~N(|L,
6?) how could you use Bayes’ theorum to find the mean and variance of x? Or
more precisely, how could you use Bayes’ theorem to estimate the parameters,
and o2, of the normal distribution from which the samples are drawn?

Hint: remember from the text that we can write
pO-N(w,02) [x1 ... %, ) & p(xy ... X, [N (1, 02) p(x-N (1, o))

...where the likelihood function, p(x;|x-N(u,0)), is given by the standard
probability density function for a normal distribution:
@) 1 —(x — p)’
x) = ex
b V2mwo? P 202
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..and you can assume:

1. The prior probability p(x~N(j, ¢2)) is equal for all possible values of p and
o2, and

2. The observations are independent samples such that p(x;Nx;) = p(x;)p(x;) for all
pairs of samples {x;, x;}.

Now use MATLAB to work out the posterior probability for a range of pairs of pa-
rameter values |1 and o2, and find the pair with the highest joint posterior probability.
This gives a maximum likelihood estimate for p and 2.

3. Can you adapt this model to process each data point sequentially, so that the
posterior after observation i becomes the prior for observation i + 1?

Hint: remember from the text that (assuming the underlying values of p and o2
cannot change between observations), we can write:

PN (02 11 x3) o p( |2 N (i, 0%) )p(e-N (1,02 31 - Xi-1)

... where the prior at trial i, p(x~N (i, o) |x; ... x;_)is the posterior from trial i-1.

4. If you have done parts 2 and 3 correctly, the final estimates of {1, o>} should be
the same whether you process the data points sequentially, or all at once. Why is
this?

Further Reading

1. McGrayne [14] provides an historical overview of the development of Bayes’
theorem, its applications, and its gradual acceptance in the scientific community;

2. Daniel Wolpert’s TED talk (available at http://www.ted.com/talks/daniel_wolpert
_the_real_reason_for_brains.html) provides a nice introduction in to conse-
quences of noise in neural systems and the Bayesian way of dealing with
it;

3. O’Reilly [15] discusses Bayesian approaches to dealing with changes in the en-
vironment and how different types of uncertainty are incorporated into Bayesian
models and dealt with in the brain.

4. Nate Silver’s book The signal and the noise [23] contains some nice example
about how humans make predictions and establish beliefs. Silver advocates a
Bayesian approach to dealing with uncertainty. It served him very well in the
2012 USA presidential elections, when he correctly predicted for each of the 50
states whether they would be carried by Obama or Romney.

5. David MacKay’s book Information theory, inference, and learning algo-
rithms [12] is a much more advanced treatment of many of the principle of
Bayesian thinking. It is available for free at http://www.inference.phy.cam.
ac.uk/itprnn/book.html.


http://www.ted.com/talks/daniel_wolpert_the_real_reason_for_brains.html
http://www.ted.com/talks/daniel_wolpert_the_real_reason_for_brains.html
http://www.inference.phy.cam.ac.uk/itprnn/book.html.
http://www.inference.phy.cam.ac.uk/itprnn/book.html.
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Chapter 10
Constraining Cognitive Abstractions Through
Bayesian Modeling

Brandon M. Turner

Abstract There are many ways to combine neural and behavioral measures to study
cognition. Some ways are theoretical, and other ways are statistical. The predominant
statistical approach treats both sources of data as independent and the relationship
between the two measures is inferred by way of a (post hoc) regression analysis. In
this chapter, we review an alternative approach that allows for flexible modeling of
both measures simultaneously. We then explore and elaborate on several of the most
important benefits of this modeling approach, and close with a model comparison
of the Linear Ballistic Accumulator model and a drift diffusion model on neural and
behavioral data.

10.1 Introduction

As this book will demonstrate, there are many ways in which the neurosciences
can inspire mathematical models of cognition, and vice versa. Perhaps the most
theoretically-oriented way is to develop models on the basis of what is observed at
the neurophysiological level. This approach could be called “bottom-up” because at
its very core, the models are designed to embody neurological principles [1-9].

If a model is not originally designed as a bottom-up model, it is possible to
adjust the assumptions of the model so that it resembles a bottom-up structure. An
example of this is the latest instantiation of the ACT-R model (see [10] and Chap. 18
of this text). Anderson and colleagues [11] developed a model of the process of
equation solving that also predicted patterns of brain activity, as measured by the
blood oxygen level dependent (BOLD) response. Their model assumed that observers
maintain a set of modules that become active when required by subtask demands,
and become inactive when no longer in use. In the model, BOLD responses are
produced in the brain areas corresponding to active modules by convolving a module
activation function (i.e., a function carrying binary active or inactive information)
with a hemodynamic response function. The correspondence between modules and
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brain areas was based on prior work, where each module was mapped to region(s)
of the brain where the greatest brain activity occurred [12]. After estimating a few
free parameters, the model was shown to provide a reasonable fit to both the neural
and behavioral data.

While the bottom-up approach is useful for a number of reasons, it is often more
desirable to take a “top-down” approach because for many cognitive models, it is
not straightforward to map model mechanisms (e.g., module activation) to particular
brain regions [12]. Top-down approaches generally proceed by (1) fitting a cognitive
model to behavioral data, (2) fitting or examining patterns in the neural data, and (3)
regressing the parameter estimates of the cognitive model to the neural signature of in-
terest [13-21]. This approach has been highly successful in relating response caution
adjustments across different speed emphasis instructions (e.g., subjects instructed to
respond quickly or accurately) to the pre-supplementary motor area (pre-SMA) and
the (anterior) striatum [14—16].

Both the top-down and bottom-up approaches are reciprocal in the sense that we
derive an understanding about a cognitive process on the basis of formal cognitive
models and cognitive neuroscience [22]. However, neither approach is statistically
reciprocal. In the bottom-up approach, by “statistically reciprocal””, we mean that the
model is not usually fit to both neural and behavioral data simultaneously. By contrast,
in the top-down approach, we mean that the information contained in the neural
data do not inform the estimation of the behavioral model parameters. Instead, the
relationship between the neural and behavioral data is inferred after two independent
analyses.

In this chapter, we discuss an alternative top-down approach that enforces mutual
constraint across both sources of data. The chapter elaborates on the work of Turner
et al. [23], where the authors conjoin “submodels” of singular (i.e., neural or behav-
ioral, but not both) measures by way of a hierarchical Bayesian framework. Bayesian
modeling has become popular in many neural [24-29] and behavioral [30-39] mod-
eling applications for a number of theoretical and practical reasons (see Chap. 9
of this text). We itemize and discuss several advantages of our approach below. We
present these advantages first at a conceptual level, then if useful to articulate a point,
we present relevant mathematical details. The less technically-oriented reader may
safely skip these areas. We encourage the more technically-oriented reader to consult
Turner et al. [23] for additional details.

10.2 Joint Modeling

The “joint modeling framework”™ is a statistical framework for relating a subject’s
neural data to their behavioral data and vice versa. As we discussed in the introduction,
it is often difficult to specify a single model for describing both aspects of the data
simultaneously without considerable additional theoretical overhead and increased
computational complexity. A simpler approach is to instead focus on each facet of
the data individually.
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Let’s begin with the behavioral data, which we denote B. We must first specify
a model for how these data may have been produced. Over many years, cognitive
modelers have developed an entire suite of behavioral models for a variety of tasks.
Behavioral models assume a system of mathematical or statistical mechanisms gov-
erned by a set of parameters that are latent. Behavioral models are interesting because
they derive explicit assumptions about how the mind works based on an overarching
cognitive theory. However, the behavioral models are not meant to be taken liter-
ally; instead, the models are tools by which inferences can be made about how an
underlying cognitive process is affected under different contexts or experimental ma-
nipulations. In this sense, behavioral models are simply instantiations of an abstract
cognitive process, whose parameters serve as proxies.

The behavioral model we choose can be anything, such as a signal detection
theory model for data from a perceptual discrimination experiment [31-40], the bind
cue decide model of episodic memory [41], or the drift diffusion model for choice
response times (see [42] and Chap. 15 of this text). As we will discuss later in this
chapter, we can even choose a different model for the same data, so that we can
compare the models on the basis of generalizability, and degree of model fit. We will
write the probability distribution for the data under our assumed behavioral model
as p(B | 8), where 6 denotes the set of parameters in the model.

‘We can now turn to the neural data, which we denote N, and the neural model,
whose probability density function we write as p(N | §), where § is the set of
neural model parameters. As with the behavioral model, we are not constrained to
any particular neural model, so for example, we could choose the generalized linear
model [25, 26, 43], the topographic latent source analysis model [24], a wavelet
process [44], or a simple hemodynamic response function [45]. However, neural
models tend to differ from behavioral models because they generally do not make
explicit connections to a cognitive theory. As such, neural models are statistical in
nature, and so any joint model created within our framework embodies the principles
assumed by the behavioral model alone.'

There are two main factors in selecting the neural model. First, the model should
reduce the dimensionality of the neural data. Generally speaking, there will be a large
amount of neural data (e.g., from an EEG experiment), and so reducing the data’s
dimensionality will reduce the computational complexity associated with fitting the
joint model to data. Second, the model should provide information about the neural
signal in a generative form. For example, the neural model could describe the location,
shape, and degree of activation of the neural source(s) of interest by way of a mixture
of normal distributions [23]. As another example, the neural model could describe
how factors (i.e., covariates) in an experimental design are associated with a neural
signal through a general linear model [25, 43].

! Note that the neural model could also make explicit theoretical assumptions. However, we feel
that a theoretical model on the behavioral side with a statistical model on the neural side will be of
greatest interest to the readers of this book.
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Fig. 10.1 Graphical diagram for the joint modeling approach. The left side shows a chosen behav-
ioral submodel (i.e., the drift diffusion model) and the right side shows a chosen neural submodel
(i.e., a method for single trial analysis of fMRI data [47]). The two submodels describe their respec-
tive data with a set of parameters 6 (for the behavioral submodel) and § (for the neural submodel),
which are then connected through a hyper distribution with parameters §2

Having selected our behavioral and neural models, which we will refer to as
“submodels” henceforth, we now must make the connection between the submod-
els’ parameters explicit. At this point, one could specify a discriminative (i.e., a
causal) relationship between the parameters; however, here we are only interested
in generative approaches where both sets of parameters are assumed to be manifes-
tations of the same underlying construct. To make a fully generative model explicit,
one need only specify a structural form for the joint distribution of the parameters of
the submodels. As discussed in Turner et al. [23], a convenient choice is to assume
the parameters are distributed according to a multivariate normal distribution. Fig-
ure 10.1 shows a graphical diagram for a joint model used in a recent study [46]. The
right side of the diagram illustratively shows the neural data as a set of functional
magnetic resonance imaging (fMRI) scans with the submodel parameters §, whereas
the left side of the diagram shows the behavioral model as a drift diffusion process
with submodel parameters 6. In the middle of the diagram, the hyperparameters 2
connect the two submodels through an assumption about the joint distribution of 8
and § (see Eq. 10.1).

Asiillustrated in Fig. 10.1, the joint modeling approach is a convenient way to gen-
erate expanded models that capture multiple facets of the same underlying construct.
However, to physically implement the approach, the technical details of the model
must be carefully considered. In the following subsection, we discuss the technical
aspects of our approach in greater detail. The uninterested reader may skip the next
section and incur little conceptual loss.
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10.2.1 Technical Details

We let M(£2) with parameters §2 denote the linking distribution of 6 and &, such that
(8,0) ~ M($2), (10.1)

and denote the corresponding density function as p(5,6 | £2). The type of distri-
bution we assume for M will depend on the properties of the behavioral and neural
model parameters. Currently, the only linking distribution we have investigated is the
multivariate normal distribution, because it provides a convenient distribution with
infinite support and clear parameter interpretations. Assuming multivariate normality
places some restriction on the types of submodel parameters we can use. Specifi-
cally, the assumption of multivariate normality should be reasonable, meaning that
a multivariate normal distribution should adequately describe the variation between
submodel parameters. Furthermore, the parameters should have infinite support (i.e.,
they should not be bounded). When a submodel parameter is bounded, transforma-
tions can be used, such as the log or logit, to produce infinite support for the parameter
space. In this chapter, we will use the multivariate normal assumption.

Under the multivariate normality assumption, 2 = {¢, X'} consists of a set of
hyper mean parameters ¢ and hyper dispersion parameters X', and Eq. 10.1 becomes

6,0) ~ N, (¢, %), (10.2)

where N, » (a,b) denotes the multivariate normal distribution of dimension p with
mean vector a and variance-covariance matrix b.

As we will discuss below, the properties of the hyperparameters will depend on
how the lower-level parameters 6 and § are used. For example, 0 and é could repre-
sent subject-specific parameters meaning that £2 would describe the distribution of
the model parameters between subjects in the group. By contrast, 8 and § could also
represent trial-specific parameters meaning that £2 would be a set of condition- or
subject-specific parameters. Regardless of the characterization of the model param-
eters, the hyper mean vector ¢ can be divided into the set of mean parameters for
the neural submodel (§,,) and the behavioral submodel (6,,), such that ¢ = {5,,,6,}.
Similarly, the variance-covariance matrix X' can be partitioned as

52| pdsts

2 =
(P8,0,)T | 62

to reflect that it consists of matrices that characterize various dispersions of the
model parameters. Note that the variance-covariance matrix pd, 6, uses the parameter
matrix p to model the correlation between submodel parameters. Specifying the
model in this way allows us to directly infer the degree to which behavioral submodel
parameters are related to neural submodel parameters. To reduce the number of model
parameters, we can also constrain elements of this variance-covariance matrix to be
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equal to zero. Such constraints are particularly useful when the intention of one’s
research is confirmatory rather than exploratory.

As for the variance-covariance matrices 82 and 62, there are two modeling ap-
proaches that we advocate. First, we can specify that these matrices be diagonal
matrices so that only the variances of the corresponding submodel parameters are
captured [23]. Doing so assumes that the submodel parameters are independent,
which may not necessarily be true. However, making this assumption limits the
number of parameters in the model while still allowing for relationships between the
submodel parameters to be observed through the joint posterior distribution. Second,
one can specify that these matrices be square (i.e., elements are symmetric about the
diagonal), and build in relationships between submodel parameters explicitly [46].
Surprisingly, adding these extra off-diagonal elements in the matrix can facilitate
the estimation process because the conditional distributions of ¢ and X become an-
alytic, and so Gibbs sampling can be used to efficiently generate proposals for the
hyperparameters [48, 49].

Once the model has been fully defined, the final step is to specify prior distributions
for ¢ and X'. There are a number of priors to choose from, and the choice will depend
on how X is specified. When X is unconstrained so that it is symmetric and all
of its elements are free to vary, we recommend a conjugate (dependent) prior on
2 = (¢, X), such that

p(2) =p (s, 2) = p@ | X)p(X).

Here, we use a multivariate normal prior for p(¢ | X') and an inverse Wishart prior
on p(X). An application of these priors appears below. Having fully specified the
model, the joint posterior distribution of the model parameters is

p0.,8,82 | B,N) o< p(B | 6)p(N | 8)p(6,4 | £2)p($2). (10.3)

To estimate the model parameters, we require an algorithm to sample from the
joint posterior distribution in Eq. 10.3. The type of algorithm we use will depend on
how difficult it is to evaluate Eq. 10.3. For relatively simple applications, we can use
software programs such as WinBUGS [50] or JAGS [51] to carry out the estimation
procedure. For more complex problems, we may require algorithms that scale to high
dimensions and/or tune to the shape of the joint posterior distribution (e.g., [52-56]).
Finally, when the likelihood functions in Eq. 10.3 are difficult to evaluate, we may
require algorithms that approximate [57-60] or efficiently evaluate [61] them.

Conjoining submodels in this way allows for a statistically reciprocal relationship
between the behavioral and neural submodel parameters. Specifically, when there is a
nonzero correlation between any of the submodel parameters, modeling both aspects
of the data simultaneously provides greater parameter constraint than modeling each
subset of the data independently. There are many other benefits of our joint modeling
approach, many of which are discussed in Turner et al. [23]. In what follows, we
will expand on and clarify the discussion of five of these benefits.
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10.3 Prediction of Neural or Behavioral Measures

One of the major benefits of using a Bayesian approach lies in the flexible adjustment
for, and prediction of, missing data. In the joint modeling framework, we can, for ex-
ample, generate predictions for a particular subject’s behavioral data given only that
subject’s neural data. The framework allows for predictions in the opposite direction
as well, so that given only behavioral data, we can make predictions about a subject’s
neural data. The way this occurs in the model is through the hyper parameters §2,
and their relationship to the parameters 6 and §. Importantly, the hyper parameters
§2 enforce that while the parameters 6 and § are conditionally independent, they are
not marginally independent. Hence, the distribution of 6 depends on the particular
value of §, and vice versa. From this type of dependency, the model can generalize
the relationship between 6 and § to flexibly generate predictions about missing data.

Suppose we fit a joint model to a set of data consisting of a number of subjects.
Assume that for a (small) subset of the subjects, we only have information about one
data source (e.g., only neural data). The model would learn the relationship between
the submodel parameters from the subjects who were fully observed (i.e., the subjects
who had both data sources), and this information would be stored in the hyper pa-
rameters £2. When given, say, only neural data for a particular subject, we could only
form an estimate of the neural submodel parameters 6. However, given the estimated
3, the model can generalize the information stored in §2 to produce a prediction about
the behavioral submodel parameters 6, which can then be used to generate predic-
tions about the behavioral data B. This predictive process can be easily reversed to
generate predictions about the neural data having only observed behavioral data.

Turner et al. [23] performed a simulation study to demonstrate a joint model’s
ability to flexibly predict either behavioral or neural data. In their study, Turner et al.
formed a joint model by combining a finite mixture model as the neural submodel,
and a signal detection theory model as the behavioral submodel. They simulated data
for 24 subjects; however, when fitting the model, they withheld the neural data for
two of the subjects, and they withheld the behavioral data for two other subjects. The
remaining 20 subjects were fully observed, and no data were withheld. The objective
of their study was to demonstrate how well the joint model could predict the withheld
data for the four subjects, given only partial information about those subjects. They
showed that the data predicted by the model were entirely consistent with the data
that were withheld.

Figure 10.2 illustrates how the model predicts withheld data given partial infor-
mation. The left side of the figure shows the neural model at the parameter level
(upper), and the voxel level (i.e., the neural data space; lower). The right side of
the figure similarly shows the behavioral submodel parameters (upper) and the be-
havioral data space (lower). The middle of the figure shows the relevant subset of
the hyper parameters. The figure illustrates two predictions of the model: the orange
path designates a prediction of behavioral data, whereas the blue path designates
a prediction of neural data. On the orange path, the model is provided with neural
data in the form of a pattern of brain activity in voxel space (green square). The
neural data informs the estimates of the neural model parameters (green histogram),
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and the estimate is passed upward to the hyper parameters. At the hyper parameter
level, the model learns the relationship between the neural and behavioral submodel
parameters from the 20 subjects who were fully observed. The model then generalizes
an estimate for the behavioral submodel parameters (red histogram) based on (1)
the relationship between the submodel parameters, and (2) the particular neural
submodel parameter estimate. Finally, the behavioral submodel parameter estimate
is used to make a prediction about the hit and false alarm rate for this subject (red
square). The gray cloud represents the distribution of predictions (i.e., the posterior
predictive distribution), and the black “X” marks the withheld behavioral data. The
blue path works in the same way, but in the opposite direction: the model is provided
behavioral data (green square) from which an estimate of the behavioral submodel
parameter is inferred (green histogram). The model then generalizes the parameter
estimate to form an estimate of the neural model parameters (red histogram), which
ultimately produces a prediction for the neural data (red square).

Although the joint modeling framework is able to flexibly predict missing data,
our approach is a generative one and is likely to produce inferior predictions to dis-
criminative approaches [62]. The two approaches are different in the way they treat
the “inputs” or observed data. Discriminative models condition on one variable (e.g.,
the neural data) to make a prediction about another variable, and as a consequence,
they necessarily have fewer random variables and greater certainty when generat-
ing predictions. One disadvantage of the discriminative approach is that one must
first train the model to learn the relationship between neural and behavioral data by
having a (large) set of both data types. Then, given only neural data, the discrimi-
native model can make predictions about the behavioral data [63, 64]. However, to
make a prediction for neural data (i.e., in the opposite direction), the discriminative
model would need to be retrained on the full data set. Another disadvantage is that
discriminative techniques are designed to make predictions about discrete variables
(e.g., correct or incorrect), and are more difficult to use for predictions of continuous
variables (e.g., response times). Finally, and most importantly from our perspective,
discriminative models are statistical in nature, meaning that they make no connection
to an explicit cognitive theory.

10.4 Additional Constraint on Cognitive Theory

Another important reason for using the joint modeling approach is the additional con-
straint provided by supplementary sources of information. From a cognitive modeling
perspective, it is preferable to capture as many aspects of the underlying cognitive
processes as possible. Because data from the neurosciences can be viewed as addi-
tional manifestations of the same cognitive process that the behavioral data provide,
it follows that augmenting cognitive models with neuroimaging data is a way to
advance our understanding of the mechanisms underlying cognition.

While augmenting our behavioral data with neuroimaging data is generally useful,
in the joint modeling context there are certain conditions where the additional (neural)
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information is not beneficial for all parameters. In particular, if the link between
neural and behavioral submodel parameters is not well established (i.e., a near-zero
correlation), neither submodel will benefit from the supplementary data, and no
additional model constraint will be enforced. To demonstrate this idea, first suppose
the following partition:

0 N, o= o1 r- Z‘1,1‘21,2
) e 251 ‘ 2

Here, ¢ is a (p; x 1) matrix, and ¢, is a (p, x 1) matrix, where p; + p, = p.
Partitioning the parameter space in this way allows us to identify the mean and
variance components of the submodel parameter sets. Given the properties of the
multivariate normal distribution, there are three important facts that we observe
[65, 66].

1. The marginal distributions of # and § are multivariate normal. Specifically,
0 ~ Np(¢1, Z11)and § ~ N,y (o, Xo).

2. The conditional distributions of 8 and § are multivariate normal. Specifically, the
conditional distribution of 6 given that § = 6* is

618=258"~N, (d12. Zr.12) »

where

b1 = b1 + Z1255, (8" — ¢)
Yigp=21— Z‘1,222_,21 2. (10.4)

3. A zero covariance matrix X', implies that 6 and § are independent. Thus, 6
and § are independently distributed if and only if X', = 0, where 0 indicates a
(p1 X p») matrix of zeros.

Together, Facts 1 and 2 provide some interesting (and perhaps surprising) informa-
tion about exactly how neural measures constrain behavioral submodel parameters.
Equation 10.4 shows that the mean of the conditional distribution of 6 depends on the
value of §*, whereas the variance of the conditional distribution of 6 does not. How-
ever, both the mean and variance depend on the covariance matrix X . To illustrate
the difference between the conditional and marginal distributions of 6, we can exam-
ine the absolute difference in the parameters of the two distributions. For illustrative
purposes, suppose p; = pp = 1, ¢1 = ¢ =0, and X, ; = X, = 1. We can then
examine the differences between the parameters of the conditional distribution of
0 | § = 6" and the marginal distribution of 6 by evaluating the differences ¢1p — ¢;
and X1 — X, across a range of values for §* and X, = 211,/12221,/22/) = p.
Figure 10.3 shows these differences across §* € [— 3,3] and p € [— 1,1] for
@112 — ¢1 (left panel) and Xy ;o — Xy (right panel). The left panel shows that the
difference between the conditional and marginal distributions is small near the point
(p,8*) = (0,0), but that the difference increases in magnitude as one moves away
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Fig. 10.3 Differences between the conditional and marginal distributions of 6 for the hyper param-
eters ¢ and X'. For a range of values of p and §*, we evaluated the difference between the hyper
mean parameter ¢y (i.e., the mean of the conditional distribution of #), and ¢, (i.e., the mean of the
marginal distribution of &) shown in the /eft panel, and the difference between the hyper variance
parameter X j|» (i.e., the variance of the conditional distribution of 6), and X', ; (i.e., the variance
of the marginal distribution of 6) show in the right panel

from this point. The right panel of Fig. 10.3 shows that the difference between the
conditional and marginal distributions is small in magnitude when p ~ 0, otherwise,
the difference increases symmetrically about zero. Note that the difference between
the two distributions does not depend on 6*.

Comparing the parameters ¢ and X' of the conditional and marginal distributions
of 6 is important because it highlights when—and the degree to which—the added
constraint of neural measures is beneficial to behavioral submodel parameters (and
vice versa). Figure 10.3 and Eq. 10.4 tell us that the differences observed in these
two distributions are most apparent when 6* and p are distant from zero for the mean
parameter vector ¢, but only when p is distant from zero for X.

Fact 3 is crucial because when ¥, = 0, we gain no additional constraint on the
submodel parameters, because 6 and § will be independent, and so no additional
information is learned from modeling the neural and behavioral data jointly. From
above, X » = 6,8, p, and because 6, > 0 and §, > 0 in nontrivial cases, X1, = 0
if and only if p = 0. If follows then, that for the joint modeling framework to be
beneficial in constraining submodel parameters, we only require that a single element
of p be nonzero. In practice, we have found many significantly nonzero correlations
between a variety of behavioral and neural measures [23, 46].
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10.5 Constraints at Multiple Levels

While the joint models used in Turner et al. [23] connected neural and behavioral
submodel parameters at the subject level, it is also possible to establish a connec-
tion between these parameters on the individual trial level. To accomplish this, one
only needs to define the relationship between the neural and behavioral submodel
parameters on a trial-to-trial basis. For the interested reader, we can explain this more
formally by reconsidering Eq. 10.3. In the first case, suppose we wish to connect the
submodel parameters at the subject level (see Turner et al. [23] for examples). Let
B; ; denote the jth subject’s behavioral data on the ith trial, and similarly, let N; ;
denote the corresponding neural data. Let 6; and §; denote Subject j’s behavioral
and neural parameters, respectively, and 2 denote the between-subject parameters
(i.e., the hyper parameters). Thus, the posterior distribution is

p(6.5.2 1 B.N) o [ (H [p(Bij 16PN 18] P61, sz)) p(2).
i

1

(10.5)

To extend the model to the second case where we wish to specify trial-to-trial pa-
rameters, let 9; ; and §; ; denote the jth subject’s parameters on Trial i. With this
new model structure in mind, Eq. 10.5 becomes

p(©.8.2; | BN o [T [p(Bis 1 60PNy | 60011615 1 29| p(29),
joi

(10.6)

where now §2; denotes subject-specific hyper parameters. Equation 10.6 expresses
the posterior distribution for Subject j only, but to extend the model to multiple
subjects, we need only assume a prior distribution over the £2;s to capture the
between-subject variability.

As an example, Turner et al. [46] developed the neural drift diffusion model
(NDDM) as a way to connect trial-specific behavioral submodel parameters to trial-
specific neural measures. The NDDM is an extension of the drift diffusion model
(DDM,; [42]) that includes five sources of variability: trial-to-trial variability in the
drift rate, nondecision time, start point, and neural activity in particular regions of
interest, as well as within-trial variability in the evidence accumulation process. In
addition to the trial-to-trial parameters, the model possesses subject-specific param-
eters, which are held constant across trials. Turner et al. used their model to show
how pre-stimulus brain activity (as measured by the BOLD response) could be used
to predict the behavioral dynamics in subsequent stimulus information processing,
within the confines of the mechanisms posited by the DDM.

Due to the framework’s flexibility, there are many other possibilities for develop-
ing joint models. For example, one could include multiple neural measures such as
those containing simultaneous electroencephalography (EEG) and fMRI recordings.
One could then use the spatial characteristics of the two measures to better identify
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and amplify the neural signal, and gain even greater constraint on the behavioral
model. As another example, one could combine structural properties of a subject’s
brain such as those obtained by diffusion-weighted imaging (DWI) measurements,
with functional, trial-by-trial neural measures. Having a mixture of subject-specific
and trial-specific neural measures could inform our cognitive models greatly, and
would be easy to implement by assuming different joint modeling structures at
different levels of a hierarchical model.

10.6 Incorporation of Singular Measures

Another benefit of joint modeling is the flexible addition of supplementary data that is
singular, or containing only a single type of measurement. Adding the singular data
will only influence the parameters for a single submodel and will not overwhelm
the contribution of the remaining data types in the model. Balancing the relative
contributions of the data is advantageous when, for example, the neural data is costly
to obtain. As a concrete example, due to budgetary demands, one may only be able to
obtain 80 trials of joint behavioral and neural data from a single subject performing
a random dot motion task. Following the session, the subject could then perform
the same random dot motion task where only behavioral measures are obtained. The
data from the two tasks could be combined to provide a better understanding of the
subject; however, the additional (singular) behavioral data would only enhance the
behavioral submodel parameters and would not overwhelm the neural portion of
the model. Such a procedure would allow for greater certainty about the behavioral
submodel parameters (i.e., ), and the overarching (hierarchical) model parameters
(i.e., 8, and 6, in Eq. 10.3).

10.7 Submodel Interchangeability

The final benefit we will discuss in this chapter is submodel interchangeability. In
the joint modeling framework, one is not committed to any particular submodel for
either the neural or behavioral data. This means that one can choose a submodel on
the basis of convenience (e.g., mathematical tractability), theoretical endorsement,
or simply personal preference. Being able to easily switch between different models
also allows for a direct model comparison by way of fit statistics, and prediction
performance—a feature of joint modeling that is similar in spirit to other integrative
cognitive model comparison methods [67, 68].

Figure 10.4 illustrates the idea of submodel interchangeability. On the left side,
we can choose between various submodels to account for the same behavioral data.
On the right side, the submodel for the neural data can remain fixed across models.
Under these assumptions, we only need to adjust the likelihood function relating the
behavioral submodel parameters to the behavioral data, and the prior distribution
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Fig. 10.4 Submodel interchangeability. The joint modeling framework facilitates model compar-
ison because competing submodels can be easily substituted in to account for different aspects of
the data

for the behavioral submodel parameters. The only other adjustment that may be
necessary is for the size and shape of the hyper parameters connecting the two
submodels. For example, the first submodel may only use seven parameters, whereas
the second submodel uses eight parameters. In this case, the hyper mean vector ¢
would increase from a length of seven to a length of eight, and the hyper variance-
covariance matrix X would increase in size from a (7 x 7) matrix to an (8 x 8)
matrix. Each unique selection for a submodel constitutes a new joint model of the
data, and after fitting each model to the data, the relative merits of model fit and
generalizability can be properly assessed.

In this section, we will perform such a model comparison between the Linear
Ballistic Accumulator (LBA; [69]) model and a DDM [42, 70]. Because the models
make very different assumptions about the underlying cognitive processes at work in
a choice response time experiment, a comparison of the two models on the basis of
model fit would provide support for the assumptions made by the better-fitting model.
We note that this model comparison is meant purely for illustrative purposes, and is
in no way a definitive claim that one model is better than another. Performing such
a task would require many more data sets, and a comparison of multiple variants of
each model (see Teodorescu and Usher [71] for such an endeavor). Here, we mean
only to compare the models for the first time on the basis of both behavioral and
neural data.
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10.7.1 Details of the Models

The data are described in Forstmann et al. [16], and consist of 20 young subjects
and 14 elderly subjects who participated in a random dot motion task with two al-
ternatives (i.e., detection of mostly leftward or rightward movement). There were
three speed emphasis conditions: accuracy, neutral (i.e., self-paced responding), and
speed. For the neural data, DWI measures were obtained, which allow one to estimate
tract strength, a probabilistic white matter connectivity measure, between differ-
ent cortico-subcortical brain regions [72]. Based on previous results, four different
tract strength measures—between the left and right pre-SMA into the left and right
striatum—were obtained. We will use the same neural model as in Turner et al. [23].

For the LBA model, we assume separate thresholds for each speed condition such
that b = (b1, b®, b}, and separate drift rates for the accumulators corresponding
to the correct and incorrect responses, such that v = {v(, v®}. We use a bias param-
eter a such that the upper bound of the start point for each condition is determined
by A% = ab®. 2 Finally, we use a nondecision time parameter t, which is fixed
across conditions. To satisfy mathematical scaling properties, we conventionally set
the between-trial drift variability s = 1.

We will use a modeling strategy for the DDM that is similar to the LBA model.
Specifically, we assume separate thresholds for each speed condition such that ¢ =
{o®, @, ™}, We also assume a bias parameter w such that the start point for each
condition is z¥ = wa™. For the DDM, only one drift rate parameter is needed,
which we denote v. Finally, we assume a nondecision time parameter t, which
is fixed across conditions. Note that this model is a drastic simplification of the
full DDM, which includes trial-to-trial variability in drift rate, starting point, and
nondecision time.

As described above, we apply a transformation so that each parameter has infinite
support. Specifically, parameters bounded by zero (e.g., thresholds, nondecision
time) were log transformed and parameters bounded by both zero and one (e.g., bias
parameters) were logit transformed. The transformation justified the multivariate
normality assumption we use on the hyperparameters as in Eq. 10.2. We specify
noninformative, dependent priors for ¢ and X' such that

¢ | X ~MVN (uo,s,' ¥), and
T~ W@, dy),
where W~!(a, b) denotes the inverse Wishart distribution with dispersion matrix a
and degrees of freedom b. We let m denote the length of the parameter ¢ (i.e.,m =7

for the DDM and m = 8 for the LBA model). We set so = 1/10, dy = m, and
o = 0, a vector of m zeros.

2 Another alternative is to fix A across conditions [23]. However, we do not use this approach here
to maintain consistency with the DDM.
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Fig. 10.5 Estimated posterior distributions for the DDM. Each panel shows the estimated correla-
tion parameter of the neural submodel with a particular behavioral submodel parameter: accuracy
condition threshold (top left), neutral condition threshold (top middle), speed condition threshold
(top right), start point (bottom left), drift rate (bottom middle), and nondecision time (bottom right)

10.7.2 Results

To fiteach model, we used a combination of Gibbs sampling and differential evolution
with Markov chain Monte Carlo [55, 56]. We ran the algorithm to obtain samples
from the joint posterior distributions for 5000 iterations following a burnin period of
5000 iterations with 32 chains. We then thinned the chains by retaining every fifth
sample, resulting in 32,000 total samples of the joint posterior distributions.

We then examined the estimated posterior distributions of the parameters relating
mean tract strength measurements to the behavioral model parameters. For the LBA
model, we observed two differences in the pattern of results reported in Turner et al.
[23]. First, the correlations between the drift rates and tract strength was effectively
zero, whereas in Turner et al. we observed a strong correlation between the drift rate
for the accumulator corresponding to the correct response and tract strength. Second,
the correlation between the threshold in the speed condition and tract strength was
effectively zero, whereas in Turner et al., we observed a slight positive correlation.
We attribute these slight differences in parameter estimates to a slight bias in the
model of Turner et al. as a result of constraining the off-diagonal elements to zero.
Regardless, both models make very similar predictions for accuracy and RT at both
the group and subject levels.

The pattern of correlations between the LBA model parameter and tract strength
was similar to the pattern of correlations between the DDM model parameters and
tract strength, which we expected based on previous comparisons of these models for
behavioral data alone [73, 74]. Figure 10.5 shows the correlation parameters between
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the neural submodel parameters and a particular parameter within the (simplified)
DDM: accuracy condition threshold (top left), neutral condition threshold (top mid-
dle), speed condition threshold (top right), start point (bottom left), drift rate (bottom
middle), and nondecision time (bottom right). The correlations with the threshold pa-
rameters are similar to the LBA model’s account. Specifically, the correlation is neg-
ative in the accuracy and neutral conditions, but is essentially zero in the speed condi-
tion. The remaining parameters are less clear. There seems to be a slight negative cor-
relation with the start point and nondecision time parameters, and drift rate seems to
be uncorrelated with tract strength. However, the estimated posterior distributions for
the parameters in each model are highly variable due to a limited number of subjects,
and so additional experiments may be required to fully understand these relationships.

A strong negative correlation in the threshold parameters, and a negative cor-
relation of nondecision time in both the DDM and LBA model are consistent with
neural explanations of the data. Because two of the tract strength measurements were
measures of connectivity between the left and right striatum and the left and right
pre-SMA, one might expect that as the strength of the connection increased, it would
take less time for the pre-SMA to become activated, and consequently, the amount of
time to execute the response would decrease. Because the nondecision time param-
eter represents (in part) the time to execute the motor response, by this explanation,
a negative correlation should be observed. A negative correlation between threshold
parameters and tract strength indicates that as tract strength increases, less evidence
is required to make a decision, which is indicated in the model as a decrease in the
threshold parameter. The observation that the threshold for the speed condition is
uncorrelated may reflect a different response strategy than what is used in either the
accuracy or neutral conditions.

Perhaps the most important analysis we can perform is to compare the DDM and
LBA models. To compare the models, we chose to use conventional Bayesian mea-
sures of model fit, which balance all of the important aspects of model comparison:
model complexity, number of parameters, and degree of fit to the data [75-77]. We
chose the deviance information criterion (DIC; [78]), and the Bayesian predictive
information criterion (BPIC; [79]). While the DIC is the more conventional metric in
the literature, the DIC has been criticized for not properly penalizing models for their
number of parameters [79]. The BPIC was developed as a solution to this problem,
however, in practice they tend to produce similar results. For both of these measures,
a better fit is indicated by a smaller (i.e., more negative in most cases) value.

In reporting our results, we wished to provide some measure of the variability
inherent in each of the fitting statistics. To do so, we calculated the statistic on each
chain in our sampler individually, producing a distribution of (32) statistics. We then
recorded the mean and standard deviation of this distribution and report them below.
The idea behind this is to provide greater support for how the statistics for one model
compare to the statistics from the other model.

We performed the model comparison in two ways. First, because the two models
were fit hierarchically to the data, we can compare the models on the basis of the full
data set. The DIC statistic for the DDM was —6537.14 (14.51) and for the LBA was
—9149.58 (6.31). The BPIC value was —6520.32 (18.50) for the DDM and —9089.2
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Table 10.1 DDM and LBA model fit statistics to the data of Forstmann et al. (2011). Standard

deviations of each fit statistic (across chains) appear in parentheses

B. M. Turner

DIC BPIC
Subject DDM LBA DDM LBA
1 —39.93(0.48) | —262.01 (0.87) —32.59(0.77) | —253.82(1.36)
2 —1704.48 (0.47) | —1737.74 (0.84) —1698.23 (0.76) | —1730.95 (1.34)
3 —236.25(0.51) | —570.68 (1.05) —230.09 (0.8) —563.71 (1.61)
4 —1604.91 (0.53) | —1526.61 (0.74) —1598.78 (0.85) | —1519.72 (1.11)
5 —835.7 (0.55) —831.55 (0.81) —829.3 (0.84) —824.02 (1.27)
6 —2099.74 (0.56) | —2204.22 (0.67) —2093.56 (0.87) | —2197.22 (1.07)
7 —400.73 (0.56) | —400.1 (0.63) —394.59 (0.86) | —393.06 (1.01)
8 313.23 (0.67) —14.54 (0.73) 320.07 (1.04) —6.66 (1.13)
9 817.36 (0.48) 801.76 (1.02) 823.51 (0.72) 809.02 (1.55)
10 —776.59 (0.53) | —1153.34 (1.11) —769.52 (0.82) | —1146.2 (1.63)
11 —1158.3 (0.51) | —1169.62 (0.81) —1152.08 (0.77) | —1162.55 (1.28)
12 —121.28 (0.6) —238.29 (0.95) —114.26 (0.94) | —230.99 (1.48)
13 —33.8 (0.44) —215.17 (1.04) —27.64 (0.7) —208.79 (1.6)
14 103.96 (0.44) 100.89 (0.8) 110.15 (0.69) 108.81 (1.31)
15 —490.56 (0.45) | —620.58 (1.2) —484.06 (0.71) | —613.67 (1.78)
16 271.26 (0.58) 2.22(0.87) 277.27 (0.9) 8.28 (1.36)
17 1.36 (0.51) —98.52 (0.66) 7.51(0.8) -91.22(1.1)
18 490.5 (0.57) 365.78 (0.72) 497.06 (0.91) 373.29 (1.16)
19 122.09 (0.4) 123.14 (1.33) 128.25 (0.64) 130.61 (1.97)
20 532.8 (0.65) 448.55 (1.23) 540.09 (1.05) 457.47 (1.97)
21 188.12 (0.52) 157.42 (1.96) 194.34 (0.8) 167.42 (3.03)
22 219.3 (0.76) 117.94 (1.19) 226.36 (1.22) 126.51 (1.95)
23 —361.79 (0.63) | —367.21 (0.64) —355.01(0.99) | —359.72 (0.98)
24 405.21 (0.48) 261.57 (0.83) 411.54 (0.74) 269.11 (1.38)
Total wins 4 20 4 20

(11.94) for the LBA model. The effective number of parameters (p D) was 16.82
(6.42) for the DDM and 60.38 (5.86) for the LBA model. Thus, the LBA model fit
the grouped data better than the DDM, but in a way that was more complex. This
could suggest that the version of the DDM we used here was too simple, and that
trial-to-trial variability is required to account for these data.

The second comparison we can make is at the individual subject level. Table 10.1
shows the DIC and BPIC values for each of the 24 subjects for each model. In
comparing the models, the statistics were precise enough such that only a few subjects
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had distributions that overlapped. The table shows that the LBA model fit the data
for 20 of the 24 subjects better than did the simplified version of the DDM used here.

10.8 Concluding Comments

In this chapter, we have discussed some of the benefits of the joint modeling approach
in greater detail [23]. We began by discussing the technical details of the method
and justifying some of its assumptions, while discussing possible alternatives. We
then illustrated how to use the model to make predictions for unobserved data, and
argued for our generative modeling approach over discriminative ones. Next, we
showed how adding more data to a model can better constrain the model under most
circumstances, and examined the parameter space for varying degrees of constraint.
We then acknowledged that the joint modeling idea can be implemented at different
or multiple levels within a hierarchical model, and that adding additional behavioral
or neural measures had no effect on the opposing side of the model. Finally, we
compared a joint model version of the DDM and the LBA model by fitting them both
to the data of Forstmann et al. [16]. Under the myopic model variants we used here,
the LBA model provided a better fit than did the DDM.

In closing, the joint modeling framework provides a convenient way for cognitive
modelers to conjoin their favorite behavioral model to neural data. The approach
does not require extensive knowledge of how the brain operates, nor does it require
that one have a priori hypotheses about how neural measures are related to behavioral
model parameters. The modeling approach used here provides a means for enforc-
ing a statistically reciprocal relationship between cognitive modeling and cognitive
neuroscience [22].

Exercises

1. Can you describe (in greater detail) why discriminative approaches will generally
outperform generative approaches in a prediction task?

2. In many cognitive models, we must fix a subset of parameters to some arbitrary
value in order to fully identify the remaining parameters. Some would argue that
this arbitrary selection is an undesirable property of the model. Might the joint
modeling approach help identify these (scaling) parameters?

3. To what extent can the joint modeling framework be further extended? For ex-
ample, is it possible for the joint modeling framework to be extended from a
trial-to-trial basis to a second-by-second basis?
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Further Reading

1. The original paper on joint modeling provides a few examples and is more
thorough in the technical aspects of the approach [23].

2. A follow-up paper extends joint modeling to the single-trial level for the drift
diffusion model [46].

3. Much of Anderson and colleagues’ [10-12, 80, 81] approach to combining neural
and behavioral measures is more constrained and certainly more mechanistic than
our joint modeling approach.
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Chapter 11
Predictive Coding in Sensory Cortex

Peter Kok and Floris P. de Lange

Abstract In recent years, predictive coding has become an increasingly influential
model of how the brain processes sensory information. Predictive coding theories
state that the brain is constantly trying to predict the inputs it receives, and each region
in the cortical sensory hierarchy represents both these predictions and the mismatch
between predictions and input (prediction error). In this chapter, we review the extant
empirical evidence for this theory, as well as discuss recent theoretical advances.
We find that predictive coding provides a good explanation for many phenomena
observed in perception, and generates testable hypotheses. Furthermore, we suggest
possible avenues for further empirical testing and for broadening the perspective of
the role predictive coding may play in cognition.

11.1 Introduction

In recent years, predictive coding has become an increasingly influential model of
how the brain processes sensory information [1-3]. This model challenges the tra-
ditional view of sensory cortex as a unidirectional hierarchical system that passively
receives sensory signals and extracts increasingly complex features as one progresses
up the hierarchy. Instead, predictive coding theories state that the brain is constantly
trying to predict the inputs it receives, and each region in the sensory hierarchy
represents both these predictions and the mismatch between predictions and input
(prediction error). Moreover, regions in the sensory hierarchy continually interact,
informing each other about what they expect the other region is observing, and how
this expectation matches their input.

In this chapter, we will review recent theoretical and empirical advances in the field
of predictive coding. First, we will outline the motivations behind predictive coding,
and discuss its principal features (§ 2). Then, we will review empirical evidence from
cognitive neuroscience for several basic tenets of predictive coding (§ 3), and discuss
one of them—the implementation of attention in predictive coding—in more detail
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(§4). We will end with a discussion of the limitations of current empirical foundations
of predictive coding, and suggest future directions to strengthen these foundations
and extend the perspective on predictive coding to other cognitive domains (§ 5).

11.2 Predictive Coding

11.2.1 Perception as Inference

One of the major motivations behind the development of predictive coding models of
sensory processing has been the observation that perception is not solely determined
by the input to our eyes, but is strongly influenced by our expectations. Over a
century ago, Helmholtz [4] cast perception as a process of unconscious inference,
wherein perception is determined by both sensory inputs and our prior experience
with the world. For example, many perceptual illusions can be explained as the result
of our prior knowledge of the world influencing perceptual inference [5, 6]. When
we are presented with four ‘Pac-Man’ figures arranged in a certain way, we perceive
an illusory square (Kanizsa square; Fig. 11.1a). Presumably, the brain infers that
the most likely cause for such an input, given its prior experience of the world, is
a white square overlaying four black circles. Note that occlusion is a ubiquitous
feature of the visual world, and inferring the presence of whole objects despite this
is key to successful perceptual inference. Furthermore, priors provided by the larger
context can help disambiguate local details. For example, the same figure can be
perceived as the letter ‘B’ or the number ‘13, depending on the surrounding figures
(‘A’and ‘C’ or ‘12’ and ‘14’, respectively; Fig. 11.1b). Finally, prior knowledge can
improve perception by ‘explaining away’ predictable features (e.g., stripy leaves),
leaving unexpected (and potentially vitally important) features to stand out (a tiger!)
(Fig. 11.1c). That is, without prior knowledge of the world the image in Fig. 11.1c
might look like a mass of incoherent lines, while recognising the majority of the lines
as parts of plants allows ‘subtracting’ them from the image. Any features that cannot
be explained away as part of the plants (the stripes on the tiger’s back and head)
will be all the more salient. In recent years, the idea of perception as inference has
enjoyed a revival, benefitting from converging ideas from computer vision research
and neuroscience [3, 7-10].

11.2.2 Coding Scheme

One model of sensory processing that describes perception as fundamentally infer-
ential is predictive coding [1-3, 11]. In this model (Fig. 11.2a), each cortical sensory
region contains two functionally distinct sub-populations of neurons. Prediction (P)
units represent the hypothesis that best explains the input the region receives, while
prediction error (PE) units represent that part of the input that is not explained by
the current hypothesis, i.e. the mismatch between input and prediction. Connected
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Fig. 11.1 Examples of perceptual inference. a Kanizsa square: four ‘Pac-Man’ figures or a white
square overlaying black circles? b Context resolves ambiguity: is the figure in the centre the letter
‘B’ or the number ‘13’? ¢ Prior knowledge improves processing of noisy sensory inputs: ‘explaining
away’ the leaves makes the tiger stand out more

regions in the cortical hierarchy interact recurrently in a joint effort to find the world
model that best explains the sensory inputs in the P units, and thereby reduce the
activity of the PE units. This interaction takes place as follows: (1) The PE in one re-
gion serves as input to the next region in the cortical hierarchy, triggering that region
to select a hypothesis that better matches its input. Note that the representational
content of PEs (as opposed to an unspecific “surprise” signal) allows for selection of
specific hypotheses in the higher order region. (2) The (newly) selected higher order
hypothesis is subsequently sent back as a prediction to the lower order region, where
it is compared to the current lower level hypothesis, and (3) the mismatch is repre-
sented as the (new) prediction error. The above describes one cycle of hypothesis
testing in the predictive coding framework. This is an iterative process, culminating
in a state in which PE units are all silenced and an accurate representation of the
current sensory world is represented by activity in the relevant P units.

Since top-down predictions suppress expected sensory input (i.e., reduce predic-
tion error), expected stimuli lead to relatively little neuronal firing. Such a coding
scheme has several advantages. First, it is metabolically efficient. Second, it makes
unexpected (and potentially highly relevant) stimuli more salient: if you ‘explain
away’ the striped leaves, the crouching tiger stands out even more (Fig. 11.1c). In
fact, it has been proposed that saliency might be equated to the strength of the pre-
diction error [12, 13]. Third, while expected stimuli result in reduced firing in the PE
units, the stimulus representation in the P units is enhanced [14]. A valid prediction
leads to the proper hypothesis being selected prior to sensory input, and since this
hypothesis quickly silences these sensory inputs (prediction error) when they arrive,
alternative hypotheses are not given a chance to compete (Fig. 11.2b). (Note that
this pre-selection does not prevent potentially relevant unexpected inputs from being
processed, since such inputs will lead to a large PE, attracting attention and triggering
selection of alternative hypotheses, see Fig. 11.2c). In other words, pre-selection of
the valid hypothesis makes the stimulus representation more unequivocal, or sharper.
Such use of prior expectations helps us make sense of the ambiguous and noisy sen-
sory inputs we receive in everyday life [15]. For this aspect of perceptual inference,
the hierarchical nature of predictive coding is crucial [9, 16]. Inference on fine scale
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Fig. 11.2 Predictive coding. a Schematic predictive coding architecture, with PE units providing
excitatory feedforward input, and P units providing inhibitory feedback. b Hypothesised neural
activity in two populations of P and PE units, each representing a different hypothesis (‘A’ and
‘B’, respectively). Here, stimulus A is predicted, and subsequently presented (valid prediction).
Left panel illustrates schematic timecourse of activity, right panel provides integral over time (i.e.,
proxy of BOLD amplitude). ¢ Here, stimulus A is predicted, but B is presented. Activity is higher
overall (particularly in PE units), but less unequivocal (in P units)

low level features (black and white stripes, in a seemingly random arrangement)
benefits from high level representations (a tiger in a bush). In turn, high level repre-
sentations can be refined by the high resolution information present in lower order
visual areas, e.g., progressing from a coarse representation (‘a face’) to one reflecting
the identity and emotional expression of that face [17].

In a slightly different take on hierarchical inference, Lee and Mumford [9] pro-
posed a model wherein hypotheses at one level reinforce consistent hypotheses at
the lower level. In their approach, multiple hypotheses are kept alive at each level
of the cortical hierarchy, and excitatory feedback helps the most likely lower level
hypothesis to win the competition. In other words, excitatory feedback collapses
the lower level hypothesis space and thereby reduces the overall level of neuronal
activity. Strictly taken, this is not a predictive coding model (there is no explicit error
representation), but it shares many of its key features (hierarchical perceptual infer-
ence) as well as empirical predictions (valid top-down hypotheses lead to reduced
activity but improved representations).

11.2.3 Neural Implementation

Several different proposals for the neural architecture underlying predictive coding
have been made [1, 3, 18, 19]. All these accounts hypothesise the existence of
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separate sub-populations of P and PE neurons, and suggest that these neurons reside
in different cortical layers. A major difference lies in the type of information cortical
areas exchange: in classical predictive coding schemes [1-3] PE units are the
source of feedforward and the target of feedback connections, while in Spratling’s
PC/BC model [18] errors are processed intracortically, and P units are reciprocally
connected between regions. These schemes result in different predictions regarding
the location of the sub-populations of P and PE units, based on known interlaminar
and intercortical connectivity patterns [19]. Feedforward connections mainly arise
from layers 2/3 and send input to layer 4 of the next higher-order region in the
hierarchy, while feedback is sent from layers 5/6 to the agranular layers of the
lower-order region [20-22]. Therefore, if feedforward connections carry prediction
errors, PE units would be expected to reside in layers 2/3, while feedback-sending P
units would reside in layers 5/6 [23]. In the PC/BC model, separate populations of P
units would reside in layers 2/3 and 5/6, sending forward and backward predictions,
respectively, while PE units reside in layer 4, which does not have interregional
outputs. Note that such a separation of forward and backward messages seems
necessary for hierarchical inference [9, 19], since these messages need to be tailored
to higher-order (larger, more complex receptive fields) and lower-order (smaller,
simpler receptive fields) regions, respectively. While these schemes differ in terms
of the details of neural implementation, they are computationally equivalent [18].

11.3 Empirical Evidence for Predictive Coding

The recurrent interaction between prediction and prediction error units that charac-
terises predictive coding models leads to several hypotheses than can be empirically
tested. For example, since perception reflects an integration of top-down expecta-
tions and bottom-up sensory input, the same sensory input should lead to different
responses depending on the strength and validity of the expectation. Specifically, the
amplitude of the stimulus-evoked response should be lower, the more expected the
input s (i.e., the less prediction error there is). Also, top-down expectations may acti-
vate hypotheses in sensory regions in the absence of sensory input. Further empirical
validation of predictive coding may come from assessing its neural substrate: are
there separate units coding predictions and prediction errors? We will discuss each
of these points in turn, reviewing evidence from neuroimaging, electrophysiology,
and physiology.

11.3.1 Encoding of Surprise in the Brain

One of the most robust modulations of sensory responses is repetition suppression
(RS): when a stimulus is repeated, the neural response to the second stimulus is re-
duced compared to the first. This effect holds across a range of modalities, stimulus
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properties, and brain areas, and has been considered the result of stimulus-induced
neural adaptation [24]. However, if prediction is indeed a fundamental feature of
sensory processing, RS may (partly) reflect the fact that the initial presentation of
the stimulus induces an expectation of that same stimulus reappearing [25]. To test
this hypothesis, Summerfield et al. [26] used functional magnetic resonance imaging
(fMRI) to compare the neural response to stimulus repetitions and alternations, in
two different contexts. In one context, a face stimulus was likely to be repeated, while
in the other it was likely to be followed by a different face. These researchers showed
that when stimulus repetitions were likely (i.e., expected), repeated stimuli led to a
strongly reduced neural response compared to alternations (strong RS). When rep-
etitions were unlikely however, the RS effect was strongly reduced, suggesting that
RS at least partly reflects predictability. Since this study used fMRI to investigate
neural activity, the time course of the RS effect (and its modulation by predictabil-
ity) could not be resolved. Therefore, it was unclear whether predictability had an
immediate suppressive effect on the expected sensory signal (prediction error sup-
pression), or whether surprising events (alternations in one context, repetitions in the
other) resulted in a reorienting of attention, with the reported effects of predictabil-
ity reflecting later attentional modulations. In an effort to distinguish between these
possibilities, Todorovic et al. [27] used magneto-encephalography (MEG) to inves-
tigate the time course of the effects of predictability on RS in auditory cortex. They
found that predictability affected early stimulus-evoked components in auditory cor-
tex, from 100 ms post-stimulus onwards (Fig. 11.3a; see also 28, for similar findings
in monkey inferotemporal cortex using visual stimuli). Such early modulations are
not in line with a late attention effect, but rather suggest predictive suppression of
sensory signals. Furthermore, in a follow-up study, Todorovic and De Lange [29]
reported dissociable time courses for the effects of repetition (i.e., stimulus-induced
adaptation) and predictability, suggesting that prediction has suppressive effects in-
dependent of those of bottom-up adaptation. These and other studies [30-32] clearly
show that prediction suppresses expected sensory signals.

Other studies have investigated violations of more high-level sensory predictions.
One example is apparent motion: Static visual stimuli presented successively at
separate spatial locations induce the illusory perception of motion between these
locations. Areas of the primary visual cortex (V1) that correspond retinotopically to
visual stimulation along the trajectory of illusory motion, but that are not directly
stimulated by the static stimuli, have been shown to be active during perception of
apparent motion [33]. Presumably, this is caused by higher level motion sensitive
areas with larger receptive fields (i.e., MT/V5) inferring a moving stimulus and
sending predictions of this inferred stimulus back to the corresponding locations
in V1 [34-36]. Interestingly, the study by Ahmed et al. [36] was performed in
anaesthetised ferrets, suggesting that this predictive feedback is not dependent on
attention, but rather reflects automatic processes inherent to sensory processing in
the visual cortical hierarchy. In a recent study, Alink et al. [37] reasoned that if
these feedback signals indeed reflect predictions, they should affect the processing of
stimuli presented along the apparent motion trajectory. Specifically, stimuli presented
in temporal alignment with the inferred motion path should evoke less prediction error



11 Predictive Coding in Sensory Cortex 227

)
=
Q
g
3
- 8
3 ©
e St 8
E 2
z 7 8
£ = =
g w @ 6 @
&7 : a )
= - = 5
é . I's) 6]
@ - o 4 - :
Orientation task Contrast task
% : [ Expected orientation
s e [l Unexpected orientation
0 05 1
a Time (s) b
, + V18 (n = 48) k — BB | nagt
’ Neural Response to Blusory Conlour ) —Woms
Hik - 0f T EEE =
5 H o= illusory contour
H amodal
- S gso
% § 25
ol £
Em e 15]
X w

c

500
Tima (ms)

Fig. 11.3 Empirical evidence for predictive coding. a Unexpected stimulus repetitions evoke more
activity in auditory cortex than expected repetitions. Reprinted from [27] with permission from the
authors. b Grating stimuli with an expected orientation evoke less activity in V1 (green and red
bars), but this activity contains more orientation information (green and red squares). This effect is
independent of feature attention: it holds both when orientation is task relevant (leftmost bars) and
when it is task irrelevant (rightmost bars). Reprinted from [14] with permission from the authors.
¢ Illusory contours evoke activity in V1 cells with a receptive field on the contour, presumably
as a result of feedback from higher order regions (Reprinted from [59]). d Predictive activity in
macaque temporal cortex. After paired-association learning, neurons fire more strongly when the
first stimulus of a pair (A) predicts that the second stimulus (B) will be their preferred stimulus (‘Best
B’, thick line), than when stimulus A predicts a non-preferred stimulus B (‘Worst B’, thin line).
Increased firing to preferred stimuli is present not only after stimulus presentation (blue shading),
but already before stimulus presentation (yellow shading). Reprinted from [28]

than stimuli that are not temporally aligned. Indeed, Alink et al. [37] found that a
visual stimulus presented along the apparent motion path in temporal alignment with
the apparent motion evoked a reduced activation in V1, compared to when it was
not temporally aligned. Presumably, such a non-aligned stimulus violates top-down
predictions and therefore causes a larger prediction error.

Predictions operate not only within, but also between sensory modalities. An ev-
eryday example of this is the perception of audiovisual speech. In natural speech,
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visual inputs (i.e., mouth movements) precede auditory input by 100-300 ms [38].
This allows the brain to make predictions about the auditory speech signals before
their arrival. Indeed, presence of visual speech signals improves speech perception
[39], and speeds up cortical processing of auditory speech [40, 41]. Furthermore,
when visual and auditory signals mismatch, this can result in distorted or merged
percepts [42]. For example, simultaneous presentation of auditory ‘ba’ and visual
‘ga’ signals is perceived as ‘da’. If visual speech signals indeed result in predic-
tions being sent to auditory sensory areas, mismatch of visual and auditory signals
should lead to increased PE in auditory cortex, compared to matching visual and
auditory signals. This is indeed what was found by Arnal et al. [41, 43], who used
both fMRI and MEG to characterise the response to audiovisual mismatches. Their
results show an increased response to incongruent audiovisual stimuli in the supe-
rior temporal sulcus—a multisensory region—as well as increased gamma activity
in the auditory cortex [43]. Both these responses scaled with the amount of predic-
tive information contained by the visual stimulus: the more informative the visual
stimulus was regarding the syllable being pronounced, the stronger the PE when the
subsequent auditory stimulus did not match.

Studies on audiovisual speech exploit predictions learned over a lifetime. Recent
studies have also shown effects of predictions across modalities when these predic-
tions are learned over the course of the experiment [14, 44, 45]. For example, Den
Ouden et al. [44] presented auditory cues that predicted with 80 % likelihood that a
visual stimulus would appear. When a visual stimulus was preceded by such a cue,
the activity it evoked in V1 was reduced compared to when it was not preceded by a
predictive cue. Remarkably, the omission of a predicted visual stimulus also evoked
more activity in V1 than the omission of a non-predicted stimulus. In this study,
both the auditory and visual stimuli were completely irrelevant to participants’ task.
These results demonstrate that predictions are learned rapidly, even when irrelevant
to the task at hand, and affect sensory responses at the earliest stages of cortical
processing. In line with this, we [14] found that auditory cues that predicted the
features of a visual stimulus led to reduced activity in V1. Specifically, when the
pitch of a preceding auditory tone correctly predicted the orientation of a subse-
quent grating stimulus, the response to this grating in V1 was reduced, compared to
when the prediction was invalid. Furthermore, this study investigated not only the
amplitude of the neural response evoked by the stimuli, but also used multivariate
pattern analysis (MVPA) methods to probe the amount of information contained in
the neural signal. Interestingly, we found that a valid orientation prediction led to a
decrease in the amplitude of the neural signal in V1, but to an increase in the amount
of information about the grating orientation in the signal (Fig. 11.3b). This is exactly
the pattern of results that is predicted by predictive coding theories of perception (cf.
Fig. 11.2b, c): valid predictions lead to selection of the proper hypothesis prior to
sensory input, allowing this hypothesis to quickly suppress the sensory signal when it
comes in (prediction error suppression), thereby preventing activation of alternative
hypotheses (representational sharpening). These results suggest that the population
level neural signals measured in humans (with fMRI or EEG/MEG) are a mixture of
prediction and prediction error signals [46].
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While all these studies exemplify suppressive effects of sensory predictions on
the basis of learned contingencies between events in the external world, potentially
the largest source of sensory prediction is derived internally, from our motor sys-
tem. Namely, any movement gives rise to largely predictable sensory input, which
according to the predictive coding framework should therefore be suppressed. Some
of the clearest demonstrations of this phenomenon so far have come from fish [47].
Many fish are equipped with electroreceptors, allowing them to detect nearby objects
(e.g., other fish) through changes in the electric field around them. However, these
fishes’ own movements (and in some species, self-generated electric currents) also
cause disturbances in the electric field around them, such that detecting non-self
objects would benefit from suppressing such self-generated signals. Indeed, several
types of predictive signals (arising from corollary discharge, proprioception, and
higher level electrosensory regions) have been shown to evoke negative images of
the predicted sensory input in the electrosensory organs of these fish [47]. When the
predicted inputs arrive, they are cancelled out by these negative images, enhancing
sensitivity to non-self generated signals. These predictive signals have been shown
to be highly plastic—when paired with an artificially generated stimulus they adapt
within minutes—and highly precise in terms of timing, amplitude, and spatial lo-
cation. Similar predictive suppression mechanisms have been observed in humans
[48-52].

As noted above, a crucial feature of predictive coding is its hierarchical nature:
valid high-level hypotheses can enhance representations through reducing prediction
error in lower-order regions. Murray and colleagues [53, 54] have shown that when
stimuli have lower level features that can be grouped into a higher order shape
there is increased activity in shape-selective area LOC, but decreased activity in V1,
compared to stimuli for which no such grouping takes place. The researchers ensured
that the stimuli were matched for low-level features, precluding an explanation in
terms of physical differences between the conditions. Presumably, the inferences of
high level areas are subtracted from the incoming sensory signals in lower order areas,
leading to reduced activity in V1 whenever such a high level hypothesis is generated.

11.3.2 Encoding of Predictions in the Brain

In a predictive coding framework of perception, prior expectations may be hypothe-
sised to activate representations of predicted stimuli prior to sensory input [55]. One
way to test this is to probe activity in sensory cortex when a stimulus is predicted, but
no bottom-up input is subsequently provided. In line with this, recent studies have
shown increased responses to unexpectedly omitted stimuli in early sensory cortex
[44, 56], as early as 100 ms after the stimulus was predicted to appear [27, 30]. Re-
cently, we used multivariate methods to probe the representational content of such
omission responses [57]. In this study, we presented subjects with auditory cues
(high or low pitch) that predicted the orientation of an upcoming grating stimulus
(clockwise or anticlockwise). In 25 % of trials, the grating stimulus was omitted. In
these trials, only a prediction-inducing auditory tone was presented. Interestingly,
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the pattern of activity evoked in V1 on these omission trials was similar to the pattern
evoked by the predicted stimulus (e.g., a clockwise grating). In other words, neural
activity in V1 evoked solely by predictions, in the absence of visual input, contained
information about the grating orientation that was predicted.

Further evidence for representation-specific signals in early visual cortex in the
absence of input comes from a study that presented subjects with naturalistic images
of which one quadrant was occluded [58]. These authors used multivariate methods
to show that the non-stimulated region of V1 (i.e., retinotopically corresponding to
the occluded quadrant) contained information about the presented naturalistic image.
Control analyses showed that this could not be explained by the spreading of activity
(through lateral connections) from stimulated regions within V1. In a hierarchical
inference framework, these results would be taken to reflect predictive feedback
from a higher-order region containing a representation of the naturalistic scene as a
whole (e.g., the whole car), informing lower-order areas which fine spatial features
to expect (e.g., the angle of the tail light).

Single neuron recordings in monkeys have also provided empirical support for
neuronal responses to absent but predicted input. Lee and Nguyen [59] presented
monkeys with Kanizsa figures (Fig. 11.1a) in such a way that the illusory contours
were positioned in the receptive fields of the V1 and V2 neurons they recorded
from. Interestingly, both V1 and V2 neurons responded to these illusory contours
(Fig. 11.3c). Moreover, V2 neurons responded consistently earlier in time, suggesting
a feedback mechanism from V2 to V1. Similarly to the apparent motion example
discussed earlier, this can be understood to result from inferences about the presence
of a white square occluding the black circles within higher-order visual regions with
receptive fields that encompass the whole figure. These inferences are subsequently
sent as top-down predictions to those lower-order neurons that are expected to detect
the (illusory) sides of the square [60]. It should be noted, however, that some previous
studies have observed illusory contour responses in V2, but not in V1 [61]. The
presence of predictive feedback to V1 may depend on such factors as stimulus size,
attention, and experience with the stimulus.

It should be noted that while the above studies clearly demonstrate representation-
specific activity in the absence of sensory input, they cannot strictly distinguish
between prediction (P unit) and prediction error (PE unit) activity. Since PE re-
flects the mismatch between the prior expectation (a specific stimulus) and the
input (an empty screen), unexpected omissions could conceivably cause activity
in PE units. Evidence of true ‘predictive’ activity would require demonstrating
representation-specific activity prior to sensory input. Such evidence is provided by
paired-association studies in the anterior temporal cortex of macaques [28, 62, 63].
In these studies, monkeys were exposed to pairs of stimuli that were sequentially pre-
sented. Learning which stimuli form pairs allowed the monkeys to predict the identity
of the second member of a pair upon presentation of the first member. Indeed, after
learning, neurons that respond strongly to the second member of a pair already start
firing upon presentation of the first member of the pair, i.e., as soon as the identity
of the second member can be predicted (Fig. 11.3d). This predictive firing increases
until the second stimulus appears, and is higher when monkeys correctly identify
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the upcoming stimulus [62]. Furthermore, Erickson and Desimone [63] found that
in sessions in which monkeys showed behavioural evidence of association learn-
ing, neural activity during the delay period between the two stimuli correlated less
strongly with the response to the first stimulus, and more with the response to the
second (upcoming) stimulus. In other words, delay activity became more predictive.
Meyer and Olson [28] showed that when such a prediction is violated, that is, when
the first stimulus is followed by one it has not previously been paired with, neural
activity to the second stimulus is increased, suggesting a prediction error response.
Similar findings of pair association in the medial temporal lobe have been reported
in humans using fMRI [64].

11.3.3 Integration of Predictions and Inputs

In predictive coding theories, P and PE units do not function independently of each
other. Rather, the error response in the PE units influences the hypotheses selected
in the P units, and vice versa. Therefore, the final hypothesis the brain settles on (the
posterior) reflects an integration of prior expectations and sensory input. In other
words, if you expect A, and get bottom-up input B, your percept (posterior) should
be somewhere in between. The relative weights of prior and input depend on their
precisions: when the input is strong and unequivocal, the prior will have little effect,
but if the input is ambiguous, the posterior will be largely determined by the prior
[65, 66]. The integration of prior and input has been demonstrated convincingly
in behaviour [10, 67, 68], yet neural evidence has been mostly lacking. The main
question is whether there is already integration of bottom-up inputs and top-down ex-
pectations in sensory regions, as predicted by predictive coding theories, or whether
integration takes place in downstream association areas that are proposed to be in-
volved in perceptual decision-making, such as parietal and prefrontal cortex [69]. In
line with the former, Nienborg and Cumming [70] have shown that sensory responses
in macaque early visual cortex (V2) are dynamic, shifting from the representation
of the bottom-up stimulus to the perceptual choice (posterior) within seconds. In
a recent study in humans, Serences and Boynton [71] presented participants with
ambiguous (0 % coherent) moving dot stimuli and forced them to report whether the
dots moved toward the top right or bottom left of the screen. Multivariate analysis
methods revealed that motion sensitive area MT + contained information about the
(arbitrarily) chosen direction of motion. These studies suggest that early visual ar-
eas represent the posterior rather than just the bottom-up input. While the source
of the arbitrary choice (i.e., the prior) is unknown and undetermined in the study
by Serences and Boynton [71], future studies may test the integration of prior and
bottom-up stimulus more directly by explicitly manipulating the prior and probing
its effects on stimulus representations in visual cortex.
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11.3.4 Separate Units Coding Predictions and Prediction Errors

Although many findings of prediction and prediction error effects in cortex have been
reported, there is, somewhat surprisingly, a conspicuous lack of direct evidence for
separate populations of neurons encoding predictions (P units) and errors (PE units)
[72]. However, some conjectures can be made.

Miller and Desimone [73] recorded from single neurons in IT cortex while mon-
keys performed a delayed match-to-sample task. In this task, monkeys were presented
with a sample stimulus, and had to respond when any of the following test stimuli
matched the sample. Roughly half of the IT cells recorded showed differential re-
sponses to stimuli that matched, compared to stimuli that did not match the sample.
Of these, 62 % were suppressed by test stimuli that matched the sample, while 35 %
showed an enhanced response. These effects were present right from the onset of
visual responses in IT, about 80-90 ms after stimulus presentation. Only 3 % of cells
showed mixed effects, i.e., suppression by some stimuli and enhancement by others,
leading the authors to argue that the two classes of cells appear to be distinct. The
behaviour of these two classes of cells is reminiscent of PE (suppressed response
to matches) and P (enhanced response to matches) units, respectively, though ef-
fects of stimulus predictability were not explicitly tested in this study. Woloszyn and
Sheinberg [74] also provided evidence for two functionally distinct sub-populations
in IT. They found that the maximum response and stimulus-selectivity of excitatory
cells were increased for familiar compared to novel stimuli (potentially reflecting
enhanced representation in P units), while inhibitory interneurons responded more
strongly to novel stimuli than to familiar ones (potentially reflecting a larger PE
response).

Arguments for a separate population of prediction error neurons have also been
inspired by so-called extra-classical receptive field effects in early visual cortex [1].
Certain neurons fire less when a stimulus extends beyond their receptive field [75].
Furthermore, such suppressive surround effects are stronger when the surround is
a (predictable) continuation of the centre stimulus, e.g., a continuous line segment
or a grating with an iso-oriented surround, compared to when the surround is non-
continuous (e.g., a cross-oriented grating) [76-78]. A predictive coding framework
can readily explain such responses; a large, continuous stimulus is represented well
by a P unit in a higher-order area (e.g., V2), which then sends a prediction to the
relevant lower-order (e.g., V1) error neurons, suppressing their response [1]. Indeed,
extra-classical receptive field effects have been shown to (partly) depend on feedback
from higher-order areas [79, 80]. Hupé et al. [80] showed that feedback from area MT
leads to surround suppression in V1, as well as increased responses to stimuli confined
to the classical receptive field. In other words, when feedback can successfully predict
the lower-order response its effect is inhibitory, but when it cannot it is excitatory.

One (somewhat counterintuitive) feature of the classical predictive coding scheme
is that P units in one region send inhibitory feedback to the PE units one step down in
the cortical hierarchy. However, in the cortex, interregional feedback connections are
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predominantly excitatory [but see [19, 80, 81]. It is possible that feedback may indi-
rectly target inhibitory interneurons, achieving a net inhibition, as has been observed
in surround suppression [79, 80]. Furthermore, there are alternative implementations
of predictive coding that do not rely on inhibitory intercortical feedback. In the work
of Spratling [18, 83], for example, excitatory feedback is sent from P units in one
region to P units in the region below it in the cortical hierarchy. In other words, feed-
back directly reinforces lower order hypotheses that are consistent with the higher
order hypothesis. Here, error suppression is an intracortical phenomenon, consistent
with intraregional ‘back projections’ (i.e., from infragranular to supragranular and
granular layers) targeting predominantly inhibitory interneurons [84, 85].

In sum, while there is no direct unequivocal evidence for the existence of separate
populations of P and PE units, there is suggestive evidence that different layers within
each cortical column may implement these distinct computational roles.

11.4 Predictive Coding and Attention

Traditionally, theories of attention and predictive coding have been seen as diamet-
rically opposed [72, 86]. While predictive coding posits that neural responses to
expected stimuli should be suppressed, many studies have reported increased neural
responses to stimuli appearing at expected locations [87, 88]. This increase in activ-
ity has been attributed to spatial attention. In fact, studies of visuospatial attention
have traditionally used probabilistic cues that predict the upcoming target location as
a means of manipulating attention [89, 90]. However, belying this apparent tension
between theories of attention and prediction, attention fits quite naturally into a pre-
dictive coding framework that takes the relative precision of predictions and sensory
input into account [91, 92]. In what follows, we will outline an account of attention
in predictive coding, and review empirical evidence for this theory.

11.4.1 Attention and Precision

In the real world, the reliability of sensory signals is changeable: keeping track of
a ball is a lot easier in the light of day than at dusk. Perceptual inference must
take the precision (inverse variance) of sensory signals (i.e., prediction errors) into
account [2, 91, 93]. It is imperative to know whether sensory signals fail to match
our prior expectations because they contain information that disproves our current
model of the world (e.g., we see and hear a giant luminescent hound), or because
the sensory signals are simply too noisy (we hear a dog howl but see only mist).
While the former should lead us to update our beliefs (a demon hound!), the latter
should not. Specifically, PEs should be weighted by their precision (i.e., reliability),
leading to less weight being attributed to less reliable sensory information. In terms
of hierarchical inference, perception should be dominated by sensory signals when
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their precision is high, and by top-down expectations when their precision is low,
e.g., when sensory signals are ambiguous [65, 66].

The precision of sensory signals has long been acknowledged to be a matter of
importance for models of perceptual inference [2, 93], and recent predictive coding
models incorporate it explicitly [91, 92]. In these models, the brain estimates not
only PEs themselves, but also their precision. PEs are subsequently weighted by
their precision through modulation of synaptic gain of the PE units. One hypothesis
suggests that attention is the process whereby the brain optimises precision estimates
[91, 92]. By increasing the precision of specific PEs, attention increases the weight
these errors carry in perceptual inference. Mechanistically, this is equivalent to pro-
posals of attention increasing synaptic gain (precision) of specific sensory neurons
(PE units) [94-96]. Note that in predictive coding models, sensory signals and PE
are equivalent, since these errors are the only sensory information that is yet to be ex-
plained. Therefore, while casting attention as modulating the precision of PEs may at
first glance seem a radically different view of its function, it is in fact fully consistent
with contemporary theories of attention. Indeed, in this account, spatial attention is
proposed to increase the precision of information coming from a certain region of
visual space, similar to the effect of pointing a flashlight in that direction, making
spotlight metaphors of attention an intuitive way to think about its functional role
[92, 97]. Furthermore, biased competition, a highly influential theory of attention
[94], can be shown to emerge from a predictive coding framework in which attention
is cast as optimising precision [92].

Crucially, prediction and precision (attention) are not independent. Instead, pre-
cision depends on the expected states of the world [92]: expectation of a stimulus on
the left side of the visual field leads to expectation of high precision sensory signals
at that location. Spatial attention might enhance these sensory signals further by
boosting the precision (synaptic gain) at that location. This suggests that attention
can be seen as a selective enhancement of sensory data that have high precision
(high signal-to-noise ratio) in relation to the brain’s current predictions [98]. Mech-
anistically, this means that attention does not simply boost the synaptic gain of PE
units indiscriminately. Rather, it boosts the gain of PE units receiving input from P
units (in the same hierarchical level and the level above) that are currently active.
Therefore, attending to a region of space where a stimulus is not expected (in this
example, to the right) would be relatively ineffective. Put simply, there should be no
strong expectation of a high precision sensory signal when a stimulus is not expected
to appear.

In sum, recent predictive coding theories propose that prediction is concerned with
what is being represented, while attention is the process of optimising the precision
of representations [91]. We will now turn to a discussion of empirical evidence for
this proposal.
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11.4.2 Empirical Evidence

The account outlined above may reconcile some seemingly contradictory findings in
the literature. Generally speaking, it seems that expectation is associated with reduced
sensory signals when stimuli are task irrelevant (unattended), but enhanced responses
when stimuli are relevant (attended) [99]. For instance, two recent studies found
opposite effects of predictive motion trajectories on stimulus processing. Doherty
et al. [87] had participants view a red ball moving across the screen in either a
regular (predictable) or irregular (unpredictable) trajectory. At some point the ball
disappeared behind an occluder, and when it reappeared participants were required
to detect a black dot on the surface of the ball as soon as possible. The different types
of trajectories meant that the reappearance of the dot could be either predictable (in
space and time) or unpredictable. Using EEG, these authors found that predictability
enhanced the neural response in early sensory regions. In contrast, Alink et al. [37]
found a reduced neural response in V1 in response to a stimulus that was congruent
with a predictable trajectory (see § 11.3.1 for a more detailed discussion of this
study), compared to a stimulus that was incongruent with the trajectory. In their
design, subjects did not perform a task that involved the stimuli, instead stimulus
presentations were fully irrelevant.

These studies provide a suggestion for a potential interaction between attention
and prediction [for a review, see 98]. However, there are also notable differences
between these two studies in terms of experimental paradigm (e.g., real vs. appar-
ent motion) and methodology (EEG vs. fMRI). A direct study of the (potential)
interaction of prediction and attention has been lacking.

In a recent fMRI study, we [56] manipulated both visuospatial attention (which
side of the screen is task-relevant) and visuospatial prediction (on which side of
the screen the stimulus is likely to appear). Spatial attention was manipulated on a
trial-by-trial basis, by means of a cue that pointed either to the left or to the right.
Unlike in typical Posner cueing tasks, in which attention is biased towards one visual
hemifield by increasing the probability of the target appearing on that side, in this
experiment, the attention manipulation was not probabilistic. The key difference is
that in the former, both visual hemifields are potentially task-relevant, with one more
likely to be so than the other, while in our study only one hemifield was task-relevant
in a particular trial. If a subsequent grating stimulus appeared in the hemifield in-
dicated by the cue, subjects were asked to do an orientation identification task on
the grating stimulus. If instead the grating appeared on the other side of the screen,
subjects could simply ignore it. Prediction was manipulated in mini-blocks: in each
block of eight trials, subjects were told that stimuli were (a) 75 % likely to appear
on the left, (b) 75 % likely to appear on the right, (c) 50 % likely to appear on either
side (neutral cue). Thereby, attention and prediction were orthogonally manipulated.
We reasoned that there were two likely explanations for the seemingly contradictory
effects of expectation reported in the literature. One possible explanation is that atten-
tion and prediction have opposing main effects, enhancing and suppressing sensory
signals, respectively. If the enhancing effect of attention outweighs the suppressive
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effect of prediction, this would explain the seemingly enhancing effect of expecta-
tion in attentional cueing experiments. Alternatively, attention and prediction might
operate synergistically to optimise perceptual inference, with attention boosting the
precision (synaptic gain) of PE units that are expected to receive input based on cur-
rent predictions. Hereby, if attention and prediction are congruent (i.e., a stimulus
is expected in the task-relevant hemifield), attention would boost (the precision of)
the expected sensory signal. However, if attention and prediction are incongruent (a
stimulus is expected in the task-irrelevant hemifield), attention would be relatively
ineffective in boosting the sensory signal; there should be no strong expectation that
an unpredicted signal is going to be precise. This account would therefore predict an
interactive effect of attention and prediction on sensory signals (see Fig. 11.4a).

The data provided support for the latter hypothesis (Fig. 11.4b). When stimuli
were task-irrelevant (unattended), predicted stimuli evoked a reduced neural response
in V1 compared to unpredicted stimuli. However, when stimuli were task-relevant
(attended), this pattern reversed: here, predicted stimuli evoked an enhanced neural
response. This interaction is in line with predictive coding models casting attention
as optimising precision estimates during perceptual inference [91, 92]. Furthermore,
when a stimulus was predicted in the task-relevant hemifield (i.e., there was a strong
and precise prediction), we observed an increased response in V1 when this stimulus
was omitted (Fig. 11.4c). As discussed in § 11.3.2, this might reflect either the
prediction itself, or a prediction error response. In either case, this effect is in line
with predictive coding, but hard to reconcile with bottom-up attention accounts of
‘stimulus surprise’, since there was no stimulus to grab attention in these trials (or,
rather, a stimulus appeared in the opposite hemifield).

Further support for attention increasing the precision of sensory signals (prediction
errors) comes from studies showing that fluctuations in the amplitude of the neural
signal in visual areas covary with detection task performance, both pre- [100] and
post-stimulus [101]. In other words, activity in these regions is higher when people
correctly detect or reject the presence of a stimulus than when they incorrectly report
or miss it (although amplitude has also been seen to covary with subjective perception
rather than performance accuracy; [102]).

Boosting specific sensory signals results in a gain in signal-to-noise ratio (preci-
sion) for those signals. Such a gain could also be achieved by reducing the neural
noise in sensory areas. In fact, single cell recordings in macaques have revealed a
decrease in neural noise correlations as the result of attention [103, 104]. Further-
more, a recent behavioural study that applied sophisticated signal detection theory
analyses showed that whereas prediction increases the baseline activity of stimulus-
specific units (P units?), attention suppresses internal noise during signal processing
[55]. In order to optimally boost the signal-to-noise ratio of selected sensory signals,
attention may both increase the amplitude of specific prediction errors, as well as
suppress noise fluctuations arising from non-selected sources.

In sum, the empirical findings discussed above are in line with predictive coding
models incorporating precision estimates, and casting attention as the process of
optimising those estimates. This framework resolves the apparent tension between
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Fig. 11.4 Attention and precision. a Left panel: The hypothetical prediction error responses to
physically identical stimuli, preceded by either a valid (green) or invalid (red) prediction cue. Mid-
dle panel: In recent predictive coding models, attention increases the precision (synaptic gain) of
prediction errors. This enhancement of precision by attention occurs in relation to current pre-
dictions, reflected here by the fact that attention hardly increases precision when no stimulus is
predicted to occur. The order of magnitude of the precision values displayed here was based on
figures in Feldman and Friston [91], the exact values were chosen arbitrarily, and their evolution
over time was simplified. Right panel: Prediction errors are weighted by their precision, calculated
here as a simple multiplication of prediction error (left panel) and precision (middle panel). The
fact that attention enhances precision in relation to current predictions leads to an interactive effect
of prediction and attention on the amplitude of the prediction error response. b When stimuli are
unattended (task irrelevant), predicted stimuli evoke a reduced response in V1 compared to un-
predicted stimuli. On the other hand, when stimuli are attended, predicted stimuli evoked a larger
response than unpredicted stimuli. This is exactly the interaction between attention and prediction
that is hypothesised by recent predictive coding models, see a. ¢ In visual cortex corresponding to
the visual field where no stimulus appeared, i.e. ipsilateral to the stimulus, unpredicted omission of
a stimulus in the attended visual field evoked a larger response in V1 than predicted omission of a
stimulus. Figures reprinted from [56], with permission from the authors

theories of attention and predictive coding [18], and explains the seemingly contra-

dictory findings in the literature regarding the effects of expectation on neural activity
[72, 99].
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11.5 Concluding Remarks

In this chapter, we reviewed recent theoretical and empirical advances in the field of
predictive coding. Although we have shown that predictive coding makes predictions
that can be tested by cognitive neuroscience, and which have been supported by the
extant data reasonably well, we would like to stress that more evidence is needed.
Particularly, direct evidence for separate sub-populations of P and PE units is lacking.
Since these two sub-populations are proposed to co-exist in every (sensory) cortical
region, high-resolution methods are required to simultaneously sample neural activity
from multiple sites at high spatial resolution. Specifically, given the speculations on
different laminar distributions of P and PE units (see § 11.2.3), multicontact laminar
electrodes [e.g., [104] or high-resolution laminar fMRI [106] could provide such
evidence. So far, there have been no studies using these methods that have focused on
the effects of prediction on sensory responses. Under a predictive coding framework,
it may be hypothesised that, preceding stimulus onset, expectation would lead to
activity in cortical layers containing P units, while after stimulus onset, activity
would scale with prediction error in layers dominated by PE units. At the level of
single neurons, P and PE units are predicted to be reciprocally connected, with the
strength of the excitatory forward connection between individual PE and P units
being equal to the strength of the inhibitory backward connection between these
same neurons [1, 18]. In V1, it seems conceivable that simple and complex cells [75]
could be interpreted as PE and P units, respectively. If this is true, complex cells are
expected to inhibit the simple cells that provide them with input. This is a testable
hypothesis. In the coming years, studies testing these hypotheses will provide us with
much needed answers regarding the possible implementation of predictive coding in
the human cortex.

So far, studies of predictive coding have mostly focused on the effects of predic-
tion on the processing of sensory inputs. However, the model also provides a natural
explanation for top-down activations of representations in the absence of sensory
input. For example, processes like working memory and mental imagery (and even
dreaming) might reflect activating part of one’s internal model of the (visual) world
[2]. These activations would come about through a different flow of information,
compared to stimulus-driven activations: whereas the latter would arrive as input into
layer 4 and sent onwards to supra- and infragranular layers, the former would bypass
layer 4 and directly target agranular layers [107]. Crucially, these opposite flows
of information could result in identical representations being activated (in agranular
layers). Indeed, recent neuroimaging studies suggest that working memory [108],
mental imagery [109, 110], and even dreaming [111] share sensory representations
with perception. Such offline activations of the brain’s internal model could serve
several purposes, such as simulating scenario’s not (yet) encountered but consis-
tent with the model (e.g., mental rehearsal), and consolidating synaptic connections
between representations within and across different levels of the cortical hierarchy.
Speculatively, dreams may subserve both these functions.
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Future work might also focus on the link between the neuronal substrate of predic-
tive coding and subjective perception. It seems natural to assume that the contents of
perception reflect the current hypothesis represented in the P units across the cortical
hierarchy. Might the intensity (e.g., brightness, contrast, duration) of the percept
then scale with the prediction error [25]? This account would predict that valid ex-
pectations lead to percepts that are ‘sharper’ (improved representation in P units) but
less intense (reduced PE), in line with neural effects of expectation in sensory cortex
[14]. Indeed, oddball stimuli (that is, unexpected deviants) are perceived as being of
longer duration than standards [25, 112, 113]. Also, this account can explain the fact
that representations activated by top-down processes such as working memory and
imagery are not perceived as vividly as those activated during normal perception;
presumably the former bypass PE units and directly activate P units. Furthermore,
since attention is proposed to boost the synaptic gain of PE units (see § 4), the in-
crease in perceived contrast observed as a result of attention fits naturally in this
framework [114]. Finally, psychosis has been conjectured to involve aberrantly in-
creased prediction errors, and indeed patients report more intense percepts (brighter
colours, louder sounds) in early stages of the disease [115]. In fact, it is interesting
to note that many positive and negative symptoms of syndromes like schizophrenia
[116-118], psychosis [115], and autism [119, 120] can be explained in terms of
specific failures of predictive coding mechanisms.

In sum, predictive coding provides a good explanation for many phenomena ob-
served in perception, and generates testable predictions. In this chapter, we have
reviewed existing empirical evidence for some of these predictions, as well as out-
lined possible future directions for further empirical testing and for broadening the
perspective of the role predictive coding may play in cognition.

Exercises

1. Does the suppressed response in V1 to predicted stimuli [37, 44, 53] mean that
there is less stimulus information in V1 for such stimuli? Why/Why not?

2. In what respect are the neural effects of prediction and attention opposite to each
other, and in what respect are they similar?

3. Come up with an experiment that could potentially falsify predictive coding.

4. Given that top-down predictions silence prediction errors in lower-order regions;
does predictive coding require inhibitory feedback between cortical regions? Read
the paper by Spratling [ 18] and prepare a 15 min presentation on the differences be-
tween the physiological implementation implied by "classical" predictive coding
models [1, 3] and that implied by Spratling’s PC/BC model.

5. During hallucinations, schizophrenic and psychotic patients perceive things that
are not actually there. Autistic patients, on the other hand, sometimes seem to
perceive things more precisely or truthfully than non-autistics. How could these
symptoms be understood in terms of predictive coding?

6. Read the Corlett et al. [115] paper, and prepare a 30 min presentation on the
relationship between predictive coding and psychosis.
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Further Reading

. For an introduction to the principles of predictive coding and a global perspective

of its implications for cognition and action, see the recent review by Andy Clark
[121].

. Friston [3] offers a comprehensive and mathematical description of predictive

coding, including a proposal for its neuronal implementation.

. Summerfield and Egner [72] review the commonalities and differences between

theories of predictive coding and attention.

. In a clearly written and succinct paper, Spratling [ 18] presents the computational

principles of predictive coding and biased competition, and shows that—under
certain assumptions—they are equivalent.

. Lee and Mumford [9] offer a slightly different take on hierarchical inference

during perception that shares many of the principles of predictive coding.
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Chapter 12
Using Human Neuroimaging to Examine
Top-down Modulation of Visual Perception

Thomas C. Sprague and John T. Serences

Abstract Both univariate and multivariate analysis methods largely have focused on
characterizing how measurements from neural firing rates, EEG electrodes, or fMRI
voxels change as a function of stimulus parameters or task demands —they focus on
characterizing changes in neural signals. However, in cognitive neuroscience we are
often interested in how these changes in neural signals collectively modify repre-
sentations of information. We compare methods whereby activation patterns across
entire brain regions can be used to reconstruct representations of information to more
traditional univariate and multivariate analysis approaches. We highlight findings us-
ing these methods, focusing on how a representation-based analysis approach yields
novel insights into how information is encoded, maintained and manipulated under
various task demands.

12.1 Introduction: Observation-Based vs Representation-Based
Approaches to Analyzing Neural Signals

There are two ways of inferring the relationship between changes in stimulus param-
eters and neural activity: you can either ask how a stimulus affects the response of a
neuron, or you can ask how the response of a neuron influences the representation of
a stimulus. If there is a one-to-one mapping between neural responses and stimulus
parameters such that the spike rate of a particular neuron, and only that particular
neuron, maps to, and only to, one particular stimulus (single unit doctrine, [1]), then
these two approaches are essentially identical. However, if ensembles of neurons
interact in complex ways and this one-to-one mapping breaks down, then these two
approaches can yield dramatically different insights into the relationship between
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neural activity and the manner in which that neural activity represents the external
stimuli that support our actions, thoughts, and behaviors.

For much of the twentieth century studies adopted the first approach—what we’1l
refer to here as an observation-based approach—that focused on assessing how ex-
perimental manipulations changed brain activity. For example, scientists measured
spike rates of single neurons, electroencephalogram (EEG) waveforms, positron
emission tomography (PET) signals, and blood flow in humans (blood oxygenation
level dependent functional magnetic resonance imaging, or BOLD fMRI) while sub-
jects viewed different stimuli or performed different tasks. This general endeavor
has been and continues to be tremendously successful and has resulted in the identi-
fication of fundamental properties of neural systems (e.g., neurons in the early visual
system respond to basic visual features in the environment, like edges, [2]), and the
ability to measure these signals in humans has raised exciting possibilities such as
the existence of specialized “modules” that process different categories of stimulus
attributes (such as “face” and “place” areas, [3—5]). Thus, the major advantage of
this observation-based approach is its ability to describe what alters the response of
neural “units” (cells, voxels, electrodes, etc.), where these units are located in the
nervous system, and how activity in these units changes with stimulus properties
and task demands. Furthermore, this approach excels at identifying the progression
of neural computations across cortical systems in response to the same set of com-
plex stimulus features or task demands (for example, documenting the cascade of
visual responses in ventral visual cortex for facial features, facial identity, and facial
viewpoint, [6, 7]).

In contrast, recent work has started to adopt the second approach of asking how
neural responses—or combinations of neural responses—give rise to changes in the
way in which a particular stimulus is represented and how that representation changes
as a function of experimental manipulations. We refer to this as the representation-
based approach because the goal is to understand how stimulus-specific information
is represented by populations of neurons, rather than to simply document how ex-
perimental manipulations change the observed neural responses per se. This is a
fundamentally different approach to understanding functions of the brain. Instead
of amassing observation-based data that catalogs how a particular cell responds to a
particular stimulus or task manipulation, the representation-based approach explic-
itly models the inverse relationship between neural activity and stimulus features in
order to reconstruct an ‘image’ of the stimulus based on patterns of neural responses.
For example, an experimenter might want to know how a change in the firing rate of
a visual neuron influences how well a relevant stimulus feature is represented. Is the
feature represented as being higher contrast, as having a higher spatial frequency, as
having a more saturated color? What if different measured units (voxels, neurons,
etc) exhibit different types of modulation across the same experimental manipula-
tion? Do all these changes average out, or is the individual contribution of each unit
to the representation meaningful? Using an observation-based approach, you can’t
easily address how such changes are related to the representation of a stimulus: a
change in firing rate might lead to a representation that is higher in contrast or that
is more saturated, but it might not, and indeed researchers have debated these types
of interpretational questions for decades.
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EMRRI: Encoding models for reconstructing represented information
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Fig. 12.1 Representation-based approach to cognitive neuroscience. a Data gathered from different
subjects can be mapped to a common “information space” that is shared across all subjects in an
experiment. This mapping is computed for each subject individually. Once data is transformed from
the native signal space (e.g., voxel space) into an information space via an inverted encoding model
for reconstructing represented information (EMRRI), representations of stimuli can be compared
across different task demand conditions. Each data point in information space constitutes a repre-
sentation of the stimulus viewed by the subject. Furthermore, this procedure eliminates the need to
coregister brains from different subjects to one another. All analyses are performed in the common
information space, so ROI definitions can be performed at an individual-subject level. b Examples
of different information spaces which have been used in conjunction with the EMRRI technique
(though note that this is not meant to be an exhaustive list). Panels adapted, with permission. (Color:
[24]; Orientation: [18]; Spatial position: [23])

However, a representation-based approach can more directly address these ques-
tions by extending the observation-based approach. The observed neural responses
of all measurement units (neurons, voxels, scalp electrodes, etc) are passed through
an explicit model that transforms the high-dimensional pattern of neural activity into
a ‘stimulus space’ (Fig. 12.1). The data, after being transformed into a common stim-
ulus space, now form an explicit reconstruction of the stimulus as represented by the
group of observed measurement units (neurons, voxels, or electrodes), and the rep-
resentations associated with different experimental manipulations can be compared
side-by-side in a more intuitive and cognitively-relevant way (i.e., similar to compar-
ing two photographs of identical scenes taken under different lighting conditions, or
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temperature readings taken from different cities). This approach brings us closer to
directly examining how mental representations are formed and transformed across
the brain while subjects perform complex cognitive tasks involving visual attention,
learning, and short-term memory.

In this chapter, we will review both the more traditional observation-based tech-
niques and the newer representation-based techniques with a focus on the relative
strengths and weaknesses of each approach. We first review observation-based anal-
ysis approaches that focus on decoding stimulus features [8—13] and that seek to
identify independent variables that best predict brain activity [14—16]. Then, we
contrast these approaches with complementary representation-based methods that
attempt to directly reconstruct stimulus features based on patterns of neural responses
[17-28]). In all cases, we place particular emphasis on how these different methods
can be used to test formal models of top-down cognitive control.

12.2 Human Neuroimaging Tools: Advantages
and Disadvantages

Like any measurement tool, human neuroimaging methods (here, we’ll focus primar-
ily on BOLD fMRI and EEG, introduced in earlier chapters) carry both advantages
and disadvantages. The most obvious problem with the BOLD signal is that it assesses
changes in the magnetic properties of hemoglobin across relatively large cortical
areas (~ 1-2mm, [29]), and our relatively poor understanding of neuro-vascular
coupling means that the link between the BOLD signal and actual changes in neural
activity such as spike rates is not entirely clear [30-34]. Moreover, most typical
measurements of the BOLD signal are temporally sluggish, with the signal peaking
many seconds following the onset of stimulus-evoked neural activity and well after
most task-related cognitive operations have finished. Similarly, even though EEG
signals are instantaneously related to neural activity and complement the BOLD sig-
nal with their millisecond temporal precision, the EEG signal aggregates electrical
activity across large populations of neurons, and is further distorted as those signals
pass through the scalp and other tissue. Thus, the neural generators that drive EEG
signals are difficult to unambiguously identify.

However, despite these weaknesses, BOLD and EEG neuroimaging are being in-
creasingly used for a purpose at which they excel: making inferences about how cog-
nitive events influence population level responses within and across functionally spe-
cialized regions of human cortex. There are several reasons this ability should not be
underappreciated, as it provides a unique perspective on information processing that
is currently unavailable in the domain of complementary techniques such as single-
unit neurophysiology or two-photon Calcium imaging in animal model systems.
First, perception and behavior are not typically linked to the response properties of
single neurons but are instead thought to be linked more closely with the joint activity
of millions of neurons that form population codes representing everything from basic
sensory features to complex motor plans [35-38]. Recently developed methods al-
low BOLD and EEG measures to assess these population responses with increasingly
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high precision [17-28, 39-50], and in turn these responses are likely to be much more
closely coupled with perception and behavior compared to isolated single-unit spike
rates. Second, these imaging tools can be used to assess changes in neural activity as-
sociated with nuanced and complex cognitive tasks that human subjects can master in
a matter of minutes but that non-human primates would be unable to easily perform.

12.3 Univariate and Multivariate Decoding Methods: Labeling
Trials Based on Patterns of Brain Responses

BOLD neuroimaging experiments generate large and information-rich datasets,
with independent measurements obtained from thousands of voxels (‘“volumetric
pixels”, often > 50,000 are measured from each subject’s brain) every few seconds
(typically 0.25-1 Hz). A main goal of cognitive neuroscience, particularly in investi-
gating the role of top-down factors in mediating the efficiency of sensory processing,
is to make inferences about whether a particular cognitive manipulation increases
or decreases the amount of information about a stimulus display encoded by neural
responses. However, the majority of early fMRI studies focused on analyzing each
voxel independently (i.e., making a large number of univariate comparisons) such as:
is the activity in each voxel greater during condition 1 or during condition 2? In turn,
a spatial cluster threshold is often imposed to correct for multiple comparisons, and
groups of contiguous voxels exceeding this threshold are considered to differ signif-
icantly with respect to the experimental factor(s) of interest. This type of analysis is
an early and clear example of the observation-based approach described in Sect. 1.

Moving a step beyond this early analysis technique, researchers soon began to ask
more nuanced questions about how well activation levels in a voxel (or the aggregate
activation level averaged across a cluster of voxels in a region of interest, or ROI)
could correctly predict which experimental condition evoked a response. This type
of analysis is often called “decoding” or “stimulus classification” [8—12]. To perform
this analysis, experimenters must be extremely careful to first separate their data into
two distinct parts: a set of data that is used to “train” the decoder, and an independent
set of data that is used to evaluate—or to “test’—the effectiveness of the decoder;
it would be cheating to use the same data to both train and test a decoder, as any
decoder, even one that was given pure noise as input, would always be at least
somewhat successful [8—12]. This separation of the data into two independent sets
is typically referred to as cross-validation.

The subsequent decoding analysis follows in two stages. First, the response in
each voxel (or the average response across all voxels in a ROI) is measured in
each condition using only data from the training set. Then a decoder can be used to
determine if activity measured in a given voxel or ROI on a trial from the test set more
closely resembles the mean response evoked in the training set by either condition
1 or by condition 2 (Fig. 12.2). Note that in this simple univariate case, the decoder
is just a simple comparison rule that assesses the distance between the response on
the test trial and the mean response from each condition in the training set.
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Fig. 12.2 Univariate decoder. For any region (or voxel) in which activation level discriminates
between multiple conditions, a simple univariate decoder can be built. a Simulated mean activation
of a region for which a univariate decoder would be successful. Activation is different between two
conditions. b Data from A, training set. Each trial is plotted as a symbol (histogram above). Orange
circles: condition 1, blue triangles: condition 2. Data are spread over the y range for clarity; this is
a univariate measure. ¢ Novel data, decoded using a classifier trained on the training set (B). The
decision boundary is plotted as a dashed black line. Trials are color-coded according to decoding
accuracy (green is correct, red is incorrect), and the symbol represents the correct condition label.
By knowing only mean activation in this example, trials can be sorted with 75 % accuracy

More recently, studies have exploited the full information content contained in
the spatially-distributed patterns of fMRI responses across all voxels within a ROI
to construct multivariate decoders [8—12, 15, 17, 39—41, 51]. In principle, these
decoders work much the same way as the simple univariate example described above,
but by adding more voxels (where each voxel is often referred to as a variable or a
dimension along which the decoder operates), information that is often obscured by
averaging across all of the voxels in a ROI can provide a far more powerful means
of correctly categorizing a data pattern on a novel trial into the correct experimental
condition. For example, a simple two-class decoder can be imagined as a small ROI
which consists of, say, 2 voxels (Fig. 12.3; and note that this example generalizes to
any arbitrary number of voxels in a ROI—a 2 voxel ROI was chosen solely for ease
of exposition). During condition 1, voxel 1 responds strongly, but voxel 2 responds
weakly. During condition 2, voxel 2 responds strongly, but voxel 1 responds weakly.
If data from this ROI were analyzed using a univariate analysis in which the responses
were averaged across all voxels, then all information that discriminates condition 1
from condition 2 would be lost (Fig. 12.3c). In contrast, if the voxels are treated
independently, a simple multivariate decoding scheme can be constructed and data
from a novel trial could be easily classified as correctly belonging to either condition
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Fig. 12.3 Multivariate decoder. We generated a hypothetical dataset in which activation across a
“region” of 2 voxels carries information which can discriminate between 2 conditions, but the mean
activation level is constant across the two (compare to Fig. 12.2). We can then make a scatter plot
of the activation in each voxel for every trial, and color-code the data points according to their
condition a. In order to identify which of two conditions (condition 1, orange circles, condition
2, blue triangles) the activation from a given trial corresponds to, we first train a linear classifier
to find a line (because this is a 2-dimensional classifier, for a higher-dimensional, more realistic
voxel space, this would be a hyperplane) which best discriminates conditions 1 and 2. Then, we
use an independent test set to evaluate how well this decision rule discriminates between the two
conditions b. Trials in the test set known to be from condition 1 (circles) and condition 2 (triangles)
are color-coded based on whether they are accurately classified (green is correct, red is incorrect).
¢ Without a multivariate analysis, this simple “region” would be assumed to carry no information
about which condition a trial belongs to

1 or 2 (Fig. 12.3a, b). Importantly, this logic can be extended to situations in which
far more than 2 voxels in a ROI are considered in a multivariate analysis (often 100 or
more, depending on the brain region in question—the same logic that differentiates
univariate from multivariate analyses applies for any number of voxels). Indeed, if
the response pattern (or vector of response amplitudes for each voxel) across any
arbitrary number of voxels in a ROI carries information that reliably discriminates
between different experimental conditions, then a ‘hyperplane’ (a boundary plane
in high-dimensional space) can be computed that best separates all response vectors
associated with category 1 and all response vectors associated with category 2 from
the training set. Then, a response vector across all of the voxels on a test trial can
be categorized simply by determining on which side of the hyperplane the novel
activation vector falls (see Fig. 12.3, and see [5—11] for further discussion).

In sum, a decoder can be univariate or multivariate. However, in practice, mul-
tivariate decoders are now more often used, as they are generally more powerful
because they can aggregate and exploit even small differences across all of the single
voxels in each response vector [8§—12]. Additionally, these methods have recently
been applied to electrophysiology datasets, both in human EEG [22, 52] and animal
single-unit electrophysiology [53]. Note that decoding analyses are another example
of an observation-based approach—all analyses are performed in the measured neural
signal space (i.e., by partitioning signal space into different sections corresponding
to the different stimulus classes).
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12.4 Encoding Models: Predicting Neural Responses Using
Explicit Models of Neural Activity

Both of the toy examples presented above (Figs. 12.2 and 12.3) constitute decoding
methods in which a condition ‘label’ is assigned to either the activation of a single
voxel or the response vector of activations across many voxels recorded on a given
experimental trial. In contrast, recent work has also focused on the complementary
goal of identifying the particular stimulus feature(s) that robustly drive the activation
of a single voxel or the activation vector across a set of voxels. In other words, under-
standing how the activation of a voxel or set of voxels encodes information about a set
of features in a stimulus. Thus, these are termed encoding models [15-17] (Figs. 12.4
and 12.5). Like decoding methods, an encoding model can be estimated on a voxel-
by-voxel (univariate) basis (Fig. 12.4), or by combining information across many
voxels (multivariate) to characterize voxel-level and region-level stimulus selectiv-
ity, respectively. Furthermore, note that the classical experiments in which response
characteristics of single neurons are measured in cats and monkeys are also testing
encoding models.

Because significant treatment has been given to multivariate decoding methods in
the context of classification (identification of a brain state among several alternatives,
see [8—12, 15, 17] for a review, and Sect. 3), we here focus on the applications of
univariate and multivariate encoding models and their application to identifying the
sensitivity profiles of individual voxels to visual [42, 44, 48, 54, 55] and semantic
[43, 45, 46] features of the stimulus, and how those sensitivity profiles change as
a function of task demands [23, 47, 54-56]—all observation-based endeavors. We
also will address the novel procedure of “inverting” encoding models to reconstruct
region-wide representations of stimulus features given patterns of neural activity
[17-28]—early investigations using the representation-based approach.

First, we will describe several implementations of univariate encoding models
which have enabled careful characterization of novel elements of the early visual sys-
tem in humans using fMRI. Next, we will discuss insights gleaned about neural cod-
ing of visual and semantic information from univariate encoding models. Finally, we
will summarize recent efforts by our group and others to use inverted encoding mod-
els to examine how top-down factors such as attention and working memory modulate
visual representations carried by patterns of neural activity in order to adaptively
encode relevant sensory information in light of shifting behavioral demands.

12.5 Univariate Encoding Models for Single Stimulus Features

Univariate encoding models characterize how the underlying neural populations
within individual voxels are selective for particular sensory features. Typically, the
end goal of these methods is to compare best-fit encoding models for voxels which
belong to different visual field maps along the cortical surface or within subcortical
structures. Comparing models in this manner allows for investigation into how
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Fig. 12.4 Population
receptive field modeling.
Each voxel is modeled as
responding to a single portion
of the visual display. The
population receptive field
(pRF) modeling procedure
operates by changing the
location and size of a filter
applied to a known stimulus
sequence until a best-fit filter
is identified for each voxel.
This results in a set of
estimated filter parameters (x,
y, o) for each voxel, which
can then be plotted on the
cortical surface. a Drifting
bar stimulus typically used
for pRF estimation. However,
any stimulus which samples
all positions of the screen can
in principle be used for pRF
estimation (see [23, 42]). b
Model fitting procedure. A
filter, here shown as a
symmetric 2-dimensional
Gaussian, is fit so that there is
the minimum distance
between the predicted
response (given filter,
stimulus, and a prototype
hemodynamic response
function) and the measured
BOLD signal. This procedure
is applied separately for each
voxel. ¢ pRF size plotted
along the cortical surface for
3 participants (from [48]).
Similar to measurements of
spatial receptive field sizes in
macaques, pRF filter
estimates increase in size with
increasing distance from the
fovea. Source: [48] (C) and
[49] (A and B)
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Fig. 12.5 Encoding models for reconstructing represented information (EMRRI). The response
in each voxel is modeled using linear regression as a weighted sum of the responses of different
hypothesized “information channels”, corresponding to hypothesized response properties of neural
populations. Once these weights are computed using a “training set” of data (A-D), test data collected
in voxel (or electrode) space can be mapped onto “channel space” (E-H), which corresponds to the
responses of putative neural populations. Here, we illustrate a simple 2-channel encoding model for
stimulus orientation used to transform our measurement space (simulated signals from a 2-voxel
“region”) into a more intuitive channel space. Then, we examine how top-down control might
change the way an identical stimulus is encoded in channel space. a shows the set of stimuli used
to train a simple 2-channel encoding model for stimulus orientation b. Voxel responses to each
of the 5 stimuli are recorded ¢ and used in conjuction with the predicted channel responses d to
estimate the weight for each channel within each voxel. Note that average “region”-level activation
is identical across the 5 stimuli, but the multivariate pattern of responses varies (lower panel, C).
Then, a participant might be asked to perform different tasks using these identical stimuli e. Signals
measured in voxel space are then mapped into channel space f, in real data this typically involves
mapping from high-dimensional voxel space, which contains hundreds of dimensions, into lower-
dimensional channel space and sorted by task condition g. Here, we can see that task demands
increase activation in channel 1, but slightly decrease activation in channel 2. If we were only to
look at the mean signal in this region h, we might instead interpret the effects of top-down control
as only increasing the mean response amplitude of the entire region with no change in represented
information
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cognitive variables (such as behavioral relevance) influence low-level sensory re-
sponses in the visual system. However, this approach can also be combined with
stimulus classification, reconstruction, or other decoding approaches to further
determine the encoding fidelity of a region (we return to this below in Sect. 7).

12.5.1 Feature-Selective Response Profiles

An early effort to characterize feature-selective response profiles at the level of the
BOLD fMRI signal involved estimating voxel-level “tuning functions”. When per-
forming visual neurophysiology experiments on single neurons in animals it is often
common practice to characterize the degree to which a recorded neuron is selective
to a particular value of a given feature. For example, a monkey might be shown grat-
ings of several orientations while firing rates are recorded from a visual neuron. The
response of that neuron is then plotted as a function of the presented orientation, and
this response vs. feature value plot is taken as the “tuning function” of that neuron.

In 2009, Serences et al. [54] adapted this procedure for use with fMRI data. The
authors presented observers with gratings of different orientations while recording the
BOLD signal from early visual cortex. They then plotted the response of each voxel
as a function of the presented orientation, and subsequently binned voxels based on
which orientation they responded to most strongly. This procedure resulted in “voxel
tuning functions” (VTFs). The results of these studies confirmed predictions about
how the shape of feature-selective response profiles should change with selective
attention. For example, voxels that were ‘tuned’ to an attended feature were more
active than voxels that were tuned far from the attended feature, a finding predicted
by work using single-unit physiology [57, 58].

This method was recently adapted for use with a more complex set of visual
stimuli: faces [55]. Similar to the procedure implemented by Serences et al. [54],
Gratton et al. [55] binned face-responsive voxels (those which responded more to
face stimuli than to non-face stimuli) according to the particular face stimulus along
a continuous morph dimension which resulted in the highest BOLD response. The
authors observed that voxels found in posterior, but not anterior, face-responsive
ROIs showed tuning preferences to single faces. Anterior voxels within these ROIs
instead seemed to respond differentially along a categorical boundary: whether the
face was more masculine or more feminine. Additionally, in a follow-up experiment
the authors asked observers to attend to one of two superimposed face stimuli. Poste-
rior, but not anterior, face-responsive voxels selective for the attended face stimulus
increased their response relative to voxels selective for the unattended face.

These results collectively demonstrate that voxel-level sensitivity to both simple
(orientation) and complex (face) stimulus features can be estimated at the level of the
fMRI BOLD signal, and that these voxel-level response profiles can be modulated
as a function of top-down cognitive control.
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12.5.2 Population Receptive Field Models

Traditional retinotopic mapping procedures identify the location of the visual field
that best drives the response of a voxel [59, 60] and use resulting maps superimposed
on a computationally-reconstructed cortical surface to delineate boundaries between
visual field maps (such as V1, V2, etc [61]). Typically, this is accomplished using
a periodic visual stimulus, such as a flickering rotating wedge (to identify polar
angle) or a concentrically expanding annulus (to identify eccentricity). The response
measured from each voxel is transformed into the frequency domain where the phase
and power of the BOLD response at the stimulus frequency can be used to identify the
preferred visual field location of a voxel and the strength with which that visual field
location drives that voxel (for more information, see [59, 60]). While this approach
has been successfully used for nearly two decades to identify continuous visual maps
in occipital, parietal and frontal cortex [61, 62], these measurements only provide
information about where in the visual field a voxel best responds to and do not support
the precise characterization of other properties of voxel-level receptive fields, such
as their shape or size.

In 2008, Serge Dumoulin and Brian Wandell [48] developed an analysis method
that extends these traditional retinotopic mapping procedures by quantifying the
spatial receptive field that best describes the visual sensitivity of each voxel—its
“population receptive field” (pRF). As this method is an example of an encoding
model, this analysis uses an explicit, experimenter-defined model which translates
from stimulus space into an “information” space (corresponding to predicted acti-
vation, given a stimulus, for each voxel). In its most common implementation, the
encoding model used for pRF analysis takes the form of voxel-level spatial recep-
tive fields: responses in each voxel are assumed to be driven strongly when stimuli
occupy a “blob”-like area of the screen. Some voxels, such as those towards the
periphery, will likely respond to a larger portion of the screen than other voxels,
such as those near the fovea, as will voxels in later regions of the visual processing
stream [63, 64]. These response characteristics are predicted by well-documented
single-unit recording studies that show a similar increase in receptive field size both
with increasing eccentricity and for later visual areas.

The specific form of the encoding model most often used to describe the “blob”
on the screen is a 2D isotropic (round) Gaussian (Fig. 12.4a, b [48]) or difference of
Gaussians [49] (though others have also been used; [23, 65]). These functions can
be characterized by a small number of parameters, such as their center position on
the screen (x, y coordinates) and their size (standard deviation of the Gaussian, o).
pRF analyses involve using an encoding model (e.g., 2D Gaussian) to predict the
response of a voxel given an assumed set of values for each of these parameters and
the stimulus presented to the participant, comparing that prediction to the measured
response in a voxel, and adjusting the parameters so as to maximize the prediction
accuracy of the model (Fig. 12.4a, b). A good “fit” for an encoding model is one which
accurately predicts the response of that voxel on runs that were not used to fit the
encoding model (another example of cross-validation, see Sect. 3). Because finding
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an optimal model using limited data becomes increasingly challenging with a greater
number of free model parameters, functions characterized by a smaller number of free
parameters ensure voxel responses can be well-fit. Additionally, adding parameters
might lead to overfitting rather than to a model that more accurately describes the
true sensitivity profile of a voxel (also see [23, 42, 65] for various implementations
of a higher-dimensional pRF mapping approach which implements a regularized
regression procedure). In the end though, because the pRF technique seeks to catalog
visual sensitivity profiles for individual voxels, we consider it an example of an
observation-based approach described in Sect. 1.

12.5.3 Novel Results Using pRF Methods

As mentioned above, the pRF model has added a further dimension to standard
retinotopic mapping approaches: the size of the visual field which drives a voxel
(Fig. 12.4c). This analysis technique has also proven to be useful in identifying
visual field maps in regions with maps that are difficult to identify using standard
polar angle or eccentricity mapping stimuli. For example, Amano et al. [66] used
a standard pRF-mapping approach to characterize 4 extrastriate (outside primary
visual cortex) visual hemifield maps: LO-1, LO-2, TO-1 and TO-2. TO-1 and TO-
2 are novel regions identified using the more-sensitive pRF approach and likely
correspond to the human homolog of macaque motion processing regions MT and
MST [66]. Additionally, the pRF method allowed for a potentially more accurate RF
size estimate in LO-1 and LO-2, which are the visual field maps corresponding to
functionally-defined object-selective lateral occipital complex (LOC; [67]).

While pRF modeling techniques initially proved useful for describing the voxel-
level sensitivity profile across the visual field (the spatial receptive field of each
voxel), these methods have also been applied to characterize voxel-level tuning to
a higher-order feature of a visual display: numerosity [50]. Characterizing voxel-
level tuning to numerosity is an especially interesting question because number is an
inherently cognitive attribute of the scene that can remain identical despite drastic
changes in the stimulus on the screen. For example, the “eight-ness” of a stimulus
could be conveyed by an image with 8 different-sized dots, or 8 small drawings of
airplanes, or some drawings of trains and others of airplanes [68].

Adapting the pRF technique, Harvey et al. [50] built a pRF-type encoding model
for numerosity which described a voxel’s sensitivity to number as a function of its
numerosity preference and tuning width (similar to how the traditional pRF approach
describes a voxel’s sensitivity to space as a function of its spatial receptive field
center and size). This model was then fit using stimuli controlled across a large
number of different features, such as screen area, circumference, and density. After
visualizing best-fit models on the cortical surface, the authors identified a region
of the intraparietal sulcus which contains a topographic representation of stimulus
numerosity, similar to the topographic representation of spatial position in the early
visual system.
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Looking forward, pRF models are well suited as a novel tool for evaluating visual
system organization and the role of top-down factors such as attention in mediating
stimulus selectivity. However, some outstanding caveats remain that are important
to keep in mind. A chief assumption of most currently published pRF methods is
that voxel-level receptive fields are round. This assumption works well in many
cases, but one could easily imagine a voxel which contains neural sub-populations
with spatial RFs tuned to regions of space that are shaped like an ellipse (see [65]).
Or, in a more extreme case in which a voxel spans two disjoint neural populations
across a sulcus, the true pRF would be two distinct “blobs” of the visual field. The
function used to describe pRFs necessarily restricts the kinds of inferences that can
be made about visual response properties. Furthermore, pRF analysis is an example
of a technique in which activation pooled over a large number of neurons is used
to infer collective RF properties across that population (see [49]). This strategy is
very successful for identifying properties of visual field maps, though the inferential
power of this technique (and other population-level techniques) becomes limited
when it is used to identify changes in RF properties with task demands. For example,
pRFs computed under different stimulus or task conditions might change size (e.g.,
when attentional state is manipulated; [23, 56], see Sect. 6). This cannot be used
as evidence to suggest that top-down cognitive control via attention acts to change
neural RF properties, as several different patterns of neural modulation could give
rise to this population-level behavior. For instance, neurons with RFs centered at the
edge of the pRF (i.e., those near the edge of a voxel’s RF) could simply increase
or decrease their response, which would result in a larger or smaller estimated pRF
despite no change in the size of neural RFs. And finally, while the insights gleaned
from careful application of the pRF technique have improved our understanding of
how different visual ROIs selectively respond to particular stimulus features, this
technique remains an example of the observation-based approach in neuroscience.
These methods advance models that predict neural responses to visual stimuli, but
how the collective neural responses across entire brains or ROIs together represent
visual information cannot be inferred using these methods.

12.6 Using Univariate Encoding Models to Observe Complex
Feature Selectivity

The canonical pRF analysis (Sect. 5; [48]) has been remarkably successful at
characterizing visual response properties of individual voxels when applied to rela-
tively simple and artificial visual stimuli (Fig. 12.4a). However, electrophysiological
recordings from single units have revealed more complex response properties, such
as tuning for orientation [69], spatial frequency [70], motion direction [71], motion
speed [72], color [73], numerosity [68] and even complex form [74]. Simultane-
ous with the development of the pRF method, other groups have developed more
complex, high-dimensional encoding models to relate activation changes at the
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single-voxel level to more specific visual features of images, such as local spatial
frequency, orientation, and motion energy information (e.g., [42, 43]).

In one early report, Kay et al. [42] presented 2 participants with briefly flashed nat-
ural image stimuli (1705 black and white photographs) while measuring the BOLD
signal from early visual areas. The authors sought to describe each image using a
high-dimensional feature space, and then, using measured brain activity in response
to each image, map changes in feature space across images to changes in BOLD
responses for each voxel. The authors used an encoding model which described each
stimulus image via the combined response of 10,921 Gabor filters [43], with each
filter having a different orientation, spatial location, and spatial frequency tuning.
This model captures known single-unit response properties within the early visual
system, and thus is a good candidate model for how voxels containing many func-
tionally selective neural populations might respond to such images. When estimating
the best-fit encoding model, the authors first estimated the response of each of the
Gabor filters that was used to decompose the natural images using only data from a
“training” set of images. Note that this step requires no neural data whatsoever. Then,
they used observed activation levels within a given voxel and these estimated filter
responses to computationally identify a model which best describes the observed
activation in response to all the training stimuli as a weighted sum of the responses
of the filters. That is, if neural populations corresponding to each filter exist in a
voxel, and the encoding model correctly describes their response as a function of the
visual stimulus (the filters accurately capture neural information processing), how
much of each filter’s corresponding neural population must be present within each
voxel in order to best account for the measured signal?

Once the best-fit encoding model was selected for a voxel, the feature selectivity
of that voxel could be quantified in terms of its spatial receptive field location, size,
preferred spatial frequency and preferred orientation. In essence, this method and that
used for pRF-based analyses are very similar: the experimenter searches to find the
optimal set of visual stimulus features which drive a voxel. Furthermore, this method
was shown to recover the same relationship between eccentricity and spatial RF size
for each voxel that the pRF method achieved [48]. Though there are differences
in the form of the filter models and their estimation procedures, the end goal of
each analysis is the same: characterize the sensitivity profile of each voxel along a
hypothesized feature space using a known stimulus set and measured activations.

A similar approach was applied by Nishimoto et al. [44] to identify voxel responses
to natural movie stimuli which contain motion energy information. Interestingly,
using a similar model to that used in Kay et al. [42], the authors identified a previously-
unknown principle of visual system organization: voxels which prefer higher motion
velocities are those which respond to more peripheral visual field locations.

Purely visual encoding models like these transform information that is in the
domain of visual stimulus space (e.g., pixels on the screen) to a domain spanning a set
of features that the visual system is believed to operate along (e.g., orientation, spatial
frequency, numerosity) in order to characterize the stimulus features which best drive
a given voxel. Recent work has also incorporated semantic properties of visual scenes
(e.g., alive or not alive) to identify both the semantic “dimensions” along which
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voxel sensitivities vary and how different semantic dimensions might be represented
across the cortex [43, 45-47]. Traditional univariate analyses of fMRI responses
when viewing semantic categories, such as faces or outdoor scenes, reveal rather
discrete loci of activation (in the fusiform gyrus for faces and the parahippocampal
gyrus for outdoor scenes, forming the “fusiform face area” and “parahippocampal
place area”, respectively [3-5]). However, a more flexible approach might identify
a more nuanced representation of semantic information across much of the cortex.
For instance, Naselaris et al. [43] extended these efforts by combining a structural
encoding model for visual features like that shown in Kay et al. [42] with a model
incorporating semantic labels of visual images. This revealed voxels which responded
more strongly when animate categories were shown and responded less strongly
when nonanimate image categories were shown. Furthermore, the authors compared
encoding accuracy (evaluated using a validation stimulus set) to determine that the
voxels which most accurately encode semantic information and the voxels which
most accurately encode information about structural visual features are disjoint,
with the former clustering in regions of occipital cortex anterior to early visual areas,
and the latter clustering in early visual regions V1-V3.

Natural movie stimuli similar to those used by Nishimoto et al. [44] and the
semantic labeling approach demonstrated by Naselaris et al. [43] were combined in
arecent study in which whole brain data was acquired while participants viewed 2 h
of natural visual movies which had been carefully labeled with 1750 hierarchically-
organized semantic features [45]. Once a semantic encoding model was estimated
for every voxel (which results in a weight for each of 1750 semantic features in each
voxel), the correlated variation in semantic weights across all voxels was computed
using principal components analysis. This analysis identifies which weights covary
together most reliably. For example, if the only important dimension in the brain’s
“semantic space” were “face-like vs. house-like”, voxels which care about faces
would have positive weights for face-related labels and voxels which care about
houses would have positive weights for house-related labels. In contrast, voxels
would all have identical weights for any semantic label which was not related to faces
or to houses. Thus, the first principal component of the weights for this hypothetical
semantic space would describe variation along a “face vs. house” axis. In other words,
all the variability in semantic weights could be described along a single dimension—
the first principal component—in this much larger space (the space of all semantic
label weights).

In the Huth study [45], the first 4 principal components derived from voxel-level
semantic weights described moving vs. non-moving stimuli, social interactions vs. all
others, civilization vs. nature, and biological vs. nonbiological stimuli, respectively,
and were consistent across participants. Furthermore, the authors determined that
this semantic space is smooth across the cortex and is not built only from multiple
discrete processing modules (e.g., face areas or house areas).
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12.6.1 Comparing Stimulus Sensitivity Across Task
Demand Conditions

For several decades, neurophysiologists have recorded responses of single neurons
while animals perform different types of tasks with identical stimuli [75-78]. Some
of these experiments have additionally characterized how neural RFs change under
different task demands ([79] for a review). Recently, investigators have extended
these experiments to humans using fMRI in order to examine whether manipulation
of task demands change voxel-level stimulus sensitivity profiles. We highlight several
of these early results below.

In a recent report, Cukur et al. [47] asked observers to attend to faces or attend
to vehicles while viewing several hours of natural movie stimuli. They then fit a
semantic encoding model (like that used in [45]) to data from runs in which subjects
attended to faces, and compared these estimated models to those fit to data when
subjects were attending to vehicles. The authors found a remarkable whole-brain shift
in voxel-level semantic encoding models towards the attended feature, resulting in a
local expansion of semantic space around that feature. Importantly, this modulation
of semantic sensitivity occurred across nearly the entire cortical surface, and was
not confined or driven by changes in sensitivity within specific processing ‘modules’
(e.g., “face” or “place” areas).

As asimpler example, in a recent report [23] we compared voxel-level spatial RFs
measured across several different attention conditions (attend to the fixation point,
or attend to a flickering checkerboard stimulus used to map spatial RFs). When
we compared the size of the spatial filters for each voxel measured across these
conditions, we found that for several extrastriate visual ROIs (hV4, hMT + and
IPSO0) spatial RFs for most voxels increased in size with allocation of attention [23].
However, though voxel RF size increased in many voxels with attention, RF size
shrunk in others. Later, we return to this issue.

A similar experiment was conducted in which the experimenters manipulated
the attentional requirements of a fixation task while pRFs were estimated using a
standard mapping stimulus (Fig. 12.4a; [56]). These authors found that, with greater
attentional demands at fixation, pRFs for voxels tuned to higher eccentricity portions
of the screen expanded across V1, V2 and V3. They interpreted this pRF expansion
as a form of neural “tunnel vision” in which distracting stimuli (those used to map
pRFs) are suppressed to a greater extent under task conditions in which there are
more stringent attentional demands.

All of these encoding methods presented thus far—voxel tuning functions,
population receptive fields, motion energy models, and hierarchical semantic
models—remain examples of the observation-based approach. All these experiments
have characterized changes in neural response or sensitivity properties as a function
of stimulus attributes or task demands.
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12.7 Understanding the Impact of Task Manipulations on
Stimulus Representations Using Multivariate Inverted
Encoding Models for Reconstructing Represented
Information (EMRRI)

While the analysis techniques described above provide compelling evidence for the
existence of information carried by a region (e.g., stimulus orientations can be de-
coded using V1 activation patterns, V1 responses are well characterized by motion
energy, and more anterior regions are better described with semantic labels), these
methods have recently been adapted to use the responses across all encoding units
(e.g., voxels) to constrain estimates of the information content within entire regions
of interest. This has allowed for a new paradigm for testing models of cognitive con-
trol over representations of information in which the region-wide representation of
a feature of interest can be reconstructed from brain activation patterns (Fig. 12.1).
This is an important step, because when forming hypotheses about how behavioral
goals might change underlying cognitive states which in turn influence behavior, we
are often more interested in understanding how information is manipulated, not in
how voxels or neurons are manipulated.

12.7.1 Estimating Information Content using Inverted
Encoding Models

In 2009, Gijs Brouwer and David Heeger [24] implemented a novel twist on the more
standard implementations of an encoding model which allowed them to use patterns
of activation across entire ROIs measured using fMRI to reconstruct region-wide
representations of particular features of visual stimuli. In this study, the authors built
an encoding model which described feature-selective responses for color hue. In this
implementation, rather than modeling information channels which correspond to
local spatial [42] or motion energy [44] filters, the authors modeled only responses
to colors of different hues but identical luminance. Using this model, they could
predict the response of each information channel to any stimulus presented to a
participant (similar to the high-dimensional encoding models described above; see
Fig. 12.5a, b, c, and d for a graphical depiction of a simple example encoding
model for a single stimulus feature), and accordingly estimate the contribution of
each information channel to the observed signal in each voxel. At this point, the
authors had computed a set of weights which characterize how the measured BOLD
response from each voxel is modulated by the activity of each information channel
(this is essentially identical to the encoding models described in Sect. 5 and 6).
Because the authors were modeling BOLD activation as a linear combination of
information channel responses, once the weights of each channel were estimated
they were able to “invert” the model to determine, for a given pattern of BOLD
activation, how strongly each information channel must have been activated. The
result of this model inversion is a matrix which maps from a high-dimensional signal
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space (here, BOLD activation in voxels) to a lower-dimensional information space
(here, responses in several hue-selective channels). This matrix can be used for any
novel pattern of BOLD data to “reconstruct” the information content of that BOLD
response pattern. To contrast this approach with that described in the previous section,
we will refer to encoding models built with the purpose of reconstructing information
content represented across groups of voxels as “encoding models for reconstructing
represented information”, or EMRRI.

Using this new EMRRI technique, the authors confirmed earlier findings which
suggested that human extrastriate visual area V4 carries information about color.
Furthermore, activity in this region could be used to reconstruct novel colors in
a continuous fashion (in addition to being able to correctly classify which of sev-
eral colors was viewed). This is especially important for evaluating information
content across different task demands. We are often interested not only in whether
the information carried within a ROI changes under different top-down cognitive
requirements, but how that information changes (see Fig. 12.5e, f, g and h for a
demonstration of how the EMRRI technique can be used to establish the manner in
which represented information changes with different task demands).

In further work, these authors have extended these methods to reconstruct the
orientation [25] and motion direction [27] of presented stimuli, as well as to evaluate
how attention to color induces categorical structure in the neural color space of
extrastriate visual regions hV4 and VOI1 [28], and to reconstruct a participant’s eye
position using activation from visual ROIs [26].

Next, we present some recent work from our lab in which we have applied the
EMRRI method to evaluate the quality of information represented in different regions
as a function of attentional factors and task demands.

12.7.2 Optimal Feature Representation

How does cognitive control act to best represent the most relevant information for
accomplishing a given task? Because the early visual system has well-characterized
responses to simple stimuli, such as oriented gratings, and in light of novel analysis
tools described above, Scolari et al. [18] used the EMRRI technique to reconstruct
the response of stimulus orientation channels under different attentional demand
conditions. They used a task in which participants were asked to determine whether
a change in orientation was in the clockwise or counter-clockwise direction from
a presented target orientation. When this task requires fine discrimination of very
small orientation changes, neural populations tuned away from the target orientation
(‘off-target’ neurons) should undergo a large change in firing rate with attention
because they better discriminate nearby stimulus features [80—83]. On the other
hand, when the task involves a coarse discrimination—that is, when the orientations
to be discriminated are far away from the target—the optimal sensory strategy is
to enhance populations tuned to the target orientation as these neurons undergo the
largest firing rate change in response to the two stimuli.
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In order to evaluate how different signal channels are modulated when attentional
demands are varied, Scolari et al. [18] used a simple encoding model for stimu-
lus orientation—based on the EMRRI approach of Brouwer and Heeger [25]—to
measure responses in different orientation channels as participants were performing
either a fine orientation discrimination task or an equally-challenging contrast dis-
crimination task with identical visual stimuli. Thus, the only parameter manipulated
by the experimenter was the task performed by the participant, and accordingly any
changes in measured orientation channel response reflect top-down attentional con-
trol over the representation of sensory information. The results are consistent with
the pattern predicted for optimal attentional gain: in early retinotopic visual areas
V1-V3, activation was relatively high in the most informative off-target populations
during the fine discrimination task compared to the control task requiring attention to
stimulus contrast (Fig. 12.6a). Importantly, the implementation of EMRRI technique
allowed for a continuous, trial-by-trial estimate of the response in each of the modeled
orientation channels. Though a classification experiment may have revealed greater
decoding accuracy when the orientation of the stimulus was attended [84], such an
experiment would not yield direct insight into how the information represented in
early visual cortex was adjusted under top-down control [17]. In contrast, the appli-
cation of an encoding model allowed for the direct assessment of a functional model
of attentional modulation of sensory representations.

The EMRRI technique was again implemented by Ho et al. [19] to identify how
the relative emphasis of decision speed or accuracy (the speed/accuracy tradeoff)
modulates the encoded information content when subjects were asked to make a
fine discrimination between two oriented gratings (i.e., is there a 5° offset between
stimuli?). By combining a mathematical model in which cognitive parameters un-
derlying perceptual decision making, such as drift rate (speed at which evidence is
accumulated from a stimulus) can be estimated using response choices and response
times [85] and an inverted encoding model for stimulus orientation, the authors iden-
tified a novel mechanism whereby sensory processing is optimally enhanced when
participants are asked to emphasize accuracy over speed. This sensory encoding en-
hancement mirrors that found above [18] in that responses in off-target orientation
channels that putatively carry the information most relevant for a decision are en-
hanced more for correct trials than for incorrect trials (Fig. 12.6b). This revealed that
decision mechanisms can selectively pool inputs from the most informative sensory
signals [19] to facilitate efficient and accurate decision making.

12.7.3 Sensory Signals Maintained During Working Memory

Visual working memory experiments are useful test-cases for examining top-down
influences on perceptual representations even in the absence of visual stimulation
(i.e., information stored in the ‘mind’s eye’). Several earlier demonstrations have
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Fig. 12.6 EMRRI enables measurements of top-down control over sensory encoding processes by
implementing the EMRRI technique to analyze visual cortex activations while performing attention
or working memory tasks with simple visual stimuli, we have revealed several features of top-down
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shown that the private contents of visual working memory could be decoded using
classifier techniques described above [41, 52, 86—89]. Recently, Ester et al. [21] built
on this work using the EMRRI method to reconstruct stimulus orientation using ac-
tivation measured during a delay interval during which participants remembered the
precise orientation of a grating that was no longer present on the screen. They found
that the reconstructed orientation response profile measured from early visual cortex
(that is, the response of a modeled set of orientation channels reconstructed from
the pattern of brain activation) can predict both the orientation of the remembered
stimulus and the precision with which each participant maintained a representation
of the remembered orientation (Fig. 12.6c). During the delay period, the orientation
channel corresponding to the orientation held in working memory had the highest
activation, and activation fell off in a graded fashion for more distant orientation
channels. Furthermore, for participants with narrow reconstructed orientation re-
sponse functions during a delay interval (that is, a more precise representation),
orientation recall performance was better than that for participants for whom ori-
entation response functions were wider [21]. Moreover, the overall amplitude of
the reconstructed response profiles was not related to working memory precision.
Thus, without using an inverted encoding model to reconstruct orientation represen-
tations, it may have been possible to observe better decoding accuracy in participants
with smaller recall errors, but the selective link between the width, but not the am-
plitude, of orientation-selective response profiles during a delay interval and recall
performance could not have been identified.

12.7.4 Attentional Modulations of Spatial Representations

Recently, we have extended the EMRRI technique to allow us to reconstruct spatial
information [23]. Instead of using orientation tuning functions to predict channel

Fig. 12.6 (continued) control over sensory encoding. a When a participant is asked to make a
challenging orientation judgment and is cued to the direction of an orientation change, top-down
processes enhance the response of information channels tuned away from the target orientation (ar-
row), which is an optimal strategy as changes in activation of these channels carry more information
about fine orientation changes than do activation changes in channels tuned to the target orientation
(Source: [18]). b When accuracy is emphasized (AE) during a similar task (as opposed to speed,
SE), channels tuned away from the target orientation are enhanced more on correct trials (C) than on
incorrect trials (/C) than are channels tuned to the target orientation (arrow). Differences between
Correct and Incorrect (C-IC) plotted. (Source: [19]). ¢ Participants are asked to precisely remember
an orientation over a delay interval. During the delay interval, responses of channels tuned to the
remembered orientation are enhanced (upper panel). The dispersion of channel response functions
(width of curve in upper panel) during the delay period predicts recall error for individual partic-
ipants (lower panel). [21]. d Using steady-state visual evoked potentials (SSVEP) measured with
EEG, near-real-time channel response functions can be measured when a participant is attending
to an oriented grating (Attended Trials) or an RSVP letter stream presented at fixation (Unattended
Trials) (Source: [22]). e Reconstructed spatial representations using activation patterns from several
visual ROIs reveal that spatial attention to a stimulus enhances its response amplitude, but does not
change its represented size. (Source: [23])
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responses during the training phase (Fig. 12.5a, b, c and d), we instead used simulated
spatial filters (similar to spatial receptive fields). The result of this application of the
EMRRI analysis framework is a reconstructed spatial representation carried by a
particular set of voxels of the visual scene viewed by an observer.

We used this technique to examine how spatial representations of simple visual
stimuli (flickering checkerboard discs presented at different positions around the
screen) are modulated by attention. It might be that spatial attention simply enhances
the net response to a stimulus within a particular ROI (that is, raising its mean response
amplitude). Or, it could act to maintain a “sharper” representation of the visual scene
(effectively shrinking this stimulus representation). Or, the amplitude (or “contrast
energy”’) of the attended stimulus could be selectively enhanced independent of other
parts of the scene.

To explore these possibilities, we scanned participants while they performed dif-
ferent tasks using identical visual stimuli. Then, we compared reconstructed spatial
representations computed using activation patterns from each of several visual ROIs
during each task condition. When participants attended to the contrast of a flicker-
ing checkerboard disc, the spatial representation carried by hV4, hMT 4-, and IPS
increased in amplitude above baseline, but remained a constant size (Fig. 12.6e).
Interestingly, as described in Sect. 6, voxel-level receptive field sizes on average in-
creased with attention in these same ROIs. Importantly, though, some voxels showed
an increase in RF size with attention, while others showed a decrease, and this pattern
of voxel-level RF size modulations with attention together resulted in an increase in
spatial representation amplitude, but no change in size [23]. When we instead sim-
ulated data in which the mean RF size change remains the same, but the pattern of
RF size changes across voxels is randomized, then spatial representations increased
in size. This result highlights the importance of considering attentional modulations
of encoding properties across all encoding units, rather than simply considering the
direction of the average modulation.

By using an inverted encoding model to reconstruct the spatial representation
carried by each ROI, we were able to more directly evaluate the role of attention on
modulating the information content of different brain regions, rather than its effects
on signal amplitude or classification accuracy. Furthermore, while the retinotopic
structure of early visual cortex has allowed experimenters to assign voxels to visual
field positions and use activation along the cortical map as a proxy for representa-
tion strength at a visual position [90, 91], this requires both a very confident and
clear measurement of cortical topography, as well as an assumption of a one-to-one
relationship between voxel responses and stimulus representation magnitude at the
corresponding visual field position. The EMRRI technique, as described above, does
not explicitly require retinotopic topography along the cortical surface—instead, all
that’s required is for different voxels to have different patterns of visual selectiv-
ity, and for their responses to be consistent across an experimental session. If these
hold, any cortical pattern of responses to different visual field positions can be used
to reconstruct spatial representations. This is especially useful for investigations of
parietal and frontal regions which contain a degraded retinotopic representation of
the visual field compared to early visual cortex.
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12.7.5 EMRRI Analysis with EEG Reveals Temporally Dynamic
Stimulus Representations

While the experiments described above have proven important for understanding
how cognitive control can act to optimize representations of sensory information,
they are inherently limited because they have utilized fMRI data and necessarily lose
a great deal of temporal resolution. In contrast, methods such as EEG and MEG
can be used to provide high temporal resolution metrics of information process-
ing, but have rarely been used to evaluate feature-selective attentional modulations.
Thus, applying inverted encoding model analysis techniques to measures of brain
activity with higher temporal resolution, such as EEG or MEG, allows us to place
important constraints on the temporal dynamics of top-down influences on neural
representations of information.

Garcia et al. [22] measured EEG responses to flickering oriented gratings and
a rapid serial visual presentation (RSVP) letter stream presented at fixation while
participants either detected a slight change in stimulus orientation (attend orientation)
or a letter target which appeared in the RSVP letter stream (attend letters). By rapidly
flickering the gratings (21.25 Hz), they were able to isolate an EEG signal called
the steady-state visual evoked potential (SSVEP), which is a peak in the frequency
spectrum at the stimulus flicker frequency and its harmonics [92]. By flickering
the oriented grating and the RSVP letter stream at different frequencies, power at
the corresponding frequency could be isolated and used in combination with the
EMRRI technique to reconstruct stimulus orientation. First, the authors implemented
a standard decoding analysis (Sect. 3)—could the orientation of the stimulus be
decoded from the power and phase of measured SSVEP responses at the stimulus
flicker frequency? They found improved decoding accuracy for stimulus orientation
when the stimulus was attended [93-95]. However, like decoding analyses in fMRI
mentioned above, an improvement in decoding accuracy does not characterize how
encoded information is manipulated [17].

To assess the representation of information more directly, the authors used an in-
verted encoding model and a wavelet decomposition of the SSVEP (which assesses
changes in power at different frequencies across time) to reconstruct the response
of 9 orientation channels at each point in time. This revealed the temporal evolution
of top-down attentional modulations in human cortex (Fig. 12.6d). The observed
“dynamic tuning functions” increased in amplitude when participants were attend-
ing to the stimulus (Fig. 12.6d), and they more strongly represented the stimulus
orientation when participants responded correctly than when they responded in-
correctly. Interestingly, the pattern of response enhancement with attention seen
in these dynamic orientation representations more closely mimics that observed in
electrophysiological experiments with macaques, in which responses to all orienta-
tions are increased by a similar coefficient (“multiplicative gain”), than the pattern
of orientation responses observed in fMRI, in which responses of all orientation
channels often increase by a similar amount (“additive shift”, [58]). This suggests
that SSVEP-derived orientation representations might more faithfully capture the
underlying neural response properties than the fMRI BOLD signal.
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So far, this novel analysis technique whereby an estimated encoding model is
inverted in order to reconstruct the information content of a brain signal (EMRRI)
has only been applied to simplistic, artificial visual stimuli such as moving dots [27],
oriented gratings [18, 20-22, 25], color [24, 28] and spatial position [23]. However,
in principle, the same approach can be extended towards more and more complex
encoding models, which could be used to study visual stimuli more similar to those
we encounter in everyday life. Though there are mathematical restrictions on the
number of encoding dimensions which can be successfully reconstructed given a set
number of signal dimensions and observations, within those constraints any well-
built encoding model which accurately captures the relevant features for a neural
system should be suitable to use for reconstructing information content. Furthermore,
we have demonstrated that the EMRRI technique can successfully be applied to both
fMRI and EEG datasets, but this is certainly not the full extent of measurement
methodologies for which this approach is applicable. Both multielectrode single-unit
electrophysiology and 2-photon Calcium imaging in animal model systems result in
datasets that could be well-analyzed using the EMRRI technique.

12.8 Conclusions

Multivariate tools for analyzing neuroimaging data are reaching mainstream adop-
tion. Decoding tools have been used to assess how cognitive control changes
information encoded in early sensory areas [84, 87]. However, only the recent appli-
cation of inverted encoding models to fMRI and EEG data has allowed for careful
investigation into how representations of information in the human visual system
change under differential top-down demands.

Several applications of encoding models have proven useful for understanding
the kinds of information carried by different brain regions [42—45]. When simple
stimuli are used, such as colored annuli [24, 28] or oriented gratings [18-22, 25],
feature selective responses can be measured using fMRI and EEG to directly recon-
struct the features viewed, attended to, or remembered by a participant. Furthermore,
comparing changes in these feature reconstructions has proven useful for evaluating
theories concerning how sensory representations should be optimally modulated dur-
ing different task conditions [ 18-20, 23, 28], as well as theories describing how visual
short-term memory utilizes sensory codes to maintain information across adelay [21].

Thus, we propose that these low dimensional and relatively simple invertible en-
coding models for reconstructing represented information (EMRRI) are primarily
useful when identifying how low-level sensory representations change as a result
of top-down control during tasks manipulating attention, planned eye movements,
visual memory, and perceptual learning. In contrast, high-dimensional visual or
semantic encoding models reveal novel insights into the way that more complex rep-
resentations (e.g., semantic space) might warp under different attentional demands.
Although these higher-level modulations are inherently more difficult to interpret,
they move us beyond the realm of artifice in stimulus design, and closer to the
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ultimate goal of understanding how the brain processes complex natural images.
Together these approaches provide an exciting glimpse at how task demands shape
the encoding, processing, and representation of visual scenes.

Exercises

1. Describe the differences between the “decoding” methods described in Sect. 3 and
the region-level “encoding” methods for reconstructing represented information
(EMRRI) described in Sect. 7. Sketch a hypothesis that would be best tested
using decoding methods, and what you would learn using these tools. Then, do
the same for EMRRI.

2. Using methods described in the chapter, design an experiment to test a hypothesis
that the human amygdala preferentially identifies fearful features of faces. What
kind of approach did you choose? How will you ensure your chosen analysis
technique is free from confounds introduced during analysis?

3. Many of the examples of implementations of the EMRRI method described in this
chapter (Sect. 6) have concentrated on sensory responses (and the manipulation
of those sensory responses by top-down control). How would these methods be
adapted to test hypotheses about, say, motor planning or decision-making?

Further Reading

1. A fantastic place to start for the interested student is the textbook “Visual Popula-
tion Codes: Toward a Common Multivariate Framework for Cell Recording and
Functional Imaging”, edited by Nikolaus Kriegeskorte and Gabriel Kreiman.

2. For an additional perspective on the strengths and weaknesses of decoding meth-
ods and encoding methods, see Naselaris et al. (2011) and Serences and Saproo
(2011; both cited below [15, 17]).

3. Aclassical study implementing decoding approaches is Kamitani and Tong (2005;
cited below [39])

4. Some classical studies implementing novel encoding methods are the original
pRF methods demonstration by Dumoulin and Wandell (2008), and the high-
dimensional “systems identification” approach developed by Kay et al. (2008)
and extended by Nishimoto et al. (2011; cited below [42, 44, 48])

5. Formore discussion of the development and different implementations of inverted
encoding model methods (EMRRI), see Brouwer and Heeger (2009), Scolari et al.
(2012), and Sprague and Serences (2013; all cited below, [18, 23, 24]).
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Chapter 13
Distinguishing Between Models of Perceptual
Decision Making

Jochen Ditterich

Abstract Mathematical models are a useful tool for gaining insight into mechanisms
of decision making. However, like other scientific methods, its application is not
without pitfalls. This chapter demonstrates that it can be difficult to distinguish
between alternative models and it illustrates that a model-based approach benefits
from the availability of a rich dataset that provides sufficient constraints. Ideally,
the dataset is not only comprised of behavioral data, but also contains neural data
that provide information about the internal processing. The chapter focuses on two
examples taken from perceptual decision making. In one case, information about
response time distributions is used to reject a model that is otherwise consistent
with accuracy data and mean response times. In the other case, only the availability
of neural data allows a distinction between two alternative models that are both
consistent with the behavioral data.

13.1 Introduction

Mathematical models can be extremely helpful tools for interpreting or making sense
of experimental data, but there are also pitfalls associated with their use. For example,
a model might be consistent with certain aspects of an experimental dataset, but
it might be inconsistent with other aspects. If those latter aspects had not been
considered during the modeling process or, even worse, if those data had never been
collected in the first place, one would never have realized the inappropriateness
of the model. What also tends to happen quite frequently is that multiple models
can account roughly equally well for a given dataset. Thus, finding a model that
is consistent with a given dataset does not mean that it is the only one that could
potentially explain the data. Also, one might have to collect additional data that are
able to distinguish between models that otherwise seem indistinguishable.
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To make things more concrete, in this chapter we will be looking at two examples
taken from perceptual decision making. In the first one we will see a model that
is able to account for certain aspects of the decision behavior, accuracy and mean
response times, but that fails to explain another aspect of the behavioral data, the
response time distributions. We will then consider a modified model that can capture
all aspects of the behavioral dataset. In the second example we will see two models
that can account equally well for another behavioral dataset. Only the availability of
neurophysiological data allows rejecting one of them.

13.2 Distinguishing Between Time-Invariant and Time-Variant
Mechanisms of Perceptual Decision Making Based
on Response Time Distributions

The behavioral data that will be used in this section is taken from an experiment
by Roitman and Shadlen [1]. Monkeys were trained to make a decision between
leftward or rightward motion in a dynamic random dot display. While fixating a
central spot on a computer screen, monkeys were watching a cloud of dots in a
circular aperture around the fixation point. On a given trial, a certain fraction of these
dots were translated coherently either leftward or rightward, whereas the remaining
dots flickered randomly. The percentage of coherently moving dots, the stimulus
strength or motion coherence, was varied randomly from trial to trial. The monkeys
had to identify the direction of net motion in the visual stimulus and to make a two-
alternative forced choice between leftward or rightward. The monkeys were allowed
to watch the stimulus as long as desired and provided an answer by making a goal-
directed eye movement to one of two choice targets that were presented to the left
and to the right of the motion stimulus. On each trial, the monkey’s choice and the
associated response time (RT), the time between appearance of the motion stimulus
and initiation of an eye movement to a choice target, were recorded and a fluid reward
was given for a correct choice. The task is illustrated in Fig. 13.1a.

When confronted with this task, both humans and monkeys show a behavioral pat-
tern where both accuracy and mean RT vary systematically with stimulus strength
[1, 2]. The symbols in Fig. 13.1b show the monkeys’ accuracy and the mean RT
associated with correct choices as a function of motion coherence: the more use-
ful information is provided by the sensory stimulus (higher coherence), the more
accurate and, on average, faster the decisions are.

How did the monkeys make a decision between left and right? A major advantage
of using a task like random-dot motion discrimination is the availability of knowl-
edge about how the sensory evidence is represented in the brain. Britten et al. [3]
have recorded from motion-sensitive neurons in the middle temporal area (MT),
which have been demonstrated to carry the sensory evidence that is used to make the
decision [4, 5]. These neurons are direction-selective and increase their firing rate
roughly linearly when motion in the preferred direction is presented and coherence
is increased. Likewise, the firing rate decreases roughly linearly when motion in the
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opposite direction is presented and coherence is increased. These neurons show a ro-
bust response when a non-coherent motion stimulus is presented (pure noise, no net
motion), which fluctuates substantially over time. Two task-relevant pools of such
neurons, one tuned to rightward motion, the other one tuned to leftward motion, are
represented by the blue boxes in Fig. 13.1c. The difference between the activities of
these two pools (yg = xg — xr, in the figure) would be a particularly informative
signal for making the decision: it is zero on average for a pure noise stimulus, pos-
itive for a stimulus with net rightward motion, and negative for a stimulus with net
leftward motion. Furthermore, the absolute value of the signal is expected to scale
linearly with motion coherence. However, the signal would still fluctuate consider-
ably over time (as indicated by the blue traces in the figure). A reasonable way to deal
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with these fluctuations, at least in the case of a stationary signal that does not change
its properties over time, would be to integrate the signal over time, which improves
the signal-to-noise ratio as time progresses. This integration process (for both net
sensory evidence signals yg and y; ) is indicated by the green boxes in Fig. 13.1c.

Making a decision requires solving two problems: which option to choose and
when to make the choice. The assumption in the proposed model is that the decision
process terminates as soon as one of the accumulated net evidence signals reaches
a fixed decision threshold (indicated by the reddish boxes in the figure). Since the
decision time cannot directly be measured in the experiment, we further make the
assumption that the measured RT is the sum of the decision time and a constant
processing time associated with initial processing of the visual information and sac-
cade preparation (“residual time”). Thus, we assume that decision making, visual
processing, and motor preparation are independent processes and that trial-by-trial
RT variations are dominated by the variability of the decision time. Further model
details can be found in [6]. Note that this model is mathematically equivalent to the
drift-diffusion model that has been proposed to account for a variety of perceptual
decision-making datasets [7]. Since y; = —yg and both integrators are perfect,
the outputs of the two integrators have the same absolute value, but opposite sign.
Comparing each of these outputs to the same fixed decision criterion 6 is therefore
equivalent to comparing the output of just one integrator, reflecting the current state
of the drift-diffusion process, with two decision boundaries that are located at 46
and —6.

We can now ask how well such a model can account for the observed decision
behavior. We can estimate the model parameters through an optimization process,
in this case, for example, by minimizing the sum of squared deviations between
the predicted and actual mean RTs. The right panel in Fig. 13.1b shows that with
three free model parameters (after arbitrarily fixing the decision threshold at one, the
proportionality factor between motion coherence and the mean of yg, the variance
of yg, and the residual time need to be determined) a perfect match between model
and data mean RTs can be achieved. Furthermore, as shown in the left panel, the
model can also account for the psychometric function quite well.

A different picture arises when the trial-by-trial variability of RTs is taken into
consideration. Figure 13.1d shows a comparison between the actual RT distributions
(gray histograms) and the ones predicted by the model (colored lines). These dis-
tributions have obviously quite different shapes: the RT distributions in the dataset
are almost symmetric, whereas the ones that are predicted by the model are very
asymmetric. By following Exercise 1 in Sect. 5, a programming exercise, the reader
can easily convince himself that decision time distributions with exponential tails are
a general property of sequential sampling mechanisms with a fixed decision criterion
(at least when the samples are i.i.d.), regardless of how much temporal integration
is involved. The data are therefore obviously inconsistent with such a mechanism. A
possible way out of the dilemma is the consideration of time-variant decision mech-
anisms. In particular, we will be looking at a decision mechanism where the decision
criterion changes as a function of the time that has passed since the beginning of
the current decision trial: the decision threshold drops as time progresses (as shown



13 Distinguishing Between Models of Perceptual Decision Making 281

in Fig. 13.2a). As a consequence, long decision times become less frequent and the
exponential tails of the distributions disappear. As can be seen from Fig. 13.2b, such
amodel is able to produce RT distributions that match the shape of the observed dis-
tributions. Furthermore, the model is still able to account for accuracy and mean RTs
(Fig. 13.2¢) and can even explain why error RTs are expected to be longer than RT's
associated with correct responses, which is not predicted by the basic drift-diffusion
model (but see [8] for a different modification). Further details regarding the model
and the fitting procedure can again be found in [6].

Why might a decision mechanism take advantage of a time-variant property like
a decision criterion that changes as a function of how much time has already been
spent on collecting evidence? It has been pointed out in the literature [9] that a
mechanism of the type shown in Fig. 13.1c would be a good approximation of
the Sequential Probability Ratio Test (SPRT), an algorithm that is optimal in the
sense that it minimizes the mean decision time for a given desired level of accuracy
[10]. The key argument is based on the observation that the net sensory evidence
( yg or yr) is roughly proportional to a log likelihood ratio (see [9] for details).
However, the proportionality factor changes with motion strength. If all trials had the
same motion coherence, a fixed decision criterion could be set such that a particular
accuracy level is achieved and the cumulative decision time would be minimized.
The experiment, however, is typically performed with a random mix of motion
coherences. In this situation, as has been shown in Fig. 13.1b, subjects’ accuracy
changes considerably with motion strength, meaning that they keep integrating the
difference between xz and x; to a criterion and do not adjust the proportionality
factor based on the difficulty level of a given trial. I have demonstrated in [11]
that, under these circumstances, a time-variant decision mechanism can provide a
larger reward rate than an otherwise comparable mechanism that does not change its
properties over time. In the meanwhile it has been shown that it is indeed a decision
mechanism with a criterion that is lowered as time passes that maximizes reward rate
[12]. Intuitively, the more time has already been spent on a decision without having
reached threshold, the more likely it is that one is dealing with a low-coherence trial.
As has been demonstrated in [13], the closer the mean of the net sensory evidence
signal is to zero (“drift rate” in the context of the drift diffusion model), the lower
the decision criterion has to be to maximize reward rate (in the regime of small drift
rates).

In this example, evaluating the RT distributions was essential for noticing that a
model that would otherwise have been compatible with accuracy and mean RTs of the
decisions was really inconsistent with the experimental data. Let us now have a look
at a second example. In this case, we will see two models that are both consistent with
the observed decision behavior (including RT distributions) and it is only through
the availability of additional neural data that one of the models can be ruled out.
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13.3 Distinguishing Between Feedforward and Feedback
Inhibition Mechanisms Based on Neurophysiological Data

We will again be looking at data from a random-dot motion direction discrimination
task. This time, however, the subjects had to make a judgment about a stimulus
that had coherent motion in three different directions at the same time. The task
was to identify the direction of the strongest motion component in the stimulus
[14]. The advantage over the basic version of the task, as discussed above, is that
the experimenter has control over how much sensory evidence is provided for and
against each of the potential choices. The task is illustrated in Fig. 13.3a. Let us first
have a look at human behavioral data and potential models that could explain the
observed decision behavior. Later we will be looking at neural data that have been
recorded from monkeys performing the same task.

We had already introduced a mechanism for perceptual decisions between two
alternatives in Fig. 13.1c. Figure 13.3b shows a generalization of such a mechanism
for more than two alternatives. Each choice alternative is associated with an inde-
pendent integrator (yellow boxes). Whichever integrator reaches a fixed decision
criterion first (orange boxes) determines choice and decision time. Pools of sensory
neurons (red, green, and blue boxes) provide evidence in favor of a particular choice
(feedforward excitation; solid colored arrows) as well as evidence against the other
alternatives (feedforward inhibition; dashed colored arrows). Such a mechanism can
account for the distribution of choices (Fig. 13.3c), mean RT (Fig. 13.3d), and RT
distributions (Fig. 13.3e). Since each stimulus is characterized by a set of three co-
herence values, the data are plotted such that the x-coordinate reflects the coherence
of the strongest motion component and the color codes for the coherences of the other
two motion components. The different shapes in Fig. 13.3c code for choices of the
target associated with the strongest motion component (circles; correct choices) and
errors (squares: intermediate component; diamonds: weakest component). Further
details regarding the model and the model fit can be found in [15].

Many decision mechanisms that have been proposed in the literature have an
architecture thatis quite different from the one shown in Fig. 13.3b: the integrators are
not independent, but compete with each other through lateral (or feedback) inhibition
[16, 17]. For perceptual decisions between two alternatives, it has been pointed out
in the literature that these different types of decision mechanisms (feedforward vs.
feedback inhibition) can produce virtually indistinguishable decision behavior [13].
This also turns out to be the case in our 3-choice experiment. Figure 13.4a shows a
decision mechanism that is based on feedback inhibition. The integrators compete
with each other through feedback inhibition (dashed arrows). The sensory pools (red,
green, and blue boxes) provide only excitatory input to one integrator each. As can
be seen in Figs. 13.4, such a model can account for the behavioral data just as well
as the mechanism that was based on feedforward inhibition and that was shown in
Fig. 13.3. Further details of the model can again be found in [15].



284 J. Ditterich

Sensory information Integrators
Pool of MT +1 T<® Ist target
gt |« O [dr 7 e
Ist direction ~ 4K = .
S, i

- e, :

\ - Choice &
A / tdecision
/ ) -
Pool of MT / a
e—r O— J' oy == Thlwshold
2nd direction | - ~ 20 [, clement 7>
o e, i
Pool of MT /7 3rd target
t<
neurons pref. | & oO— J’ @y B it
3rd direction e =0 i clement
3 3

1800

1600

(max. /25% /

14001
12001

10001

0-21" O Target associated with strongest component 8001
Target associated with intermediate component
Target associated with weakest component

Relative frequency of choice
Mean RT (+/- 1 and 2 SE) [ms]

600
0 ——
c 0 10 20 30 40 d 0 10 20 30 40
Motion strength of strongest component [%] Motion strength of strongest component [%]

(20%/15% / 5% ) [ (30%/25%/15%)
correct choices jg  comeet choices

I 00
0 1000 2000 000 4000 0 1000 2000 3000 4000

(30%/15% /5% ) o
correct choices

(40% / 25% / 15% )
correct choices

I o
0 1000 2000 3000 4000 o 1000 2000 3000 4000

e RT [ms] RT [ms]
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(squares), or weakest (diamonds) motion component. d Mean RT. The symbols represent the data,
the lines the best-fitting model of the type shown in b. e RT distributions. The gray histograms
represent the data, the blue lines the predictions of the best-fitting model of the type shown in b

Although both mechanisms produce virtually identical decision behavior, their
inner workings are quite different. In the case of the feedforward inhibition mecha-
nism, sensory evidence for a particular direction pushes one of the integrators towards
its decision threshold and the other integrators away from their decision thresholds
throughout the decision. In the case of the feedback inhibition mechanism, sensory
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evidence pushes only a particular integrator towards its decision threshold, and it
is the buildup of activity in a particular integrator that suppresses activity in the
competing integrators. Our goal was to reveal the inner workings of the decision
mechanism by training monkeys to perform the same decision task and by recording
from neurons in the brain that have previously been shown to carry decision-related
activity. When monkeys perform a random-dot motion direction discrimination task
and report the choice with a goal-directed eye movement, the activity of neurons
in the lateral intraparietal area (LIP) in parietal cortex reflects the ongoing decision
[1, 18, 19] and has even been shown to have a causal effect on the outcome of the
decision [20]. The response of this type of neurons in our 3-choice task is shown in
Fig. 13.5a. The plot shows the average firing rate as a function of time, aligned with
the onset time of the motion stimulus (dashed line). The recordings are performed
by placing one of the choice targets inside the response field (RF) of the recorded
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neuron. The coherence of the motion component that moves towards this target de-
fines the strength of the sensory evidence for choosing this target (pro evidence) and
the average coherence of the other two motion components defines the strength of
the evidence against choosing this target (anti evidence). For the purpose of this plot,
all stimuli were grouped into four different categories according to whether the pro
evidence was high or low and whether the anti evidence was high or low (different
colors in Fig. 13.5a). As can be seen, approx. 200 ms after motion stimulus onset, the
decision-related LIP neurons show a ramping response whose slope depends on the
sensory evidence. Figure 13.5b further illustrates that the slope in the shaded area
in Fig. 13.5a is roughly a linear function of the difference between the pro and the
anti evidence. Further details regarding the experiment and the data analysis can be
found in [21].

The particularly interesting analysis of the neural data for the purpose of telling the
difference between decision mechanisms that are based on feedforward or feedback
inhibition is shown in the remaining panels of Fig. 13.5. We isolated the effect of the
pro evidence on the neural response by performing a trial selection such that we had
two groups of trials with a large difference in pro evidence, but identical distributions
of anti evidence. (Details of the method can be found in [21].) The result is shown
in Fig. 13.5c with the red trace representing trials with high pro evidence and the
blue trace representing trials with low pro evidence. Figure 13.5¢ shows an even
cleaner version of the difference between the two traces by first subtracting the
common signal before averaging across recorded neurons. The same principle was
used to isolate the effect of the anti evidence on the neural response and the result
is shown in Fig. 13.5d and 13.5f. In this case, the red trace represents trials with
high anti evidence and the blue trace trials with low anti evidence. Overall, it can
be seen that the pro evidence has an excitatory effect and that the anti evidence
has an inhibitory effect. The triangles and shaded areas in Figure 13.5e and 13.5f
indicate the continuous time periods during which the pro and anti evidence had a
significant effect on the neural response. Interestingly, the inhibitory effect of the
anti evidence manifests itself substantially earlier (approx. 200 ms into the trial;
Fig. 13.5f) than the excitatory effect of the pro evidence (approx. 280 ms into the
trial; Fig. 13.5e). This observation has important consequences for constraining the
structure of the underlying decision mechanism. The observed inhibition cannot
solely rely on a feedback mechanism, in which case it would have to follow a change
in neural activity that is brought about by the excitatory effect of the pro evidence.
In the recorded pool of decision-related neurons, the inhibitory effect of the anti
evidence actually precedes the excitatory effect of the pro evidence. This clearly
indicates the presence of feedforward inhibition and rules out a mechanism of the
type shown in Fig. 13.4a that only relies on feedback inhibition. However, we cannot
rule out the possibility that the actual decision mechanism takes advantage of a
mixture of feedforward and feedback inhibition mechanisms and might therefore be
a hybrid of the classes of mechanisms shown in Fig. 13.3b and Fig. 13.4a. We have
some experimental evidence that this might indeed be the case, but a more in-depth
analysis is required before final conclusions can be drawn.
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Fig. 13.5 Neural activity in parietal cortex (area LIP) during the 3-choice task (adapted from
[21]). a Average firing rate, time-locked to motion stimulus onset, as a function of the strength of
both pro and anti sensory evidence for the choice associated with the target inside the recorded
cell’s RF. The slope in the shaded area is steepest for trials with high pro evidence and low anti
evidence and shallowest for trials with low pro evidence and high anti evidence. b The firing rate
slope in the shaded area in a is roughly a linear function of net motion strength (the difference
between the coherence of the motion component that supports choosing the target in the RF and
the average coherence of the other two motion components). ¢ Isolated effect of the strength of
pro evidence on neural activity. More than 250 ms into the stimulus, the firing rate is higher for
strong pro evidence (red) compared to weak pro evidence (blue). d Isolated effect of the strength
of anti evidence on neural activity. The firing rate is higher for weak anti evidence (blue) compared
to strong anti evidence (red). e Deviation from average response profile due to strength of pro
evidence. A significant effect is observed 280 ms into the trial. f Deviation from average response
profile due to strength of anti evidence. A significant effect is observed 200 ms into the trial
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13.4 Conclusion

We have seen two examples where it was difficult or even impossible to distinguish
between different decision mechanisms based on particular datasets. In one case, a
model seemed consistent with choice accuracy and mean RTs and only taking the
shape of RT distributions into account allowed rejecting the model. In the other
case, two models were able to explain choice accuracy, mean RTs, and even RT
distributions and only the availability of neural data allowed rejecting one of them.
More generally, rejecting a model based on available data is relatively straightforward
when the model cannot account for the observed data. It is much more difficult
to make the claim that a model accurately describes the actual mechanism when
it is able to account for observed data. Oftentimes it would be possible to find
alternative models that could account for the observed data just as well. Thus, the
more constraining data one has access to, ideally data from different domains like, for
example, behavior and physiology, the easier it is to discriminate between alternative
models.

Exercises

The following exercises are simulation exercises to make the reader familiar with
properties of decision mechanisms based on sequential sampling. Readers with
some programming experience are strongly encouraged to write their own pro-
grams for solving the exercises, but we also provide scripts for MATLAB and
the freely available alternative Scilab. These scripts can be downloaded from
http://www.peractionlab.org/supmat/2.

1. In this first exercise we want to develop a feeling for how decision times are
distributed when decisions are made based on comparing sequentially sampled
data to decision criteria, both when integrating the incoming evidence over time
and without doing so. Let’s assume that we observe an incoming stream of random
numbers (our “sensory” evidence) and we want to decide whether these numbers
have been drawn from a distribution with a positive or a negative mean (the two
alternatives to choose from). Let’s say that the numbers are either drawn from a
normal distribution with a mean of + 1 and a standard deviation of 3 or from a
normal distribution with a mean of — 1 and the same standard deviation. These
distributions are highly overlapping, which makes it a difficult decision problem.
Let’s look at temporal integration first, which makes it a discrete approximation
of a drift-diffusion process. We keep adding the incoming numbers until the sum
is either larger than a positive decision criterion A, in which case we decide in
favor of a positive mean, or until the sum is smaller than — A, in which case we
decide in favor of a negative mean. Since it is a symmetric problem, we only have
to simulate sampling from one of the distributions (for example, the one with a
mean of + 1). Thus, crossing the 4+ A threshold corresponds to correct decisions
and crossing the — A threshold corresponds to errors.
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2. Let’s set A to 25 and simulate 20,000 decision trials. For each trial, record how
many random numbers had to be summed until one of the decision thresholds
was crossed, which corresponds to the decision time on that trial, assuming that
the evidence samples arrive at a constant rate. Plot the distribution of decision
times. What does the distribution look like? You should notice the asymmetric
shape with a long exponential tail.

3. Let’s now do the same for a decision mechanism that does not take advantage
of temporal integration. Each individual sample is tested whether it exceeds a
positive threshold B, in which case we decide in favor of a positive mean, or
whether it is smaller than — B, in which case we decide in favor of a negative
mean. Let’s set B to 7 and simulate again 20,000 decision trials. What does the
distribution look like? What do both distributions have in common? What is the
difference between the shapes of the two distributions?

4. Sofar wehave only looked at the distributions of decision times. Let’s get accuracy
into play to see what the advantage of the decision mechanism with temporal
integration is. Return to your first simulation and, in addition to keeping track of
the decision times, keep also track of how many decisions are correct. How does
the decision threshold have to be chosen (somewhere between 5 and 20) to obtain
an accuracy of approximately 90 %? How many samples have to be evaluated on
average to achieve this accuracy?

5. Let us now return to the simulation of the decision mechanism without temporal
integration. How does the decision threshold have to be chosen (somewhere
between 5 and 10) to obtain an accuracy of approximately 90 %? How many
samples have to be evaluated on average in this case to achieve such accuracy?
How does this compare to the result for the mechanism with temporal integration?
What conclusion would you draw from this observation?

Further Reading
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to Test Models of Decision Dynamics: Bounded Diffusion vs. the Leaky Competing
Accumulator Model. Frontiers in Neuroscience 6:79
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Chapter 14
Optimal Decision Making in the
Cortico-Basal-Ganglia Circuit

Rafal Bogacz

Abstract This chapter presents a model assuming that during decision making the
cortico-basal-ganglia circuit computes probabilities that considered alternatives are
correct, according to Bayes’ theorem. The model suggests how the equation of Bayes’
theorem is mapped onto the functional anatomy of a circuit involving the cortex, basal
ganglia and thalamus. The chapter also describes the relationship of the model to
other models of decision making and experimental data.

14.1 Introduction

The basal ganglia are a set of subcortical nuclei that are critically important for ac-
tion selection [1]. The connectivity and response properties of different neuronal
populations in the basal ganglia have been characterized in many studies [2, 3].
These rich experimental data allowed development of computational models de-
scribing how different functions of basal ganglia are implemented in their circuitry
[4-9]. For example, the basal ganglia are important for learning the expected re-
wards associated with selecting different actions in different contexts, and Chapter
8 by Frank described how this reinforcement learning is achieved in the neural sub-
strate. This chapter presents a model suggesting that during action selection on the
basis of noisy sensory information, the cortico-basal-ganglia circuit approximates a
statistically optimal decision making procedure [4, 10].

Before describing the model, let us start with an example of a very simple decision
task involving noisy sensory information. Consider a rat that has to press a left or a
right lever on the basis of an auditory stimulus. The auditory stimulus consists of a
sequence of short intervals (e.g. 100 ms) during which a low or high tone is presented.
On trials on which pressing the left lever is rewarded, the low tone has 70 % chance of
occurring in each interval, while the high tone has only 30 % probability of occurring.
Conversely, on trials with the right lever being rewarded, the high and low tones have
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70 and 30 % probabilities, respectively. Please note that in this task, to maximize its
reward, the rat needs to listen to the stimulus, accumulate information from successive
beeps, and only make a choice once it reaches a certain level of confidence. The model
presented in this Chapter proposes how the computations required to conduct such
decision process are implemented in the cortico-basal-ganglia circuit.

14.2 Model

While presenting the model in this section we will follow the three levels of analysis
proposed by Marr [11]. He suggested that when developing a computational model
for any system within a brain, it is useful to progress through three levels of its
description:

* Computational level—describing what computations the system performs, and
why such computation is appropriate for achieving a particular function.

e Algorithmic and representation level—describing how the computation defined
above is performed, i.e. how the inputs and outputs are represented, and what
algorithm transforms the input representation into the output representation.

* Implementation level—describing how the algorithm described above is physi-
cally implemented in neural hardware.

The following three subsections provide the description of the model on the above
three levels of analysis.

14.2.1 Computational Level

The description of the computation the model performs is very simple. Let us denote
the actions available in a given context by A;, thus in the example in the Introduction,
the rat has two potentially rewarded actions A and A, corresponding to pressing the
left and the right lever respectively. The model proposes that during action selection
the circuit is computing for each actions A; the probability of this action being
appropriate. Let us denote this probability by P(A;). Thus in our example, after
each beep the probabilities of the two actions are updated according to the stimulus.
Finally, the model suggests that whenever for any action its probability exceeds a
threshold of confidence, this action is initiated.

Let us now discuss in what sense the above decision procedure is optimal. The
above procedure is known as the Multihypothesis Sequential Probability Ratio Test
(MSPRT) [12]. It is a generalization to multiple alternatives of the Sequential Prob-
ability Ratio Test (SPRT) developed earlier for the choice between two alternatives
[13]. To understand the optimality properties of these procedures we need to first
note that any decision procedure on the basis of sequentially sampled noisy informa-
tion exhibits the speed-accuracy tradeoff. Namely, if the decisions are made quickly,
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e.g. by lowering the threshold of confidence required to trigger choice, they are less
accurate. Conversely, if a higher accuracy is required, the decisions need to take
longer. The SPRT is optimal in a sense that for any required level of accuracy, it
achieves the fastest average decision time [14]. For the MSPRT the same optimality
property has been proven analytically in a limit of accuracy close to 100 % [15],
and simulations indicate that for lower accuracy levels, the MSPRT makes choices
faster or equally fast than other decision procedures [16]. The optimality property
of the SPRT/MSPRT is ecologically relevant, because making fast decisions allows
increasing the rate of receiving rewards. In particular, it has been shown that in a wide
range of tasks the reward rate is maximized when the animal employs a procedure
that minimizes decision time for a given accuracy, and the threshold parameter is set
appropriately [17].

14.2.2 Algorithmic and Representation Level

In this section we first describe how the probabilities of actions are computed on
the basis of sensory input, and then how the probabilities are represented in the
model. Let us assume for simplicity that time is divided into discrete intervals. Let
us denote the sensory input provided in the current time step by S. The sensory input
can influence animal’s estimates of probability of each action A;, because from past
experience, the animal could have learnt how often stimulus S occurred on trials
when action A; was appropriate. Let us denote this rate of occurrence by P(SIA;).
Thus for example, in the task described in the Introduction, if we denote pressing the
left and right levers by A; and A,, while hearing the low and high tones by S, and S,
respectively, the animal could have learnt from previous trials that P(S;1A;)=0.7,
P(S11A,) =0.3, etc. The computation required to update probabilities of actions on
the basis of sensory input is described by Bayes’ theorem.

P(Ays) = PADPBIAD (14.1)

P(S)

Bayes’ theorem has been discussed in Chap. 9 by Mars and O’Reilly. Bayes’ theorem
simply says that in order to compute the updated or posterior probability of action
P(A;1S), one needs to multiply the previous or prior probability P(A;) by the proba-
bility of the sensory input S appearing on trials on which action A; is correct, denoted
P(S|A;), which could have been learnt from experience. Additionally, to ensure that
the posterior probabilities add up to 1, this product is divided by a normalization
term P(S) equal to the sum of corresponding products across all N actions:

N
P(S) = ZP(A,-)P(S|A,») (14.2)

i=l1

Figure 14.1arepresents the equation of Bayes’ theorem as a network of computational
elements. For simplicity the diagram is shown just for two actions. The computed
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P(4,1S) P(4,S) log P(4,|S) logP(4,|S)

a b

Fig. 14.1 Representation of the computation of the probabilities of actions (panel a) and their
logarithms (panel b). Circles denote mathematical operations and arrows denote flow of information.
Yellow and blue pathways show computations of the probabilities for two sample actions, while green
pathways compute the normalization

posterior probabilities become the basis of the computation for the next step, hence
they need to be fed back with a time delay. To simplify notation, we will assign the
posterior probabilities P(A;1S) as the prior probabilities P(A;) for the next iteration.
For readers who have not used Bayes’ theorem before, we recommend doing now
Exercise 1 listed at the end of the Chapter, to gain an intuition for how Bayes’
theorem updates probabilities of actions on the basis of a sequence of stimuli in the
task described in the Introduction.

The way the probabilities are represented in the model affects how easy it is for
neurons to implement the above update of probabilities. Equation 1 includes multipli-
cation and division, that are not natural operations for neurons, but this problem can
be solved by taking logarithm. Recall that the logarithm has the following properties:
log a-b=1log a+log b, and log a/b =1og a — log b. Hence taking the logarithm of
both sides of Eq. 1 we get:

log P(A;|S) = log P(A;) + log P(S|A;) — log P(S) (14.3)

Thus if the neurons have firing rates proportional to the logarithms of probabilities,
the update according to Bayes’ theorem can be performed just using addition and
subtraction. The computation of the logarithm of the normalization term becomes
only slightly more complex, as it needs to include nonlinear transformations:

N
log P(S) = logZexp (log P(A;) + log P(S|A))) (14.4)
i=1
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Fig. 14.2 Mapping of Bayes’

— 1. P lo, P
theorem on a subset of the o8 I &

anatomy of the cortico-basal- logP log P
ganglia-thalamic circuit.
Yellow and blue circles denote Frontal ctx.

. - Sensory
neural populations selective

for two sample actions, and
the labels next to the circles
indicate their locations.

. Striatum STN
Arrows denote excitatory
connections, while lines
ended with circles denote
inhibitory connections Output GP

~log P(4,|S) ~logP(4,S)

Thalamus

log P(4,|S)  logP(4,|S)

Figure 14.1b illustrates the update of logarithms of probabilities as a network of
computational elements.

14.2.3 Implementation Level

Figure 14.2 illustrates how the computations described in Eq. 3 or Fig. 14.1b could be
mapped on the subset of the known connectivity of the cortico-basal-ganglia-thalamic
circuit [10].

The logarithms of sensory inputs given actions, log P(SIA;), could be represented
in the firing rates of sensory neurons. Let us illustrate it in the task considered in the
Introduction. If a low tone is presented, then log P(SIA) is higher than log P(SIA>),
and the neurons in auditory cortex selective for low tone have higher firing rate than
the neurons selective for high tone (and vice-versa for high tone). Thus log P(SIA;)
and log P(SIA,) are proportional to firing rates of auditory neurons selective for
low and high tone respectively. Hence terms log P(SIA;) and log P(SIA;) could be
provided by appropriately weighted inputs for the sensory neurons (such appropriate
weightings could be learnt using reinforcement learning, e.g. [18]). It has been also
shown that log P(SIA;) could be represented in the firing rates of sensory neurons
for more complex perceptual tasks, e.g. the motion discrimination task [19].

In the model illustrated in Fig. 14.2, the neurons in the frontal cortex add the input
from sensory neurons to the logarithm of the prior probability which is provided by a
feedback from the thalamus, thus they perform the addition in Eq. 3. The logarithm
of the normalization term is computed in the model in a circuit of subthalamic
nucleus (STN) and external segment of globus pallidus (GP), and this computation
is described in detail later. The output nuclei receive excitation from STN (which in
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the model is proportional to log P(S)) and inhibition from the cortex via the striatum
(which in the model is proportional to log P(A;) + log P(SIA;)), and subtract these
two inputs, thus according to Eq. 3, their activity is proportional to —log P(A;IS).
The output nuclei send inhibition to the thalamus, so the activity in the thalamus is
proportional to the logarithm of the posterior probability, i.e. log P(A;1S). Finally,
the logarithm of the posterior probability is sent back from the thalamus to the frontal
cortex as it becomes the basis of the computation (or prior log P(A;)) in the next
time step.

We now need to consider a biological constraint that the firing rates cannot be
negative, as logarithms of probabilities are negative (because probabilities are by
definition smaller than 1). This problem can be solved by assuming that the firing rates
are proportional to logarithms of probabilities increased by a constant c. Equations
below describe computations performed by each of the nuclei:

SEN; =1ogP(S|A)+c¢ (14.5)
log P(A;) + c+ SEN; at the first interval
CTX; = g P(4) (14.6)
TH;(t — 1)+ SEN; at subsequent intervals
N
STN =log ) "expCTX; (14.7)
i=1
OUT;, = —-CTX; + STN (14.8)
TH; =c—OUT,; (14.9)

In the above equations SEN;, CTX;, OUT; and TH; are firing rates of populations of
sensory, frontal cortical, output and thalamic neurons selective for alternative i. At
the start of the trial the cortical neurons are initialized to the logarithms of initial prior
probabilities of actions, and subsequently they receive feedback equal to thalamic
activity in the previous time step TH;(t — 1). Note in Fig. 14.2 that in the model
each neural population in the output nuclei receives input from all populations in the
STN in agreement with experimental data suggesting that STN projections are more
diffuse [20, 21]. Thus the term STN in Eq. 8 actually denotes the sum of activities
across all STN populations:

N
STN = Z STN; (14.10)
j=1

We will describe how the activity described by Eq. 7 could arise in the STN later,
but first let us demonstrate that the model described by Eqs. 5-9 correctly updates
probabilities. At the first interval the cortical activity is equal to (from Eqs. 5-6):

CTX; = log P(A;) +log P(S|A;) + 2¢ (14.11)
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Thus cortical neurons encode the sum of log probabilities indicated by labels in
Fig. 14.2 increased by a constant that is the same for all alternatives. The model has a
property that if the same constant is added to the activity of all cortical populations,
the activity in the output nuclei does not change. In particular, if to simplify notation
wedenotelog P(A;) + log P(SIA;) by X; (sothat CTX; = X; + 2c¢), then the feedback
provided by the STN is (from Eq. 7):

N N
STN = logZexp (Xi +2c) =log (exp (2¢) Zexp Xi)
i=1 i=1
N N
= logexp (2¢) + 10g2exp X = logZexp X +2c (14.12)

i=l i=1

Constants 2c¢ then cancel while computing the activity in the output nuclei:

N
OUT, = —X; — 2c —log ) expX; + 2c = —log P(A;S) (14.13)

i=1

We have shown that at the end of the first interval the model computes the posterior
probabilities of actions. Since they are then fed back to cortical integrators as prior
for the next interval it can be shown using analogous calculations that the network
computes correctly the posterior probability in every subsequent interval.

Let us now consider how the STN-GP circuit could compute the expression in
Eq. 7 required for normalizing represented probabilities. Bogacz and Gurney [4]
have shown that the STN-GP circuit with the architecture shown in Fig. 14.2 would
produce the above activity of STN, if the neural populations in STN and GP had the
following relationships between their inputs and their firing rates:

STN; =exp(CTX; —GPF;) (14.14)
GP;, =STN —1logSTN (14.15)

In the above equations, STN; and GP; denote the firing rates of STN and GP neurons
selective foraction A;. The STN neurons receive excitation from cortex and inhibition
from GP, so their total inputis CTX; — GP;, thus Eq. 14 implies that the STN neurons
in the model have an exponential relationship between their input and firing rate.
The GP neurons receive input from STN, but this input is coming in Fig. 14.2 from
STN neurons selective for all actions which we denote by STN without a subscript
(see Eq. 10). Equation 15 implies that the GP provides inhibition proportional to
STN —log STN.

Before considering a mathematical proof, let us provide an intuition for how the
STN-GP circuit computes Eq. 7. Starting from the right end of Eq. 7, the cortical
activity CTX; is provided to the STN in the model by the hyperdirect pathway from
cortical populations (see Fig. 14.2). The exponentiation is performed by the STN
neurons (cf. Eq. 14). The summation is achieved due to the diffuse projections from
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the STN—in the model each neural population in the output nuclei receives input
from all populations in the STN hence the neurons in the output nuclei can sum
the activity of STN populations. The only non-intuitive element of the computation
of Eq. 7 is the logarithm—it comes from the interactions between STN and GP.
Showing that the model of STN-GP circuit described by Eqgs. 14 and 15 produces
the activity level given in Eq. 7 is actually very easy, and we encourage readers to
try it now—this is Exercise 2 at the end of the chapter where we also provide some
hints how to do it.

14.3 Relationship to Other Models

In this section we discuss the relationship of the model described above, to which
we will now refer as the MSPRT model, to various other models of decision making.
The MSPRT model is closely related to the diffusion model, which has been shown
to describe reaction times in a wide range of tasks (see Chap. 7 by Forstmann and
Wagenmakers). The diffusion model performs the same computations as the SPRT
procedure [17, 22]. Since for two alternatives, MSPRT reduces to SPRT, the MSPRT
model produces the same behaviour as the diffusion model, or more precisely a
simple version of the model without variabilities in drift and starting point called the
EZ-diffusion [23].

The MSPRT model differs from previous work on Bayesian models of neural
decision making [24, 25] in that the previous work did not consider the normalization
in the Bayes’ theorem. Indeed, the normalization term does not need to be computed
if one just wants to find which action is most likely given the data available (note in
Eq. 1, that the normalization is the same for all i, so if one wishes to compare which
posterior probability is the highest, it is sufficient to just compare the numerators).
However, in many natural scenarios, the animals and humans are free to choose
whether to make an action or continue observing sensory information to gain more
confidence. As mentioned in Sect. 2.1, in such situations choosing an action when the
probability of this action being appropriate reaches a threshold allows maximization
of reward rate. To implement such a decision procedure the exact (rather than relative)
values of posterior probabilities need to be computed, so the normalization needs to
also be performed.

The mapping of Bayes’ theorem on the anatomy of the cortico-basal-ganglia
circuit described in Sect 2.3 is one of the published mappings [10] and it is the
easiest one to explain, but 3 other mappings have also been published [4, 26, 27].
They differ in small details, but they all assume that somewhere in the circuit the
posterior probabilities of actions are computed, and that the STN-GP circuit computes
the logarithm of the normalization. The mapping of Lepora and Gurney [27] differs
from the one described in this chapter that it allows the cortical neurons selective
for a particular action to have the activity proportional to the logarithm of the ratio
of the likelihood of sensory input given this action and the likelihood of the input
given other actions. This property brings the model in line with experimental data
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suggesting that neurons in lateral intraparietel area have activity proportional to the
log-likelihood-ratio during decision making [28, 29].

This Chapter described the MSPRT model in the context of selection of actions in
highly practiced tasks in which the mapping between stimulus and response has been
consolidated in the cortex. But as we mentioned in the Introduction, the basal ganglia
are also involved in learning which actions are worth selecting in given circumstances,
and elegant models describing reinforcement learning in the basal ganglia have been
developed (Chapter 8 by Frank). We feel that the reinforcement learning and MSPRT
models are complementary and describe different aspects of basal ganglia function.
Bogacz and Larsen [10] have also modelled tasks in which the expected rewards for
making different actions have to be learnt from feedback, and they showed that the
model can also approximate MSPRT once these expected rewards have been learnt
in cortico-striatal synapses as described by the reinforcement learning models.

Finally, let us discuss the relationship of the model with previous theories describ-
ing the role of the STN in action selection. In the MSPRT model, the STN fulfills the
function assigned to it by these theories. In particular, the STN is involved in inhibi-
tion of non-selected actions [3], as when the probability of one action increases, STN
must ensure that the represented probabilities of other actions decrease. Also, the
STN is involved in postponing action execution in the face of conflicting information
[8], as when two actions receive equally high input, then after normalization their
probability will be 50 % and none of them will exceed a sufficiently high threshold of
confidence, until the conflict is resolved. However the model extends the description
of STN function by postulating it ensures that represented probabilities add up to
one throughout the decision process.

14.4 Relationship to Experimental Data

Due to the close relationship of the MSPRT model to the diffusion model and earlier
theories of the STN, the MSPRT model is consistent with a wide range of data support-
ing these theories. Additionally the MSPRT model makes several precise predictions
which are unique to this model. In this Section, we first review the relationship to
some of these predictions to existing data, and then list further predictions.

The MSPRT model predicts that the firing rate of the STN neurons should be
proportional to the exponent of their input (Eq. 14). In the literature there are reports
of seven neurons for which the firing rate as a function of injected current was studied
in detail [30, 31]. Figure 14.3 shows that the firing rate of these neurons is indeed very
closely described by an exponential function up to 135 Hz, which is approximately
the range of firing of the STN neurons in vivo.

Since in the MSPRT model, the STN is a part of the circuit updating probabilities
of action on the basis of sensory input, the model predicts that disrupting information
processing in the STN with deep brain stimulation (DBS) should impair this inte-
gration of probabilistic information. Indeed, Coulthard et al. [18] have shown that
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Fig. 14.3 Firing rates f of STN and GP neurons as a function of input current /. Blue dots in top
row of panels re-plot data on the firing rate of STN neurons presented in Hallworth et al. (2003) in
Fig. 4b, 4f, 12d, 13d respectively (control condition). Bottom row of panels re-plot the data from
STN presented in Wilson et al. (2004) in Fig. 1c, 2c, 2f respectively (control condition). Lines show
best fit of the function f = a exp(b I) to firing rates below 135 Hz

the patients with Parkinson’s disease were poorer in action selection on the basis of
information in multiple sequentially presented stimuli when the DBS was turned on
than when the DBS was turned off.

The MSPRT model makes several other predictions. First, it predicts that the
feedback provided by GP neurons is a function of STN activity described by Eq.
15. Second, it predicts that DBS should impair the normalization of probabilities
of actions represented by patients. Third, it predicts that the activity of STN during
action selection should be proportional to the logarithm of the normalization term.
Testing these predictions will reveal to what extent the model presented in this Chapter
describes the computations in cortico-basal-ganglia circuit.
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Exercises

1. Consider aratextensively trained in the task described in the Introduction. Assume
that the rat correctly learned the probabilities of different tones occurring on trials
with different actions being rewarded, and at the beginning of a trial both actions
seem equally likely to be correct. Compute how the estimated probabilities of
actions P(A;) change after the rat hears two beeps with low tone. If you do not
know how to start this computation, we recommend looking at the first part of
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the solution describing how the probabilities are updated after the first beep, and
then trying to compute the updated probabilities after the second beep.

2. Show that the model produces the activity of STN required for normalization
of probabilities. In particular, show that Eqgs. 10, 14 and 15 imply Eq. 7. Hint:
Substitute Eq. 15 into Eq. 14 and then sum across all alternatives.
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Chapter 15

Inhibitory Control in Mind and Brain:
The Mathematics and Neurophysiology
of the Underlying Computation

Gordon D. Logan, Jeffrey D. Schall and Thomas J. Palmeri

Abstract We develop desiderata for a computational theory of response inhibition
that links mathematical psychology with neuroscience. The theory must be explicit
mathematically and computationally, and grounded in behavior and neurophysiol-
ogy. The theory must provide quantitative accounts of complexities of behavior in
response inhibition tasks and must predict the neural activity that underlies perfor-
mance. We evaluate three current theories of response inhibition in the stop signal
paradigm using these desiderata, and we find that one theory fulfills the desiderata
better than the others.

15.1 Introduction

Yawning, Goldilocks walked into the bedroom and saw three beds. “This one’s too big,” she
said. “This one’s too small. But this one’s just right.” She crawled under the covers, fell fast
asleep, and dreamed of unimagined wonders.

We are lucky to live in an era in which the dreams we dared to dream are coming
true. Mathematical psychology and neuroscience are merging, and the merger is
yielding amazing insights into the mind and brain that were unimaginable 20-years-
ago. Mathematical psychology has provided us with precise, explicit descriptions of
mental processes that are linked tightly to behavior, making strong predictions about
behavior that stand up to rigorous empirical tests. Accurate prediction of response
time (RT') distributions for correct and error responses is now commonplace, and it is
the standard by which models are judged. Neuroscience has opened the black box and
shown us how the neural processes underlying behavior interact and unfold in real
time. Analysis of spike trains from single neurons, local field potentials from groups
of neurons, and electroencephalographic activity at the dura, skull, and scalp have
revealed the time-course of information processing. Studies of anatomy, lesions, and
brain imaging have shown us the networks of neurons that process information. In
recent years, we have seen a proliferation of theories that merge the insights from
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mathematical psychology and neuroscience, identifying the computational mecha-
nisms in mathematical models with individual neurons and systems of neurons that
implement the computation, and testing the identification rigorously by fitting both
behavioral and neural data. In all these models, the fundamental insight that made
the dream come true is the idea that mind and brain are the computers that produce
behavior, and the computation is one and the same.

15.2 Imagining the Dream

We dreamed of a theory that applies that fundamental insight to response inhibition,
especially in the stop-signal or countermanding task [13]. We dreamed of a theory
that was formulated explicitly in mathematics or computer simulation, grounded in
behavior, computation, and neurophysiology. The theory should accurately predict
important behavioral phenomena with models that are connected to the extensive
theory of stochastic accumulation to a threshold. The theory should specify linking
propositions that connect the mathematical description to neurons, groups of neurons,
or brain regions [22, 23]. The linking propositions identify the points of contact
between theory and neural data, and specify the aspects of the data that are relevant
to the theory. In the stop-signal task, a theory of response inhibition must provide
a quantitative account of the probability of inhibiting a response and explain how it
varies with the time available to stop (stop-signal delay, or SSD). The theory must
provide a quantitative account of RT distributions for error and correct responses. In
the stop-signal task, this means accounting for the relation between failures to inhibit
(signal-respond or non-cancelled trials) and successful responses to the go task (no-
stop-signal or cancelled trials), and accounting for changes in the signal-respond RT
distribution with SSD.

Our dream theory provides a list of desiderata that we have used to guide our own
modeling: The theory must account for behavior, neurophysiology, and computation,
it must be explicit mathematically or computationally, and it must fit the data better
than plausible alternatives. In this chapter, we use these desiderata to evaluate current
theories of response inhibition in the stop-signal task. The theories are formulated
at three different levels of analysis. The highest level addresses networks of brain
regions that participate in response inhibition, specifying the interactions within and
between regions. The middle level addresses firing rates in systems of neurons that
participate in response inhibition, specifying excitatory and inhibitory connections.
The lowest level addresses spiking neurons, specifying the connections between
spike trains and the underlying biochemistry. Like Goldilocks, we will conclude that
one of these levels is too big, one is too small, and one is just right. But we are getting
ahead of ourselves. Let us begin by describing behavior in the stop-signal task and
the independent race model that accounts for it.

Waking just enough to notice the world around us, we realize there are other dream-
ers and other dreams. In the other dreams, Goldilocks might prefer a bigger or smaller
level of theorizing, fulfilling desiderata that emphasize large networks or biochem-
istry. Rolling over, we snuggle back into our own dream for the rest of this chapter.
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Fig. 15.1 Inhibition Function from a memory-search experiment in which the number of items
in the memory set was varied. The probability of responding given a stop signal increases as
stop-signal delay (SSD) increases and decreases as response time (RT) in the go task increases
(RT1 <RT2 <RT3)

15.2.1 Response Inhibition in the Stop-Signal Paradigm

The ability to inhibit our responses voluntarily is a paradigm case of cognitive control.
It shows we have “the freedom to do otherwise,” which is a hallmark of free will. It
reveals itself in many behavioral paradigms, but it is revealed most clearly, simply,
and directly in the stop-signal paradigm (for reviews, see [12, 13, 26]). In this
paradigm, subjects perform a “go” task, in which they make a speeded response
to an imperative stimulus. On some trials, a “stop signal” is presented that tells
subjects to inhibit their response to the go signal. Whether or not they are able to is
the main datum of interest. Many studies show that the ability to inhibit responses
is probabilistic, and the probability of inhibition depends primarily on SSD (see
Fig. 15.1). Stop-signal delay controls the amount of time available to detect the stop
signal and countermand the go response before the go response is executed; response
inhibition is more likely when more time is available. Signal-respond RT is also an
important datum. It is usually faster than RT on trials with no stop signal, as if it
comes from the faster tail of the go RT distribution (see Fig. 15.2).

These effects have been observed in several species, including rats, monkeys,
and humans, in several subject populations, including children, adolescents, young
adults, and the elderly. These effects have been observed in several psychiatric
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Fig. 15.2 Distributions of response time on no-stop-signal trials and on signal-respond trials with
stop signal delay (SSD) equal to 231, 364, and 496 ms. Signal-respond distributions are faster than
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disorders, including attention deficit hyperactivity disorder and schizophrenia, and
in several neurological disorders, including stroke and Parkinson’s disease. They
have been observed in different stimulus and response modalities, in different tasks,
in different experimental conditions, and with different strategies. The patterns are
the same qualitatively, but they differ quantitatively, and the quantitative differences
reveal important changes or deficits in cognitive control.

15.2.2 Independent Race Model

Two facts led Logan and Cowan [13] to propose the independent race model of
stop signal performance: (1) The probability of response inhibition depends on
the time available to detect the stop signal before the go response is executed, and
(2) signal-respond RTs are faster than RTs on no-stop-signal trials. These facts
suggested that response inhibition depends on the outcome of a race between a go
process, initiated by the go stimulus, and a stop process, initiated by the stop signal.
If the stop process finishes before the go process, the response is inhibited, producing
a signal-inhibit trial. If the go process finishes before the stop process, the response
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