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Abstract In this chapter, reviews the basics and modeling of spin-transfer torque
magnetic RAM (STT-MRAM) for circuit-level failure analysis. A methodology for
analyzing failures in STT-MRAM bit-cells is also presented. The optimization of
STT-MRAM bit-cells using the presented framework is then discussed, along with
several circuit and array architecture-level failure mitigation techniques. We will
show that despite the relatively high write energy in STT-MRAM, large capacity last
level caches based on STT-MRAM can be more energy efficient than their SRAM
counterparts due to the unique characteristics of STT-MRAM.

The cache capacity of high-performance microprocessors is increasing as transistor
technology is scaled down. Since the leakage power also increases exponentially
with the scaling down of transistor technology, the power dissipation of on-chip
caches is an increasingly dominant component of power dissipation in high-
performance microprocessors. Non-volatile memories have been proposed as a
solution for mitigating the increasing power dissipation in high-performance on-
chip caches. Among the currently available non-volatile memory technologies, only
spin-transfer torque magnetic random access memory (STT-MRAM) has the desired
characteristics for high-performance on-chip cache applications [1]. In this chapter,
we discuss the design optimization and modeling of STT-MRAMs, and its potential
application in high-performance on-chip caches.

3.1 MRAM Storage Device: The Magnetic Tunnel Junction

The storage device in MRAM is the magnetic tunnel junction or MTJ. An MTJ, as
shown in Fig. 3.1, consists of a soft ferromagnetic layer which stores the information
(also called the “free” layer), a tunneling layer (usually AlOx or more commonly,
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Fig. 3.1 The storage device in the MRAM memory cell is the magnetic tunnel junction (illustrated
inset). The memory cell consists of an access transistor and the storage device connected as shown.
The current direction for programming the cell using spin-transfer torque is also shown

MgO), and a reference ferromagnetic layer (also called the “fixed” or “pinned”
layer). The MTJ can be switched between two stable states. When both the free and
the pinned layers are magnetically aligned, the configuration is called the “parallel”
state (P), and when the free and the pinned layers are anti-aligned magnetically, the
configuration is called the “anti-parallel” state (AP). A metric for MTJ as shown
in [2] is its resistance–area (RA) product. The RA product of the MTJ depends
exponentially on the tunnel oxide thickness (tMgO) since the mechanism for electron
transport is tunneling. At the same tMgO, the MTJ resistance, RMTJ , depends linearly
on the cross-sectional area of the MTJ (AMTJ), similar to an Ohmic conductor. RMTJ

also depends on the relative magnetic polarization of the free layer with respect to
the pinned layer. The dependence of RMTJ on magnetic polarization is due to the
difference in density of states around the Fermi energy, EF, in the ferromagnetic
layers [3]. When the MTJ is in the P state, the density of states of like-spins around
EF is very high in the ferromagnetic layers. Conversely, the density of states of like-
spins around EF in the ferromagnetic layers is very low when the MTJ is in AP
state. Thus, RMTJ is low in the P state .RMTJ D RP D RL/ and high in the AP state
.RMTJ D RAP D RL/. This difference in RMTJ , termed the “tunneling magneto-
resistance ratio” (or TMR), is given by

TMR D RAP � RP

RP

� 100 % (3.1)

and is an important metric for the performance of MTJs as memory elements. Since
binary data are represented by and stored as the resistance state of the MTJ, a larger
TMR also means that the MTJ states can be distinguished more easily. A constant
voltage or constant current scheme can be used to sense RMTJ and hence, the MTJ
state [4, 5]. In the constant voltage scheme, a fixed voltage is applied across the MTJ
and the resulting current through the MTJ is compared to a reference current. The
current flowing through the MTJ can be either higher or lower than the reference
current, depending on the resistance state of the MTJ. The advantage of the constant
voltage scheme is that the current flowing through the MTJ during read operations
may be amplified in the sense amplifier to improve sensing speed. However, the
disadvantage is that the result of the sensing needs to be converted into an output
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voltage. In case of constant current scheme, a fixed current is passed through the
MTJ and the voltage developed across the bit-line and the source-line is compared
with a reference voltage. The constant current scheme has the advantage that the
result of the sensing is already in the voltage domain and hence, no conversion
is required. However, the current required to generate sufficient voltage signal for
sensing may be large enough to cause disturb failures, which will be discussed in
detail later.

The magnetic layers are stabilized against thermal effects by engineering
them with anisotropies during fabrication. The most common form of anisotropy
engineered into the magnetic layers of an MTJ is the uniaxial anisotropy. This
causes the magnetization of the magnetic layers to have a preferential alignment
axis—the magnetization will align along this axis when no external stimulus is
present. When the volume of the magnet is reduced, the uniaxial anisotropy energy
must be proportionally increased to maintain the same stability. We will discuss this
in more detail in the later sections.

Nano-scale MTJs may be switched using the spin-transfer torque phenomenon
which was theoretically predicted by Slonczewski and Berger independently in
1996 [6, 7]. Since then many experiments have observed spin-transfer torque (STT)
switching [8–10]. STT exists because magnetism in ferromagnetic metals arises due
to the spin property of electrons. The magnetization of the ferromagnet points in
a particular direction when the majority of electron spins in it are aligned in that
direction. Hence, when current flows through the MTJ, the ferromagnetic layers
act as spin filters that polarizes the flowing electrons. Electrons in a spin polarized
current flowing into a ferromagnetic layer are able to transfer their spin momentum
to it. The spin momentum transferred exerts a torque on the magnetization of the
ferromagnetic layer. The magnetization of the ferromagnetic layer is switched if the
torque is large enough to overcome all other energies in the ferromagnetic layer.
The rate of spin momentum transfer and the torque exerted are proportional to the
rate of electron flow or the current, and determine the switching time. The current
or current density needed to achieve a specific switching time is the critical current,
IC, or critical current density, JC.

In an MTJ, the pinned layer is magnetically pinned whereas the free layer is
not. Hence, it is easier for spin-transfer torque to switch the free layer than to
switch the pinned layer. Let us consider what happens when electrons are flowing
from the pinned layer to the free layer in an MTJ. The pinned layer polarizes the
incoming electrons which then flow into the free layer. These electrons are polarized
in the spin direction of the pinned layer and transfer their spin momentum to the
free layer. Hence, a spin-transfer torque is exerted on the free layer to align its
magnetization parallel with the pinned layer. Consider instead when electrons flow
from the free layer to the pinned layer. Electrons entering the free layer from the
metallic interconnect are not polarized and can have any spin direction. Electrons
with same spin direction as the pinned layer are able to tunnel across the oxide
easily. However, electrons with the opposite spin-polarization may not tunnel across
the oxide easily and accumulate in the free layer. These electrons transfer their spin
angular momentum to the free layer and exert a torque that aligns the free layer
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magnetization anti-parallel with the pinned layer. When the electrons transfer their
spin angular momentum to the free layer, their spin directions become aligned with
the spin polarization of the pinned layer. They may then tunnel across the oxide
easily. From this discussion, we can see that the process of parallelizing the free
and pinned layers is more efficient than the anti-parallelizing process, resulting in
asymmetry in IC and JC [3, 11]. It has been reported that JC when anti-parallelizing
the MTJ can be 10–200 % larger than for parallelizing the MTJ [11, 12].

3.2 Modeling Magnetic Tunnel Junctions

The transient behavior of an MTJ can be modeled only if the essential physics in it
are captured. The I–V characteristic of the MTJ depends on physical parameters of
the MTJ, such as the thickness of the tunneling oxide and the cross-sectional area
of the MTJ, and on the magnetization directions of the free and the pinned layers.
Since the magnetization of the free layer does not change instantaneously during
switching, RMTJ also transition smoothly during MTJ switching. Accurate modeling
of the transient behavior of MTJs must model the transient behavior of the free
layer and relate it to the I–V characteristic of the MTJ. The transient behavior of the
free layer magnetization may be modeled using the Landau–Lifshitz–Gilbert (LLG)
[13] equation, and the I–V characteristic of the MTJ may be modeled using the
Non-Equilibrium Green’s Function (NEGF) [3] approach.

3.2.1 The Non-Equilibrium Green’s Function (NEGF)
Approach

The Non-Equilibrium Green’s Function (NEGF) approach may be used to simulate
electronic transport through an MTJ [3]. The approach requires the effective mass
Hamiltonian representing the MTJ and the MTJ biasing conditions, to be written
first. The I–V characteristics may be calculated by solving Non-Equilibrium Green’s
Function (NEGF) equations. Details of the approach are published in [3, 14] and are
beyond the scope of this chapter.

The NEGF approach to modeling the I–V characteristic of the MTJ has the
advantage that model parameters correspond to material parameters and may
be obtained from experimental measurements. The model may then be used to
predict MTJ characteristics and then validated experimentally. Figure 3.2 shows
the successful calibration of the NEGF model to experimentally measured data
published in [15, 16].
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Fig. 3.2 The successful calibration of the NEGF model to experimentally measured data reported
in the literature. (a) and (b) show results for calibration to data from [15] and from [16],
respectively

3.2.2 The Landau–Lifshitz–Gilbert (LLG) Equation

The typical approach to simulating the magnetization dynamics in an MTJ is the
micromagnetic approach. In this approach, the free magnetic layer in the MTJ is
discretized into a 3-D grid of ferromagnetic mono-domains. Since micromagnetic
simulations solve the Landau–Lifshitz–Gilbert (LLG) equation numerically, they
need to be repeated such that the solutions converge when parameters that should not
affect them are varied. For example, the magnetization dynamics are independent of
the discretization resolution and the discretization resolution is increased until the
numerical solutions of micromagnetic simulations converge.

The LLG equation describes magnetization dynamics of each ferromagnetic
mono-domain, and is given by [13]

@bm

@t
D � j� j bm � �!

H EFF C ˛bm � @bm

@t
(3.2)

where bm is the unit vector describing the magnetization direction of the mono-
domain, � is the electron gyromagnetic ratio (17.5 MHz/Oe or 2.21 � 105 m/A s),

and ˛ is the Gilbert damping factor [13]. An effective magnetic field,
�!
H EFF , models

the forces acting on the mono-domain. In an MTJ,
�!
H EFF may be written as

�!
H EFF D �!

H Ani C �!
H Dip C �!

H Demag C �!
H Ex C �!

H Ext C �!
H TH C �!

H ST T (3.3)
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�!
H Ani ,

�!
H Dip ,

�!
H Demag,

�!
H Ex ,

�!
H Ext ,

�!
H TH , and

�!
H ST T describe the effective

magnetic fields due to magnetic anisotropies (including uniaxial anisotropy), dipolar
coupling of the mono-domain to other magnetic dipoles, the demagnetization field
due to the arrangement of the magnetic ensemble, the exchange coupling between
mono-domains, any externally applied magnetic field, effects due to temperature,
and spin-transfer torque, respectively. The first term in the right-hand side of Eq.
(3.2) describes the precession of the magnetization around the axis of the effective
magnetic field. On the other hand, the remaining term in the right-hand side of Eq.
(3.2) describes the dampening of the precession which forces the magnetization to
align with the effective magnetic field.

The free layer in the MTJ is stabilized against thermal effects using shape
anisotropy, crystalline anisotropy, etc. Uniaxial anisotropy result in the free layer
magnetization to preferentially align itself along a single axis, û, and the effective
anisotropy field may be calculated using

�!
H Ani D 2Ku2 .bm ·bu/ bu (3.4)

where Ku2 is the second order uniaxial anisotropy constant.
When an ensemble of mono-domains is considered, the demagnetization field

due to the geometry of the ensemble needs to be considered. Since
�!r ��!

H Demag D 0

and
�!r ·

�!
B Demag D 0 in a uniformly magnetized mono-domain, the demagnetiza-

tion field can be written as the gradient of a scalar potential

�!
H Demag D ��!r ˆM (3.5)

where

ˆM .r/ D 1

4�

Z

M
�

r0� ·
�!r

�

1

jr � r0j
�

d 3r0 (3.6)

and M(r0) is the magnetization of the whole ensemble relative to the origin. Details
of the calculation of the demagnetization field in numerical solvers are beyond the
scope of this chapter and may be found in [17, 18].

Mono-domains that are far apart may appear to be magnetic dipoles to each other.
The magnetic field on a mono-domain due to a magnetic dipole is given by

�!
H DIP D

3
��!
M · �!r

� �!r �
ˇ

ˇ

ˇ

�!r
ˇ

ˇ

ˇ

2�!
M

4�
ˇ

ˇ

ˇ

�!r
ˇ

ˇ

ˇ

5
(3.7)

where
�!
M is the magnetic moment of the dipole (or

�!
M D MS bm if a mono-domain

with magnetization direction bm is approximated as a point dipole) and �!r is the
vector pointing from the magnetic dipole to the mono-domain.
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Thermal energy may also perturb the spin interaction between electrons in a
mono-domain and needs to be modeled as well. The formulation of the effect
thermal energy has on a mono-domain was presented by Brown in [19]. This effect

is captured in Eq. (3.3) using the effective thermal field
�!
H TH . The thermal field is

related to the mono-domain properties by

�!
H TH D �!

�

s

2kBT

j� j �0MS VDomain�t
(3.8)

where
�!
� is a vector with components that are independent standard Gaussian

random variables, kB is the Boltzmann constant, T is the temperature of the magnetic
ensemble, �0 is the permeability of free space, �t is the constant time step used in
the numerical simulation, MS and VDomain are the saturation magnetization and the

volume of the mono-domain, respectively. The statistics of
�!
H TH are such that

hHTH;ui D 0 where u D x; y; z (3.9)

hHTH;u.t/HTH;v .t C �/i D 2kBT

j� j �0MS VDomain
ı .�/ ıuv (3.10)

where u and v denote the component of
�!
H TH .

Slonczewski and Berger independently showed that when a spin-polarized
electron current (spins of every electron in the current are aligned in one direction)
flows into a ferromagnetic layer, the electrons transfer their spin momentum to the
ferromagnetic layer, exerting a torque on the magnetization of the ferromagnetic
layer [6, 7]. The spin-transfer torque effect can be written as

� j� j bm � �!
H ST T D ˇ .bm � .bm � bmP // C ˇ0

bm � bmP (3.11)

where ˇ and ˇ0 depend on the current, and bmP is the unit vector describing the
spin direction of the electrons entering the ferromagnetic layer. In the case of spin
valves and of MTJs, bmP corresponds to the magnetization direction of the pinned
ferromagnetic layer. It may be convenient to write the spin-transfer torque in Eq.
(3.11) as an effective field instead, which is given by

�!
H ST T D ˇ

j� j .bmP � bm/ � ˇ0

j� j bmP (3.12)

In Eqs. (3.11) and (3.12),

ˇ D aJ

j� j
�0MS VDomain

¯
2

IC urr

e
(3.13)
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Fig. 3.3 The (a) in-plane magnetic anisotropy (IMA) MTJ has magnetizations which are in the
plane of the thin film ferromagnetic layers whereas the (b) perpendicular-magnetic anisotropy
(PMA) MTJ has magnetizations that are perpendicular to the plane of the thin film ferromagnetic
layers

where e is the electronic charge, ¯ is the reduced Planck constant, ICurr is the
electronic current flowing from the mono-domain into the polarizing ferromagnetic
layer, and aJ is dimensionless. ˇ0 has the same form as ˇ except aJ is replaced by
a

0

J . The vector direction of the effective magnetic flux density is the spin direction,
bmP , of the spin-carrying particles. aJ and a

0

J are fitting functions that describe
the in-plane and perpendicular-to-plane torques, respectively, relative to the plane
containing bm and bmP . They may be interpreted as the effectiveness of spin-transfer
(i.e. the proportion of total available spin-angular momentum that is transferred to
the mono-domain).

MTJs with perpendicular magnetic anisotropy (PMA) are currently the tech-
nology of choice for STT-MRAM application. The magnetic layers in MTJs with
PMA have magnetizations that are perpendicular to the plane of the magnetic layers.
Previously, MTJs have in-plane anisotropy (IMA) in which the magnetic layers have
magnetizations that are in-plane to the magnetic layers. The difference between
MTJs with IMA and with PMA is illustrated in Fig. 3.3. In IMA, the STT has

to overcome both
�!
H Ani and

�!
H Demag. The strength of the effective field that STT

needs to overcome is approximately 4�MS. Furthermore, it is difficult to increase
the retention time as the MTJ with IMA is scaled down. These two issues are absent
in MTJs with PMA. Since

�!
H Ani and

�!
H Demag are collinear in MTJs with PMA,

the MTJ free layer can be modeled with only uniaxial anisotropy. The relationship
between switching the energy barrier, EA, and the critical switching field is then
given by

�!
H C D 2EA

�0MS VFL

(3.14)

where VFL is the volume of the free layer. Also, EA D Ku2VFL.
In conventional MRAM, the MTJ free layer magnetization is switched using

magnetic fields generated by current carrying wires as shown in Fig. 3.4. The
required current for switching the MTJ is
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Fig. 3.4 Structures of (a) the field-switched MRAM, and (b) the spin-transfer torque MRAM

IC D 4�rEA

�0MS VFL

(3.15)

where r is the spacing between the wire and the center of the free layer. When
the MTJ is scaled down, IC increases and hence MRAM is not scalable. On the
other hand, if the MTJ free layer is approximated as a mono-domain, the effective
switching field due to spin-transfer torque, which may be written as

�!
H ST T D ¯IC urr

2e�0MS VFL

�

aJ .bmP � bm/ � a0
J bmP

�

(3.16)

scales up at the same rate as
�!
H C when the MTJ is scaled down. Hence, spin-transfer

torque MRAM overcomes the scalability issue in MRAM.

3.2.3 SPICE Compatible Model of Magnetic Tunnel Junctions

The interaction between device dynamics within the MTJ and the external circuit
needs to be considered in the design of STT-MRAM memory cells. Hence, a SPICE
compatible model for the MTJ needs to be developed to include MTJ physics during
circuit simulations in SPICE. Figure 3.5 shows how an SPICE compatible model for
an MTJ with a mono-domain free layer may be implemented. This model captures
the magnetization dynamics of the MTJ free layer, and the dependence of the I–V
characteristics of the MTJ on the MTJ biasing conditions.

The LLG equation for the free layer may be solved by rewriting Eq. (3.2)
in spherical coordinates and noting that the radial component of bm is constant.
A circuit block consisting of current sources driving a capacitor may then be used
to implement a differential equation solver in SPICE by noting that
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Fig. 3.5 Device/circuit simulation framework used to evaluate STT-MRAM. Device level simula-
tion results are validated using experimental data before parameters are imported into the SPICE
model for circuit level simulation of STT-MRAM bit-cells

dvC

dt
D iC

C
(3.17)

where vC and iC are the voltage across and current through the capacitor with
capacitance C, respectively. A pair of such circuit blocks can be used to solve the
angular components of Eq. (3.2) by representing the right-hand side of Eq. (3.2) as
a sum of currents.

The I–V characteristics of the MTJ may be stored in a lookup table by noting that
the current flowing through the MTJ depends on both the voltage across the MTJ,
as well as the magnetizations bm and bmP of the free and pinned layers, respectively.
Such a lookup table may consume a lot of memory and is impractical to implement.
An alternate method is to note that the dependence of MTJ current on MTJ voltage
and on the magnetizations may be decoupled by

IMTJ .VMTJ / D IAP .VMTJ / sin2

�

	

2

�

C IP .VMTJ / cos2

�

	

2

�

(3.18)

where bm · bmP D cos 	 , and IAP(VMTJ) and IP(VMTJ) are the MTJ currents in the anti-
parallel and parallel configurations, respectively, when the voltage applied across the
MTJ is VMTJ . Hence, the I–V characteristics of the MTJ may be implemented using
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lookup tables or equations for IAP and for IP. The lookup tables or equations need to
capture the dependence of IAP and IP on VMTJ , MTJ cross-sectional area, and MTJ
tunneling oxide thickness also [20].

3.3 Design of STT-MRAM Memory Cells

The STT-MRAM memory cell may be thought of as a programmable resistor
connected with an access transistor as shown in Fig. 3.1. In an on-chip cache
array, the gates of the access transistors in each row of memory cells are connected
together so that they may be accessed in parallel. The bit and source lines are shared
along the column of the array so that individual memory cells along the row being
accessed may be written to or read from in parallel. When a memory cell is being
accessed, the word line connected to the cell is charged to the supply voltage, VDD, to
enable the access transistor. Write operations are performed by charging the bit line
and source line to the required voltages so that current will flow through the MTJ
to program it. The directionality of the current determines the data being stored
in the memory cell. Read operations may be performed either by passing a fixed
current through the cell and sensing the voltage developed across the bit and source
lines (also called voltage sensing scheme), or by clamping the voltages of the bit
and source lines and sensing the current flowing through the memory cell (also
called current sensing scheme). Figure 3.6 shows the biasing conditions of the STT-
MRAM memory cell for different operations.

Under process variations, failures may occur during the operation of STT-
MRAM memory cells. Variations in MTJ tunnel oxide thickness, tMgO, and MTJ
cross-sectional area affect RMTJ , which in turn affect the ability to write into the
memory cell, the ability to correctly sense RMTJ of the memory cell, and the
ability of the MTJ to retain its configuration when the bit-cell is being read. Write
failures occur when the MTJ cannot be switched between anti-parallel and parallel

GND

VDD

VDD

IWRITE

(‘0’ to ‘1’)

V

Bias for Write Operations

GND

VDD

VDD

IWRITE

(‘1’ to ‘0’)

RMTJ

VDD

GND

Current Sensing

Bias for Read Operations

VREAD

IREF

+
–

RMTJ

IREAD
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GND

Voltage Sensing
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+
–

Fig. 3.6 Biasing conditions for read and for write operations of STT-MRAM. In current sensing
read operation, the bit-line is clamped at VREAD, and the bit-cell current is compared to the reference
current, IREF . In voltage sensing, a read current (IREAD) is passed through the bit-cell and the voltage
on the bit-line is compared to the reference voltage, VREF
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configurations. This occurs when the current through the MTJ falls below IC during
write. Read failures occur when RMTJ is incorrectly determined (decision failure) or
when the MTJ configuration is accidentally switched during read (disturb failure).
The failure probability of each type of STT-MRAM failure may be calculated using
D.C. load line analyses, discussed in the following sections.

3.3.1 Modeling STT-MRAM Failures

The common approach to calculating STT-MRAM failure probabilities assumes
distributions for RMTJ and the TMR of the MTJ [21], which may be physically
incorrect. We now show how STT-MRAM failure probabilities may be calculated
without the need to assume distributions for RMTJ and TMR of the MTJ.

Write failure occurs when data cannot be written into a STT-MRAM bit-cell
within the write cycle. This occurs when RMTJ is too large for the access transistor
to provide the required IC. Write failure may occur when tMgO is too thick, when
the access transistor has a threshold voltage (VT ) that is too high, when access
transistor width is too small, or when other factors or a combination of factors
that results in a write current smaller than IC flowing through the MTJ occur. The
write failure probability (PWR,i) for a particular bit-cell may be calculated using
D.C. load line analysis as shown in Fig. 3.7a. Consider a bit-cell having an MTJ
with cross-sectional area AMTJ,j, and IMTJ is exactly IC for parallel-to-anti-parallel
(P-to-AP) switching corresponding to AMTJ,j. Further, consider that the MTJ is in
parallel (P) configuration with tMgO D tWR;MAX and resistance RP. IMTJ falls below
IC if tMgO > tWR;MAX , and hence data cannot be written into this bit-cell within
one write cycle. The same argument holds for an MTJ in AP configuration. Since
tWR,MAX depends on AMTJ,j, PWR,i for this particular bit-cell can be written as

PWR;i D lim
ı!0

X

al l j

P .X � ı � X � X C ı/ · P
�

tMgO � tWR�MAX;j

�

(3.19)

where X D AMTJ;j . Since tWR,MAX,j depends on AMTJ and AMTJ is allowed to vary,
AMTJ is divided into bins (indexed as j) for numerical calculation of PWR,i. The write
failure probability of the array (PWR) may be calculated by first using Monte Carlo
simulation to generate N access transistor I–V characteristic and calculating PWR,i

for each I–V characteristic. PWR may then be calculated as

PWR D
N

X

iD1

PWR;i (3.20)

The disturb failure probability for a STT-MRAM cell (PRD,i) may also be
calculated in a similar way by noting that disturb failure occurs when data is
accidentally written into the cell during read operations. The D.C. load line used
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Fig. 3.7 Load lines used for analyzing (a) write and disturb failures, and (b) decision failures

for calculating PRD,i is the same as that in Fig. 3.7a except that the I–V curve of
the MTJ intersects the horizontal axis at V D VREAD . Consider a memory cell
having an MTJ with cross-sectional area AMTJ,j, and IMTJ is exactly IC for P-to-AP
switching corresponding to AMTJ,j. Further, consider that the MTJ in the bit-cell is
in P configuration with tMgO D tRD�MIN and resistance RP. If tMgO < tRD�MIN ,
IMTJ will rise above IC, and hence the data gets written into this memory cell within
one read cycle, causing a disturb failure. The same argument holds for an MTJ
in the AP configuration. However, the read operation involves only one direction of
current flow, and for a specific direction of read current flow, either P-to-AP disturbs
or AP-to-P disturbs will occur but not both. tRD�MIN depends on AMTJ,j, and PRD,i

for this particular bit-cell is

PRD;i D lim
ı!0

X

al l j

P .X � ı � X � X C ı/ · P
�

tMgO � tRD�MIN;j

�

(3.21)

where X D AMTJ;j . Since tRD,MIN,j depends on AMTJ and AMTJ is allowed to vary,
AMTJ is divided into bins (indexed as j) for numerical calculation of PRD,i. The
disturb failure probability of the array (PRD) may be calculated by first using Monte
Carlo simulation to generate N access transistor I–V characteristic and calculating
PRD,i for each I–V characteristic. PRD may then be calculated as

PRD D
N

X

iD1

PRD;i (3.22)

The calculation for the decision failure probability of a STT-MRAM memory
cell (PDEC) depends on the sensing scheme and sense amplifier used. Consider
the current sensing scheme where during STT-MRAM read operation, the voltage
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across the bit line and the source line is clamped at VREAD and a current sense
amplifier (SA) compares the current flowing through the memory cell (ICell) with
a reference current, IREF. If ICel l < IREF , the MTJ in the memory cell is in the
anti-parallel configuration (AP) or RMTJ D RAP and the SA outputs logic ‘1’.
If ICel l > IREF , the MTJ in the memory cell is in the parallel configuration (P) or
RMTJ D RP and the amplifier outputs logic ‘0’. However, due to process variations,
ICell may be higher than IREF when the MTJ is in AP, or lower than IREF when the
MTJ is in P. When this occurs, the SA outputs logic ‘0’ when RMTJ D RAP or logic
‘1’ when RMTJ D RP . Such a failure is called a decision failure. IREF needs to be
carefully chosen to minimize decision failures.

Figure 3.7b illustrates the D.C. load lines used to calculate the decision probabil-
ity for a particular memory cell (PDEC,i) with a particular IREF. For an MTJ in AP at
the nominal tMgO and cross-sectional area AMTJ,j, its resistance is RAP and the load
line is the solid red line. IMTJ D IREF when tMgO D T2. If tMgO < T2, IMTJ will be
more than IREF and the SA incorrectly outputs logic ‘0’. Similarly, IMTJ D IREF if
the MTJ is in P and has cross-sectional area AMTJ,j, and tMgO D T1. If tMgO > T1,
IMTJ will be less than IREF and the SA incorrectly outputs logic ‘1’. Thus, for this
particular STT-MRAM memory cell

PDEC;i D lim
ı!0

X

al l j

P .X � ı � X � X C ı/ · P
�

T1 � tMgO � T2

�

(3.23)

where X D AMTJ;j . Since T1 and T2 depend on AMTJ and AMTJ is allowed to
vary, AMTJ is divided into bins (indexed as j) for numerical calculation of PDEC,i.
The decision failure probability of the array (PDEC) may be calculated by first
using Monte Carlo simulation to generate N access transistor I–V characteristic and
calculating PDEC,i for each I–V characteristic. PDEC may then be calculated as

PDEC D
N

X

iD1

PDEC;i (3.24)

Because PDEC depends on IREF, IREF may be used as a design parameter to minimize
PDEC. To determine the optimum IREF .IREF �OP T / that minimizes PDEC, the
nominal read currents through the bit-cell when the MTJ is in AP .IR�AP / and
when the MTJ is in P .IR�P / are determined first. IREF �OP T is determined by
minimizing PDEC in the interval ŒIR�AP ; IR�P 
. A similar approach may be used to
determine the decision failure probability with a voltage sensing scheme.

Finally, the total failure probability of the each memory cell (PFAIL,i), may be
calculated using

PFAIL;i D lim
ı!0

X

al l j

P .X � ı � X � X C ı/ ·
�

1 � P
�

T3 � tMgO � T4

�	

(3.25)
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T3 D max
�

T1; tRD�MIN;j

�

(3.26)

T4 D min
�

T2; tWR�MAX;j

�

(3.27)

where X D AMTJ;j . Since T3 and T4 depend on AMTJ and AMTJ is allowed to vary,
AMTJ is divided into bins (indexed as j) for numerical calculation of PFAIL,i. The total
failure probability of the array (PFAIL) may be calculated by first using Monte Carlo
simulation to generate N access transistor I–V characteristic and calculating PFAIL,i

for each I–V characteristic. PFAIL may then be calculated as

PFAIL D
N

X

iD1

PFAIL;i (3.28)

3.3.2 Optimization of STT-MRAM Memory Cells

Several STT-MRAM bit-cell designs have been published in the literature [16,
22]. STT-MRAM bit-cells can have two configurations as shown in Fig. 3.8:
the “standard” connection (SC, Fig. 3.8a) and the “reversed” connection (RC,
Fig. 3.8b). Furthermore, there are two possible configurations for sensing the data
stored in the cell. Figure 3.6 shows one configuration where sensing is done by
connecting the bit-line to the input of the sense amplifier. Note that sensing may also
be done by connecting the source-line to the input of the sense amplifier instead.

Figures 3.9 and 3.10 shows the results of the failure analysis (using the
methodology presented in the earlier sections) performed on SC and RC STT-
MRAM bit-cells. It is clearly shown that the configurations for read and for write
operations need to be carefully chosen to optimize the failure probabilities of
the cell. Read failures for sensing through bit-line or through source-line may be
significantly different, as Fig. 3.9a shows. For the SC bit-cell, sensing from the bit-
line only has disturb failures that flip ‘1’ to ‘0’ (SC, P), whereas sensing from the
source-line only has disturb failures that flip ‘0’ to ‘1’ (SC, AP). For the RC bit-
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Fig. 3.8 The (a) standard, and (b) reversed connection 1T-1MTJ STT-MRAM bit-cell structures
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Fig. 3.9 (a) Decision and disturb failure probabilities were plotted with varying VREAD at constant
ATx width. (b) The IREF �OP T corresponding to the decision failure in (a). VREAD was fixed at
0.1 V so that disturb failures are negligible

cell, sensing from the bit-line only has disturb failures that flip ‘0’ to ‘1’ (RC, AP),
whereas sensing from the source-line only has disturb failures that flip ‘1’ to ‘0’
(RC, P). Interestingly, decision failures do not change significantly when VREAD is
sufficiently small. However, the decision failure probability becomes increasingly
sensitive to IREF �OP T (shown in Fig. 3.9b) as VREAD is reduced. The three failure
probabilities are then plotted in the same graph, as shown in Fig. 3.10, to determine
the optimum ATx width of the bit-cell. The optimum ATx width depends on whether
read failures are decision dominated or disturb dominated.

3.3.3 The 2T-1MTJ STT-MRAM Bit-cell

Note that when read failures are decision dominated, the decision failure probability
is minimized when ATx width is 908 nm (Fig. 3.10). However, the ATx width needs
to be increased to reduce write failures. Alternatively, the design constraint can be
relaxed by noting that multi-finger transistors are typically used to implement very
wide transistors. Multi-finger transistors are just multiple transistors connected in
such a way that their gate, source, and drain terminals are shared. When multi-
finger transistors are used in the bit-cell design, the effective access transistor width
may be varied using two word-lines instead of one (Fig. 3.11), and is called the 2T-
1MTJ design [21]. Word line 1 is used during read operations to switch M1 ON and
OFF, while word line 2 keeps M2 OFF. During write operations, both word lines are
turned ON and OFF simultaneously.

Let us analyze the 2T-1MTJ design using the failure characteristics in Fig. 3.10
as an example. The write operation of the 2T-1MTJ bit-cell requires both M1 and
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Fig. 3.10 Generally, all three failure graphs are plotted together to determine the optimum ATx
width to use as shown on the left. The optimum point depends on whether the bit-cell failures
are disturb dominated or decision dominated. However, if decision failures are the dominant read
failure, then we only have to look at decision failures and write failures to determine the optimum
ATx width. As shown on the right, decision failures are minimized at a particular ATx width while
write failures keep decreasing with increasing ATx width

RMTJ

Source Line

Bit Line

Word
Line

1T-1MTJ
Bit-cell

RMTJ

Source Line

Bit Line

Word
Line 1

Word
Line 2

2T-1MTJ
Bit-cell

M1
M2

Fig. 3.11 The 2T-1MTJ bit-cell uses two access transistors with separate word lines to optimize
for read failures and write failures without the need to tradeoff one for the other

M2 to be turned on. On the other hand, the read operation requires only M1 to be
turned on. The size of M1 is optimized for decision failures (908 nm), while the size
of M2 is as large as required to meet the write failure, array area, and array capacity
requirements. Hence, the decision and the write failure probabilities of the 2T-1MTJ
bit-cell may be optimized simultaneously without the need to tradeoff one for the
other.

3.3.4 Stretched Write Cycle

The stretched write cycle (SWC) [23] is another optimization strategy that may be
used in STT-MRAM design. SWC takes advantage of the fact that write operations
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Fig. 3.12 The typical dependence of JC on the switching time, � , is shown on the left. The write
pulse may be stretched by ı� as shown on the right (relative to the clock pulse) to reduce JC

do not occur as frequently as read operations in last level caches. The critical current
required for writing into the STT-MRAM bit-cell may then be lowered by allowing
a longer time for write operations to complete, as shown in Fig. 3.12.

The write energy comparisons of the optimization techniques presented are
shown in Fig. 3.13. The worst case design that mitigates write failures by write-
voltage boosting has 18 % higher power dissipation as compared to the nominal
design without process variations. The 1T-1MTJ bit-cell energy overhead is reduced
to 11 % after optimization, resulting in an area overhead of 5.4 %. However, if an
optimized 2T-1MTJ design is used, the energy overhead is reduced to 9 % while the
area overhead is increased to 9 %. Finally, the energy dissipation becomes 3 % lower
than the nominal case when SWC is used with an optimized 1T-1MTJ bit-cell. This
is because the critical write current needed is significantly lower in SWC. Although
the write frequency is reduced by 50 % in SWC, the throughput penalty is only 3 %.
Hence, we conclude that circuit/architecture co-design can lead to ultralow power
last level caches based on STT-MRAMs.

3.4 Comparisons of Cache Arrays Based on SRAM
and STT-MRAM

A cache comprises of multiple arrays for storing tags and data bits. In conventional
on-chip caches, both the tag and data arrays are implemented using SRAM. Since
the tag array requires frequent and fast updates of status bits and history bits,
the write latency of STT-MRAM may significantly impact the performance STT-
MRAM based tag arrays [24]. Hence, the STT-MRAM cache we will be discussing
is a hybrid cache where the tag arrays are implemented using SRAM and the data
arrays are implemented using STT-MRAM. In order to estimate the overall cache
latency, area and energy consumption of the STT-MRAM cache, the CACTI 6.5
simulator [25] needs to be modified to consider (a) analog read circuits in STT-
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Fig. 3.13 Write energy comparison of the bit-cell optimization techniques and the overhead
associated with each optimization technique

MRAM data arrays, (b) SRAM-based tag arrays along with STT-MRAM data
arrays, and (c) the bit-cell layout geometries to optimize the array aspect ratio.

A comparison of caches designed with SRAM and STT-MRAM is shown in
Fig. 3.14. Note that the capacity of the cache array, and not the cache area, has a
more significant impact on whether caches designed with STT-MRAM outperform
caches designed with SRAM. As the cache capacity increases, the wire delays in
SRAM based caches increases much faster than that in STT-MRAM based caches
due to the larger bit-cell footprint. Hence, high capacity caches designed with STT-
MRAM have faster access time and are smaller than SRAM based caches. As
Fig. 3.14 shows, an 8 MB cache designed with STT-MRAM has lower read latency
than an iso-capacity cache designed with SRAM. Similarly, the write latency gap
between STT-MRAM based and SRAM based caches reduces with increasing cache
capacity.

A similar trend is observed in the dynamic energy consumption of the caches
(Fig. 3.14). The energy dissipated in read operations in STT-MRAM based caches
is higher than that of SRAM based caches due to power dissipation in the analog
read circuits, despite 75 % smaller total cache area. However, the energy dissipation
due to interconnects becomes dominant when cache capacity is 1 MB and higher.
Therefore, read operation dynamic energy is significantly lower in STT-MRAM
based caches. During write operations, STT-MRAM caches dissipate significantly
larger energy than SRAM based caches. Finally, the leakage in STT-MRAM based
caches is significantly lower than that in SRAM based cache because STT-MRAM
bit-cells are non-volatile and have zero standby power. Only the SRAM based tag
arrays and periphery dissipate leakage power in caches designed with STT-MRAM.

The total energy dissipation in a cache also depends on factors such as cache
access patterns (number of read and write operations) and cache utilization (number
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Fig. 3.14 (a) Array area of SRAM and STT-MRAM based caches (4-way, 64 B cache line, B byte,
M mega byte), (b) read latency and (c) write latency, (d) read energy per operation and (e) write
energy per operation, and (f) total leakage power

of times a processor accesses the cache per unit cycle). The cache utilization is
lower than 30 % in today’s processors [26]. Moreover, for lower levels of the
cache hierarchy, the cache utilization is significantly lower than 30 %. We have
measured L2 cache utilizations for various SPEC2000 benchmarks based on the
Simplescalar framework [27] with a 32 KB L1 cache configuration. For a majority
of the benchmarks, L2 cache utilization is lower than 3 %. The highest utilization,
observed for the AMMP benchmark, is about 13 %, and the average utilization
across 16 benchmarks is only 2.2 %.

As shown in Fig. 3.15, a 2 MB STT-MRAM cache shows similar or lower energy
consumption than a 0.5 MB SRAM cache when the utilization is lower than 10 %.
Although the STT-MRAM cache has significantly lower energy consumption at
0 % utilization (leakage only), the energy dissipation increases drastically due to
excessive write energy as the utilization increases. The results are obtained using the
following conditions: read and write operation ratio of 2:1, 2 GHz processor speed,
and total simulation time of 1 billion processor cycles. Therefore, an STT-MRAM
cache can achieve high energy-efficiency along with high capacity in comparison to
an SRAM cache, especially in lower levels of the cache hierarchy due to the low
cache utilization.

In a conventional SRAM array, column selection is required for storing multiple
words in a single row [28]. Since set associativity is common in modern caches,
column selection in SRAM arrays is imperative. Furthermore, bit-interleaving can
only be achieved by employing column selection. Bit-interleaving is a commonly
adopted technique in SRAM arrays (1) to mitigate soft errors [28], and (2) to
increase array density by bit-line multiplexing [25]. In the column selection
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Fig. 3.15 Total energy consumption versus cache utilization for SRAM and for STT-MRAM
based caches shows that when 0.1 M data is stored in cache, STT-MRAM dissipation is much
lower

Fig. 3.16 (a) SRAM cache access dissipates additional power in the bit-lines of unselected cells,
whereas (b) STT-MRAM based cache do not have the half-select problem. (c) Tag-data access
needs to be sequential to take advantage of the lack of half-select problem in STT-MRAM.
(d) Sequential tag-data access incurs additional read latency since the cache hit needs to occur
before reading data

operation of an SRAM array, all unselected bit-cells in the accessed row have to be
under read mode to prevent unexpected bit flips, when a word-line is asserted. This
phenomenon is commonly known as pseudo-read or half-selection [28]. Note that, in
an STT-MRAM array, the non-volatility of bit-cells can eliminate the half selection
problem. As presented in Fig. 3.16, the unselected bit-cells can remain in standby
mode, and hence, consume no energy during both read and write column selection
operations. However, a sequential tag-data access is needed in order to determine
which of the columns need to be the selected prior to actual access, which increases
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the read latency since a cache hit must occur prior to reading the data array. Based
on our simulation parameters, the average read latency penalty is about 500 ps for
the 2 MB STT-MRAM based caches. However, the read energy savings is about
40–50 %.

3.5 Conclusion

Based on the simulation results presented in this chapter, we may conclude that
spin-transfer torque MRAM is becoming more viable as a technology for on-
chip last-level caches. Significant energy savings are achieved due to the large
cache capacities enabled by the small footprint of STT-MRAM memory cells.
Further reduction in the critical switching current of STT-MRAM will increase
the achievable energy savings [29]. The non-volatility of STT-MRAM may also
be exploited to enable a new “normally-off” computing paradigm [30]. However,
crucial design issues need to be overcome for STT-MRAM to be viable for
caches next to the processor and become a truly universal memory technology.
For example, the lack of a self-referenced differential sensing scheme in STT-
MRAMs limits the performance of its read operations and also its robustness against
process variations. Hence, there is a need to explore alternative MTJ structures
to improve STT-MRAM performance, and it may take some time before suitable
structures become a reality. Even so, STT-MRAM offers exciting possibilities in
integrating new functionality into on-chip caches in its current form [31]. This
ability to integrate new functionality on-chip to complement the CMOS circuitry
may be key in driving the future adoption of on-chip STT-MRAM technology.
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