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Foreword

This book edited by Rasit Topaloglu is a valuable addition to the library of the
student and practicing engineer interested in learning about three emerging aspects
of modern system design: three-dimensional integration, emerging memories and
their architecture, and photonic communication.

These topics are assuming increased importance due to a confluence of multiple
factors: the slowing down of conventional silicon scaling that enabled the enor-
mously successful System on a Chip era (mainly for economic reasons), the need
for ever-increasing memory at every level of the hierarchy, and finally the need to
increase system bandwidth beyond what can be done by conventional interconnects.
This book examines the design aspects of these three broad areas along with relevant
physics and circuits background for these design constraints. The first two chapters
deal with three-dimensional integration and the interconnect challenges of placing
Through Silicon Vias (TSVs) in a design environment, especially the impact on
area and power. It is important to note that while the TSVs may under certain
circumstances increase chip power and area slightly (a few percent), the reduction
in these parameters at the board or system level is enormous. For example, in the
Hybrid Memory Cube embodiment,1 main memory footprint may be reduced by
90 % while simultaneously reducing active power by about 30 % compared to DDR
protocols. Even larger reductions are possible with further optimization.

While DRAM is the main memory workhorse of the memory subsystem,
emerging memories such as magnetic memory are promising avenues to augment
(not replace) DRAM. While the scaling potential of Magnetic Tunnel Junctions
(MTJs) remains to be seen, they do offer the potential for persistence with very
high endurance as magnetic memory does not suffer the fatigue experienced by
phase change and charge trapping memories, radiation hardness, and perhaps offers
some power reduction. This is the subject of three chapters in the memory section,
while a fourth addresses improvements in architecture to reduce power and increase
bandwidth in DRAM technology.

1http://www.hybridmemorycube.org/.
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vi Foreword

The last two chapters of this book address the application of photonics to improve
communication at the chip and subsystem level. Li et al. address the important
aspect of photonics for multiprocessor environments including the challenge of
high-bandwidth communication with ever-increasing memory, while Condrat et al.
address ideas for design automation—an important requirement if photonics is to be
widely adopted.

We are entering an exciting era of “orthogonal scaling”2 where classical scaling
of silicon technology will continue to offer advantages albeit at lower levels of cost
performance, and more advantage and cost reduction will occur due to smarter ways
of system integration.3 This book addresses some very important aspects of this
transition.

Hopewell Junction, NY, USA Subramanian S. Iyer
24 November 2014

2S.S. Iyer, “The evolution of embedded memory in high performance systems,” Proc. IEDM, 33.1,
2012.
3S.S. Iyer, “Three-Dimensional Integration: An Industry Perspective,” March 2015 issue of the
MRS bulletin.



Preface

Traditional scaling in semiconductor integrated circuits where device sizes are made
progressively smaller has significant limitations. More than Moore technologies
offer many advantages by combining multiple types of devices on one chip. In this
book, we focus on three More than Moore technologies in particular based on the
impact they can bring and readiness of technology: 3D integration, novel memories,
and nanophotonics.

Two of the big obstacles in improving performance of computing systems are
(1) increased interconnection delays and (2) memory wall. The former indicates
limitations on the speed of moving data from one portion of a chip to another, while
the latter refers to limitations on the bandwidth of data transfer between memory
and the processing units. In this book, we focus on More than Moore technologies
that can alleviate these issues.

3D integration enables stacking multiple dies within a small footprint. Close
proximity of devices improves performance by reducing interconnection delays.
Additional input/output connections between processing units and memory can also
help with the memory wall issue. The first two chapters cover design, modeling,
architecture, and performance aspects of 3D integration.

Traditional memory scaling has shown to exacerbate the memory wall issue
over time. Hence a drastic change is needed. Unless a different architecture is the
solution, perhaps novel memory design may help with this issue. Chapters 3–5 target
modeling, circuit design, and architecture aspects of spin-transfer torque memory.
Chapter 6 discusses architecture implications of utilizing novel memories in modern
computer architecture.

Although significant research was conducted and progress was made in utilizing
optical electronics in computing systems, constraints such as area, manufacturing,
and thermal issues have prevented practical implementations in computing. It is
likely that optical interconnects will be introduced first to replace global inter-
connection. The last two chapters discuss network-on-chip architecture and design
automation enablement of nanophotonic systems.
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viii Preface

More than Moore technologies presented herein offer solutions to the intercon-
nection and memory wall issues in modern computer design. Whether or when such
solutions are accepted depends on keeping other design constraints such as cost,
variability, and power within limits.

Hopewell Junction, NY, USA Rasit O. Topaloglu
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Chapter 1
Impact of TSV and Device Scaling
on the Quality of 3D ICs

Dae Hyun Kim and Sung Kyu Lim

Abstract TSVs have negative effects such as area, delay, and power overhead
because of non-negligible TSV area and capacitance. Therefore, obtaining benefits
such as wirelength reduction and performance improvement from 3D integration is
highly dependent on the TSV size and capacitance. To reduce the negative effects,
TSVs have been downscaled and sub-micron TSVs are expected to be commercially
available in the near future. Meanwhile, devices have also been downscaled beyond
32 and 22 nm, so future 3D ICs will very likely be built with sub-micron TSVs and
advanced device technologies. In this chapter, the impact of TSVs on the quality of
today and future 3D ICs is investigated based on GDSII-level layouts.

1.1 Introduction

Three-dimensional integration provides many benefits such as higher bandwidth,
smaller form factor, shorter wirelength, lower power, and better performance
than traditional two-dimensional integrated circuits (2D ICs) [1–4]. These benefits
are obtained by die stacking and use of through-silicon vias (TSVs) for inter-
die connections. However, TSVs occupy silicon area and have non-negligible
capacitance, which have negative effects on the quality of 3D ICs. The reason is
as follows. If large TSVs are inserted into a 3D IC, the footprint area of the design
becomes larger, so the amount of wirelength reduction decreases [5]. In addition,
non-negligible TSV capacitance increases the total capacitance of 3D signal paths
and degrades timing and dynamic power consumption of the 3D paths.

To reduce the negative effects, TSVs have been downscaled as devices have been
downscaled [6–8]. However, since process technology is also advancing, future 3D
ICs will very likely be fabricated with smaller TSVs and state-of-the-art process

D.H. Kim (�)
Washington State University Pullman, WA, USA
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2 D.H. Kim and S.K. Lim

technology. In this case, the negative effects of TSVs might remain the same or even
increase depending on the relative size and electrical properties among transistors,
local interconnects, and TSVs.

In this chapter, the impact of TSVs on the area, wirelength, critical path delay,
and power of today and future 3D ICs is investigated based on GDSII-level layouts.
To simulate future process technologies, a 22 and a 16 nm process and standard cell
libraries are developed. Today and future 3D IC layouts are generated using these
future process technologies as well as an existing 45 nm library and the impact of
TSVs are studied thoroughly.

1.2 Preliminaries

1.2.1 Negative Effects of TSVs

Use of TSVs in 3D ICs causes area, delay, and power overhead because of non-
negligible area TSVs occupy and non-negligible TSV capacitance as follows.

1.2.1.1 Area Overhead

TSVs are fabricated in the silicon bulk. If TSVs are inserted into existing whites-
pace, the die area does not increase and TSV insertion does not cause area overhead.
However, TSVs have similar properties as standard cells,1 so TSV insertion requires
new whitespace to achieve fixed area utilization. Area overhead caused by inserting
a TSV is represented by ATSV CAKOZ where ATSV is the area of a TSV and AKOZ is
the area of the whitespace called keep-out zone (KOZ) around the TSV. Assuming
each TSV insertion needs new whitespace, the total area overhead caused by TSV
insertion is computed by NTSV · .ATSV C AKOZ/ where NTSV is the total number
of TSVs. As the formula shows, the total area overhead is proportional to the total
TSV count and the TSV size. Figure 1.1 shows the ratio between the total TSV
area and the total silicon area. As the figure shows, when the area required for each
TSV insertion is comparable to the average gate area (ATSVCKOZ D Agate), the area
overhead caused by TSV insertion is less than 5 % until the TSV count reaches 5 %
of the gate count. However, if the area required for each TSV insertion is greater
than 1:5�Agate, the area overhead goes over 10 %. This area overhead increases as
the TSV becomes larger, the keep-out zone size becomes larger, more TSVs are
inserted, the gate count decreases, or the average gate area goes down (smaller gates
are used or newer technology is used).

1Both standard cells and TSVs occupy silicon area and need routing from/to them.
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Fig. 1.1 Ratio between the total TSV area and the total silicon area. Ng is the total gate count,
ATSVCKOZ is the sum of the TSV and KOZ area, and Agate is the average gate area

1.2.1.2 Delay Overhead

The total wirelength of 3D designs is expected to be shorter than their 2D counter-
parts by 20–35 % although TSV insertion causes area overhead [9]. However, delay
of a 3D net, which connects gates placed in different dies, is dependent on both the
length of the net and the capacitance of the TSVs inserted into the net, which means
that shorter wirelength might not be converted into lower delay if TSV capacitance
is not sufficiently small or many TSVs exist on the net. For instance, assume that the
length of a net is X (µm), the unit resistance and capacitance of the net are r(�/µm)
and c(fF/µm), respectively, the load capacitance is CL, the output resistance of the
driver of the net isRo, the capacitance of a TSV is CTSV, and the number of TSVs in
the net isNTSV. Assuming the TSVs are evenly distributed along the net, the Elmore
delay of the net is represented as follows:

Ro · .cX C CL/C 0:5rcX2 C rX · .0:5c C CL/CRo ·NTSV ·CTSV

C · 0:5rX ·NTSV ·CTSV (1.1)

where the first term is the delay by the driver output resistance driving the net and
the load capacitance, the second and the third terms are wire delays, the fourth term
is the delay by the driver output resistance driving the TSVs, and the fifth term
is the delay by the wire resistance driving the TSVs. In the above equation, TSV
resistance is not considered because in general TSV resistance is very small (less
than 1�) compared to the wire resistance (a few �/µm), so the impact of TSV
resistance on the net delay is negligible. Figure 1.2 shows the Elmore delay of 2D
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and 3D nets for 45 nm technology parameters. As the figure shows, inserting five
and ten TSVs having 10 fF capacitance into a 3,000µm net causes 9 and 18 % delay
overhead, respectively, compared to the delay of the 2D net of the same length. If
TSV capacitance increases to 50 fF, inserting five and ten TSVs into the same net
causes 45 and 91 % delay overhead, respectively.

1.2.1.3 Power Overhead

Non-negligible TSV capacitance causes dynamic power consumption overhead.
Using the well-known formula for dynamic power consumption, P D f̨ CV 2,
power overhead by TSV insertion is represented by P D f̨ CTSVV

2 where CTSV

is the TSV capacitance. Since 3D ICs have in general shorter wirelength than
2D ICs, however, total dynamic power consumption could still be lower than 2D
ICs depending on the amount of wirelength reduction and the power overhead by
TSVs. For instance, assume that the switching factor is 0.2, operation frequency
is 1 GHz, supply voltage is 1.0 V, and unit wire capacitance is 0.171 fF/µm. If the
total wirelength is 100 m, its dynamic power consumption is 3.42 W. When the 2D
design is converted into 3D and the total wirelength becomes 20 % shorter than that
of the 2D design, its dynamic power consumption becomes the sum of 2.74 W and
PTSV, which is the power consumed by TSVs. If CTSV is 10 fF and 10,000 TSVs
are inserted, PTSV becomes 0.02 W and the total power is 2.76 W, which is still
almost 20 % lower than the power of the 2D design. However, if a million TSVs
are inserted, PTSV becomes 2 W and the total power becomes 4.74 W, which is 39 %
higher than that of the 2D design.
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1.2.2 Motivation

Process scaling reached 22 nm node [10,11] in 2012, and 16 and 11 nm technologies
are currently under development as of 2013. As devices are downscaled, TSVs
are also downscaled as TSV manufacturing technology advances. Recently, it was
demonstrated that 0.7µm-diameter TSVs could also be fabricated reliably [8]. In
addition, according to the ITRS prediction, TSV diameter will continue to decrease
while TSV aspect ratio will increase. Therefore, sub-micron TSVs are expected to
be developed and ready for use within the next few years. Thus, it is worthwhile
studying the impact of both super- and sub-micron TSVs on the quality of 3D IC
designs. In addition, the impact of TSVs on the quality of 3D ICs varies depending
on which process technology is used to build the 3D ICs. For instance, inserting
5µm-diameter TSVs into a one-million-gate 3D IC built by 32 nm technology will
have greater impact on the area overhead than inserting the same-size TSVs into the
same 3D IC built by 90 nm technology because the average gate size of the former is
smaller than that of the latter. Therefore, the goal in this chapter is to investigate the
impact of super- and sub-micron TSVs on the area, wirelength, critical path delay,
and power of 3D ICs built by different process technology.

1.3 Library Development

Creating 3D IC layouts requires process and standard cell libraries. Therefore, this
section briefly describes the library development flow used to create a 22 and a
16 nm process and standard cell libraries.

1.3.1 Library Development Flow

Creation of process and standard cell libraries requires the followings:

• Transistor models: Transistor models are used to create timing and power
libraries.

• Interconnect layer definitions: Interconnect layer definitions include the min-
imum width, thickness, minimum spacing, and routing direction of each metal
layer, the width and the spacing of each via layer, and permittivity and height
of each inter-layer dielectric. Although the libraries used for fabrication require
much more elaborate and complex design rules, the above definitions are
sufficient for the simulation in this chapter.

• Standard cell layouts: Standard cell libraries should have various simple and
complex cells.
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Fig. 1.3 Process and standard cell library development flow

For 22 and 16 nm transistor models, the predictive technology model (22 and
16 nm PTM HP model V2.1) is used [12]. To develop 22 and 16 nm process and
standard cell libraries, a typical library development flow illustrated in Fig. 1.3
is used. First, device and interconnect layers are defined and then tech files (.tf),
display resource files (.drf), interconnect technology files (.ict), design rule files,
layout-versus-schematic (LVS) rule files, and RC parasitic extraction rule files are
created from the device and interconnect layer definitions. With the tech and display
resource files, DRC-clean standard cell layouts are created. After layout generation,
abstraction is performed to create library exchange format files (.LEF). SPICE
netlists (post_xRC.cdl) containing parasitic resistance and capacitance are also
created after RC extraction. With these SPICE netlists and the PTM transistor mod-
els, library characterization is performed to create timing and power libraries (.lib
and .db). Various technology-dependent files such as capacitance tables are also
generated for accurate RC extraction and timing analysis in digital IC design tools.
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1.3.2 Interconnect Layers and Standard Cell Libraries

Interconnect layers for a specific technology can be defined by extrapolation or
prediction. In this chapter, interconnect layers for 22 and 16 nm technologies are
defined by prediction based on ITRS interconnect prediction [16], downscaling
trends of other standard cell libraries, and the downscaling trends of Intel process
technology [13–15]. According to ITRS prediction on interconnect layers, for
example, the pitch of the metal 1 wire at 22 nm is about 72 nm and that at 16 nm is
about 48 nm, and the pitch of a semi-global wire at 22 nm is about 160 nm and that
at 16 nm is about 130 nm. From these values as well as extrapolation of interconnect
layers of Intel process technology and other standard cell libraries, interconnect
layers at 22 and 16 nm are predicted as shown in Table 1.1. Table 1.2 shows the
width and thickness of each metal layer and the thickness of each barrier and inter-
layer dielectric (ILD) layer in the 22 and 16 nm process libraries predicted in this
chapter. The aspect ratio of the 22 nm library is set to 1.8 and that of the 16 nm
library is set to 1.9. Since it is assumed that low-k inter-layer insulator material is
used, 1.9 is used for the dielectric constant of the inter-layer dielectric material and
3.8 for the dielectric constant of the barrier material for both the 22 nm and the
16 nm libraries.

With the interconnect layers defined above and a minimum set of design rules
such as the minimum poly-to-contact spacing and the minimum metal-to-metal
spacing, standard cell layouts are created. About 90 standard cells are created as
shown in Table 1.3. Figure 1.4 shows the smallest (1�) two-input NAND gates of
the 45, 22, and 16 nm standard cell libraries. After creating the standard cell layouts,
DRC, LVS, and RC extraction are executed for each layout. With the netlists having
parasitic RC and the transistor SPICE models, all the standard cells are characterized
and timing and power libraries are created.

Table 1.1 Interconnect
layers of 65 nm [13],
45 nm [14], 32 nm [15],
22 nm, and 16 nm process
technology

Layer
Pitch (nm)
65 nm 45 nm 32 nm 22 nm 16 nm

Contacted gate 220 160 112:5 86 62

Metal 1 210 160 112:5 76 46

Metal 2 210 160 112:5 76 46

Metal 3 220 160 112:5 76 46

Metal 4 280 240 168:8 130 72

Metal 5 330 280 225:0 206 98

Metal 6 480 360 337:6 206 146

Metal 7 720 560 450:1 390 240

Metal 8 1080 810 566:5 390 240

The 22 and the 16 nm layers are based on prediction and
extrapolation
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Table 1.2 Width (w) and
thickness (t) of the metal,
barrier, and inter-layer
dielectric (ILD) layers used in
the 22 and 16 nm process
libraries

Layer
22 nm 16 nm
w (nm) t (nm) w (nm) t (nm)

Metal 1, 2, 3 36 64:8 22 41:8

Barrier 1, 2, 3 6 4

ILD 1–2, 2–3, 3–4 53 34

Metal 4 60 108 32 60:8

Barrier 4 12 8

ILD 4–5 84 45

Metal 5 96 172:8 44 83:6

Barrier 5 18 8

ILD 5–6 137 68

Metal 6 96 172:8 66 125:4

Barrier 6 18 8

ILD 6–7 137 109

Metal 7, 8 180 324 110 209

Barrier 7, 8 24 14

ILD 7–8, 8–9 276 181

The aspect ratio of the metal layers for the 22 nm library is
1.8 and that for the 16 nm library is 1.9

Table 1.3 Standard cells in
the 22 and 16 nm standard
cell libraries developed in this
chapter

Type Available sizes

AND2/3/4, AOI21/211/221 1�, 2�, 4�
BUF, INV 1�, 2�, 4�, 8�, 16�, 32�
LOGIC 0, LOGIC 1 1�
MUX2 1�, 2�
NAND2/3/4/, NOR2/3/4 1�, 2�, 4�
OAI21/22/211/221/222 1�, 2�, 4�
OAI33 1�
OR2/3/4 1�, 2�, 4�
XNOR2, XOR2 1�, 2�
DFF 1�, 2�
FA, HA 1�

1.4 Comparison of Process and Standard Cell Libraries

This section validates the 22 and 16 nm libraries created by the library development
flow presented in the previous section. Since the libraries are not based on
fabrication and measurement data, the validation relies on the trend of the process
scaling and the libraries are accepted unless their characteristics do not deviate too
much from the expectation.
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Fig. 1.4 The smallest (1�)
two-input NAND gates of the
45 nm [17], and the 22 and
16 nm libraries (drawn to
scale) created in this chapter
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1.4.1 Gate Delay and Input Capacitance

The first simulation for the validation of the 22 and 16 nm libraries is to compare
transistor characteristics. The simulation setting is as follows. The minimum-
size inverter in each process library drives another minimum-size inverter, which
drives an N� inverter of the same library. The delay of the second minimum-size
inverter (driving the N� inverter) is obtained by SPICE simulation. Figure 1.5 shows
the delay. As shown in the figure, the 16 nm inverter has the shortest delay and the
45 nm inverter has the longest delay. Quantitatively, when the process moves from
45 to 22 nm and from 22 to 16 nm, approximately 30 and 20 % delay improvement is
obtained, respectively. Notice that two-generation gap exists between 45 and 22 nm
while only one-generation gap exists between 22 and 16 nm, so moving from 45 to
22 nm has larger improvement than moving from 22 to 16 nm. Table 1.4 also shows
the FO4 delay at each process technology.

Gate input capacitance, which is also an important factor determining delay and
power, of some of the 45, 22, and 16 nm standard cells are listed in Table 1.5.
As shown in the table, the average input capacitance of the 22 nm standard cells
is approximately 48 % of that of the 45 nm standard cells. On the other hand, the
average input capacitance of the 16 nm standard cells is approximately 83 % of that
of the 22 nm standard cells. Since two-generation gap exists between 45 and 22 nm,
the input capacitance difference between 45 and 22 nm is greater than that between
22 and 16 nm.



10 D.H. Kim and S.K. Lim

Fig. 1.5 Delay of a minimum-size inverter driving an N� inverter (N D 1, 2, 4, 8, 16), where
both inverters are in the same process. RC parasitics are included

Table 1.4 FO4 delay,
standard cell heights, wire
sheet resistance, and unit wire
capacitance (fF/µm)

45 nm 22 nm 16 nm

FO4 delay (ps) 15.15 13.63 12.28ps

Std. cell. height (µm) 1:4 0:9 0:6

Wire sheet resistance (Metal 1) 0:38 0:26 0:40

(Metal 4) 0:21 0:16 0:28

(Metal 7) 0:08 0:05 0:08

Unit wire capacitance (Metal 1) 0:20 0:15 0:16

(Metal 4) 0:20 0:15 0:13

(Metal 7) 0:20 0:14 0:14

1.4.2 Interconnect Layers

Characteristics of interconnect layers also have a significant effect on the per-
formance. Table 1.4 shows wire sheet resistance and unit wire capacitance of
short, semi-global, and global metal layers in the 45, 22, and 16 nm libraries. The
resistivity of the 45 nm technology is about 5:0�10�8, so the sheet resistance of the
45 nm library is relatively high compared to the 22 nm library. On the other hand,
the resistivity of the 22 and 16 nm technology is 1:7 � 10�8, which is the resistivity
of copper. This is why the sheet resistances of the 22 nm metal layers are lower than
those of the 45 nm metal layers although the thickness of the 45 nm metal layers
is larger than that of the 22 nm metal layers. As the technology moves from 22 to
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Table 1.5 Input capacitance
of selected standard cells in
the 45, the 22, and the 16 nm
libraries

Cell
Cap (fF)
45 nm 22 nm 16 nm

AND2 1� 0.54 (1.00) 0.25 (0.46) 0.22 (0.41)

AOI211 1� 0.64 (1.00) 0.30 (0.47) 0.25 (0.39)

AOI21 1� 0.55 (1.00) 0.23 (0.42) 0.20 (0.36)

BUF 4� 0.47 (1.00) 0.28 (0.60) 0.29 (0.62)

DFF 1� 0.90 (1.00) 0.41 (0.46) 0.26 (0.29)

FA 1� 2.46 (1.00) 1.31 (0.53) 1.36 (0.55)

INV 4� 1.45 (1.00) 0.69 (0.48) 0.56 (0.39)

MUX2 1� 0.95 (1.00) 0.42 (0.44) 0.34 (0.36)

NAND2 1� 0.50 (1.00) 0.24 (0.48) 0.22 (0.44)

OAI21 1� 0.53 (1.00) 0.25 (0.47) 0.20 (0.38)

OR2 1� 0.60 (1.00) 0.26 (0.43) 0.20 (0.33)

XOR2 1� 1.08 (1.00) 0.55 (0.51) 0.45 (0.42)

Average (1.00) (0.48) (0.40)

Table 1.6 Benchmark
circuits

Circuit # Gates (K) # Nets (K)
Total cell area
45 nm 22 nm 16 nm

BM1 352 372 0:632 0:218 0:098

BM2 518 680 1:288 0:437 0:198

16 nm, the sheet resistance goes up because both of them use the same resistivity,
but the metal layer thickness of the 16 nm library is smaller than that of the 22 nm
library.

The unit wire capacitance of the 45 nm library is also slightly higher than that of
the 22 nm library. This is because the dielectric constant used for the 45 nm library is
2.5 while the 22 nm library uses 1.9 for its dielectric constant. If the same dielectric
material (�r D 1:9) is used for the 45 nm library, the unit wire capacitance becomes
0.15, which is close to the unit wire capacitance of the 22 nm library.

1.4.3 Full-Chip 2D Design

In this simulation, 2D circuit layouts are designed using the three standard cell
libraries and the area, wirelength, critical path delay, and power of the designs are
compared. The simulation flow is as follows. Two benchmark circuits shown in
Table 1.6 are synthesized, designed, and optimized using each standard cell library
and commercial tools. The same area utilization (60 %) is used for all designs for
fair comparison and the fastest operation frequency is found for each library.

Table 1.7 shows the comparison results for the 2D designs. The chip area of
the 45 nm designs is about three times larger than that of the 22 nm designs on
average, and the chip area of the 22 nm designs is approximately two times larger
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Table 1.7 Comparison of 2D layouts

BM1 BM2
45 nm 22 nm 16 nm 45 nm 22 nm 16 nm

Area (mm2) 1:00 0:36 0:17 2:56 0:81 0:42

Wirelength (m) 10:65 4:22 2:75 15:17 8:90 6:19

Delay (ns) 3:19 2:61 2:38 6:51 4:10 3:93

Power (W) 0:352 0:0684 0:068 0:521 0:154 0:133

than that of the 16 nm designs on average. In addition, the total wirelength of the
16 nm designs is approximately 1.48� shorter than that of the 22 nm designs, and
3.08� shorter than that of the 45 nm designs. Regarding the critical path delay,
the 16 nm designs are 1.49� faster than the 45 nm designs on average and 1.07�
faster than the 22 nm designs on average. Power consumption of the 16 nm designs
is approximately 4.5� smaller than that of the 45 nm designs and 1.1� smaller
than that of the 22 nm designs. Overall, the delay and power enhancement coming
from 22 to16 nm transition is not as significant as the enhancement coming from
45 to 22 nm transition because 45 and 22 nm technologies are two generations
apart while 22 and 16 nm technologies are only one generation apart, and the
quality (sheet resistance and unit wire capacitance) of the interconnect layers of
the 45 nm library is worse than that of the 22 nm library.

1.5 3D IC Design and Analysis Methodology

To generate 3D IC layouts, the 3D RTL-to-GDSII tool obtained from [18] are used.
This tool works as follows: For a given 2D gate-level (flattened) netlist, this tool
partitions gates in the x-, y-, and z- directions iteratively to globally place gates in
grids in 3D. After global placement, it constructs a 3D Steiner tree for each 3D net
and inserts TSVs into each placement grid based on the locations of vertical edges
of the 3D Steiner tree. Then, it runs detailed placement in each placement grid using
Cadence Encounter [19]. Routing for each die is also performed by Encounter. The
output of the tool consists of a Verilog netlist, a design exchange format (DEF) file
containing TSV locations, and a standard parasitic exchange format (SPEF) file for
each die, and a top-level Verilog netlist containing die-to-die connections and a top-
level SPEF file. One thing to notice is that the minimum number of TSVs to be
inserted in the 3D design is dependent on the cut sequence, which is the order of
the x-, y-, and z- direction partitioning applied to global placement. For example, if
the z-direction partitioning is applied early, fewer inter-die connections will likely
be obtained. On the other hand, if the z-direction partitioning is applied later, more
inter-die connections will likely be obtained [18]. This variation of the number of
TSVs enables producing different global placement solutions with different TSV
counts.
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After 3D IC layouts are generated, 3D timing optimization is performed as
follows. First, an initial timing optimization is performed in each die. Then, all
the layouts, timing analysis results, and the target clock frequency are fed into the
3D timing optimization tool obtained from [20]. This 3D timing optimization tool
iterates the following steps: (a) it performs RC extraction and obtains an SPEF file
for each die; (b) it performs 3D timing analysis using the SPEF files and the top-
level SPEF file using Synopsys PrimeTime [21]; (c) based on the timing analysis
result and the target clock frequency, the tool determines the target delay of each
3D path and creates a timing constraint file for each die; (d) since each die has its
own netlist and timing constraint file, timing optimization is performed for each
die separately using Encounter. This timing optimization process is repeated several
times until the overall timing improvement saturates.

3D power analysis needs (a) a netlist for each die and a top-level netlist, (b) an
SPEF file for each die and a top-level SPEF file, and (c) switching activities of cells
and nets. To obtain switching activities of cells and nets, Verilog netlists generated
by the 3D RTL-to-GDSII tool obtained from [18] are loaded into Encounter and
power analysis is performed. The power analysis internally generates and stores
switching activities of the cells and nets, so this information is dumped into an
output file after the power analysis. Then, all the netlists, SPEF files, and the
switching activity files are loaded into PrimeTime and power analysis is performed.
This power analysis method produces true full-chip 3D power analysis results.

1.6 Simulation Results

1.6.1 Simulation Settings

Two benchmark circuits, BM1 and BM2 shown in Table 1.6, are used to evaluate the
quality of 3D IC layouts. For the 45 nm process node, the Nangate 45 nm standard
cell library is used [17]. The four sets of TSV-related dimensions listed in Table 1.8
are used to simulate today and future TSVs. Especially, the 5 and 0.5µm TSVs are
used with the 45 nm technology, the 1 and 0.1µm TSVs are used with the 22 nm
technology, and the 0.5 and 0.1µm TSVs are used with the 16 nm technology. Since
the standard cell height of the 45 nm library is 1.4µm, a 5µm TSV including keep-
out zone occupies five standard cell rows while a 0.5µm TSV including keep-out
zone occupies one standard cell row. Similarly, a 1µm TSV and a 0.1µm TSV
occupy three standard cell rows and 0.26 standard row, respectively, when they are
used with the 22 nm standard cell library. If 0.5 and 0.1µm TSVs are used with
the 16 nm standard cell library, a 0.5µm TSV occupies 1.33 standard cell rows and
a 0.1µm TSV occupies 0.5 standard cell row. Figure 1.6 shows GDSII images of
TSVs and standard cells at 45, 22, and 16 nm technology. Die thickness for each
TSV dimension set is the same as the TSV height, which ranges from 5 to 25µm.
Although 5µm thickness is extremely thin, it is practical [1, 22].
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Table 1.8 TSV-related dimensions, design rules, and TSV capacitance

Dimensions TSV-5 TSV-1 TSV-0.5 TSV-0.1

Width (µm) 5 1 0.5 0.1

Height (µm) 25 5 8 5

Aspect ratio 5 5 16 50

Liner thickness (nm) 100 30 20 10

Barrier thickness (nm) 50 15 10 5

Landing pad width (µm) 6 1.6 1 0.18

TSV-to-TSV spacing (µm) 2 0.8 0.6 0.1

TSV-to-device spacing (µm) 1 0.4 0.3 0.1

TSV capacitance (fF) 20 2.67 3.2 0.8

Used with 45 nm 45 nm

22 nm 22 nm

16 nm 16 nm

45nm, 5µm TSV 22nm, 1µm TSV 16nm, 0.5µm TSV

45nm, 0.5µm TSV 22nm, 0.1µm TSV 16nm, 0.1µm TSV

Fig. 1.6 GDSII images (zoom-in shots) of the six types of designs studied in this chapter. Each
TSV has keep-out zone around it

1.6.2 Impact on Silicon Area

Figure 1.7 shows the footprint area of 2D and two-die 3D BM1 and BM2 designs
at each technology node. If the TSV size is zero, the footprint area of a two-die
3D design is approximately half of its 2D counterpart. Since the TSV size is not
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BM1 BM2

Fig. 1.7 Footprint area of the optimized 2D and two-die 3D designs (left: BM1, right: BM2). The
x-axis shows the technology combination (the first row shows TSV diameter in µm)

zero in reality, however, the footprint area of a two-die 3D design is usually greater
than half of its 2D counterpart if the same utilization is applied to both 2D and 3D
designs. For example, the area of the 45 nm 2D design is 1.0 mm2, but the area of
the 45 nm 3D design using 5µm TSVs is about 0.85 mm2, which is 85 % of the
2D design. Similarly, the area of the 45 nm 3D design using 0.5µm TSVs is about
0.63 mm2, which is 63 % of the 2D design. The same trend is found in the 22 and
16 nm designs. However, if the TSV size is 0.1µm, the footprint area of two-die 3D
designs becomes almost half of the area of their 2D counterparts. Similar trends are
found in the BM2 designs.

All these trends depend on the TSV size and the number of TSVs used in
the designs. Using smaller TSVs helps achieve smaller footprint area, which can
reduce the chip cost. However, smaller TSVs could be more expensive due to
manufacturing difficulties, so the use of smaller TSVs might not necessarily lead
to lower chip cost. Using fewer TSVs also helps achieve smaller footprint area.
However, several studies show that using more TSVs than the minimum number of
TSVs helps reduce wirelength and improve performance [18, 23, 24]. Thus, trade-
offs exist among the TSV size, the number of TSVs used in the design, chip cost,
the footprint area, and the chip performance.

1.6.3 Impact on Wirelength

The left figure in Fig. 1.8 shows the wirelength of the BM1 benchmark circuit.
When 5µm TSVs are used with the 45 nm technology, the 3D design has longer
wirelength than the 2D design. However, when 0.5µm TSVs are used with the
45 nm technology, the wirelength of the 3D design is about 10 % shorter than that
of the 2D design. When 1 and 0.1µm TSVs are used with the 22 nm technology,
however, the amount of wirelength reduction is less than 4 %. On the other hand,
when 0.5 and 0.1µm TSVs are used with the 16 nm technology, 15 % wirelength
reduction is achieved.
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BM1 BM2

Fig. 1.8 Wirelength of the optimized 2D and two-die 3D designs (left: BM1, right: BM2). The
x-axis shows the technology combination (the first row shows TSV diameter in µm)

Similar trends are found in the BM2 designs as shown in the right figure in
Fig. 1.8. The 45 nm 3D design has longer wirelength than the 2D design. However,
when 1 and 0.1µm TSVs are used with the 22 nm technology, 9 and 13 % wirelength
reduction is achieved, respectively. Similarly, 12 and 15 % wirelength reduction
is achieved when 0.5 and 0.1µm TSVs are used with the 16 nm technology,
respectively.

One thing to note is that 3D designs at n-th generation process node could
have longer wirelength than 2D designs at .nC 1/-th generation process node. For
instance, the 22 nm 3D layouts designed with 0.1µm TSVs have longer wirelength
than the 16 nm 2D layouts in Fig. 1.8. Therefore, shrinking the TSV size is important
to reduce the wirelength, but switching to advanced process nodes is also important
for wirelength reduction. This observation also coincides with the prediction result
presented in [25].

1.6.4 Impact on Performance

Figure 1.10 shows the critical path delay for the BM1 and BM2 benchmark circuits.
In general, using smaller TSVs leads to shorter critical path delay because of smaller
TSV capacitance and area overhead. In addition, as seen in Figs. 1.8 and 1.10,
the critical path delay of a 3D design having longer wirelength than (or similar
wirelength to) its 2D counterpart can be smaller than that of the 2D design. For
example, the wirelength of the 3D design built with 5µm TSVs and the 45 nm
technology is 15 % longer than that of the 2D design, but the critical path delay
of the 3D design is 12 % smaller than that of the 2D design. Similar trends are also
found in the BM2 benchmark circuit (Fig. 1.9).
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BM1 BM2

Fig. 1.9 Critical path delay of the optimized 2D and two-die 3D designs (left: BM1, right: BM2).
The x-axis shows the technology combination (the first row shows TSV diameter in µm)

An important observation is that the critical path delay of 3D designs built
with n-th generation process node could be smaller than that of 2D designs built with
.n C 1/-th generation process node. For example, the BM1 3D design built with
0.1µm TSVs and the 22 nm technology has approximately 20 % smaller delay than
the 2D design built with the 16 nm technology. Similarly, the BM2 3D design built
with 0.1µm TSVs and the 22 nm technology has about 9 % smaller delay than the
2D design built with the 16 nm technology.

1.6.5 Impact on Power

Figure 1.10 shows power consumption for the BM1 and BM2 benchmark circuits.
As seen in the figures, moving from 2D ICs to 3D ICs does not necessarily lead
to power reduction even if 3D designs have shorter wirelength than 2D designs.
The reason is as follows. Reduction in power consumption by building 3D ICs
comes mainly from smaller dynamic power consumption due to shorter wirelength.2

However, TSV capacitance can essentially be thought of as wire capacitance.
Therefore, the total capacitance is the sum of the total TSV capacitance and the
total wire capacitance. This means that the total TSV capacitance should be less
than the reduced wire capacitance to achieve power reduction.3 In other words,
achievement of power reduction needs smaller TSV capacitance, use of fewer
TSVs, and wirelength reduction. However, there again exists trade-offs among the
number of TSVs, the amount of wirelength reduction, and power consumption.

2There exist many kinds of 3D integration and some of them (e.g., core-DRAM stacking) provide
a huge amount of power saving by removing long chip-to-chip connections.
3Note that this is a simplified analysis. In reality, the total power should be computed in a more
sophisticated fashion taking switching activities of nets and gates into account.
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BM1 BM2

Fig. 1.10 Power consumption of the optimized 2D and two-die 3D designs (left: BM1, right:
BM2). The x-axis shows the technology combination (the first row shows TSV diameter in µm)

Inserting fewer TSVs may not reduce the total wirelength as much as expected.
Similarly, inserting fewer TSVs may not reduce the dynamic power consumption.
Inserting more TSVs, however, may reduce the total wirelength more than 10–
20 % [23], but then the total TSV capacitance also increases, so the total capacitance
could be larger than the total capacitance of 2D designs.

Another reason that the total power does not decrease in 3D designs is related to
the wirelength distribution. If wirelength reduction is achieved by shortening short
wires in a net, the capacitance of the input pins connected to the net dominates
the capacitance of the net, so the power consumption does not decrease. However,
if long wires are shortened, the wire capacitance dominates the capacitance of the
net, so the power will reduce. In the simulation, however, the wirelength reduction
comes primarily from shortening short wires.

1.6.6 Area, Wirelength, Performance, and Power vs. # Dies

The number of dies stacked in a 3D IC also has a non-negligible impact on the
area, wirelength, critical path delay, and power [23]. In this section, therefore, the
impact of TSVs on the four quality metrics are studied when the die count varies.
Figures 1.11 and 1.12 show the footprint area, wirelength, critical path delay, and
power of the BM1 and BM2 benchmarks when the number of dies varies from two
to five. To limit the simulation space size, 0.5, 1, and 0.5µm TSVs are used for the
45, 22, and 16 nm technologies, respectively.

As the number of dies increases, the footprint area decreases as expected.
Assuming that the TSV size is zero and the same utilization is used for all layouts,
the footprint area of an n-die design of a circuit is approximately A2D=n where A2D

is the area of the 2D design of the circuit. However, the TSV size is not zero and
stacking more dies usually increases the number of TSVs inserted, so the footprint
area of the circuit designed in n dies is larger than A2D=n. A noticeable result found
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Fig. 1.11 Comparison of optimized 3D designs (BM1) implemented in multiple dies. “dn”
denotes n-die implementation. 0.5, 1, and 0.5µm TSVs are used for the 45, 22, and 16 nm
technologies, respectively

in the figures is that 3D ICs stacked in more than four or five dies can have smaller
footprint area than their 2D counterparts built by more advanced technology. For
example, the five-die 3D IC built with 45 nm technology in Fig. 1.11 overcomes the
two-generation gap and has smaller footprint area than the 2D IC built with 22 nm
technology. Similarly, the five-die 3D IC built with 22 nm technology has smaller
footprint area than the 2D IC built with 16 nm technology in Fig. 1.12.

On the other hand, stacking more dies does not necessarily result in shorter
wirelength although stacking more than two dies helps reduce the wirelength. The
largest wirelength reduction ratio between more-than-two-die designs and two-die
designs is about 11 % in the simulation (the 16 nm two-die implementation vs.
the 16 nm four-die implementation of BM1). In addition, stacking five dies does
not produce shorter wirelength than stacking two to four dies. The main reason is
because stacking more dies generally needs more TSVs, which causes wirelength
overhead because of area overhead.

Regarding the critical path delay, stacking three or four dies reduces the critical
path delay more effectively than stacking two dies. The largest critical path delay
ratio between more-than-two-die designs and two-die designs is about 5 % in the
figure (the 16 nm four-die implementation of BM1). However, stacking more than
four dies does not reduce the critical path delay effectively. On the other hand, power
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Fig. 1.12 Comparison of optimized 3D designs (BM2) implemented in multiple dies. “dn”
denotes n-die implementation. 0.5, 1, and 0.5µm TSVs are used for the 45, 22, and 16 nm
technologies, respectively

consumption varies in a very small range. The reason is because gate switching
power is much more dominant, so the combination of reducing wirelength (a
positive effect) and inserting more TSVs (a negative effect due to TSV capacitance)
leads to the very small change in total power consumption.

1.7 Conclusion

In this chapter, the impact of TSVs on the quality of today and future 3D ICs has
been investigated using GDSII-level layouts. To generate the layouts of the future
3D ICs, a 22 and a 16 nm process and standard cell libraries have been created
and validated. With these realistic libraries and a 45 nm library, several 3D IC
layouts have been generated and various quality metrics such as the footprint area,
wirelength, critical path delay, and power consumption have been compared. The
simulation results show that (1) footprint area is strongly dependent on the TSV
size, so the use of sub-micron TSVs is the most important factor for area reduction;
(2) wirelength is also dependent on the TSV size, but if the TSV size is sufficiently
small (e.g., 0.5µm TSVs for 16 nm technology), shrinking the TSV size further does
not help reduce the wirelength; (3) critical path delay is strongly dependent on the
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TSV capacitance, but the footprint area also has a non-negligible effect on critical
path delay; (4) transition from 2D ICs to 3D ICs does not necessarily lead to less
power consumption even when the TSV capacitance is small.
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Chapter 2
3D Integration Technology

Yuan Xie and Qiaosha Zou

Abstract The emerging three-dimensional (3D) chip architectures, with their
intrinsic capability of reducing the wire length, is one of the promising solutions
to mitigate the interconnect problem in modern microprocessor designs. To lever-
age the benefits of fast latency, high bandwidth, and heterogeneous integration
capability that are offered by 3D technology, new design methodologies should be
developed targeting the unique feature of 3D integration. In this chapter, various
approaches to model 3D electrical behavior, handle 3D thermal reliability problems,
and design future 3D microprocessors are surveyed.

2.1 Introduction

With continued technology scaling, interconnect has emerged as the dominant
source of circuit delay and power consumption. The reduction of interconnect
delay and power consumption are of paramount importance for deep-sub-micron
designs. Three-dimensional integrated circuits (3D ICs) [11] are attractive options
for overcoming the barriers in interconnect scaling, thereby offering an opportunity
to continue performance improvements using CMOS technology.

3D integration technologies offer many benefits for future microprocessor
designs. Such benefits include: (1) The reduction in interconnect wire length, which
results in improved performance and reduced power consumption; (2) Improved
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memory bandwidth, by stacking memory on microprocessor cores with TSV
connections between the memory layer and the core layer; (3) The support for
realization of heterogeneous integration, which could result in novel architecture
designs. (4) Smaller form factor, which results in higher packing density and
smaller footprint due to the addition of a third dimension to the conventional two
dimensional layout, and potentially results in a lower cost design.

To design the 3D microprocessor that can fully leverage the benefits of fast
latency, higher bandwidth, and heterogeneous integration capability that are offered
by 3D technology, understanding of 3D electrical behavior is necessary and mature
techniques should be developed to handle the unique thermal reliability challenge
in 3D technology.

This chapter first presents the background on 3D integration technology, and
then reviews the models to capture the 3D electrical behaviors. The challenges of
3D thermal reliability are then presented. Various approaches to design future 3D
microprocessors, leveraging the benefits from 3D technology, are surveyed. The
challenges for future 3D architecture design are also discussed in the last section.

2.2 3D Integration Technology

The 3D integration technologies [56, 57] can be classified into one of the two
following categories. (1) Monolithic approach. This approach involves sequential
device process. The frontend processing (to build the device layer) is repeated on
a single wafer to build multiple active device layers before the backend processing
builds interconnects among devices. (2) Stacking approach, which could be further
categorized as wafer-to-wafer, die-to-wafer, or die-to-die stacking methods. This
approach processes each layer separately, using conventional fabrication techniques.
These multiple layers are then assembled to build up 3D IC, using bonding
technology. Since the stacking approach does not require the change of conventional
fabrication process, it is easier to adopt compared to the monolithic approach, and
has become the focus of recent 3D integration research.

Several 3D stacking technologies have been explored recently, including wire
bonded, microbump, contactless (capacitive or inductive), and through-silicon vias
(TSV) vertical interconnects [11]. Among all these integration approaches, TSV-
based 3D integration has the potential to offer the greatest vertical interconnect
density, and therefore is the most promising one among all the vertical interconnect
technologies. Figure 2.1 shows a conceptual 2-layer 3D integrated circuit with TSV
and microbump.

3D stacking can be carried out using two main techniques [16]: (1) Face-to-
Face (F2F) bonding: two wafers/dies are stacked so that the very top metal layers
are connected. Note that the die-to-die interconnects in face-to-face wafer bonding
does not go through a thick buried Silicon layer and can be fabricated as microbump.
The connections to C4 I/O pads are formed as TSVs; (2) Face-to-Back (F2B)
bonding: multiple device layers are stacked together with the top metal layer of
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Fig. 2.1 Illustration of F2F and F2B 3D bonding

one die bonding together with the substrate of the other die, and direct vertical
interconnects (which are called through-silicon vias (TSV)) tunneling through the
substrate. In such F2B bonding, TSVs are used for both between-layer-connections
and I/O connections. Figure 2.1 shows two conceptual 2-layer 3D ICs with F2F
and F2B bonding, with both TSV connections and microbump connections between
layers.

All TSV-based 3D stacking approaches share the following three common
process steps [16]: (a) TSV formation; (b) Wafer thinning and (c) Wafer alignment or
die bonding, which could be wafer-to-wafer(W2W) bonding or die-to-wafer(D2W)
bonding. Wafer thinning is used to reduce the area impact of TSVs. The thinner
the wafer, the smaller (and shorter) the TSV is (with the same aspect ratio
constraint) [16]. The wafer thickness could be in the range of 10–100µm and the
TSV size is in the range of 0.2–10µm [11].

In TSV-based 3D stacking bonding, the dimension of the TSVs is not expected
to scale at the same rate as feature size because alignment tolerance during bonding
poses limitation on the scaling of the vias. The vertical connection size, length,
and the pitch density, as well as the bonding method (face-to-face or face-to-back
bonding, SOI-based 3D or bulk CMOS-based 3D), can have a significant impact on
the 3D microprocessor design. For example, relatively large size of TSVs can hinder
partitioning a design at fine granularity across multiple device layers, and make
the true 3D component design less possible. On the other hand, the monolithic 3D
integration provides more flexibility in vertical 3D connection because the vertical
3D via can potentially scale down with feature size due to the use of local wires
for connection. Availability of such technologies makes it possible to partition a
design at a very fine granularity. Furthermore, face-to-face bonding or SOI-based
3D integration may have a smaller via pitch size and higher via density than
face-to-back bonding or bulk-CMOS-based integration. Such influence of the 3D
technology parameters on the microprocessor design must be thoroughly studied
before an appropriate partition strategy is adopted.
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2.3 TSV-Based 3D Electrical Model

For circuit performance (delay, power consumption, and heat dissipation)
estimation, RLC model is the most straightforward modeling method by treating the
device as composed of resistance, capacitance and inductance. In recently explored
3D stacking approach, TSV is working as the key enabling component, making
the electrical modeling of TSV nontrivial. Therefore, this section primarily reviews
the previous work that modeling TSV as RLC model under different conditions
(frequency, temperature, etc.), followed by the brief introduction of electrical
modeling of microbumps and back-end-of-line (BEOL).

2.3.1 TSV RC Model in Low Frequency Region

The TSV geometry description influences the final modeling accuracy. Most papers
assume that TSVs are equivalent cylindrical structure [26, 44, 52, 58] and this
assumption is examined by paper [44]. The researchers compared the electrical
parameters extracted from Ansoft electromagnetic simulation tool with two geome-
try descriptions. The first one is a cylinder structure containing both top and bottom
copper landing pads and another is the proposed simple structure without landing.
The results show that only less than a 7 % difference is found in the RLC value,
indicating that using simple cylindrical structure is sufficient for TSV modeling.
However, this examination is performed with frequency as high as 1 GHz under
stationary temperature. The conclusion may not be applicable for higher frequency
beyond this point.

Most of previous work are on developing simple analytical model for TSV
delay estimation. In [26], a physical dimension dependent analytical model for the
propagation delay of TSVs is proposed. A lumped element model using dimensional
analysis method is proposed with the observation that TSVs have a MOS-like
capacitor structure [43]. Similarly, a lumped TSV model and the corresponding TSV
propagation delay analysis are demonstrated in [23]. Besides the TSV’s structure,
the process method also influences the TSV electrical characteristic. An electrical
and reliability study based on a fabricated via last TSV is presented in [35].
As it is illustrated in the work, the structural and material parameters both have
impact on 3D TSV electrical characteristic. A 3D full wave and SPICE circuit
simulation is performed and eye-diagrams at different frequencies are used to study
the impact [38].

The analytical models from above mentioned work can provide electrical behav-
ior analysis, however, closed-form equations are needed for real value calculation.
The RLC model for single TSV and coupled TSVs with closed-form expressions
are given [8, 23, 44, 52]. In [8], in addition to the analysis, a guard ring structure is
proposed to suppress the noise coupling in TSVs. Closed-form expressions derived
in [44] consider various effects, such as skin effect, therefore, the expression is
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relatively complicated with several parameters that need to be determined based
on the given operation frequency. The expression is consistent with simulation
results up to 2 GHz frequency in the paper. The expressions given in this paper
are accurate, however, they are not suitable for fast circuit simulation. Empirical
parameters are used in [52], which is more practical for full chip circuit simulation.
Due to the relatively large size of TSVs, coupling effect is usually prominent which
should be taken into consideration for full chip analysis. In the following section,
the low frequency RLC equations for isolated TSV are introduced followed by the
expressions for the coupling capacitance and mutual inductance in TSV grid.

2.3.1.1 RLC Model for an Isolated TSV

For an isolated TSV, the RLC model is shown in Fig. 2.2a. Capacitances exist
between TSV and the adjacent substrate while resistance and inductance are in series
along the TSV.

a

c

b

Fig. 2.2 The resistance, inductance, and capacitance components for (a) an isolated TSV; (b) two
coupled TSVs; (c) a TSV bundle [52]
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The resistance calculation can be described as the function of TSV conductivity
.�/, TSV length .l/, and radius .r/:

Rtsv D lv

��r2v
(2.1)

TSV has a MOS-like capacitor structure, therefore, the effective capacitance in
TSV is the depletion capacitance and the oxide capacitance acting in series. During
TSV formation, a dielectric layer is deposited between TSV metal and surrounding
silicon, which makes TSV has the similar MOS structure. Based on the MOS effect
modeling, a depletion region appears with introduced depletion capacitance. The
depletion region width is determined by the voltage on TSV, threshold voltage
(derived from flatband energy), interface charge density, and material properties.
The depletion width changes with correspondence to the bias voltage when other
conditions are fixed [59]. The final effective capacitance is a function of its geometry
and the effective permittivity .�0/ of surrounding dielectric liner. The following
expression is based on empirical formula which assumes the thickness of dielectric
layer is smaller than 1µm:

Ctsv D 63:36"0lv

ln
�
1C 5:26 lv

rv

� (2.2)

When the TSV is treated as a lossy transmission line in the model, the inductance
has great impact on signal propagation delay. The propagation delay study in [26]
shows that without the presence of inductance in TSVs, the average error is 55.2 %
higher than the value of the distributed RLC model. The inductance of an isolated
TSV is depended on the geometry parameters. It can be expressed as follows:

Ltsv D �lv

2�
ln

�
1C 2:84

�

lv

rv

�
(2.3)

All the above empirical closed-form equations are verified by a 3D/2D quasi-
static electromagnetic-field solver tool and results show that the maximum error is
within 6 %. By using these closed-form expressions, the resistance, capacitance, and
inductance values in a single TSV can be easily calculated for fast circuit simulation.

2.3.1.2 RLC Model for Coupled TSVs

The RLC models for two coupled TSVs and a TSV bundle are shown in Fig. 2.2b,
c, respectively. For coupled TSVs, the resistance expression is the same as that
in an isolated TSV since coupling effect has negligible impact on the resistance.
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But for inductance and capacitance, the inter-via coupling effects are prominent. In
the following analysis, capacitance and inductance are divided into two parts: self
parameter and mutual parameter.

The capacitance of the whole coupled bundle TSVs can be expressed as follows:

Cbundle D

2
6664

C1;1 �C1;2 : : : �C1;n
�C2;1 C2;2 : : : �C2;n
:::

:::
: : :

:::

�Cn;1 �Cn;2 : : : Cn;n

3
7775 (2.4)

The diagonal element means the sum of self and inter-via coupling capacitances.
This capacitance matrix is sparse because only the diagonal elements and elements
that represent nearest neighbors contain meaningful values. From the researchers’
experiments [52], for a 7 � 7 TSV bundle, coupling terms for nearest neighbors are
more significant than those that are non-adjacent.

The self capacitance formula is different from the isolated TSV, which is given
as:

Cs D Ctsv � k1Ctsve
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rv
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rv
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where Ctsv is the capacitance of an isolated TSV, the parameters from k1 to k8 are
empirical constants. However, these constants are based on the simulation results
and varied with different TSV configurations, making it hard to be directly used
in circuit simulation. When k2 and k3 are negative and pv approaches infinity, Cs
equals to Ctsv.

The formula for the coupling capacitance where i ¤ j in the matrix is given as
follows:
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The coupling inductance terms is defined similarly to the coupling capacitance.
Different from capacitance, inductive coupling effect has long range, therefore, the
matrix is not sparse. The mutual inductance between any two TSVs can be captured
with the following formula:

Lm D 0:199�lvln

�
1C 0:438

dv

lv

�
(2.7)

where dv is the center-to-center distance between two TSVs.
Based on the simulation results, the maximum error for coupling capacitance and

inductance are within 6 and 8 %, respectively.
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2.3.2 TSV RLCG Model in High Frequency Region

Previous content introduces previous work that use simple RLC model in low
frequency region. In the following section, the relatively complex RLCG model
is introduced for high frequency operation which is up to 100 GHz [41, 59]. In
this model, the substrate is not assumed as ideal conductor, therefore, the impact
of substrate resistance is taken into consideration. The RLCG model contains two
components: admittance per unit TSV height which consists of conductance and
susceptance; impedance per unit TSV height which is composed of resistance
and reactance.

Skin effect and eddy currents in silicon should be also taken into consideration
for TSV modeling at high frequencies [59]. Skin effect means the current density
drops by a certain factor below the surface of a conductor. It has great impact on the
high frequency resistance.

The RLCG model developed in [59] is introduced in detail. The equivalent
distributed circuit model is shown in Fig. 2.3a, the simplified model is given in
Fig. 2.3b. The impedance which is represented by Z is inside TSV, similar to the
resistance and inductance in series in RLC model. Capacitance C1 resides between
TSV and substrate representing the final effective capacitance (oxide capacitance
and depletion capacitance in series). Admittance, represented by Y , exists in the
silicon substrate between two adjacent TSVs. In this figure, Yopen is the input
admittance between ports 1 and 2 if ports 3 and 4 are open while Zshort represents
the impedance between ports 1 and 2 when ports 3 and 4 are short circuited.

a

b

Fig. 2.3 RLCG model for TSV, (a) the equivalent distributed RLCG model of two coupled TSVs;
(b) a simplified distributed transmission line model [59]
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2.3.2.1 Admittance of TSV in RLCG Model

The admittance (CG) per unit TSV height can be treated as two components
working in series, one is the effective capacitance .C1/ and the other is the coupling
admittance .Y2/ due to the bulk silicon. The admittance expression is shown in the
following equation:

Y D Œ2.j!C1/
�1 C Y �1

2 ��1 (2.8)

where ! is the radial frequency. Since there are two TSVs contributing to C1 in
series with Y2, the equation contains a factor of 2 before C1. The detailed equations
to calculate C1 and Y2 can be found in [59].

The CG model is verified with a 2-D quasi-electrostatic simulation tool. The
results suggest that at low frequencies, if the depletion region is not considered,
the error is not negligible, however this difference is not so significant at high
frequencies.

2.3.2.2 Impedance of TSV in RLCG Model

The serial impedance (RL) per unit height is not so straightforward. The final
expression results are shown here without detailed deduction steps. For simplicity,
the serial impedance can be treated as the sum of three components: the inner
impedance of TSV .Zmetal/, the outer inductance .Louter/, and the resistance due
to eddy currents in silicon substrate .Rsub/, where the equations for these three
components can be found in [59]:

Z D 2Zmetal C j!Louter CRsub (2.9)

The model is compared with the simulation tool and the results indicate skin
effect in TSV is of great importance for high frequency analysis when the higher
frequency resistance is dominant over DC resistance.

2.3.2.3 TSV Electrical Performance with RLCG Model

As technology scales, the diameter and pitch of TSVs shrink, however, the substrate
thickness almost remains the same as predicted by the ITRS. When the radius of
TSVs reduce, C, G and L do not change much due to the proportional scaling of
geometrical parameters. Nevertheless, resistance increases significantly when the
frequency reaches the region of tens of GHz due to the decreasing TSV cross
sectional area.

In terms of circuit performance sensitivity, capacitance has the most important
impact on circuit behavior while resistance is of the least importance. The inter-
connect exhibits the short-transmission line behavior on signal propagation, which
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indicates that simple RLC model is enough for delay and signal rise/fall calculation.
However, the L and G are crucial factors for the estimation of voltage variations
in VDD and GND. More accurate whole circuit performance evaluation can only be
done with all RLCG models.

2.3.3 TSV RC Model with Temperature Consideration

Although 3D stacking provides a number of benefits over traditional 2D circuits, 3D
exacerbates the thermal dissipation problems due to higher power density in smaller
footprint. The temperature gradients on chip result in TSV electrical characteristic
variation. Several work have explored the temperature dependent TSV modeling
[22, 24, 55].

Due to the complexity of temperature-dependent TSV modeling, only semi-
analytical capacitance model and empirical RC model are brought out in previous
work. First, the semi-analytical capacitance model is briefly introduced. Then
the empirical RC model formulations are given for straightforward RC value
computation.

2.3.3.1 Semi-Analytical Temperature-Dependent Capacitance Model

This model is called semi-analytical because the close-form expression is not
given, instead, a four-step algorithm is given to calculate the capacitance until the
convergence conditions are satisfied. Normally, the behavior of TSV is similar to
a MOS capacitor, and the analytical expression for TSV capacitance is derived by
solving a 1D Poisson equation in the radial direction in a cylindrical coordinate
system. Considering the depletion region, a semi-analytical algorithm for depletion
capacitance calculation is proposed [24].

The algorithm first identifies the initial maximum depletion radius. The assump-
tion neglects the hole and electron charges. The initial maximum depletion radius
can be obtained from the following equation:

qNaR
2
OX

4"Si
� qNaR

2
max

2"Si
Ln.ROX/C qNaR

2
max

4"Si
.2ln.Rmax/ � 1 D  s (2.10)

with the assumption that the surface potential  s equals to 2.KBT=q/ln.Na=ni /.
In the equation, q is the electron charge, Na is the density of ionized acceptors
or the doping concentration, " is the silicon permittivity, and  .r/ represents the
electrostatic potential with respect to the radius.
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The second step is trying to identify electron-hole densities in the substrate from
the potential with the initial depletion radius calculated from previous step. The
potential at every point is calculated as follows:

 .r/ D qNar
2

4"Si
� qNaR

2
max

2"Si
ln.r/C qNaRmax

4"Si
.2ln.Rmax � 1/ (2.11)

The value of the potential at distance r is used to compute the hole and electron
charge densities in the substrate using p.r/ D pPoexp.�ˇ .r// and n.r/ D
nPoexp.ˇ .r//.

Step three calculates the new maximum depletion radius with consideration of
the hole and electron charge densities derived from the previous step. The new
maximum depletion radius is calculated from the following equation:

q.Na C p � n/R2OX

4"Si
� q.Na C p � n/R2max

2"
ln.ROX/

Cq.Na C p � nR2max/
4"Si

.2ln.Rmax/ � 1/ D  s (2.12)

The last step calculates the depletion capacitance by using equation Cdep D
2�"SiLTSV=ln.2Rmax=�TSV/. The final depletion capacitance is obtained by contin-
uing these four steps until the new depletion radius approaches the initial maximum
depletion radius. The total TSV capacitance can be viewed as the oxide capacitance
and depletion capacitance in series.

Comparison between the semi-analytical results and the measurement results
shows that the error is within 3 %. When the temperature rises, the TSV capacitance
increases due to the reduction of maximum depletion radius.

2.3.3.2 Empirical Temperature-Dependent RC Model

Besides the TSV capacitance, resistance also changes with temperature variation.
Lumped RC model should be enhanced by considering TSV capacitance and
resistance change due to temperature variation [22]. However, due to lack of close-
form expression for temperature-dependent resistance, [22] builds a 2D/3D ring
oscillator to measure the model parameters at different temperatures. Thus, an
empirical RC model of TSV is discussed. This RC model is similar to the simple
signal-transmission line model at DC and low frequencies without inductances.

The expressions of resistance and capacitance from empirical data are given in
the following:

RTSV.T / D R0.1C ˛.T � T0// (2.13)

CTSV.T / D 0:0007T 2 � 0:0333T C 44:4 (2.14)



34 Y. Xie and Q. Zou

The measurement results suggest that with temperature rise, substantial incre-
ment in TSV capacitance and resistance can be seen.

The temperature-dependent RLC model is still far beyond maturity in current
research. Furthermore, from these work, we can see that the resistance and
capacitance have great dependency on temperature. Moreover, these dependencies
can be translated into further influence on the on-chip temperature by producing
Joule heating [55]. Accurate modeling and electrical-thermal co-analysis framework
are required for precise circuit performance and on-chip temperature estimation.

2.3.4 RC Model for Microbumps, RDL, and BEOL

In addition to TSV which is the key enabling component in 3D ICs, other
components (microbumps, redistribution layers, C4, etc.) are necessary for electrical
modeling to perform full chip and package analysis. Several work modeled the
redistribution layer (RDL), back-end-of-line (BEOL) and microbumps [1, 40, 54].

The BEOL and RDL can be treated as traditional metal layers for signal
transmission with resistance and capacitance. The theoretical values of resistance
for RDL can be calculated from [40]:

RTh D RRDL C RGround

2
D ˛

1

wRDL � tRLD

3

2
(2.15)

where wRDL and tRDL are the width and the oxide thickness of the metal layers.
The resistance value of BEOL can be obtained in a similar way. The capacitance
calculation is absent in previous work.

Microbump can not be simply treated as metal layers due to the structure
difference. In [54], the microbump has the RLC model similar to the TSV and shares
the same expressions. The microbump model contains resistance and inductance
in series from input to output port. Two capacitances reside between microbump
and connected tiers. One of the capacitance represents the capacitance between
microbump and substrate of the first tier while the other captures the capacitance
between microbump and the substrate of the second tier.

2.4 Thermal Stress-Aware Design for 3D ICs

Stacked chips on 3D architecture increase the packaging density and thermal
resistances, which results in higher on-chip temperatures. Plenty of studies have
focused on the 3D thermal modeling, analysis [6, 7, 19, 51], and thermal-aware
design methodology [9, 10, 17] to manage the on-chip thermal issues of 3D ICs.
These work, however, failed to consider the TSV lateral thermal blockage effect
and thermomechanical stress. Moreover, they used TSVs as thermal vias to build
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vertical heat dissipation path, which in turn results in increased thermal load on
TSVs as well as thermomechanical stresses, and thus weakens the reliability. On
the other hand, prior work on analyzing the mechanical stresses in 3D ICs [2, 21]
only consider the static stress management by adjusting TSV keep-out zone size,
TSV placement, or TSV structure. In [61], the work not only accounts for the static
(design-time) management of TSV thermal stress and thermal load but also takes
into account the run-time TSV stress analysis and management.

For better thermal management, profound understandings of 3D heat transfer
and cycling effects are necessary. Accurate 3D ICs thermal modelings have been
conducted. An analytical and numerical model for temperature distribution in
a 3D stack considering multiple heat sources is developed to help 3D thermal
analysis [19]. An analytical thermal model for the top layer in 3D architecture with
TSVs vertical thermal conductivity model is proposed to determine TSVs density
during design time [51]. TSV is one of the most important component in 3D ICs,
precise thermal modeling of TSVs can significantly improve the thermal analysis of
3D architectures. The equivalent thermal conductivity model [7] and lateral thermal
blockage model [6] of TSVs are demonstrated. The thermal modeling for both
silicon devices and TSVs in vertical and horizontal directions should be used for
precise temperature analysis in 3D architectures.

Based on the thermal modeling and analysis of 3D architectures, several
work have performed thermal-aware design. Thermal-aware 3D design placement
techniques with TSVs for thermal vias are introduced to alleviate the on-chip
temperature [9, 10, 17]. These work, however, fail to take the TSV lateral thermal
blockage effects into consideration. As thermal vias, TSVs are likely to place near
hotspot for vertical thermal dissipation, but the lateral blockage effects may worsen
the thermal problem in horizontal direction.

The above mentioned work on thermal-aware design only makes effort on reduc-
ing the on-chip temperature without considering the thermomechanical stresses
related reliability issues in 3D architectures. Analysis of reliability problems
induced by thermomechanical stresses and strains is performed but it includes one
single TSV [3]. Full-chip thermomechanical stresses and reliability analysis tool is
generated to alleviate the reliability problems in 3D ICs [21]. The 3D FEA (finite
element analysis) simulations are performed to examine the effect of TSV structure
and liner material/thickness on TSV radial stress. Superposition method which is
proved to be effective is applied for full chip analysis with TSV bundles. Besides
the thermal stress analysis, stress-aware reliability schemes are also developed. Both
design-time and run-time thermal stress management strategies are developed with
the consideration of TSV horizontal thermal blockage effects in [61]. During design
time, the management scheme tries to reduce the thermal load on TSV to reduce
the TSV thermal stress, preventing the early time TSV interfacial delamination and
wafer cracking. Moreover, thermal cycling effect is considered during run-time and
thermal control mechanism is used to provide mechanical equilibrium for whole
chip reliability.

The detailed TSV thermal stress model and 3D thermal cycling effect are
introduced in the following subsection.
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2.4.1 Analysis of TSV Thermal Stress

In 3D IC fabrication, copper (Cu) is usually used as TSV filling material. Copper
has more than five times larger coefficient of thermal expansion (CTE) than
silicon. The CTE mismatch between TSV and silicon substrate in turn introduces
mechanical stresses that can lead to high probability of die cracking and interfacial
delamination [33, 34, 45]. The coefficients of thermal expansion of TSV materials
and silicon are listed in Table 2.1. The CTE of four possible TSV materials are
all larger than the CTE of silicon substrate. As an example, Fig. 2.4 illustrates
the potential cracking and delamination damage. Once heating is applied to the
die, TSVs tend to expand much faster than silicon; this finally results in TSVs
stretching out of silicon substrate. As a consequence, damage is generated in back-
end-of-line (BEOL) and wire layers [33]. On the other hand, the contracted TSVs
pull the surface of surrounding silicon during the cooling process, causing surface
delamination and tensile stress in the surrounding region. Since silicon substrate is
thinned drastically to expose TSVs, it is more vulnerable to mechanical stresses than
2D circuits.

Table 2.1 Coefficient of
thermal expansion of TSV
materials and silicon [42]

Material CTE (ppm/K)

Silicon 2:3

Copper 17

Aluminium 20

Tungsten 4:4

Nickel 13

a b

Fig. 2.4 TSV thermal expansion and delamination due to CTE mismatch. (a) TSV expansion
during heating; (b) the delamination between TSV and silicon during cooling [33]
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To minimize thermomechanical stresses, TSV farms should be placed smartly
during design time. Therefore, the corresponding analysis on the thermal stresses
around TSVs is critical to the solution. Several work [32, 42] have targeted
thermal stress analysis showing that the stress field in TSVs is uniform and can
be represented by radial, circumferential, and axial stresses. The stresses can be
expressed as following:

�r D �	 D �E.˛tsv � ˛si /Ttsv

2 � 2
 ; �z D 2�	 (2.16)

where �r , �	 , and �z are radial, circumferential, and axial stresses, respectively. ˛tsv

is the CTE of TSVs and ˛si represents the CTE of silicon. Ttsv is the thermal load on
TSV, E is the Young’s modulus and 
 is the Poisson’s ratio.1

TSVs thermal load estimation during design-time is usually based on accurate
thermal modeling of TSVs and TSV temperature is used to represent the correspond-
ing thermal load assuming the stress-free temperature is at room temperature. Both
vertical high thermal conductivity and lateral thermal blockage effect [6] should
be considered in the TSV model for more accurate temperature modeling. The
lateral thermal blockage effect is due to the relatively low thermal conductivity of
dielectric layer surrounding TSV. For example, the normal dielectric layer material
is SiO2 with thermal conductivity of 1.4 W m�1 K compared to the silicon thermal
conductivity of 149 W m�1 K. Therefore, the thermal resistances exist between
lateral TSV walls and all neighboring blocks, resulting in high thermal resistances
on the lateral thermal dissipation path.

In general, the thermal resistance of TSV farms can be captured by:

RTSV D h

k ·A
(2.17)

where h is the material thickness, k is the thermal conductivity of the material
per volume, and A is the cross sectional area where heat flow passes through.
Note that this equation can be used to calculate both vertical and lateral thermal
resistance of TSVs. For vertical thermal resistance calculation, the TSV metal
thermal conductivity is used, otherwise, lateral TSV farm thermal conductivity
(including low thermal conductivity insulator) is adopted. To this end, the lateral
heat blockage effect has been taken into account during design-time floorplan and
the TSV thermal stress is proportional to the thermal load on TSVs.

1In this formula, the difference of elastic between materials is omitted for simplicity.
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Fig. 2.5 Stack level thermal cycling effect in 3D structure. Thermal stresses are pointing from hot
blocks (dark color) to cool blocks (light color). Alternating direction of stresses (the arrows) easily
cause cracking on thinned substrate

2.4.2 3D Thermal Cycling Effects

Thermal cycling effect is another factor that can cause reliability issues for 3D
ICs [36, 61]. Particularly, the thermal cycling effects in 3D ICs become prominent
because the dynamic thermal gradients and stresses in x, y, z directions during
run-time can no longer be ignored. Moreover, the thermal cycling effects are more
complicated since each functional block now has two more proximity blocks in the
vertical direction. As shown in Fig. 2.5 [61], the generated thermal expansion forces
are highlighted by arrows, which are from the hotter blocks (dark color) to the cooler
blocks (light color). When the force direction varies in the stacked chips, it makes
the thinned silicon substrate more vulnerable to damage. A run-time thermal cycling
management scheme should be proposed to eliminate the damaging thermal cycling
pattern.

Most of the traditional 2D and 3D techniques can not mitigate the problem
because they only strive to minimize the peak temperature on chip but disregard
the thermomechanical stresses. Sometimes the traditional thermal management
techniques can even worsen the problem by wrongly forcing the thermal patterns
to exert maximum stress on the device layers in checkerboard configurations,
where cold and hot structures are overlaid. In [61], the analysis of vertical thermal
cycling pattern and temperature gradients between neighbors in x, y, z directions
is employed as part of the thermomechanical stresses management scheme. As
a result, the management scheme can alleviate the temperature gradients on cell
granularity and achieve mechanical equilibrium.

2.5 Designing 3D Processor Architecture

The following subsections discuss various architecture design approaches that lever-
age different benefits that 3D integration technology can offer, namely, wirelength
reduction, high memory bandwidth, heterogeneous integration, and cost reduction.
They also briefly review 3D network-on-chip architecture designs.
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2.5.1 Wirelength Reduction

Designers have resorted to technology scaling to improve microprocessor
performance. Although the size and switching speed of transistors benefit as
technology feature sizes continue to shrink, global interconnect wire delay does
not scale accordingly with technologies. The increasing wire delays have become
one major impediment to performance improvement.

Three-dimensional integrated circuits (3D ICs) are attractive options for over-
coming the barriers to interconnect scaling, thereby offering an opportunity to
continue performance improvements using CMOS technology. Compared to a
traditional two dimensional chip design, one of the important benefits of a 3D
chip over a traditional two-dimensional (2D) design is the reduction on global
interconnects. It has been shown that three-dimensional architectures reduce wiring
length by a factor of the square root of the number of layers used [20]. The reduction
of wire length due to 3D integration can result in two obvious benefits: latency
improvement and power reduction.

2.5.1.1 Latency Improvement

Latency improvement can be achieved due to the reduction of average interconnect
length and the critical path length.

Early work on fine-granularity 3D partitioning of processor components shows
that the latency of 3D components could be reduced. For example, since intercon-
nects dominate the delay of cache accesses which determines the critical path of
a microprocessor, and the regular structure and long wires in a cache make it one
of the best candidates for 3D designs, 3D cache design is one of the early design
example for fine-granularity 3D partition [56]. Wordline partitioning and bitline
partitioning approaches divide a cache bank into multiple layers and reduce the
global interconnects, resulting in fast cache access time. Depending on the design
constraints, the 3DCacti tool [47] automatically explores the design space for a
cache design, and finds out the optimal partitioning strategy, and the latency reduc-
tion can be as much as 25 % for a two-layer 3D cache. 3D arithmetic-component
designs also show latency benefits. For example, various designs [15, 37, 39, 48]
have shown that the 3D arithmetic unit design can achieve around 6–30 % delay
reduction due to the wire length reduction. Such fine-granularity 3D partitioning was
also demonstrated by Intel [4], showing that by targeting the heavily pipelined wires,
the pipeline modifications resulted in approximately 15 % improved performance,
when the Intel Pentium-4 processor was folded onto 2-layer 3D implementation.

Note that such fine-granularity design of 3D processor components increases
the design complexity, and the latency improvement varies depending on the
partitioning strategies and the underlying 3D process technologies. For example, for
the same Kogge–Stone adder design, a partitioning based on logic level [48] demon-
strates that the delay improvement diminishes as the number of 3D layers increases;
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while a bit-slicing partitioning [37] strategy would have better scalability as the
bit-width or the number of layers increases. Furthermore, the delay improvement
for such bit-slicing 3D arithmetic units is about 6 % when using a bulk-CMOS-
based 180 nm 3D process [15], while the improvement could be as much as 20 %
when using a SOI-based 180 nm 3D process technology [37], because the SOI-based
process has much smaller and shorter TSVs (and therefore much smaller TSV delay)
compared to the bulk-CMOS-based process.

2.5.1.2 Power Reduction

Interconnect power consumption becomes a large portion of the total power
consumption as technology scales. The reduction of the wire length translates
into power savings in 3D IC design. For example, 7–46 % of power reduction
for 3D arithmetic units were demonstrated in [37]. In the 3D Intel Pentium-4
implementation [4], because of the reduction in long global interconnects, the
number of repeaters and repeating latches in the implementation is reduced by
50 %, and the 3D clock network has 50 % less metal RC than the 2D design,
resulting in a better skew, jitter and lower power. Such 3D stacked redesign of Intel
Pentium 4 processor improves performance by 15 % and reduces power by 15 %
with a temperature increase of 14ı. After using voltage scaling to lower the peak
temperature to be the same as the baseline 2D design, their 3D Pentium 4 processor
still showed a performance improvement of 8 %.

2.5.2 Memory Bandwidth Improvement

It has been shown that circuit limitations and limited instruction level parallelism
will diminish the benefits of modern superscalar microprocessors by increased
architectural complexity, which leads to the advent of Chip Multiprocessors (CMP)
as a viable alternative to the complex superscalar architecture. The integration of
multi-core or many-core microarchitecture on a single die is expected to accentuate
the already daunting memory-bandwidth problem. Supplying enough data to a
chip with a massive number of on-die cores will become a major challenge
for performance scalability. Traditional off-chip memory will not suffice due to
the I/O pin limitations. Three-dimensional integration has been envisioned as a
solution for future micro-architecture design (especially for multi-core and many-
core architectures), to mitigate the interconnect crisis and the “memory wall”
problem [18,30,31]. It is anticipated that memory stacking on top of logic would be
one of the early commercial uses of 3D technology for future chip-multiprocessor
design, by providing improved memory bandwidth for such multi-core/many-
core microprocessors. In addition, such approaches of memory stacking on top of
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core layers do not have the design complexity problem as demonstrated by the
fine-granularity design approaches, which require re-designing all processor
components for wire length reduction.

Intel [4] explored the memory bandwidth benefits using a base-line Intel Core2
Duo processor, which contains two cores. By having memory stacking, the on-die
cache capacity is increased, and the performance is improved by capturing larger
working sets, reducing off-chip memory bandwidth requirements. For example, one
option is to stack an additional 8 MB L2 cache on top of the base-line 2D processor
(which contains 4 MB L2 cache), and the other option is to replace the SRAM L2
cache with a denser DRAM L2 cache stacking. Their study demonstrated that a
32 MB 3D stacked DRAM cache can reduce the cycles per memory access by 13 %
on average and as much as 55 % with negligible temperature increases.

PicoServer project [25] follows a similar approach to stack DRAM on top of
multi-core processors. Instead of using stacked memory as a larger L2 cache (as
shown by Intel’s work [4]), the fast on-chip 3D stacked DRAM main memory
enables wide low-latency buses to the processor cores and eliminates the need for
an L2 cache, whose silicon area is allocated to accommodate more cores. Increasing
the number of cores by removing the L2 cache can help improve the computation
throughput, while each core can run at a much lower frequency, and therefore
result in an energy-efficient many core design. For example, it can achieve a 14 %
performance improvement and 55 % power reduction over a baseline multi-core
architecture.

As the number of the cores on a single die increases, such memory stacking
becomes more important to provide enough memory bandwidth for processor cores.
Recently, Intel [49] demonstrated an 80-tile terascale chip with network-on-chip.
Each core has a local 256 KB SRAM memory (for data and instruction storage)
stacked on top of it. TSVs provide a bandwidth of 12 GB/s for each core, with a total
about 1 TB/s bandwidth for Tera Flop computation. In this chip, the thin memory
die is put on top of the CPU die, and the power and I/O signals go through memory
to CPU.

Since DRAM is stacked on top of the processor cores, the memory organization
should also be optimized to fully take advantages of the benefits that TSVs
offer [29, 31]. For example, the numbers of ranks and memory controllers are
increased, in order to leverage the memory bandwidth benefits. A multiple-entry
row buffer cache is implemented to further improve the performance of the 3D main
memory. Comprehensive evaluation shows that a 1.75� speedup over commodity
DRAM organization is achieved [31]. In addition, the design of MSHR was
explored to provided a scalable L2 miss handling before accessing the 3D stacked
main memory. A data structure called the Vector Bloom Filter with dynamic
MSHR capacity tuning is proposed. Such structure provides an additional 17:8%
performance improvement. If stacked DRAM is used as the last-level caches (LLC)
in chip multiple processors (CMPs), the DRAM cache sets are organized into
multiple queues [29]. A replacement policy is proposed for the queue-based cache
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to provide performance isolation between cores and reduce the lifetimes of dead
cache lines. Approaches are also proposed to dynamically adapt the queue size and
the policy of advancing data between queues.

The latency improvement due to 3D technology can also be demonstrated by
such memory stacking design. For example, Li et al. [28] proposed a 3D chip
multiprocessor design using network-in-memory topology. In this design, instead
of partitioning each processor core or memory bank into multiple layers (as shown
in [47, 56]), each core or cache bank remains to be a 2D design. Communication
among cores or cache banks are via the network-on-chip (NoC) topology. The core
layer and the L2 cache layer are connected with TSV-based bus. Because the short
distance between layers, TSVs provide a fast access from one layer to another layer,
and effectively reduce the cache access time because of the faster access to cache
banks through TSVs.

2.5.3 Heterogenous Integration

3D integration also provides new opportunities for future architecture design, with
a new dimension of design space exploration. In particular, the heterogenous
integration capability enabled by 3D integration gives designers new perspective
when designing future CMPs.

3D integration technologies provide feasible and cost-effective approaches for
integrating architectures composed of heterogeneous technologies to realize future
microprocessors targeted at the “More than Moore” technology projected by ITRS.
3D integration supports heterogeneous stacking because different types of compo-
nents can be fabricated separately, and layers can be implemented with different
technologies. It is also possible to stack optical device layers or non-volatile
memories [such as magnetic RAM (MRAM) or phase-change memory (PCRAM)]
on top of microprocessors to enable cost-effective heterogeneous integration. The
addition of new stacking layers composed of new device technology will provide
greater flexibility in meeting the often conflicting design constraints (such as
performance, cost, power, and reliability), and enable innovative designs in future
microprocessors.

2.5.3.1 Non-volatile Memory Stacking

Stacking layers of non-volatile memory technologies such as Magnetic Random
Access Memory (MRAM) [13] and Phase Change Random Access Memory
(PRAM) [53] on top of processors can enable a new generation of processor
architectures with unique features. There are several characteristics of MRAM and
PRAM architectures that make them promising candidates for on-chip memory. In
addition to their non-volatility, they have zero standby power, low access power and
are immune to radiation-induced soft errors. However, integrating these non-volatile
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memories along with a logic core involves additional fabrication challenges that
need to be overcome (for example, MRAM process requires growing a magnetic
stack between metal layers). Consequently, it may incur extra cost and additional
fabrication complexity to integrate MRAM with conventional CMOS logic into a
single 2D chip. The ability to integrate two different wafers developed with different
technologies using 3D stacking offers an ideal solution to overcome this fabrication
challenge and exploit the benefits of PRAM and MRAM technologies. For example,
Sun et al. [46] demonstrated that the optimized MRAM L2 cache on top of multi-
core processor can improve performance by 4.91 % and reduce power by 73.5 %
compared to the conventional SRAM L2 cache with similar area.

2.5.3.2 Optical Device Layer Stacking

Even though 3D memory stacking can help mitigate the memory bandwidth
problem, when it comes to off-chip communication, the pin limitations, the energy
cost of electrical signaling, and the non-scalability of chip-length global wires are
still significant bandwidth impediments. Recent developments in silicon nanopho-
tonic technology have the potential to meet the off-chip communication bandwidth
requirements at acceptable power levels. With the heterogeneous integration capa-
bility that 3D technology offers, one can integrate optical die together with CMOS
processor dies. For example, HP Labs proposed a Corona architecture [50], which
is a 3D many-core architecture that uses nanophotonic communication for both
inter-core communication and off-stack communication to memory or I/O devices.
A photonic crossbar fully interconnects its 256 low-power multithreaded cores at
20 TB/s bandwidth, with much lower power consumption.

Figure 2.6 illustrates such a 3D heterogenous processor architecture, which
integrates non-volatile memories and optical die together through 3D integration
technology.

Fig. 2.6 An illustration of 3D heterogeneous architecture with non-volatile memory stacking and
optical die stacking
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2.5.4 Cost-Effective Architecture

Increasing integration density has resulted in large die size for microprocessors.
With a constant defect density, a larger die typically has a lower yield. Consequently,
partitioning a large 2D microprocessor to be multiple smaller dies and stacking them
together may result in a much higher yield for the chip, even though 3D stacking
incurs extra manufacturing cost due to extra steps for 3D integration and may cause
a yield loss during stacking. Depending on the original 2D microprocessor die size,
it may be cost-effective to implement the chip using 3D stacking [12], especially
for large microprocessors. The heterogenous integration capability that 3D provides
can also help reduce the cost.

In addition, as technology feature size scales to reach the physical limits, it has
been predicted that moving to the next technology node is not only difficult but
also prohibitively expensive. 3D stacking can potentially provide a cost-effective
integration solution, compared to traditional technology scaling.

2.5.5 3D NoC Architecture

Network-on-chip (NoC) is a general purpose on-chip interconnection network
architecture that is proposed to replace the traditional design-specific global on-
chip wiring, by using switching fabrics or routers to connect processor cores
or processing elements (PEs). Typically, the PEs communicate with each other
using a packet-switched protocol. Even though both 3D integrated circuits and
NoCs are proposed as alternatives for the interconnect scaling demands, the
challenges of combining both approaches to design three-dimensional NOCs have
not been addressed until recently [14, 27, 28]. Researchers have studied various
NoC router design with 3D integration technology. For example, various design
options for the NoC router for 3D NoC has been investigated: (1) symmetric
NoC router design with a simple extension to the 2D NoC router; (2) NoC-
bus hybrid router design which leverages the inherent asymmetry in the delays
in a 3D architecture between the fast vertical interconnects and the horizontal
interconnects that connect neighboring cores; (3) True 3D router design with
major modification as dimensionally-decomposed router [27]; (4) Multi-layer 3D
NoC router design which partitions a single router to multiple layers to boost the
performance and reduce the power consumption [14]. 3D NoC topology design was
also investigated [60]. More details can be found in [5].
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2.6 Challenges for 3D Architecture Design

Even though 3D integrated circuits show great benefits, there are several challenges
for the adoption of 3D technology for future architecture design: (1) Thermal
management. The move from 2D to 3D design could accentuate the thermal
concerns due to the increased power density. To mitigate the thermal impact,
thermal-aware design techniques must be adopted for 3D architecture design [56];
(2) Design Tools and methodologies. 3D integration technology will not be com-
mercially viable without the support of EDA tools and methodologies that allow
architects and circuit designers to develop new architectures or circuits using this
technology. To efficiently exploit the benefits of 3D technologies, design tools and
methodologies to support 3D designs are imperative [57]; (3) Testing. One of the
barriers to 3D technology adoption is insufficient understanding of 3D testing issues
and the lack of design-for-testability (DFT) techniques for 3D ICs, which have
remained largely unexplored in the research community.
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Chapter 3
Design and Optimization of Spin-Transfer
Torque MRAMs

Xuanyao Fong, Sri Harsha Choday, and Kaushik Roy

Abstract In this chapter, reviews the basics and modeling of spin-transfer torque
magnetic RAM (STT-MRAM) for circuit-level failure analysis. A methodology for
analyzing failures in STT-MRAM bit-cells is also presented. The optimization of
STT-MRAM bit-cells using the presented framework is then discussed, along with
several circuit and array architecture-level failure mitigation techniques. We will
show that despite the relatively high write energy in STT-MRAM, large capacity last
level caches based on STT-MRAM can be more energy efficient than their SRAM
counterparts due to the unique characteristics of STT-MRAM.

The cache capacity of high-performance microprocessors is increasing as transistor
technology is scaled down. Since the leakage power also increases exponentially
with the scaling down of transistor technology, the power dissipation of on-chip
caches is an increasingly dominant component of power dissipation in high-
performance microprocessors. Non-volatile memories have been proposed as a
solution for mitigating the increasing power dissipation in high-performance on-
chip caches. Among the currently available non-volatile memory technologies, only
spin-transfer torque magnetic random access memory (STT-MRAM) has the desired
characteristics for high-performance on-chip cache applications [1]. In this chapter,
we discuss the design optimization and modeling of STT-MRAMs, and its potential
application in high-performance on-chip caches.

3.1 MRAM Storage Device: The Magnetic Tunnel Junction

The storage device in MRAM is the magnetic tunnel junction or MTJ. An MTJ, as
shown in Fig. 3.1, consists of a soft ferromagnetic layer which stores the information
(also called the “free” layer), a tunneling layer (usually AlOx or more commonly,
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Fig. 3.1 The storage device in the MRAM memory cell is the magnetic tunnel junction (illustrated
inset). The memory cell consists of an access transistor and the storage device connected as shown.
The current direction for programming the cell using spin-transfer torque is also shown

MgO), and a reference ferromagnetic layer (also called the “fixed” or “pinned”
layer). The MTJ can be switched between two stable states. When both the free and
the pinned layers are magnetically aligned, the configuration is called the “parallel”
state (P), and when the free and the pinned layers are anti-aligned magnetically, the
configuration is called the “anti-parallel” state (AP). A metric for MTJ as shown
in [2] is its resistance–area (RA) product. The RA product of the MTJ depends
exponentially on the tunnel oxide thickness (tMgO) since the mechanism for electron
transport is tunneling. At the same tMgO, the MTJ resistance, RMTJ , depends linearly
on the cross-sectional area of the MTJ (AMTJ), similar to an Ohmic conductor. RMTJ

also depends on the relative magnetic polarization of the free layer with respect to
the pinned layer. The dependence of RMTJ on magnetic polarization is due to the
difference in density of states around the Fermi energy, EF, in the ferromagnetic
layers [3]. When the MTJ is in the P state, the density of states of like-spins around
EF is very high in the ferromagnetic layers. Conversely, the density of states of like-
spins around EF in the ferromagnetic layers is very low when the MTJ is in AP
state. Thus, RMTJ is low in the P state .RMTJ D RP D RL/ and high in the AP state
.RMTJ D RAP D RL/. This difference in RMTJ , termed the “tunneling magneto-
resistance ratio” (or TMR), is given by

TMR D RAP �RP
RP

� 100 % (3.1)

and is an important metric for the performance of MTJs as memory elements. Since
binary data are represented by and stored as the resistance state of the MTJ, a larger
TMR also means that the MTJ states can be distinguished more easily. A constant
voltage or constant current scheme can be used to sense RMTJ and hence, the MTJ
state [4, 5]. In the constant voltage scheme, a fixed voltage is applied across the MTJ
and the resulting current through the MTJ is compared to a reference current. The
current flowing through the MTJ can be either higher or lower than the reference
current, depending on the resistance state of the MTJ. The advantage of the constant
voltage scheme is that the current flowing through the MTJ during read operations
may be amplified in the sense amplifier to improve sensing speed. However, the
disadvantage is that the result of the sensing needs to be converted into an output
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voltage. In case of constant current scheme, a fixed current is passed through the
MTJ and the voltage developed across the bit-line and the source-line is compared
with a reference voltage. The constant current scheme has the advantage that the
result of the sensing is already in the voltage domain and hence, no conversion
is required. However, the current required to generate sufficient voltage signal for
sensing may be large enough to cause disturb failures, which will be discussed in
detail later.

The magnetic layers are stabilized against thermal effects by engineering
them with anisotropies during fabrication. The most common form of anisotropy
engineered into the magnetic layers of an MTJ is the uniaxial anisotropy. This
causes the magnetization of the magnetic layers to have a preferential alignment
axis—the magnetization will align along this axis when no external stimulus is
present. When the volume of the magnet is reduced, the uniaxial anisotropy energy
must be proportionally increased to maintain the same stability. We will discuss this
in more detail in the later sections.

Nano-scale MTJs may be switched using the spin-transfer torque phenomenon
which was theoretically predicted by Slonczewski and Berger independently in
1996 [6, 7]. Since then many experiments have observed spin-transfer torque (STT)
switching [8–10]. STT exists because magnetism in ferromagnetic metals arises due
to the spin property of electrons. The magnetization of the ferromagnet points in
a particular direction when the majority of electron spins in it are aligned in that
direction. Hence, when current flows through the MTJ, the ferromagnetic layers
act as spin filters that polarizes the flowing electrons. Electrons in a spin polarized
current flowing into a ferromagnetic layer are able to transfer their spin momentum
to it. The spin momentum transferred exerts a torque on the magnetization of the
ferromagnetic layer. The magnetization of the ferromagnetic layer is switched if the
torque is large enough to overcome all other energies in the ferromagnetic layer.
The rate of spin momentum transfer and the torque exerted are proportional to the
rate of electron flow or the current, and determine the switching time. The current
or current density needed to achieve a specific switching time is the critical current,
IC, or critical current density, JC.

In an MTJ, the pinned layer is magnetically pinned whereas the free layer is
not. Hence, it is easier for spin-transfer torque to switch the free layer than to
switch the pinned layer. Let us consider what happens when electrons are flowing
from the pinned layer to the free layer in an MTJ. The pinned layer polarizes the
incoming electrons which then flow into the free layer. These electrons are polarized
in the spin direction of the pinned layer and transfer their spin momentum to the
free layer. Hence, a spin-transfer torque is exerted on the free layer to align its
magnetization parallel with the pinned layer. Consider instead when electrons flow
from the free layer to the pinned layer. Electrons entering the free layer from the
metallic interconnect are not polarized and can have any spin direction. Electrons
with same spin direction as the pinned layer are able to tunnel across the oxide
easily. However, electrons with the opposite spin-polarization may not tunnel across
the oxide easily and accumulate in the free layer. These electrons transfer their spin
angular momentum to the free layer and exert a torque that aligns the free layer
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magnetization anti-parallel with the pinned layer. When the electrons transfer their
spin angular momentum to the free layer, their spin directions become aligned with
the spin polarization of the pinned layer. They may then tunnel across the oxide
easily. From this discussion, we can see that the process of parallelizing the free
and pinned layers is more efficient than the anti-parallelizing process, resulting in
asymmetry in IC and JC [3, 11]. It has been reported that JC when anti-parallelizing
the MTJ can be 10–200 % larger than for parallelizing the MTJ [11, 12].

3.2 Modeling Magnetic Tunnel Junctions

The transient behavior of an MTJ can be modeled only if the essential physics in it
are captured. The I–V characteristic of the MTJ depends on physical parameters of
the MTJ, such as the thickness of the tunneling oxide and the cross-sectional area
of the MTJ, and on the magnetization directions of the free and the pinned layers.
Since the magnetization of the free layer does not change instantaneously during
switching, RMTJ also transition smoothly during MTJ switching. Accurate modeling
of the transient behavior of MTJs must model the transient behavior of the free
layer and relate it to the I–V characteristic of the MTJ. The transient behavior of the
free layer magnetization may be modeled using the Landau–Lifshitz–Gilbert (LLG)
[13] equation, and the I–V characteristic of the MTJ may be modeled using the
Non-Equilibrium Green’s Function (NEGF) [3] approach.

3.2.1 The Non-Equilibrium Green’s Function (NEGF)
Approach

The Non-Equilibrium Green’s Function (NEGF) approach may be used to simulate
electronic transport through an MTJ [3]. The approach requires the effective mass
Hamiltonian representing the MTJ and the MTJ biasing conditions, to be written
first. The I–V characteristics may be calculated by solving Non-Equilibrium Green’s
Function (NEGF) equations. Details of the approach are published in [3, 14] and are
beyond the scope of this chapter.

The NEGF approach to modeling the I–V characteristic of the MTJ has the
advantage that model parameters correspond to material parameters and may
be obtained from experimental measurements. The model may then be used to
predict MTJ characteristics and then validated experimentally. Figure 3.2 shows
the successful calibration of the NEGF model to experimentally measured data
published in [15, 16].
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Fig. 3.2 The successful calibration of the NEGF model to experimentally measured data reported
in the literature. (a) and (b) show results for calibration to data from [15] and from [16],
respectively

3.2.2 The Landau–Lifshitz–Gilbert (LLG) Equation

The typical approach to simulating the magnetization dynamics in an MTJ is the
micromagnetic approach. In this approach, the free magnetic layer in the MTJ is
discretized into a 3-D grid of ferromagnetic mono-domains. Since micromagnetic
simulations solve the Landau–Lifshitz–Gilbert (LLG) equation numerically, they
need to be repeated such that the solutions converge when parameters that should not
affect them are varied. For example, the magnetization dynamics are independent of
the discretization resolution and the discretization resolution is increased until the
numerical solutions of micromagnetic simulations converge.

The LLG equation describes magnetization dynamics of each ferromagnetic
mono-domain, and is given by [13]

@bm
@t

D � j� j bm � �!
HEFF C ˛bm � @bm

@t
(3.2)

where bm is the unit vector describing the magnetization direction of the mono-
domain, � is the electron gyromagnetic ratio (17.5 MHz/Oe or 2.21 � 105 m/A s),

and ˛ is the Gilbert damping factor [13]. An effective magnetic field,
�!
HEFF , models

the forces acting on the mono-domain. In an MTJ,
�!
HEFF may be written as

�!
HEFF D �!

HAni C �!
HDip C �!

HDemag C �!
HEx C �!

HExt C �!
HTH C �!

HST T (3.3)
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�!
HAni ,

�!
HDip ,

�!
HDemag,

�!
HEx ,

�!
HExt ,

�!
HTH , and

�!
HST T describe the effective

magnetic fields due to magnetic anisotropies (including uniaxial anisotropy), dipolar
coupling of the mono-domain to other magnetic dipoles, the demagnetization field
due to the arrangement of the magnetic ensemble, the exchange coupling between
mono-domains, any externally applied magnetic field, effects due to temperature,
and spin-transfer torque, respectively. The first term in the right-hand side of Eq.
(3.2) describes the precession of the magnetization around the axis of the effective
magnetic field. On the other hand, the remaining term in the right-hand side of Eq.
(3.2) describes the dampening of the precession which forces the magnetization to
align with the effective magnetic field.

The free layer in the MTJ is stabilized against thermal effects using shape
anisotropy, crystalline anisotropy, etc. Uniaxial anisotropy result in the free layer
magnetization to preferentially align itself along a single axis, û, and the effective
anisotropy field may be calculated using

�!
HAni D 2Ku2 .bm ·bu/ bu (3.4)

where Ku2 is the second order uniaxial anisotropy constant.
When an ensemble of mono-domains is considered, the demagnetization field

due to the geometry of the ensemble needs to be considered. Since
�!r ��!

HDemag D 0

and
�!r ·

�!
BDemag D 0 in a uniformly magnetized mono-domain, the demagnetiza-

tion field can be written as the gradient of a scalar potential

�!
HDemag D ��!rˆM (3.5)

where

ˆM .r/ D 1

4�

Z
M

�
r0� ·

�!r
�

1

jr � r0j
�
d3r0 (3.6)

and M(r0) is the magnetization of the whole ensemble relative to the origin. Details
of the calculation of the demagnetization field in numerical solvers are beyond the
scope of this chapter and may be found in [17, 18].

Mono-domains that are far apart may appear to be magnetic dipoles to each other.
The magnetic field on a mono-domain due to a magnetic dipole is given by

�!
HDIP D

3
��!
M · �!r

� �!r �
ˇ̌
ˇ�!r

ˇ̌
ˇ
2�!
M

4�
ˇ̌
ˇ�!r

ˇ̌
ˇ
5

(3.7)

where
�!
M is the magnetic moment of the dipole (or

�!
M D MSbm if a mono-domain

with magnetization direction bm is approximated as a point dipole) and �!r is the
vector pointing from the magnetic dipole to the mono-domain.
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Thermal energy may also perturb the spin interaction between electrons in a
mono-domain and needs to be modeled as well. The formulation of the effect
thermal energy has on a mono-domain was presented by Brown in [19]. This effect

is captured in Eq. (3.3) using the effective thermal field
�!
HTH . The thermal field is

related to the mono-domain properties by

�!
HTH D �!

�

s
2kBT

j� j�0MSVDomaint
(3.8)

where
�!
� is a vector with components that are independent standard Gaussian

random variables, kB is the Boltzmann constant, T is the temperature of the magnetic
ensemble, �0 is the permeability of free space, �t is the constant time step used in
the numerical simulation, MS and VDomain are the saturation magnetization and the

volume of the mono-domain, respectively. The statistics of
�!
HTH are such that

hHTH;ui D 0 where u D x; y; z (3.9)

hHTH;u.t/HTH;v .t C �/i D 2kBT

j� j�0MSVDomain
ı .�/ ıuv (3.10)

where u and v denote the component of
�!
HTH .

Slonczewski and Berger independently showed that when a spin-polarized
electron current (spins of every electron in the current are aligned in one direction)
flows into a ferromagnetic layer, the electrons transfer their spin momentum to the
ferromagnetic layer, exerting a torque on the magnetization of the ferromagnetic
layer [6, 7]. The spin-transfer torque effect can be written as

� j� j bm � �!
HST T D ˇ .bm � .bm � bmP //C ˇ0bm � bmP (3.11)

where ˇ and ˇ0 depend on the current, and bmP is the unit vector describing the
spin direction of the electrons entering the ferromagnetic layer. In the case of spin
valves and of MTJs, bmP corresponds to the magnetization direction of the pinned
ferromagnetic layer. It may be convenient to write the spin-transfer torque in Eq.
(3.11) as an effective field instead, which is given by

�!
HST T D ˇ

j� j .bmP � bm/ � ˇ0

j� j bmP (3.12)

In Eqs. (3.11) and (3.12),

ˇ D aJ
j� j

�0MSVDomain

¯
2

ICurr

e
(3.13)
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Tunneling
Oxide
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a b

Fig. 3.3 The (a) in-plane magnetic anisotropy (IMA) MTJ has magnetizations which are in the
plane of the thin film ferromagnetic layers whereas the (b) perpendicular-magnetic anisotropy
(PMA) MTJ has magnetizations that are perpendicular to the plane of the thin film ferromagnetic
layers

where e is the electronic charge, ¯ is the reduced Planck constant, ICurr is the
electronic current flowing from the mono-domain into the polarizing ferromagnetic
layer, and aJ is dimensionless. ˇ0 has the same form as ˇ except aJ is replaced by
a

0

J . The vector direction of the effective magnetic flux density is the spin direction,
bmP , of the spin-carrying particles. aJ and a

0

J are fitting functions that describe
the in-plane and perpendicular-to-plane torques, respectively, relative to the plane
containing bm and bmP . They may be interpreted as the effectiveness of spin-transfer
(i.e. the proportion of total available spin-angular momentum that is transferred to
the mono-domain).

MTJs with perpendicular magnetic anisotropy (PMA) are currently the tech-
nology of choice for STT-MRAM application. The magnetic layers in MTJs with
PMA have magnetizations that are perpendicular to the plane of the magnetic layers.
Previously, MTJs have in-plane anisotropy (IMA) in which the magnetic layers have
magnetizations that are in-plane to the magnetic layers. The difference between
MTJs with IMA and with PMA is illustrated in Fig. 3.3. In IMA, the STT has

to overcome both
�!
HAni and

�!
HDemag. The strength of the effective field that STT

needs to overcome is approximately 4�MS. Furthermore, it is difficult to increase
the retention time as the MTJ with IMA is scaled down. These two issues are absent
in MTJs with PMA. Since

�!
HAni and

�!
HDemag are collinear in MTJs with PMA,

the MTJ free layer can be modeled with only uniaxial anisotropy. The relationship
between switching the energy barrier, EA, and the critical switching field is then
given by

�!
HC D 2EA

�0MSVFL
(3.14)

where VFL is the volume of the free layer. Also, EA D Ku2VFL.
In conventional MRAM, the MTJ free layer magnetization is switched using

magnetic fields generated by current carrying wires as shown in Fig. 3.4. The
required current for switching the MTJ is



3 Design and Optimization of Spin-Transfer Torque MRAMs 57

Fig. 3.4 Structures of (a) the field-switched MRAM, and (b) the spin-transfer torque MRAM

IC D 4�rEA

�0MSVFL
(3.15)

where r is the spacing between the wire and the center of the free layer. When
the MTJ is scaled down, IC increases and hence MRAM is not scalable. On the
other hand, if the MTJ free layer is approximated as a mono-domain, the effective
switching field due to spin-transfer torque, which may be written as

�!
HST T D ¯ICurr

2e�0MSVFL

�
aJ .bmP � bm/ � a0

JbmP

�
(3.16)

scales up at the same rate as
�!
HC when the MTJ is scaled down. Hence, spin-transfer

torque MRAM overcomes the scalability issue in MRAM.

3.2.3 SPICE Compatible Model of Magnetic Tunnel Junctions

The interaction between device dynamics within the MTJ and the external circuit
needs to be considered in the design of STT-MRAM memory cells. Hence, a SPICE
compatible model for the MTJ needs to be developed to include MTJ physics during
circuit simulations in SPICE. Figure 3.5 shows how an SPICE compatible model for
an MTJ with a mono-domain free layer may be implemented. This model captures
the magnetization dynamics of the MTJ free layer, and the dependence of the I–V
characteristics of the MTJ on the MTJ biasing conditions.

The LLG equation for the free layer may be solved by rewriting Eq. (3.2)
in spherical coordinates and noting that the radial component of bm is constant.
A circuit block consisting of current sources driving a capacitor may then be used
to implement a differential equation solver in SPICE by noting that
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Fig. 3.5 Device/circuit simulation framework used to evaluate STT-MRAM. Device level simula-
tion results are validated using experimental data before parameters are imported into the SPICE
model for circuit level simulation of STT-MRAM bit-cells

dvC
dt

D iC

C
(3.17)

where vC and iC are the voltage across and current through the capacitor with
capacitance C, respectively. A pair of such circuit blocks can be used to solve the
angular components of Eq. (3.2) by representing the right-hand side of Eq. (3.2) as
a sum of currents.

The I–V characteristics of the MTJ may be stored in a lookup table by noting that
the current flowing through the MTJ depends on both the voltage across the MTJ,
as well as the magnetizations bm and bmP of the free and pinned layers, respectively.
Such a lookup table may consume a lot of memory and is impractical to implement.
An alternate method is to note that the dependence of MTJ current on MTJ voltage
and on the magnetizations may be decoupled by

IMTJ .VMTJ / D IAP .VMTJ / sin
2

�
	

2

�
C IP .VMTJ / cos

2

�
	

2

�
(3.18)

where bm · bmP D cos 	 , and IAP(VMTJ) and IP(VMTJ) are the MTJ currents in the anti-
parallel and parallel configurations, respectively, when the voltage applied across the
MTJ is VMTJ . Hence, the I–V characteristics of the MTJ may be implemented using
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lookup tables or equations for IAP and for IP. The lookup tables or equations need to
capture the dependence of IAP and IP on VMTJ , MTJ cross-sectional area, and MTJ
tunneling oxide thickness also [20].

3.3 Design of STT-MRAM Memory Cells

The STT-MRAM memory cell may be thought of as a programmable resistor
connected with an access transistor as shown in Fig. 3.1. In an on-chip cache
array, the gates of the access transistors in each row of memory cells are connected
together so that they may be accessed in parallel. The bit and source lines are shared
along the column of the array so that individual memory cells along the row being
accessed may be written to or read from in parallel. When a memory cell is being
accessed, the word line connected to the cell is charged to the supply voltage, VDD, to
enable the access transistor. Write operations are performed by charging the bit line
and source line to the required voltages so that current will flow through the MTJ
to program it. The directionality of the current determines the data being stored
in the memory cell. Read operations may be performed either by passing a fixed
current through the cell and sensing the voltage developed across the bit and source
lines (also called voltage sensing scheme), or by clamping the voltages of the bit
and source lines and sensing the current flowing through the memory cell (also
called current sensing scheme). Figure 3.6 shows the biasing conditions of the STT-
MRAM memory cell for different operations.

Under process variations, failures may occur during the operation of STT-
MRAM memory cells. Variations in MTJ tunnel oxide thickness, tMgO, and MTJ
cross-sectional area affect RMTJ , which in turn affect the ability to write into the
memory cell, the ability to correctly sense RMTJ of the memory cell, and the
ability of the MTJ to retain its configuration when the bit-cell is being read. Write
failures occur when the MTJ cannot be switched between anti-parallel and parallel

GND

VDD

VDD

IWRITE

(‘0’ to ‘1’)

V

Bias for Write Operations

GND

VDD

VDD

IWRITE

(‘1’ to ‘0’)

RMTJ

VDD

GND

Current Sensing

Bias for Read Operations

VREAD

IREF

+
–

RMTJ

IREAD
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GND

Voltage Sensing
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–

Fig. 3.6 Biasing conditions for read and for write operations of STT-MRAM. In current sensing
read operation, the bit-line is clamped at VREAD, and the bit-cell current is compared to the reference
current, IREF . In voltage sensing, a read current (IREAD) is passed through the bit-cell and the voltage
on the bit-line is compared to the reference voltage, VREF
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configurations. This occurs when the current through the MTJ falls below IC during
write. Read failures occur when RMTJ is incorrectly determined (decision failure) or
when the MTJ configuration is accidentally switched during read (disturb failure).
The failure probability of each type of STT-MRAM failure may be calculated using
D.C. load line analyses, discussed in the following sections.

3.3.1 Modeling STT-MRAM Failures

The common approach to calculating STT-MRAM failure probabilities assumes
distributions for RMTJ and the TMR of the MTJ [21], which may be physically
incorrect. We now show how STT-MRAM failure probabilities may be calculated
without the need to assume distributions for RMTJ and TMR of the MTJ.

Write failure occurs when data cannot be written into a STT-MRAM bit-cell
within the write cycle. This occurs when RMTJ is too large for the access transistor
to provide the required IC. Write failure may occur when tMgO is too thick, when
the access transistor has a threshold voltage (VT ) that is too high, when access
transistor width is too small, or when other factors or a combination of factors
that results in a write current smaller than IC flowing through the MTJ occur. The
write failure probability (PWR,i) for a particular bit-cell may be calculated using
D.C. load line analysis as shown in Fig. 3.7a. Consider a bit-cell having an MTJ
with cross-sectional area AMTJ,j, and IMTJ is exactly IC for parallel-to-anti-parallel
(P-to-AP) switching corresponding to AMTJ,j. Further, consider that the MTJ is in
parallel (P) configuration with tMgO D tWR;MAX and resistance RP. IMTJ falls below
IC if tMgO > tWR;MAX , and hence data cannot be written into this bit-cell within
one write cycle. The same argument holds for an MTJ in AP configuration. Since
tWR,MAX depends on AMTJ,j, PWR,i for this particular bit-cell can be written as

PWR;i D lim
ı!0

X
al l j

P .X � ı � X � X C ı/ ·P
�
tMgO � tWR�MAX;j

�
(3.19)

where X D AMTJ;j . Since tWR,MAX,j depends on AMTJ and AMTJ is allowed to vary,
AMTJ is divided into bins (indexed as j) for numerical calculation of PWR,i. The write
failure probability of the array (PWR) may be calculated by first using Monte Carlo
simulation to generate N access transistor I–V characteristic and calculating PWR,i

for each I–V characteristic. PWR may then be calculated as

PWR D
NX
iD1

PWR;i (3.20)

The disturb failure probability for a STT-MRAM cell (PRD,i) may also be
calculated in a similar way by noting that disturb failure occurs when data is
accidentally written into the cell during read operations. The D.C. load line used
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Fig. 3.7 Load lines used for analyzing (a) write and disturb failures, and (b) decision failures

for calculating PRD,i is the same as that in Fig. 3.7a except that the I–V curve of
the MTJ intersects the horizontal axis at V D VREAD . Consider a memory cell
having an MTJ with cross-sectional area AMTJ,j, and IMTJ is exactly IC for P-to-AP
switching corresponding to AMTJ,j. Further, consider that the MTJ in the bit-cell is
in P configuration with tMgO D tRD�MIN and resistance RP. If tMgO < tRD�MIN ,
IMTJ will rise above IC, and hence the data gets written into this memory cell within
one read cycle, causing a disturb failure. The same argument holds for an MTJ
in the AP configuration. However, the read operation involves only one direction of
current flow, and for a specific direction of read current flow, either P-to-AP disturbs
or AP-to-P disturbs will occur but not both. tRD�MIN depends on AMTJ,j, and PRD,i

for this particular bit-cell is

PRD;i D lim
ı!0

X
al l j

P .X � ı � X � X C ı/ ·P
�
tMgO � tRD�MIN;j

�
(3.21)

where X D AMTJ;j . Since tRD,MIN,j depends on AMTJ and AMTJ is allowed to vary,
AMTJ is divided into bins (indexed as j) for numerical calculation of PRD,i. The
disturb failure probability of the array (PRD) may be calculated by first using Monte
Carlo simulation to generate N access transistor I–V characteristic and calculating
PRD,i for each I–V characteristic. PRD may then be calculated as

PRD D
NX
iD1

PRD;i (3.22)

The calculation for the decision failure probability of a STT-MRAM memory
cell (PDEC) depends on the sensing scheme and sense amplifier used. Consider
the current sensing scheme where during STT-MRAM read operation, the voltage
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across the bit line and the source line is clamped at VREAD and a current sense
amplifier (SA) compares the current flowing through the memory cell (ICell) with
a reference current, IREF. If ICel l < IREF , the MTJ in the memory cell is in the
anti-parallel configuration (AP) or RMTJ D RAP and the SA outputs logic ‘1’.
If ICel l > IREF , the MTJ in the memory cell is in the parallel configuration (P) or
RMTJ D RP and the amplifier outputs logic ‘0’. However, due to process variations,
ICell may be higher than IREF when the MTJ is in AP, or lower than IREF when the
MTJ is in P. When this occurs, the SA outputs logic ‘0’ whenRMTJ D RAP or logic
‘1’ when RMTJ D RP . Such a failure is called a decision failure. IREF needs to be
carefully chosen to minimize decision failures.

Figure 3.7b illustrates the D.C. load lines used to calculate the decision probabil-
ity for a particular memory cell (PDEC,i) with a particular IREF. For an MTJ in AP at
the nominal tMgO and cross-sectional area AMTJ,j, its resistance is RAP and the load
line is the solid red line. IMTJ D IREF when tMgO D T2. If tMgO < T2, IMTJ will be
more than IREF and the SA incorrectly outputs logic ‘0’. Similarly, IMTJ D IREF if
the MTJ is in P and has cross-sectional area AMTJ,j, and tMgO D T1. If tMgO > T1,
IMTJ will be less than IREF and the SA incorrectly outputs logic ‘1’. Thus, for this
particular STT-MRAM memory cell

PDEC;i D lim
ı!0

X
al l j

P .X � ı � X � X C ı/ ·P
�
T1 � tMgO � T2

�
(3.23)

where X D AMTJ;j . Since T1 and T2 depend on AMTJ and AMTJ is allowed to
vary, AMTJ is divided into bins (indexed as j) for numerical calculation of PDEC,i.
The decision failure probability of the array (PDEC) may be calculated by first
using Monte Carlo simulation to generate N access transistor I–V characteristic and
calculating PDEC,i for each I–V characteristic. PDEC may then be calculated as

PDEC D
NX
iD1

PDEC;i (3.24)

Because PDEC depends on IREF, IREF may be used as a design parameter to minimize
PDEC. To determine the optimum IREF .IREF�OPT / that minimizes PDEC, the
nominal read currents through the bit-cell when the MTJ is in AP .IR�AP / and
when the MTJ is in P .IR�P / are determined first. IREF�OPT is determined by
minimizing PDEC in the interval ŒIR�AP ; IR�P �. A similar approach may be used to
determine the decision failure probability with a voltage sensing scheme.

Finally, the total failure probability of the each memory cell (PFAIL,i), may be
calculated using

PFAIL;i D lim
ı!0

X
al l j

P .X � ı � X � X C ı/ ·
�
1 � P �

T3 � tMgO � T4
�	

(3.25)
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T3 D max
�
T1; tRD�MIN;j

�
(3.26)

T4 D min
�
T2; tWR�MAX;j

�
(3.27)

where X D AMTJ;j . Since T3 and T4 depend on AMTJ and AMTJ is allowed to vary,
AMTJ is divided into bins (indexed as j) for numerical calculation of PFAIL,i. The total
failure probability of the array (PFAIL) may be calculated by first using Monte Carlo
simulation to generate N access transistor I–V characteristic and calculating PFAIL,i

for each I–V characteristic. PFAIL may then be calculated as

PFAIL D
NX
iD1

PFAIL;i (3.28)

3.3.2 Optimization of STT-MRAM Memory Cells

Several STT-MRAM bit-cell designs have been published in the literature [16,
22]. STT-MRAM bit-cells can have two configurations as shown in Fig. 3.8:
the “standard” connection (SC, Fig. 3.8a) and the “reversed” connection (RC,
Fig. 3.8b). Furthermore, there are two possible configurations for sensing the data
stored in the cell. Figure 3.6 shows one configuration where sensing is done by
connecting the bit-line to the input of the sense amplifier. Note that sensing may also
be done by connecting the source-line to the input of the sense amplifier instead.

Figures 3.9 and 3.10 shows the results of the failure analysis (using the
methodology presented in the earlier sections) performed on SC and RC STT-
MRAM bit-cells. It is clearly shown that the configurations for read and for write
operations need to be carefully chosen to optimize the failure probabilities of
the cell. Read failures for sensing through bit-line or through source-line may be
significantly different, as Fig. 3.9a shows. For the SC bit-cell, sensing from the bit-
line only has disturb failures that flip ‘1’ to ‘0’ (SC, P), whereas sensing from the
source-line only has disturb failures that flip ‘0’ to ‘1’ (SC, AP). For the RC bit-
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Fig. 3.8 The (a) standard, and (b) reversed connection 1T-1MTJ STT-MRAM bit-cell structures
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Fig. 3.9 (a) Decision and disturb failure probabilities were plotted with varying VREAD at constant
ATx width. (b) The IREF�OPT corresponding to the decision failure in (a). VREAD was fixed at
0.1 V so that disturb failures are negligible

cell, sensing from the bit-line only has disturb failures that flip ‘0’ to ‘1’ (RC, AP),
whereas sensing from the source-line only has disturb failures that flip ‘1’ to ‘0’
(RC, P). Interestingly, decision failures do not change significantly when VREAD is
sufficiently small. However, the decision failure probability becomes increasingly
sensitive to IREF�OPT (shown in Fig. 3.9b) as VREAD is reduced. The three failure
probabilities are then plotted in the same graph, as shown in Fig. 3.10, to determine
the optimum ATx width of the bit-cell. The optimum ATx width depends on whether
read failures are decision dominated or disturb dominated.

3.3.3 The 2T-1MTJ STT-MRAM Bit-cell

Note that when read failures are decision dominated, the decision failure probability
is minimized when ATx width is 908 nm (Fig. 3.10). However, the ATx width needs
to be increased to reduce write failures. Alternatively, the design constraint can be
relaxed by noting that multi-finger transistors are typically used to implement very
wide transistors. Multi-finger transistors are just multiple transistors connected in
such a way that their gate, source, and drain terminals are shared. When multi-
finger transistors are used in the bit-cell design, the effective access transistor width
may be varied using two word-lines instead of one (Fig. 3.11), and is called the 2T-
1MTJ design [21]. Word line 1 is used during read operations to switch M1 ON and
OFF, while word line 2 keeps M2 OFF. During write operations, both word lines are
turned ON and OFF simultaneously.

Let us analyze the 2T-1MTJ design using the failure characteristics in Fig. 3.10
as an example. The write operation of the 2T-1MTJ bit-cell requires both M1 and
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Fig. 3.10 Generally, all three failure graphs are plotted together to determine the optimum ATx
width to use as shown on the left. The optimum point depends on whether the bit-cell failures
are disturb dominated or decision dominated. However, if decision failures are the dominant read
failure, then we only have to look at decision failures and write failures to determine the optimum
ATx width. As shown on the right, decision failures are minimized at a particular ATx width while
write failures keep decreasing with increasing ATx width

RMTJ

Source Line

Bit Line

Word
Line

1T-1MTJ
Bit-cell

RMTJ

Source Line

Bit Line

Word
Line 1

Word
Line 2

2T-1MTJ
Bit-cell
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Fig. 3.11 The 2T-1MTJ bit-cell uses two access transistors with separate word lines to optimize
for read failures and write failures without the need to tradeoff one for the other

M2 to be turned on. On the other hand, the read operation requires only M1 to be
turned on. The size of M1 is optimized for decision failures (908 nm), while the size
of M2 is as large as required to meet the write failure, array area, and array capacity
requirements. Hence, the decision and the write failure probabilities of the 2T-1MTJ
bit-cell may be optimized simultaneously without the need to tradeoff one for the
other.

3.3.4 Stretched Write Cycle

The stretched write cycle (SWC) [23] is another optimization strategy that may be
used in STT-MRAM design. SWC takes advantage of the fact that write operations
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Fig. 3.12 The typical dependence of JC on the switching time, � , is shown on the left. The write
pulse may be stretched by ı� as shown on the right (relative to the clock pulse) to reduce JC

do not occur as frequently as read operations in last level caches. The critical current
required for writing into the STT-MRAM bit-cell may then be lowered by allowing
a longer time for write operations to complete, as shown in Fig. 3.12.

The write energy comparisons of the optimization techniques presented are
shown in Fig. 3.13. The worst case design that mitigates write failures by write-
voltage boosting has 18 % higher power dissipation as compared to the nominal
design without process variations. The 1T-1MTJ bit-cell energy overhead is reduced
to 11 % after optimization, resulting in an area overhead of 5.4 %. However, if an
optimized 2T-1MTJ design is used, the energy overhead is reduced to 9 % while the
area overhead is increased to 9 %. Finally, the energy dissipation becomes 3 % lower
than the nominal case when SWC is used with an optimized 1T-1MTJ bit-cell. This
is because the critical write current needed is significantly lower in SWC. Although
the write frequency is reduced by 50 % in SWC, the throughput penalty is only 3 %.
Hence, we conclude that circuit/architecture co-design can lead to ultralow power
last level caches based on STT-MRAMs.

3.4 Comparisons of Cache Arrays Based on SRAM
and STT-MRAM

A cache comprises of multiple arrays for storing tags and data bits. In conventional
on-chip caches, both the tag and data arrays are implemented using SRAM. Since
the tag array requires frequent and fast updates of status bits and history bits,
the write latency of STT-MRAM may significantly impact the performance STT-
MRAM based tag arrays [24]. Hence, the STT-MRAM cache we will be discussing
is a hybrid cache where the tag arrays are implemented using SRAM and the data
arrays are implemented using STT-MRAM. In order to estimate the overall cache
latency, area and energy consumption of the STT-MRAM cache, the CACTI 6.5
simulator [25] needs to be modified to consider (a) analog read circuits in STT-
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Fig. 3.13 Write energy comparison of the bit-cell optimization techniques and the overhead
associated with each optimization technique

MRAM data arrays, (b) SRAM-based tag arrays along with STT-MRAM data
arrays, and (c) the bit-cell layout geometries to optimize the array aspect ratio.

A comparison of caches designed with SRAM and STT-MRAM is shown in
Fig. 3.14. Note that the capacity of the cache array, and not the cache area, has a
more significant impact on whether caches designed with STT-MRAM outperform
caches designed with SRAM. As the cache capacity increases, the wire delays in
SRAM based caches increases much faster than that in STT-MRAM based caches
due to the larger bit-cell footprint. Hence, high capacity caches designed with STT-
MRAM have faster access time and are smaller than SRAM based caches. As
Fig. 3.14 shows, an 8 MB cache designed with STT-MRAM has lower read latency
than an iso-capacity cache designed with SRAM. Similarly, the write latency gap
between STT-MRAM based and SRAM based caches reduces with increasing cache
capacity.

A similar trend is observed in the dynamic energy consumption of the caches
(Fig. 3.14). The energy dissipated in read operations in STT-MRAM based caches
is higher than that of SRAM based caches due to power dissipation in the analog
read circuits, despite 75 % smaller total cache area. However, the energy dissipation
due to interconnects becomes dominant when cache capacity is 1 MB and higher.
Therefore, read operation dynamic energy is significantly lower in STT-MRAM
based caches. During write operations, STT-MRAM caches dissipate significantly
larger energy than SRAM based caches. Finally, the leakage in STT-MRAM based
caches is significantly lower than that in SRAM based cache because STT-MRAM
bit-cells are non-volatile and have zero standby power. Only the SRAM based tag
arrays and periphery dissipate leakage power in caches designed with STT-MRAM.

The total energy dissipation in a cache also depends on factors such as cache
access patterns (number of read and write operations) and cache utilization (number
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Fig. 3.14 (a) Array area of SRAM and STT-MRAM based caches (4-way, 64 B cache line, B byte,
M mega byte), (b) read latency and (c) write latency, (d) read energy per operation and (e) write
energy per operation, and (f) total leakage power

of times a processor accesses the cache per unit cycle). The cache utilization is
lower than 30 % in today’s processors [26]. Moreover, for lower levels of the
cache hierarchy, the cache utilization is significantly lower than 30 %. We have
measured L2 cache utilizations for various SPEC2000 benchmarks based on the
Simplescalar framework [27] with a 32 KB L1 cache configuration. For a majority
of the benchmarks, L2 cache utilization is lower than 3 %. The highest utilization,
observed for the AMMP benchmark, is about 13 %, and the average utilization
across 16 benchmarks is only 2.2 %.

As shown in Fig. 3.15, a 2 MB STT-MRAM cache shows similar or lower energy
consumption than a 0.5 MB SRAM cache when the utilization is lower than 10 %.
Although the STT-MRAM cache has significantly lower energy consumption at
0 % utilization (leakage only), the energy dissipation increases drastically due to
excessive write energy as the utilization increases. The results are obtained using the
following conditions: read and write operation ratio of 2:1, 2 GHz processor speed,
and total simulation time of 1 billion processor cycles. Therefore, an STT-MRAM
cache can achieve high energy-efficiency along with high capacity in comparison to
an SRAM cache, especially in lower levels of the cache hierarchy due to the low
cache utilization.

In a conventional SRAM array, column selection is required for storing multiple
words in a single row [28]. Since set associativity is common in modern caches,
column selection in SRAM arrays is imperative. Furthermore, bit-interleaving can
only be achieved by employing column selection. Bit-interleaving is a commonly
adopted technique in SRAM arrays (1) to mitigate soft errors [28], and (2) to
increase array density by bit-line multiplexing [25]. In the column selection
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Fig. 3.15 Total energy consumption versus cache utilization for SRAM and for STT-MRAM
based caches shows that when 0.1 M data is stored in cache, STT-MRAM dissipation is much
lower

Fig. 3.16 (a) SRAM cache access dissipates additional power in the bit-lines of unselected cells,
whereas (b) STT-MRAM based cache do not have the half-select problem. (c) Tag-data access
needs to be sequential to take advantage of the lack of half-select problem in STT-MRAM.
(d) Sequential tag-data access incurs additional read latency since the cache hit needs to occur
before reading data

operation of an SRAM array, all unselected bit-cells in the accessed row have to be
under read mode to prevent unexpected bit flips, when a word-line is asserted. This
phenomenon is commonly known as pseudo-read or half-selection [28]. Note that, in
an STT-MRAM array, the non-volatility of bit-cells can eliminate the half selection
problem. As presented in Fig. 3.16, the unselected bit-cells can remain in standby
mode, and hence, consume no energy during both read and write column selection
operations. However, a sequential tag-data access is needed in order to determine
which of the columns need to be the selected prior to actual access, which increases
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the read latency since a cache hit must occur prior to reading the data array. Based
on our simulation parameters, the average read latency penalty is about 500 ps for
the 2 MB STT-MRAM based caches. However, the read energy savings is about
40–50 %.

3.5 Conclusion

Based on the simulation results presented in this chapter, we may conclude that
spin-transfer torque MRAM is becoming more viable as a technology for on-
chip last-level caches. Significant energy savings are achieved due to the large
cache capacities enabled by the small footprint of STT-MRAM memory cells.
Further reduction in the critical switching current of STT-MRAM will increase
the achievable energy savings [29]. The non-volatility of STT-MRAM may also
be exploited to enable a new “normally-off” computing paradigm [30]. However,
crucial design issues need to be overcome for STT-MRAM to be viable for
caches next to the processor and become a truly universal memory technology.
For example, the lack of a self-referenced differential sensing scheme in STT-
MRAMs limits the performance of its read operations and also its robustness against
process variations. Hence, there is a need to explore alternative MTJ structures
to improve STT-MRAM performance, and it may take some time before suitable
structures become a reality. Even so, STT-MRAM offers exciting possibilities in
integrating new functionality into on-chip caches in its current form [31]. This
ability to integrate new functionality on-chip to complement the CMOS circuitry
may be key in driving the future adoption of on-chip STT-MRAM technology.
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Chapter 4
Embedded STT-MRAM: Device and Design

Seung H. Kang and Seong-Ook Jung

Abstract Spin-transfer-torque magnetoresistive random access memory (STT-
MRAM) is made of a combination of semiconductor integrated circuits (IC) and
a dense array of nanometer-scale magnetic tunnel junctions (MTJ). This emerging
memory is of growing technological interest due to its potential to bring disruptive
device innovation to the world of electronics. STT-MRAM is capable of providing
high speed, unlimited endurance, and nonvolatility simultaneously, which is often
recognized as a unique advantage over conventional and other emerging memories.
While the technology is at an early stage and evolving in multiple platforms, STT-
MRAM is particularly compelling as an embedded memory for system-on-chip
(SOC). STT-MRAM can be integrated into SOC without altering baseline logic
platforms both in process and in design. This chapter overviews key device and
circuit subjects from the perspective of co-designing logic and MTJ.

4.1 Introduction

Generic device scaling no longer secures the evolution of IC, causing the silicon-
based technology to face unprecedented challenges in materials, devices, and
processes. These challenges translate to compromises in power dissipation, perfor-
mance, and cost for a wide range of IC products. While the end of physical scaling
is not imminent, its value is being heavily eroded by the growing technological
and economic concerns at the nanoscale. Some of promising innovations that can
mitigate or overcome such problems may be found in spintronic IC. In the past
few years, the spintronics community has achieved significant discoveries and
breakthroughs [1]. Most recognized is the emergence of STT-MRAM [2–6]. Key
discoveries and advances have triggered industry-wide R&D efforts in pursuit of an
alternative memory in lieu of conventional memories that are not only facing acute
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tradeoffs in performance and power, but also nearing fundamental scaling limits.
In parallel, various forms of MTJ-based novel logic devices and circuits have been
demonstrated [7–9], opening a possible path for spintronic IC to expand beyond
memory applications. Furthermore, a novel computing architecture concept, known
as normally-off computer, was proposed as a way to reduce the energy consumption
of modern microprocessors [10–12]. Still at an early stage in its endeavor, the global
spintronics community continues to propel a plethora of innovations in materials,
devices, circuits, and architectures.

STT-MRAM is particularly compelling as an embedded memory for SOC.
In contrast to standalone commodity memories, each type of SOC requires a
different combination of memory attributes such as speed, energy consumption,
and reliability including cyclic endurance and data retention. STT-MRAM can
be offered in a variety of macros whose designs are customized for application-
specific SOC. In general, density requirements are found over a wide range (a
few kbits to 256 Mbits). Yet, even in small densities, it can realize significant
values in system performance, energy consumption, security, and cost, when device
and circuit attributes are tailored at a system-architecture level. Furthermore, the
memory element MTJ can be integrated in a fully logic-compatible way without
altering or adversely impacting baseline logic platforms by adding two or three mask
layers into a back-end-of-line (BEOL) flow [3].

Driving STT-MRAM beyond discrete devices and arrays toward SOC necessi-
tates extensive learning cycles in device, circuit, yield, and reliability engineering.
In order to produce variability- and fault-tolerant STT-MRAM, a systematic design
methodology is required to assure robust functionality of STT-MRAM over a wide
range of process-voltage-temperature (PVT) windows. This chapter overviews key
device and circuit subjects from the perspective of co-designing logic and MTJ to
enable STT-MRAM as a scalable custom embedded memory to serve advanced
SOC.

4.2 Device Physics

4.2.1 Magnetic Tunnel Junction (MTJ)

A MTJ is a building block as a storage element for STT-MRAM. A MTJ consists
of metallic ferromagnetic films separated by an oxide tunnel barrier, typically an
ultra-thin magnesium oxide (MgO). The conductance of a ferromagnetic metal-
insulator-ferromagnetic metal (FM1-I-FM2) structure is governed by tunnel magne-
toresistance, a quantum mechanical phenomenon that results from spin-dependent
tunneling [13]. When conduction electrons are emitted from one ferromagnetic
metal electrode FM2, schematically illustrated in Fig. 4.1, they are spin-polarized
to the magnetization direction of FM2 and tunnel through the thin tunnel barrier
with their spin states conserved. The electron density of states in the opposite
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Fig. 4.1 (a) Conceptual illustration of a MTJ hysteresis curve. A binary resistance state is obtained
through configuring the magnetization of FM1 (free layer) with respect to that of FM2 (pinned
layer) either parallel or antiparallel at the switching field HcC or Hc�, respectively; (b) a MTJ
hysteresis curve driven by spin-transfer-torque (STT) switching

ferromagnetic metal electrode FM1 that these tunneling electrons encounter is
dependent on the magnetization direction of FM1. Consequently, the electrical
resistance (R) of FM1-I-FM2 structure is determined by relative orientations of the
magnetizations, which is described by [14]

R D R?
1C TMR

2
cos 	

(4.1)

where 	 is the angle between the two configurations, R? is the resistance measured
in the perpendicular magnetic configuration (	 D /2). R becomes minimum (Rp)
for the parallel magnetization configuration (	 D 0) and maximum (Rap) for the anti-
parallel configuration (	 D ). Accordingly, a MTJ serves as a variable resistor that
can be configured to have binary states (0 and 1) defined by two discrete resistance
values (Rp and Rap, respectively). The tunnel magnetoresistance ratio (TMR) is then
defined as:

TMR D Rap �Rp
Rp

� 100% (4.2)

TMR is one of critical device parameters for the design of STT-MRAM for error-
free and high-speed read operations since the signal margin for sensing an array of
MTJ is governed by TMR.

Figure 4.2 illustrates typical MTJ film stacks that essentially consist of metallic
films separated by a tunnel barrier, most commonly MgO on the order of 1 nm in
thickness. Depending on the orientation of the magnetization with respect to the
film plane, two representative cases are shown here: (a) in-plane MTJ (i-MTJ); and
(b) perpendicular MTJ (p-MTJ). The free layer is a soft ferromagnetic metal
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Fig. 4.2 Schematic illustration of typical MTJ film stacks: (a) in-plane MTJ (i-MTJ); (b) perpen-
dicular MTJ (p-MTJ)

(e.g. CoFeB) whose magnetization can be switched by STT. The reference layer
is commonly a synthetic structure to provide a reference magnetization fixed
in one direction (e.g. top pinned layer in Fig. 4.2a) relative to the free layer
magnetization. For i-MTJ, the magnetization of the bottom pinned layer is fixed
by an antiferromagnet (AFM) pinning layer (e.g. PtMn) via the exchange bias
effect. The top pinned layer is then antiferromagnetically coupled to the bottom
pinned layer via interlayer exchange coupling with a non-magnetic spacer (e.g.
Ru). This type of reference layer is called a synthetic antiferromagnet (SAF). In
comparison, for p-MTJ, the out-of-plane magnetization of the bottom pinned layer
can be developed inherently during film formation, hence the AFM pinning layer
is not necessary (Fig. 4.2b). Ordinarily, the reference layer stack of p-MTJ is still
structured in a SAF configuration. To promote high TMR, however, p-MTJ often
necessitates an additional pinned layer (commonly in CoFeB) underneath the tunnel
barrier which is exchange-coupled with the SAF.

The metallic films of MTJ are deposited by physical vapor deposition (PVD).
The MgO barrier can be grown by PVD or a combination of PVD and oxidation.
MTJ device properties are tailored through a selection of desired materials and a
precise control of microstructure, film thickness, and cross-sectional feature size.
Key MTJ parameters, critical to optimizing performance, energy consumption and
reliability, include: TMR, resistance–area product (RA), energy barrier (EB) and
switching current density (Jc).

Experimental TMR reached �600 % at room temperature in a CoFeB/MgO/Co
FeB junction [15]. From a microstructure perspective, the most critical factor in
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achieving high TMR is promoting strong MgO (001) texture. For practical device
applications, high TMR needs to be achieved in conjunction with relatively low RA,
preferably, <10 � cm2. TMR of 253 % at RA D 5.9 � cm2 has been demonstrated
by inserting CoFe as a crystallization template to induce preferred grain growth
in MgO and then to promote crystallization of CoFeB through annealing [16]. In-
situ annealing of the MgO barrier has been known to promote the (001) texture
further, resulting in high TMR (>170 %) even for MTJ films with an ultralow RA
(�1 � cm2) [17].

At a static mode, MTJ maintains its resistance state without power (i.e. non-
volatile) as long as the magnetic anisotropy of its free layer is greater than the
thermal excitation energy described by kBT where kB is the Boltzmann constant and
T is temperature. For i-MTJ which is typically patterned into an elliptically shaped
cell, the free layer magnetic moment can have only two energetically favorable
states aligned with the long-axis (called easy-axis) of the MTJ, thereby allowing
either Rp or Rap. For p-MTJ, the two states are determined by out-of-plane moments.
Hence p-MTJ does not require a particular shape and is typically patterned in a
circular shape.

Under the simplified assumption of a single-domain free layer, the energy barrier
(EB) between the two energetically favorable states is often given by

EB D MsHkV

2

�
1 � Hext

Hk

�2
(4.3)

where Ms is the saturation magnetization of the free layer, V is the free layer volume,
Hk is the effective uniaxial anisotropy field, and Hext is the external field present
along the easy-axis (which vanishes in the absence of any stray field). For MTJ to
be non-volatile, EB must be larger than the thermal excitation energy over a range of
operating and storage temperatures. For example, for a single MTJ to retain its state
for 10 years, EB must be 40 kBT (1 eV) or greater. A recent report demonstrated that
EB can be 100 kBT or greater, which is remarkable for p-MTJ on the order of 30 nm
in diameter [6].

4.2.2 Spin-Transfer-Torque (STT) Switching

A traditional way of programming MTJ is to apply a magnetic field to switch the
free layer magnetization. A drawback of this method is the requirement of large
current to induce sufficient magnetic field. It is also well understood that this method
does not provide good scalability because decreasing the MTJ size entails larger
switching fields, hence, even more current.

A breakthrough in physics of MTJ switching was accomplished in 1996 by the
theoretical formulation that the free layer magnetization could be modulated by the
direct transfer of spin angular momentum from spin-polarized electrons [18, 19].
This phenomenon, called spin-transfer-torque (STT) magnetization reversal,
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delivered a new means to control the free layer magnetization by directly applying
electric current through MTJ without a need of magnetic field. The magnitude of
STT scales with the current density (J). This is particularly beneficial for device
scalability since the critical switching current (Ic) should scale proportionally to
the size of MTJ. A breakthrough demonstration of STT-MRAM at an array level
was first reported in 2005, including TMR of 160 % and switching speed as fast as
1 ns [2].

For i-MTJ, the intrinsic critical switching current (Ic0) is given by

Ic0 D 2e

¯
˛

�
MSV

�
Hkjj C Hd �Hk?

2

�
(4.4)

where ˛ is the damping constant, � is the spin polarization constant, Hkjj is
the uniaxial anisotropy field in the film plane, Hd is the effective perpendicular
demagnetization field that corresponds to the field required to saturate the free
layer moment perpendicular to the film plane, and Hk? is the anisotropy field
perpendicular to the plane. The Hd term, given by 4�Ms, represents an additional
energy term that needs to be overcome during STT switching because the shape
anisotropy induces an oscillatory motion of magnetization confined in the direction
perpendicular to the film plane, resulting in an elliptical precession. Undesirably,
Hd only greatly increases Ic0 without contributing to EB. A technological challenge
in building STT-MRAM is to reduce Ic0 while maintaining sufficient EB. Hence, an
effective way of reducing Ic0 without degrading EB is to introduce perpendicular
anisotropy Hk? to cancel a substantial portion of Hd.

Considered as an essential figure of merit, the STT switching efficiency is
described by the ratio of EB and Ic0. For i-MTJ, it is typically on the order of
0.5–1 kBT/�A. This allows good scalability for i-MTJ as small as approximately
40 nm (short axis). However, the success of STT-MRAM is largely dependent
on whether MTJ can be scaled to deep nanoscale nodes (30 nm and below) in
conjunction with low switching energy and high stability. Unless the STT efficiency
is raised significantly, i-MTJ may not provide sufficient EB for nonvolatility, which
limits physical scaling of i-MTJ for future nodes.

This scalability challenge can be overcome by adopting p-MTJ which provides
much greater anisotropy even in small features. EB of p-MTJ is determined by
crystalline or interface perpendicular magnetic anisotropy (PMA), not by the
shape anisotropy of i-MTJ. Various PMA materials have been investigated, which
include L10-ordered FePt or FePd alloys, Co-based superlattices such as Co/Pt
and Co/Ni laminates, rare-earth/transition metal alloys, etc. To build useful MTJ
devices, however, these materials must be engineered for an optimal combination
of materials properties like Ms and Hk and device properties like TMR and Jc. A
prior report addressed that the anisotropy resulting from the CoFeB-MgO interface
can induce large Hk? [4]. When CoFeB is sufficiently thin (typically �1.5 nm
or thinner), such interface PMA can overcome the demagnetization field, i.e.,
Hk?>Hd. The film can then become magnetized fully perpendicular to the plane.
With further tuning of the stack, such interface PMA can be achieved for even
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thicker CoFeB. Recently, p-MTJ devices utilizing interfacial PMA of CoFeB have
successfully been engineered for fully functional 8 Mbit STT-MRAM [6].

Referring to Eq. (4.4), Ic0 and EB pertaining to p-MTJ with interfacial PMA are
described by

Ic0 D e

„
˛

�
MSVH

eff
k? (4.5)

EB D MSVH
eff
k?

2
(4.6)

where H eff
k? is the effective perpendicular anisotropy field. In contrast to i-MTJ

described by Eqs. (4.3) and (4.4), note that Ic0 is directly proportional to EB. The
absence of the Hd term means that STT switching is far more efficient. This leads
to substantially higher STT efficiency (EB/Ic0). Recently, EB=Ic0 � 5 kBT=�A

has been reported from an array of �30 nm p-MTJ [6], suggesting that the STT
efficiency of p-MTJ could be an order of magnitude greater than that of in-plane
MTJ. This is a significant breakthrough demonstrating the scalability of p-MTJ
based on interfacial PMA of CoFeB, which is a preferable material to achieve high
TMR as well.

4.3 Device Engineering

4.3.1 Bitcell and Array

STT-MRAM is a hybrid IC built on a combination of semiconductor logic and MTJ.
Its bitcell which represents 1 bit is commonly architected in 1 transistor plus 1 MTJ
(1T-1J). As shown in Fig. 4.3, a MTJ is connected in series to an n-type metal oxide
semiconductor transistor (NMOS). This transistor is called an access transistor since
it controls read and write access to the connected MTJ as a digital switch.

Fig. 4.3 Schematic
representation of a 1T-1J
bitcell

MTJ
Free
MgO

Pinned

Iw (Rap→Rp)

BL

SL

WL

Iw (Rp→Rap)

NMOS
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Fig. 4.4 STT-MRAM array architecture with SL parallel to BL: (a) 4 � 3 array; (b) 1T-1J bitcell
layout

Figure 4.4 is a schematic representation of a typical STT-MRAM array that
consists of 1T-1J bitcells. To read the information stored in a cell, the word line
(WL) of the selected cell is turned on and a small read current is applied by a sensing
circuit (Sect. 4.4) to either the selected bit line (BL) or the source line (SL) with the
other end of the cell grounded (GND). A sense amplifier determines the cell state
by sensing the difference between the cell resistance and the reference resistance
predefined from a reference MTJ array. In comparison, the write operation requires
bidirectional currents because the direction of write current determines which
resistance state (Rp or Rap) is programmed to MTJ. With the bitcell architecture
shown in Fig. 4.4, for Rap ! Rp, a write voltage is applied to BL (VBL D VDD) with
WL turned on (VWL D VDD) and SL grounded (VSL D 0 V, GND), and vice versa for
Rp ! Rap. For successful write operation, the write current (Iw) supplied to the MTJ
in each bitcell must be larger than the MTJ critical switching current (Ic).

Figure 4.4b shows an example layout of 1T-1J bitcell with an array architecture
illustrated in Fig. 4.4a. Provided that the minimum metal half-pitch is œ, two metal
lines BL and SL running in parallel limit the minimum bitcell width to 4 œ. Then the
metal plate connected to the source and the drain of the access transistor may limit
the bitcell height to 3 œ or 1.5 times of the gate pitch. Assuming the metal pitch is
larger than the gate pitch, the bitcell size can be as small as 12 œ2.

The array architecture shown in Fig. 4.4 is simple to design and operate. One
shortcoming of this structure is that every BL is coupled with its own SL, thereby
causing a larger array footprint. A more compact array can be realized by placing
SL orthogonal to BL, as shown in Fig. 4.5. SL is then parallel to WL and shared
between two neighboring rows of WL. With this architecture, the bitcell size can be
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Fig. 4.5 STT-MRAM array architecture with SL orthogonal to BL: (a) 4 � 3 array; (b) 1T-1J
bitcell layout

as small as 6 œ2 (Fig. 4.5b), a half of the size in Fig. 4.4. However, this architecture
results in more complex write operation for Rp ! Rap. When SL is raised to a
write voltage, the selected BL is grounded. Simultaneously, all the unselected BL
associated with the selected WL must be raised to the same level of the write
voltage to avoid unintentional current flows to the unselected MTJ. Consequently,
this architecture consumes more power during write operation. Furthermore, this
may even necessitate two separate write pulses to complete a full write cycle, since
in chip-level operation each full cycle carries multiple bits (typically, 32, 64, or
128 bits) of Rp and Rap concurrently. Accordingly, this architecture is not desirable
for low power and high speed applications.

Table 4.1 describes an example of the attributes of a bitcell embedded for a 45-
nm low-power logic platform [3]. The bitcell size is �50 F2, where F is 45 nm
(minimum feature size of this node). When the half-metal pitch œ is used, the size
is �20 œ2 since œ is 70 nm. This is significantly larger than that of an ideal layout
of the same array architecture in Fig. 4.4b, which is attributed to the constraints of
logic design rules of this particular logic technology.
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Table 4.1 Key attributes of
an embedded STT-MRAM
bitcell demonstrated for a
45-nm low-power logic
platform [3]

Feature size: F/œ 45/70 nm
VDD (core/IO) 1.1/1.8 V
Cell architecture 1T-1J (reversely connected)
Bitcell size 0.1026 µm2

Access NMOS (length/width) 40/270 nm
MTJ size 40 nm (short axis)
MTJ aspect ratio 2.5–3
TMR/RA 110 %/9 � µm2

BEOL Cu/low-k Seven metal layers

F is the minimum logic feature size, and œ is the minimum metal
half-pitch

4.3.2 Writability

MTJ switching is a current-induced phenomenon, and the switching operation
requires a bidirectional control of current. For 1T-1J, the currents supplied to MTJ
are not symmetrical with respect to the polarity of current, owing to the phenomenon
known as the source degeneration effect. This occurs when a resistive load is placed
at the source side of a transistor. As a consequence, despite the same operating
voltage (VDD) applied to BL or SL, the transistor output currents are asymmetrical.
This is illustrated in Fig. 4.6, where such asymmetry is simulated at a full circuit
level. This causes a significant disadvantage which reduces the write margin of 1T-
1J. Furthermore, the STT effect on a typical MTJ is also asymmetrical, which is

described by Ic asymmetry (“), defined as
ˇ̌
ˇ IP!AP
c

IAP!P
c

ˇ̌
ˇ. Typical MTJ devices exhibit “ of

1.5 or larger, presumably, due to smaller STT effect for Rp ! Rap (electrons flowing
from the free layer to the reference layer). When these two effects are coupled in a
conventional 1T-1J bitcell, it is much more difficult to switch the cell from Rp to Rap,
often results in increase in transistor size or operation voltage. Several approaches
have been suggested to mitigate these problems: (1) Ic asymmetry reduction using
dual spin polarizers [20]; (2) a “top-pinned” MTJ film stack [21]; and (3) a modified
1T-1J with a reversely connected MTJ [3].

In most cases of STT-MRAM targeted for fast switching, a primary challenge is
to design for the capability of supplying sufficiently large driving current for MTJ
switching. A simple alternative to 1T-1J is 2T-1J, for which one MTJ is coupled with
two access transistors in parallel. The drive current can become significantly larger.
Despite the fact that an additional transistor makes the effective transistor size twice
as large as that of 1T-1J, the bitcell size increases only by �33 % to 16 œ2, as shown
in Fig. 4.7. This is realized through an optimized 2T-1J layout by sharing the source
line between neighboring bitcells and therefore eliminating the spacing between the
active regions of neighboring bitcells. Compared with the 1T-1J bitcell (Fig. 4.4b)
whose bitcell height is often 1.5 times of the gate pitch, the height of the 2T-1J
bitcell is increased to 2 times of the gate pitch, thereby increasing the bitcell size by
�33 %.
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Fig. 4.6 Write supply current (Iw) simulated from a full STT-MRAM chip. Due to the source
degeneration effect, Iw is asymmetrical with respect to the polarity of the current

Fig. 4.7 A 2T-1J bitcell
layout. While the effective
transistor width is doubled
versus 1T-1J of Fig. 4.4b, the
bitcell size is only �33 %
larger WL

WL

SL

BL

M
T

J
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In STT-MRAM, Ic has a strong dependence on write pulse width, as illustrated in
Fig. 4.8. Fast MTJ switching, often referred to as precessional switching (�10 ns or
below), requires substantially larger Ic than relatively slow switching. This leads to
challenges in designing high-performance bitcells. Unless the MTJ size is substan-
tially small, it is often difficult to realize sub-10 ns switching without enlarging the
bitcell size. This is a primary reason why continuing innovations in MTJ materials
engineering are still desired to reduce Jc. Recent advances have realized reliable
switching in 1T-1J below 4 ns with write error rate lower than 10�6 [6].

Practically, it is necessary to tailor MTJ and bitcell attributes for varying write
speed requirements depending on different STT-MRAM product applications. For
example, for embedded Level 2 or Level 3 CPU cache memory, the MTJ switching
speed is preferred to be on the order of a few nanoseconds, although this could often
be relaxed significantly through various design optimization techniques. In contrast,
for traditional embedded nonvolatile memory applications, the switching speed on
the order of a microsecond is still compelling (a few orders of magnitudes faster
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than embedded Flash). An advantage of STT-MRAM is such that MTJ can be tuned
for custom bitcells which can serve widely varying ranges of product applications.

4.4 Circuit Design

4.4.1 Write Circuit

The write operation of STT-MRAM is to switch the state of MTJ by supplying
current higher than Ic. The polarity of the current determines the switched state,
either 0 (Rp) or 1 (Rap). As shown in Fig. 4.9 [22], a write driver is connected to
BL and SL, respectively, which acts as a current source or a sink depending on the
current polarity. Each write driver is realized by a tri-state inverter. The magnitude
of the write supply current (Iw) is determined by the size of the write driver. To
write 0, the current flows from the free layer to the pinned layer of MTJ, so that
the write driver of BL operates as a current source and that of SL as a current sink.
Accordingly, the D value of the write driver (Fig. 4.9c) is high for BL and low for
SL. As shown in Fig. 4.8, Ic is a function of write pulse width. Ic becomes higher
as the pulse width is shorter. Thus a write enable signal (WET, WEB) should be
controlled precisely to prevent write failure (occurring when Iw< Ic). On the other
hand, a wear-out reliability risk may arise when Iw is too high. Therefore, designing
a write driver must consider two factors: precise control of write pulse width and
optimal sizing of the driver.

Fig. 4.8 An example characteristic of switching current (Ic) as a function of write pulse (Iw) width
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Fig. 4.9 Illustration of STT-MRAM write operation [22]: (a) 1 ! 0; (b) 0 ! 1; (c) a schematic
of a tri-state write driver

Both Iw and Ic are dependent on process variation and can be modeled by
Gaussian distributions. For a single cell, the write access pass yield (WAPY),
expressed in sigma (standard deviation), is obtained by combining the distributions
of Iw and Ic

WAPYCel l D �Iw � �Icq
�2Iw

C �2Ic

(4.7)

where �IW and �IC are the mean of Iw and Ic, respectively, and ¢w and ¢c are the
standard deviation of Iw and Ic,respectively.
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4.4.2 Read Circuit

4.4.2.1 Conventional Sensing Circuit

The read operation of STT-MRAM determines the resistance state of each cell with
respect to the predefined state of a reference MTJ array. The operation relies on a
sensing circuit and a sense amplifier which converts an output voltage of the sensing
circuit to a digital signal. Figure 4.10 shows a conventional sensing circuit designed
for MRAM [23]. The circuit is comprised of a data branch and two reference
branches. Each branch includes a clamp NMOS (NCD or NCR) and a load PMOS
(PLD or PLR). The sensing current (Is) is controlled by the gate voltage of clamp
NMOS (VG_clamp). The clamp NMOS generates different currents according to the
MTJ state 0 or 1. The source voltage of clamp NMOS is fixed in a saturation region.
The saturation current of clamp NMOS is high at 0 and low at 1. The two clamp
NMOS of the reference branches (NCR) are designed to generate a saturation current
at a medium level between 0 and 1 of the data branch, as shown in Fig. 4.11. The
saturation current of NCR is conveyed to PLD through a current mirror circuit. Thus,

Fig. 4.10 Schematic
illustration of a conventional
sensing circuit for
MRAM [23]
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Fig. 4.11 I–V characteristics of clamp NMOS and load PMOS in a conventional sensing circuit

the saturation current of NCD is larger than that of PLD for 0 and accordingly Vdata0

is low, whereas the saturation current of NCD is smaller than that of PLD for 1 and
Vdata1 is high.

The sense amplifier determines 0 or 1 of the data MTJ by comparing output
voltages (Vdata0, Vdata1, Vref ) of the sensing circuit. Read is successful when the
difference between Vdata and Vref (V0 D Vref � Vdata0,V1 D Vdata1 � Vref ) is larger
than the offset voltage of the sense amplifier (VSA_OS). Note that Vdata is susceptible
to PVT variations. Thus, it is important to design Vref in a way to trace PVT
variations of Vdata.

4.4.2.2 Read Yield

A circuit designer needs to prevent two types of functional failure during read
operation. Sensing failure occurs when �V0 or �V1 is smaller than VSA_OS. Read
disturbance failure is possible when Is exceeds Ic (i.e. unintentional switching during
sensing). Considering these two, a statistical read yield model can be built in the
following way.

The statistical distributions of�V0,�V1, and VSA_OS can be modeled by Gaussian
distributions. For a single cell, the read access pass yield for 0 or 1 (RAPYCell0 or
RAPYCell1) is given by [24]

RAPYCel l0;1 D �V0;1 � �SAOSq
�2V0;1 C �2SAOS

(4.8)
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Fig. 4.12 Read yield (RAPYCell and RDPYCell) trends as a function of Is and Ic

where �V0;1 and �SA _ OS are the mean of �V0,1 and VSA_OS, respectively, and �V0;1
and �SA _ OS are the standard deviation of �V0,1 and VSA_OS, respectively. RAPYCell

is then defined as the smaller of RAPYCell0 and RAPYCell1.

RAPYCel l D min .RAPYCel l0; RAPYCel l1/ (4.9)

The criterion for read disturbance failure is Is � Ic. Thus, the read disturbance
pass yield (RDPY) is given by:

RDPYCel l D �Ic � �Isq
�2Ic � �2Is

(4.10)

Is has large effects both on RAPY and on RDPY. As illustrated in Fig. 4.12,
RDPYCell decreases as Is increases. In addition, RDPYCell is lower when Ic is lower.
On the other hand, there is an optimum Is which maximizes RAPYCell because it
is difficult to achieve small �V0;1 and large �V0;1 when Is is too low and too high,
respectively. Therefore, depending on Ic, different design strategies are applicable
to maximize read yield. For high Ic, RDPYCell is also high, so that Is is tuned to
maximize RAPYCell (Point A). For low Ic, it is desired to find Is to make RDPYCell

and RAPYCell equal (Point B). In general, Ic continually scales down as the feature
size shrinks, which means that controlling read disturb yield is becoming of great
significance.

4.4.3 Advanced Sensing Circuits

Assuring adequate sensing margin (�V0 and�V1) for STT-MRAM at deeply scaled
nodes necessitates extensive design efforts owing to the decrease in supply voltage
and the increase in process variation. Further, STT-MRAM must be designed to
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avoid potential read disturbance, desiring a low-current sensing method. To solve
these challenges, various types of advanced sensing circuits have been developed.

4.4.3.1 Source Degeneration PMOS

The load PMOS and the clamp NMOS shown in Fig. 4.10 can become a significant
source of process variation for the sensing circuit. The clamp NMOS has a large
source resistance, and it operates as a source degeneration resistance to keep the
current through the clamp NMOS as constant as possible. On the other hand, the
source of the load PMOS is directly connected to a voltage supply (VDD), leading
to large current variation. To reduce the variation effect of the load PMOS, a source
degeneration scheme can be adopted by inserting a degeneration PMOS between the
source of the load PMOS and the voltage supply, as shown in Fig. 4.13 [24]. This
is relatively a simple method to increase read yield by minimizing the variation of
�V0 and �V1 caused by the process variation of the load PMOS.

Fig. 4.13 A sensing circuit
that employs degeneration
PMOS [24]
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4.4.3.2 Self Body Biasing

Assuring sensing margin (�V0 and �V1) is more challenging at lower VDD and
higher VTH (threshold voltage), i.e., when the voltage headroom (VDD–VTH) is
smaller. Note that high VTH transistors are widely adopted for low standby power
applications. Figure 4.14 describes a sensing circuit that can mitigate this challenge
by utilizing self body biasing [25]. The body bias can decrease VTH of the load
PMOS when the sensing circuit is active. This helps secure the sensing margin
during read operation while not causing high leakage current at the standby mode.
In addition, it internally generates a body voltage without utilizing a body voltage
generator, so that the area overhead is minimal compared with the conventional
sensing circuit (Fig. 4.10). This scheme can be coupled with the degeneration PMOS
described in Sect. 4.4.3.1.

Fig. 4.14 A sensing circuit
that employs self-body
biasing [25]
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Fig. 4.15 (a) A sensing circuit with a symmetric cross-coupled current mirror; (b) a split-path
sensing circuit [26]

4.4.3.3 Split-Path Sensing

A sensing circuit can adopts variable Vref to increase �V0 and �V1. Vref is
modulated according to the MTJ state. At 0, Vref increases, so does �V0. Whereas
at 1, Vref decreases, hence �V1 increases. Figure 4.15a shows a conventional
sensing circuit with variable Vref with a symmetric cross-coupled current mirror. A
drawback of this circuit is that the mismatch occurred during such current mirroring
increases the standard deviation of �V0 and �V1. An alternative scheme has been
proposed by adopting a split-path sensing circuit, shown in Fig. 4.15b [26]. The
split path enables variable Vref while minimizing the number of current mirrors.
The variable Vref enhances �V0;1 by doubling it. The minimized number of current
mirrors reduces �V0;1 .

4.4.3.4 Offset-Canceling Triple-Stage Sensing

One of emerging challenges for STT-MRAM sensing circuits is to reduce Is while
maintaining sensing margins. This is attributed to rapid reduction in Ic with p-MTJ
(owing to high STT efficiency addressed in Sect. 4.2) and also with a demand for
smaller MTJ (e.g. diameter <20 nm). Reduced Is results in larger �V0;1 , which
directly reduces sensing yields. The impact of �V0;1 is often greater than �V0;1 .
Figure 4.16 illustrates an offset-canceling triple-stage (OCTS) sensing circuit [27].
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This is designed for reducing �V0;1 by canceling the offsets of the sensing circuit
caused by process variations. The principle of OCTS is to sense progressively three
cells that are the data cell and the two reference cells with 0 and 1 through one
sensing circuit. The output voltages are then added or subtracted to cancel out the
offsets.

A drawback of OCTS is such that there is only one sensing circuit sequentially
to read data and reference cells. Hence it is difficult to avoid a read speed penalty,
though this may be tolerable for most applications. In addition, gate capacitors are
required to store the sensed value at each stage, which increases the array size.

4.4.3.5 Self-Reference Sensing

OCTS can effectively cancel out the offsets of the sensing circuit, but cannot
improve the sensing yield related to MTJ process variation. Self-reference circuits,
shown in Fig. 4.17, generate V0, V1, and Vref with only one MTJ. Such sensing
circuits minimize the offsets caused not only by the sensing circuit but also by MTJ
process variation. Figure 4.17a is a relatively simple self-reference scheme. It reads
the MTJ cell and store V0 and V1 in capacitance at the first stage. At the second stage,
the MTJ cell is written to 0 by a larger write current than that of the first stage. The
sensing circuit reads this cell to generate Vref . Because the stored information of
the MTJ is removed during the read operation, this method is destructive, so that the
readout value must be written back to the MTJ at the last step. This degrades the
read speed and consumes more energy. In contrast, an alternative scheme, which
is nondestructive, is shown in Fig. 4.17b [28]. This scheme allows maintaining
the MTJ state after the first sensing. When the MTJ is at 0, the resistance of the
cell is nearly constant regardless of the current flowing through the MTJ cell. The
resistance change is detected by current when the MTJ turns into 1. Accordingly,
this nondestructive self-reference scheme generates Vref without write and write-
back processes, overcoming the drawbacks of the circuit in Fig. 4.17a. However, it
is difficult to secure the resistance difference when the current difference is subtle,
which may cause a challenge for ever decreasing operating current requirement with
scaling.

4.4.4 Array Architecture

In general, memory array architecture is an essential design parameter that influ-
ences performance, power consumption, yield, and chip size. Determining an
optimal array architecture is therefore dependent on bitcell specification, chip
specification, target yield, and even reliability. The array efficiency, a ratio of bitcell
array area over total memory area including peripheral circuits, becomes higher
as the array size increases. But, this leads to degradation in performance because
parasitic resistances and capacitances increase owing to the increase in the number
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Fig. 4.18 Multiplexer architectures: (a) single write driver; (b) merged writer drivers; (c) sepa-
rated write driver

of cells connected to BL. As shown above, read circuit design is more challenging
for STT-MRAM, so that an effort to increase the array size must be considered
cautiously in a way not to degrade read performance.

4.4.4.1 Multiplexer (MUX) Architecture

STT-MRAM employs a different MUX structure compared with conventional
memories. For the read operation of STT-MRAM, selected BL is connected to the
sensing circuit and SL to the ground (GND). For the write operation of 0, the write
driver connected to selected BL drives VDD and the driver connected to SL drives
GND, and vice versa for 1. As shown in Fig. 4.18, these read and write operations
can be enabled by different types of MUX structures. Figure 4.18a is a common
architecture to achieve a small footprint since only one write driver is required for
all BL and SL. However, the current originated from the write driver must pass
through the MUX, hence, reducing Iw. Figure 4.18b shows a merged write driver
for which selection control utilizes an independent write driver for each BL and
SL. This results in a larger area, but provides higher Iw owing to the absence of
MUX along the write path. Figure 4.18c illustrates selectors to drive VDD and GND
from both terminals of BL and SL by separating a write driver. The area becomes
even larger, however, this MUX can realize higher yield by controlling parasitic
mismatches because the lengths of BL and SL are the same for all the cells.



96 S.H. Kang and S.-O. Jung

WL DRIVER (WL0~WL255)

Data block
B

L
 16:1 M

U
X

I/O

Data block

B
L

 16:1 M
U

X

I/O

WL DRIVER (WL0~WL255)

Data block

B
L

 16:1 M
U

X

I/O

R
ef. cells

WL DRIVER (WL0~WL255)

Data block

B
L

 16:1 M
U

X

I/O

Ref. cells

Ref. cells

Ref. cells

a

b

c

Fig. 4.19 Reference cell array architectures: (a) row reference; (b) column reference; (c) shared
column reference

4.4.4.2 Reference Cell Architecture

STT-MRAM reference cell architectures are generally categorized according to the
position of reference cells, as shown in Fig. 4.19. An array structure which places
all reference cells into one WL (Fig. 4.19a) has an advantage in achieving small
footprint. But, this architecture is not preferable for high-capacity STT-MRAM
owing to parasitic mismatches between reference cells and data cells. In comparison,
the reference architecture in Fig. 4.19b, which places all reference cells along one
BL, has an advantage of achieving higher read yield. There is an area penalty
associated with this, though tolerable. While each data block ordinarily has its own
reference cell array, it is also possible to design a shared reference scheme for which
two data blocks share two adjacent reference cells (Fig. 4.19c).

4.5 Co-design of MTJ and Logic

Designing an IC at an advanced technology node with embedded STT-MRAM
requires a proven statistical circuit model which addresses systematic and random
variations of MTJ and logic [29]. It is important to understand the challenges
imposed by deep scaling of the logic technology. Recent work addressed a first-
of-its-kind statistical circuit model and its application for designing a STT-MRAM
building block and its array [30]. Figure 4.20 illustrates key components of this co-
design methodology. The model can be seamlessly integrated into a common CMOS
circuit simulation environment. The statistical variability-aware model fits Si data
by covering PVT variations. The model is also combined with a micromagnetic
physical model, hence, allowing co-optimization of MTJ physical parameters and
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Fig. 4.20 Conceptual illustration of key components of a CMOS-MTJ co-design methodology
[30]

Fig. 4.21 Illustration of STT-MRAM statistical variation models which correlate key device
parameters such as R, TMR, and Vc [29, 30]

cell circuit parameters. Hence, the model is applied to tune device parameter
specifications required to meet target chip performance, yield, and reliability.
Correlations among critical design parameters are systematically examined by the
model. An example is shown in Fig. 4.21. By performing statistical Monte Carlo
simulations, the model is capable of predicting an array functional yield. The model
correlates various functional failure modes to physical cell defects or circuit-design
errors. The accuracy of the model has been validated by chip-level functionality and
yield data [31].



98 S.H. Kang and S.-O. Jung

4.6 Perspective

Modern SOC memory subsystems are diverse or complicated, so that difficult to be
served by one prevalent memory. It is desirable to optimize each SOC platform by
a different combination of memory attributes such as speed, power consumption,
reliability, and cost. In this aspect, STT-MRAM is attractively positioned since its
building block MTJ can be tuned for a broad range of memory attributes which can
serve largely different types of SOC applications. For example, low-power STT-
MRAM can become an ideal embedded nonvolatile memory for battery-powered
wireless connectivity networks pertaining to Internet-of-Things and wearable elec-
tronics, not only by storing nonvolatile codes, but also by storing and executing
fast data [32, 33]. This type of STT-MRAM simplifies the conventional memory
subsystem and also extends battery life. In addition, its logic-friendly design and
process compatibility can realize such benefits at advanced logic nodes for which
it is difficult to employ conventional embedded nonvolatile memory technology.
On the other hand, high-performance (<�5 ns) STT-MRAM can serve as an
alternative to SRAM. Despite the fact that STT-MRAM is slower than SRAM at
a discrete circuit level, the memory subsystem can be architected in a way that the
performance can be comparable or even better at a system level. Furthermore, there
is a significant range of custom SRAM for which its leakage power and cost (chip
area) are critical drawbacks. One emerging case is Level-3 cache for mobile CPU.
Moreover, even higher performance STT-MRAM potentially realized in custom-
designed bitcells and circuits may move up to a higher level of memory hierarchy
(Level-2 cache). In addition, high-throughput embedded STT-MRAM can become
an attractive memory for GPU by providing higher on-chip memory density at lower
energy consumption. Finally, the MTJ applied for STT-MRAM can be utilized for
security and anti-tampering applications. Examples include one-time programmable
memory, random number generator, and physically unclonable function.
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Chapter 5
A Thermal and Process Variation Aware MTJ
Switching Model and Its Applications in Soft
Error Analysis

Peiyuan Wang, Enes Eken, Wei Zhang, Rajiv Joshi, Rouwaida Kanj,
and Yiran Chen

Abstract Spin-transfer torque random access memory (STT-RAM) has recently
gained increased attention from circuit design and architecture societies. Although
STT-RAM offers a good combination of small cell size, nanosecond access time
and non-volatility for embedded memory applications, the reliability of STT-
RAM is severely impacted by device variations and environmental disturbances.
In this work, we develop a compact switching model for magnetic tunneling
junction (MTJ), which is the data storage device in STT-RAM cells. By leveraging
the capability to simulate the impact of thermal and process variations on MTJ
switching, our model is able to analyze the diverse mechanisms of STT-RAM write
operation failures. Besides the impacts of thermal and process variation, the soft
error induced by radiation striking on the access transistor is another important
threat to the MTJ reliability. It can also be analyzed by using our model. The
incurred computation cost of our model is much less than the conventional macro-
magnetic model, and hence, enabling its applications in comprehensive STT-RAM
reliability analysis and design optimizations.
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5.1 Introduction

The recent progress on the research of emerging nonvolatile memory (NVM)
technology has attracted increased attention from circuit design and architecture
societies. As one promising candidate for the future universal memory technology,
spin-transfer torque random access memory (STT-RAM) offers a good combination
of high cell density, nanosecond access and non-volatility [1]. Compared to the
conventional memory technologies with electrically charge-based data storage
mechanism, the magnetic storage mechanism of STT-RAM has better technology
scalability and immunity to radiation-induced soft errors [2]. The applications
of STT-RAM have been successfully demonstrated in embedded memories and
reconfigurable systems [3], etc. However, similar to all nanoscale technologies,
STT-RAM severely suffers from process variations when the fabrication technology
enters deca-nanometer era. The STT-RAM reliability is degraded by the increased
device parametric variability and the intrinsic randomness during circuit operations,
i.e. thermal fluctuation.

In a STT-RAM cell, data is stored as the different resistance states of a magnetic
tunneling junction (MTJ) device. ‘0’ (low resistance) or ‘1’ (high resistance) can
be written into the MTJ by passing through a switching current with different
polarizations. The MTJ switching time is directly determined by the magnitude
of the MTJ switching current: increasing the MTJ switching current leads to a
decrease in MTJ switching time [4]. Besides the driving ability variation of the MOS
transistor connected to the MTJ, there are two major types of variations affecting
the MTJ switching performance: the MTJ device parametric variability and the
thermal fluctuation. The first one incurs the deviation of the magnetization switching
process from the nominal one, while the second one introduces the randomness
in the write process. Many studies have been performed to analyze the impact of
these variations on the reliability of STT-RAM operations: Li et al. summarized the
major MTJ parametric variations affecting the resistance switching and proposed
a “2T1J” STT-RAM design for yield enhancement [5]. Nigam et al. developed a
thermal noise model to evaluate the thermal fluctuations during the MTJ resistance
switching process [6]. Joshi et al. conducted a quantitative statistical analysis on the
combined impact of both CMOS/MTJ device variations and thermal fluctuations [7].
However, these works either do not construct a complete model to characterize all
the variation types and their interactions, or require costly Monte-Carlo simulations
with complex macro-magnetic and SPICE models.

In this work, we develop a compact MTJ switching model that is derived from the
MTJ macro-magnetic modeling. The statistical electrical properties of the MTJ, i.e.,
the resistance variations, switching transience and switching time, can be simulated
with the minimized run time cost. Experimental results show that our model is able
to accurately simulate the write operation errors incurred by the device variations
and/or the thermal fluctuations, or the intermittent switching current disturbance
during the MTJ switching process in STT-RAM designs.
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Note that radiation-induced soft error is another common threat to the
electrically-charged device reliability. Although the intrinsic magnetic storage
property of MTJ is immune to the radiation, the switching current of the MTJ is
supplied by the MOS transistor, which is still at the risk of radiation: a soft error
occurring at the MOS transistor during the write operations will cause a disturbance
on the MTJ switching current. The spin-torque induced magnetization switching
of the MTJ is then changed by such disturbances, leading to a delay or even a
failure of write operations. However, this scenario is ignored in many research on
STT-RAM analysis and designs, even in some radiation-hardness memory/circuit
designs. In this work, we also comprehensively analyze the impact of the radiation
on the robustness of STT-RAM, e.g., a soft error occurring at the NMOS transistor,
by using the proposed model. The design methods for the enhancement of the write
operation robustness of STT-RAM cell, e.g., transistor sizing, are also discussed.

The rest of this chapter is organized as the follows: Section 5.2 introduces the
basics of STT-RAM technology; Sect. 5.3 describes the development details of
our variation aware compact MTJ switching model; Sect. 5.4 validates our model
by comparing with the macro-magnetic simulation results; Sect. 5.5 demonstrates
the applications of our model in analyzing the effects of the process variations
and thermal fluctuations on the MTJ switching performance; Sect. 5.6 presents the
quantitative analysis on the radiation impacts on STT-RAM write operations, and
possible design methods for radiation hardness optimization.

5.2 STT-RAM Basics

Figure 5.1a shows the structure of an MTJ: An oxide barrier layer, e.g., MgO, is
grown between two ferromagnetic layers [1]. The MTJ resistance is determined
by the relative magnetization directions of the two ferromagnetic layers: when
their magnetization directions are anti-parallel (parallel), the MTJ is in high-(low-)
resistance state. Usually the magnetization direction of one ferromagnetic layer
(called “reference layer”) is fixed by coupling to a pinned magnetization layer while
the magnetization direction of the other ferromagnetic layer (called “free layer”) can
be changed by passing a polarized switching current: when the switching current
passes through the MTJ from reference layer to free layer, the MTJ switches to high
resistance state (see Fig. 5.1a); If the switching current passes through the MTJ from
the other direction, MTJ switches to low resistance state (see Fig. 5.1b).

Figure 5.1c shows the popular one-transistor-one-MTJ (1T1J) STT-RAM cell
design. The polarization of the MTJ switching current is controlled by the voltages
applied to the bit-line (BL) and the source-line (SL). The word-line (WL) is used to
control the gate of the NMOS transistor and select the STT-RAM cell.
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Fig. 5.1 MTJ structure. (a) Anti-parallel (high resistance). (b) Parallel (low resistance). (c) 1T1J
STT-RAM cell structure

5.3 Compact MTJ Switching Model

In this section, we illustrate the development process of our thermal and process
variation aware compact MTJ switching model which is derived from MTJ macro-
magnetic modeling.

5.3.1 Model Descriptions

Because the magnetization direction of the reference layer is fixed, the magnetiza-
tion switching process in an MTJ can be described by the direction change of the free
layer magnetization Mf . In general, the magnetization is assumed to be a constant in
magnitude. Its motion is represented by a unit direction vector mf D Mf /Ms, where
Ms is the saturation magnetization. At any instant of time, vector mf makes an angle
	 with the ez axis while the plane of Mf makes an angle ® with the ex axis, as shown
in Fig. 5.2.

In other words, the motion of Mf can be uniquely described by the coordinates
(	 , ®). The energy landscape experienced by Mf includes: (1) uniaxial anisotropy;
(2) easy-plane anisotropy; (3) the applied magnetic field; and (4) Langevin random
field torque.

During the STT-RAM operation of writing ‘1’, a spin current is injected to the
magnetic body along �ex direction. We assume the spin-polarization factor is �.
The spin direction is in the ey�ez plane, making an angle � with ez axis. Here
we ignore the current-generated magnetic field by assuming spin-current effect is
dominant in a small magnetic body, which is the normal working condition of the
MTJ in a STT-RAM cell. The potential energy for Mf is U1(	 , ®) D UK C Up. Here
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UK D Ksin2 	 is uniaxial anisotropy energy with K D (1/2)Mf Hk. Hk is the Stoner–
Wohlfarth switching field. Up is easy-plane anisotropy in the ey�ez plane while its
normal direction is ex. The environmental energy is U2(	 , ®) D UH C UL, where
UH is the applied field in the easy plane of ey�ez, making an angle of  with
the easy axis ez. UL is the Langevin random field related to the temperature. The
torque experienced by Mf within the free layer under the energy landscape [8] can
be written as:

�U

lm
D �mf � r ŒU1 .	; '/C U2 .	; '/� : (5.1)

Here �U is the torque, lm is the thickness of free layer. The potential and
environmental energy introduces the four components of mf . The first one is the
uniaxial anisotropy as:

�1

lmK
D .2sin	cos	/

�
.sin'/ ex � .cos'/ ey

	
: (5.2)

The rest three terms are all normalized to the uniaxial anisotropy term. The
normalized second term—easy-plane anisotropy is:

�2

lmK
D �2hp

�
.cos	sin	cos'/ ey � �

cos'sin'sin2	
�
ez

	
: (5.3)

The normalized third term—applied magnetic field is:

�3

lmK
D 2h

h
.sin'cos sin	 � cos	sin / ex

� .cos'cos sin	/ ey C .cos'sin	sin / ez

i
: (5.4)

The normalized fourth term—Langevin random field is [9]:

�4

lmK
D �

hL;zsin	sin' � hL;ycos	
�
ex C hL;xcos	ey

� hL;zsin	cos'ey C �
hL;ysin	cos' � hL;xsin	sin'

�
ez: (5.5)
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The torque generated by the spin current can be expressed in vector form as:

�5 D smf � �
ms �mf

�
; (5.6a)

where s D (-h/2e)�J is the spin-angular momentum deposition per unit time [8]. Here
-h is Planck constant, e is elementary charge. Similar to the components of mf , the
normalized torque can be expressed as:

�5

lmK
D 2hs

n
� .sin	cos'/ .sin	sin'sin� C cos	cos�/ ex

C �
cos	 .sin�cos	 � cos�sin	sin'/C sin2	cos2'sin�

	
ey

C Œsin	 .sin	cos� � sin'sin�cos	/� ez

o
: (5.6b)

The dynamics of Mf can be simulated by Landau–Lifshitz–Gilbert (LLG)
equation as:

dmf

dt
C ˛

�
mf � dmf

dt

�
D 1

2
�k

5X
iD1

�
�i

lmK

�
; (5.7)

where ˛ is the Gilbert damping constant [10, 11]. By introducing a new time unit D
�kt

1C˛2 , we obtain the ordinary differential equation of coordinates (	 , ®) to describe
the motion of the magnetization vector as:



	 0
'0

�
D

5X
iD1



	i

0

'i
0
�
; (5.8)

where the uniaxial anisotropy term is



	1

0

'1
0
�

D �


˛sin	cos	

cos	

�
: (5.9a)

The easy-plane anisotropy term is



	2

0

'2
0
�

D �hp


.sin' C ˛cos	cos'/ sin	cos'

.cos'cos	 � ˛sin'/ cos'
�
: (5.9b)

The applied field term is



	3

0

'3
0
�

D �h

2
664

�
cos'sin C

˛ .sin	cos � cos	sin'sin /


�

.sin	cos � cos	sin'sin /

� ˛cos'sin 
�
=sin	



3
775 : (5.9c)
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The Langevin random field term is



	4

0

'4
0
�

D �h

2
664

�
˛

�
hL;zsin	 � cos	 �

hL;xcos' C hL;ysin'
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� C hL;zsin	

� cos	 �
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�
�
=sin	



3
775 : (5.9d)

And the effective spin torque term is



	5

0

'5
0
�

D �hs


˛cos'sin� C sin'sin�cos	 � cos�sin	
sin� .cos' � ˛sin'cos	/ =sin	 C ˛cos�

�
: (5.9e)

By combing Eqs. (5.8) and (5.9a)–(5.9e), we obtain an analytical model with only
two ordinary differential equations to simulate the magnetization changing process
of an MTJ over time.

Aforementioned, all four components of mf and the spin torque term are
normalized by the Stoner–Wohlfarth uniaxial-anisotropy field Hk. For example, the
easy-plane anisotropy field hp, which is used to emulate the thin-film demagnetiza-
tion field 4�Ms [12, 13], is defined as:

hp D 4�Ms=Hk: (5.10)

In our model, applied magnetic field term h is assumed to be zero. As the term
representing the thermal noise in the MTJ switching, Langevin random field is
affected by the environment temperature and device geometry size as [6]:

hL;i D
s
2˛kBT

�MSV
Xi .t/ : .i D x; y; z/ : (5.11)

Here T is the environment temperature, V is the geometry volume of the free layer, ˛
is the damping constant, � is the gyro-magnetic ratio, kB is the Boltzmann constant.
Xi(t) is a Gaussian random noise with zero mean and unit variance in x, y, and z axis.

Finally, the normalized effective spin torque hs is:

hs D s

lmMf Hk

: (5.12)

The definitions of all parameters are listed in Table 5.1.
The value of 	 determines the transience of MTJ resistance RMTJ during the

switching process as [8]:

RMTJ .t/ D R0=
�
1C p2cos 	 .t/

�
; (5.13)
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Table 5.1 Summary of
parameter definitions

Parameter Definition

1 Uniaxial-anisotropy field
hp Easy-plane anisotropy field
hL Langevin random field
h Applied magnetic field
hs Effective spin current
˛ Gilbert damping constant

where R0 is the original resistance of the MTJ and p is the effective spin polarization
of the ferromagnetic electrodes. The relationship between the commonly-used
tunneling magnetic resistance ratio (TMR) and p is:

TMR D 2p2

1 � p2 : (5.14)

The high (RH) and the low (RL) resistance state of the MTJ equal R0=
�
1 � p2� and

R0=
�
1C p2

�
, respectively.

5.3.2 Impact of Parametric Variations

The major geometry variations that affect the magnetization switching process of
MTJ include the variations of MTJ shape, MTJ surface area (A) and the thickness
of free layer (lm).

The MTJ shape variations incur the change of the demagnetizing factor, which
determines the demagnetization field. The calculation of demagnetizing factor
requires a costly Finite Element Analysis (FEA) in macro-magnetic modeling.
Compared to other parameters’ variation effect on switching performance, the shape
induced demagnetization factor change is relatively small. In our compact model,
we ignore the shape-variation-induced demagnetizing factor change and assume it is
a constant for an elliptical MTJ cell in all simulations to achieve a fast computation
speed.

Besides demagnetization field, the geometry variations of MTJ mainly affect the
Langevin random field hL in Eq. (5.11) and the effective spin torque hs in Eq. (5.12).
Based on Eq. (5.11), hL is inversely proportional to the square root of the MTJ free
layer volume V, which equals the product of the MTJ surface area A and the free
layer thickness lm. Hence, it can be represented as hL / 1p

A�lm . It indicates that a
large MTJ surface area and/or a thick free layer can help to minimize the variation of
MTJ switching performance incurred by thermal fluctuations. Based on Eq. (5.12),
hs is proportional to the MTJ switching current density J and inversely proportional
to lm. If an MTJ is driven by a constant switching current I, the switching current
density is given as J D I/A. Therefore, hs is proportional to 1

A�lm . It means that the
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efficiency of the spin current for MTJ switching is higher in a small size MTJ than
in a large one.

In addition, in a “1T1J” STT-RAM cell design, the current through the MTJ
is supplied by the NMOS transistor connected to the MTJ. The variation of MTJ
resistance may change the bias condition of the NMOS transistor and consequently,
affect the actual MTJ switching current. The R0 in Eq. (5.13) is inversely propor-
tional to the MTJ surface area A and exponentially proportional to the oxide layer
thickness lox as [7]:

R0 / elox

A
:

5.3.3 Temperature Dependency

The working temperature increase of the MTJ mainly increases the magnitude of
Langevin random field term, or hL / p

T [see Eq. (5.11)]. It means that the MTJ
becomes less stable and easier to switch, while suffering from a larger thermal
noise at any instant of time [14]. We also note that the reduction of MTJ free layer
volume V makes the variability of MTJ switching more sensitive to temperature
changes: as shown in Eq. (5.11), the magnitude of hL varies more at a smaller V
when the temperature changes. To simplify the analysis, we ignore the second-order
temperature dependency of these parameters in our compact model.

The thermal stability of an MTJ is usually measured by the magnetic memo-
rization energy  D hMSV

kBT
. � also determines the long-term data stability, or data

retention time: an increase of T will decrease � and lead to a shorter data retention
time (or non-volatility degradation).

5.4 Model Validation and Test

During the derivation of our compact MTJ switching model in Sect. 5.3.1, we
simplified some pre-conditions and ignored the side effects that are usually included
in a complete macro-magnetic simulation. Some examples are: (1) we ignored the
current-generated magnetic field; (2) we assumed a single-domain MTJ structure,
which leads to the elimination of demagnetization between two magnetic domains;
(3) we ignored the second-order temperature dependency of the parameters, etc.
These simplifications lead to an analytical solution of the MTJ switching model,
while also incur possible inaccuracy. Therefore, we need to validate our model first
before applying it to the real designs. The device parameters of MTJ used in most
of our simulations are cited from [15]. The mean and standard deviations of MTJ
parameters are summarized in Table 5.2.
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Table 5.2 Summary of
parameters

Parameter Mean (µ) Std. Dev. (¢) ¢/µ

lm 2.3 nm 0.115 nm 5 %
A 3,600 nm2 180 nm2 5 %
RH 2,000 � – –
RL 1,000 � – –
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Fig. 5.3 Model validation on MTJ resistance switching transience

5.4.1 MTJ Switching Transience

In order to validate the MTJ resistance switching transience, we assume there are
no external assisting magnetic fields under the normal working condition of STT-
RAM cells and ignore the thermal fluctuation in our model, e.g., h D 0 and hL D 0.
A deterministic process of the magnetization switching of the MTJ free layer under
a certain spin current magnitude can be obtained. Figure 5.3 shows the comparison
between the corresponding result of the MTJ resistance switching transience using
the same device parameter simulated by the published macro-magnetic models in
[16] and the simulation result of our model.

Our model demonstrates a good agreement with the published results on the
major features of the MTJ resistance switching curve, such as the damping rate
and the oscillation frequency. Also, the start and the end of the transience are
approximated very well by using our model.

Our compact model can also simulate the magnetic characteristics of MTJ, i.e.,
the precession of mf in the free layer during the magnetization switching. Figure 5.4
shows the changes of mf when the MTJ switches from the high-resistance state ‘1’
to the low-resistance state ‘0’ under the influence of spin current.
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Fig. 5.4 Change of mf during the MTJ resistance switching of 1!0

	 changes from � to 0 during the switching. The rotations of mf vector generate
the MTJ resistance oscillations in the switching transience as shown in Fig. 5.3.
It can be seen that our compact model is capable of simulating both electrical
and magnetic properties of the MTJ and provides a comprehensive solution for
debugging of STT-RAM designs.

5.4.2 Switching Performance and Variations

As we have already known, the MTJ switching time Tsw is a function of the
switching current Isw. In general, the MTJ switching can be divided into three
regions: (1) when Tsw> 10 ns, the switching mechanism is mainly a thermally
activated process. The required Isw increases slowly when Tsw decreases; (2) when
Tsw< 3 ns, the switching mechanism is dominated by precessional switching. The
required Isw increases sharply when Tsw decreases; and (3) when 3 ns<Tsw< 10 ns,
a dynamic reversal that combines the precessional and thermally activated switching
occurs and results in an intermediate state. Figure 5.5a shows the simulated the
nominal values of Tsw at different Isw using our model and the macro-magnetic
model [2].

The device parameters in [2, 15] are used in both simulations. Figure 5.5 validates
that in all three working regions, our model fits the macro-magnetic model very well.
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Fig. 5.5 Model validation on MTJ switching performance. (a) Nominal switching time vs. write
current, (b) nominal switching time vs. switching time deviation

The MTJs working in different regions suffer from different types of thermal
fluctuations: (1) when Tsw> 10 ns, the thermal fluctuation is dominated by the
thermal component of internal energy, which can be modeled by a time-varying
Langevin random field; (2) when Tsw< 3 ns, the thermal fluctuation is dominated
by the thermally activated initial angle of precession, which is the accumulated
effects of the Langevin random field over time before the write pulse applies; and
(3) when 3 ns<Tsw< 10 ns, the thermal fluctuation is a mixed effect of the above
two mechanisms. Figure 5.5b shows the simulated variance of Tsw at different
switching current using our model and the macro-magnetic model under thermal
fluctuations. It can be seen that our model agrees with the macro-magnetic model
very well when MTJ is working in the long Tsw region. We note that in the short
Tsw region, the simulated variation of MTJ switching time is more sensitive to the
specific simulation environment since the same tolerance is set for a relatively wide
range of switching current, e.g., the differential equation solver, the convergence
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Fig. 5.6 Switching rate vs. switching current for a MTJ with a 45 � 90 nm ellipstical surface shape

threshold, and the Monte-Carlo simulation setup, etc. We believe the discrepancy
between our model and the macro-magnetic model with the decrease of Tsw comes
from the increased error accumulation in the differential equation solvers.

We also simulate the switching rate (PrSW ) of a MTJ with a 45 � 90 nm elliptical
shape under different switching currents. A successful switching is defined as the
completion of the MTJ switching before the switching current is removed. In our
simulations, the MTJ switching failures are mainly caused by the thermal-induced
switching time variations. As shown in Fig. 5.6, our results fit very well with the
heuristic equation [17]:

P rF D 1 � exp
�

� t
�
exp



�

�
1 � Isw

IC

��
(5.16)

Here t is the applied switching current pulse width, which is 10 ns in our simulations.
� is the magnetic memorizing energy. � is the inverse of the attempt frequency; IC

is the critical switching current, which is the minimum current amplitude to switch
the MTJ resistance under a write pulse width of t. From the validation against both
heuristic equation and macro-magnetic model, the accuracy of our model is well
proven.

5.4.3 System Level Performance

In standard STT-RAM cell structure consisting of one transistor and one MTJ,
the cell area is determined by the NMOS transistor: MTJ size depends on only
manufacturing resolution while NMOS transistor must be wide enough in order to
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Table 5.3 STT-RAM cell
specification

Technology 65 nm
Write pulse duration 10 ns
Threshold current 195 µA
Cell size 40 F2

Aspect ratio 2.5

Table 5.4 Comparison of
area, access time, and energy
consumption

Cache size 128 KB SRAM 512 KB STT-RAM
Area 3.62 mm2 3.30 mm2

Read latency 2.252 ns 2.318 ns
Write latency 2.264 ns 11.024 ns
Read energy 0.895 nJ 0.858 nJ
Write energy 0.797 nJ 4.997 nJ

provide sufficient current for MTJ switching. For example, at 65 nm technology
node, threshold value of the write current will be 195 µA. Based on the assumption
of W/L ratio D 10 and the width of the source region D 1.5 F (F is the minimum
feature size), the STT-RAM cell area is about 10 F � 4 F D 40 F2 [3]. The parameters
for the STT-RAM model are summarized in Table 5.3 [3].

Since a 128 KB SRAM (with 146 F2 cell size) and a 512 KB STT-RAM have
similar area, the comparison of these two in terms of area, access time and access
energy is given in Table 5.4 [3].

As observed from Table 5.4, STT-RAM memory has long write latency and
high write energy consumption compared to the SRAM based memory. The read
latencies of two memory types are also very similar. Since the capacity of the STT-
RAM is three times larger than SRAM with the same area, the access miss rates of
the STT-RAM cache are reduced by averagely 19.0 % [3]. However, for workloads
with high write intensity, because of the long write latency of STT-RAM, system-
level performance degradation is 7.52 % with respect to the SRAM counterparts [3].

The power consumption in memories can be divided in two groups—leakage
power and dynamic power. While the leakage power dominates the power consump-
tion of SRAM at the scaled technology node, STT-RAM consumes very limited
leakage power that is mainly from the peripheral circuit. As a result, dynamic power
dominates the STT-RAM based cache power, which is only about 68 % of the overall
power of the SRAM based implementation [3].

In order to solve the long latency and high dynamic energy consumption of
the STT-RAM, Guangyu et al. [3] proposed read-preemtive write buffer technique
which gives the read operation priority over the write operation and prevents the
critical read operation from being blocked by write operations. By using this
technique, they claim that the system performance can be improved up to 9.93 %
with an average of 59.3 % power reduction.
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5.5 Variability Analysis in STT-RAM

Like other memory designs at scaled technology nodes, Monte-Carlo simulations
are usually required in STT-RAM designs to statistically analyze the variability
incurred by process variations and thermal fluctuations. However, the computation
cost of Monte-Carlo on macro-magnetic models may quickly become unaffordable
as the design size and design confidence level increase. In contrast to it, our compact
MTJ switching model offers a good basis for such statistical designs owing to
single domain assumption with compact variation settings in the model. As we shall
show in this section, our model can be used to simulate the impacts of the device
variations and the temperature fluctuations with much less computation cost. The
MTJ specifications for the simulation are summarized in Table 5.2.

5.5.1 Process Variations and Switching Asymmetry

The impacts of MTJ shape variations on MTJ switching process have been discussed
in Sect. 5.3.2. In this section, we perform quantitative evaluation of these impacts
on STT-RAM write reliability by using our compact model. Figure 5.7 shows the
simulated MTJ switching transience at different 3¢ design corners (XY) of surface
area A and free layer thickness lm.

Here X denotes the corner of A, when A is small/large, the switching of MTJ
is fast(F)/slow(S). Similarly, Y denotes the corner of lm, when lm is thin/thick,
switching is fast(F)/slow(S). The mean curve indicates the switching performance
of fixed MTJ. Along the discussions in Sect. 5.3.2, a smaller MTJ cell with thinner
free layer (FF corner) has the fastest switching time.

Fig. 5.7 MTJ switching transiences at different 3¢ design corners
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Table 5.5 MTJ write current
and standard deviation under
process variation

Transistor ‘0’ to ‘1’ ‘1’ to ‘0’
IMTJ (µA) Std. Dev. IMTJ (µA) Std. Dev.

180 nm 148.28 14.35 186.00 14.02
270 nm 194.75 18.11 263.03 15.64
360 nm 230.18 20.68 323.27 15.34
450 nm 258.18 22.76 362.77 17.15
540 nm 280.79 24.51 387.48 19.82
630 nm 299.91 26.15 404.43 21.96
720 nm 315.41 27.31 416.69 23.49

The switching time of a MTJ is also determined by the MTJ write current: when
other device parameters remain constant, increasing the write current results in a
reduced switching time. On the other hand, the magnitude of MTJ write current is
determined by the NMOS transistor driving ability, which is mainly decided by the
transistor size.

Our compact MTJ switching model can also be used to determine MTJ switching
current once the required switching performance and the MTJ device parameters
such as magnetization saturation, uniaxial anisotropy, free layer volume etc. are
decided. After determining the switching current, the required size of the NMOS
transistor can be obtained by using Table 5.5 [4].

To obtain the distributions of the MTJ write current in a 1T1J STT-RAM cell
shown in Table 5.5, Monte-Carlo simulations are conducted [4]. The memory cell is
designed with 45 nm PTM (predictive technology model). The device variations
of both MTJ and NMOS transistors are considered in the simulations. Device
parameters are already summarized in Table 5.2 and the simulated NMOS transistor
size varies from 180 to 720 nm.

Placement scheme of the MTJ over the NMOS transistor and the layout of a
STT-RAM cell is shown in Fig. 5.8. As can be seen in Fig. 5.8b, the MTJ has a
relatively small area and the area of the STT-RAM cell is mainly determined by the
NMOS transistor. Comparing with the conventional SRAM technology which has
six transistors, the cell area of the STT-RAM cell is significantly reduced as only
one transistor is used.

Table 5.5 also shows that MTJ retains some asymmetry in its switching process.
Figure 5.9 shows the simulated MTJ switching times under different switching
currents at both switching directions. Because of the asymmetry of the spin-
polarization factor � at different directions, 0!1 switching requires a higher
switching current than 1!0 switching for the same switching time. This result
coincides with the observations of prior-art [7].
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Fig. 5.8 STT-RAM cell. (a) 3D view and (b) layout design
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Fig. 5.9 Asymmetric switching performance of MTJ

5.5.2 Temperature Variations

To illustrate the impact of temperature, Figure 5.10a compares the nominal MTJ
switching time (Tsw) at three temperatures (T): 275, 300 and 350 K, and Fig. 5.10b
shows the ratios between the variance (� ) and the mean (�) of Tsw at different
temperatures. Raising T can improve the nominal Tsw because the MTJ becomes
less stable and easier to switch. The temperature effect is small when the switching
current is large due to the relatively strong spin-current field. It is interesting that
following the increase in T, the ratio � /� significantly decreases when the MTJ
switching current is low. It can be explained as the follows: In this long Tsw working
region, the increase in T will reduce the MTJ switching time. At the same time,
when temperature increases, the magnitude of thermal noise rises. However, since
the impact of the thermal noise is an accumulative effect, the reduction in MTJ
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switching time in turn makes the thermal noise accumulated over the switching
time reduce even further. Hence, � decreases faster than �, and a smaller ratio is
observed in higher temperature. In other words, the impact of the thermal noise is
reduced in magnetization switching process when temperature increases in the long
MTJ working region.

Although for a constant switching current, MTJ switching time decreases when
the temperature increases, increasing temperature has a negative impact on the
driving ability of the NMOS transistor as electron mobility decreases accordingly
[18]. Among the above two factors, the adverse effect of temperature on the
driving ability of the NMOS transistor is more prominent than that on the MTJ
switching time improvement. Thus, the required write pulse period will increase as
the temperature gets higher [18].
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When the STT-RAM based cache is placed over the CPU core using 3-D stacking
technology, the unbalanced thermal effects across the die introduces different write
pulse width requirement for different regions. In order to maintain an acceptable
bit error rate for all region under temperature variations, a non-uniform write pulse
width should be applied. Bi et al. [18] propose to place temperature sensors around
the STT-RAM cache blocks. Before performing a write operation, different write
pulse width is applied based on the temperature of the relevant region. By applying
this technique, performance can be increased by 3.8 % and power consumption can
be reduced by 4.8 %.

5.6 Application on Soft Error Analysis

Soft error is another important factor to be considered for device reliability,
especially for space electronics. Under radiation effect, when enough charge is
collected, the data stored as charging state may be flipped, causing function or data
errors. For STT-RAM, the magnetic data storage mechanism makes it naturally
resilient to radiation-induced soft errors after the data is written into the MTJ.
However, the MTJ switching current is supplied by the connected NMOS transistor.

If a soft error occurs at the NMOS transistor during STT-RAM write operations,
it generates a disturbance on the MTJ switching current and hence, affects the
write process. To well describe the MTJ switching behavior under radiation, the
transience of both MTJ magnetization switching and CMOS driving strength must
be simulated together. In this section, we perform soft error analysis using our
variation-aware compact model: Electron/hole pairs are generated by the strike of
high-energy particles on the MOSFET device [19]. The electrons and holes move
towards the opposite directions if there is an electric field between the source and
the drain terminals. This movement generates an electrical charge noise, which leads
to the random transience of MTJ switching current and consequently, affecting the
MTJ switching performance. In the simulation setup, the STT-RAM is implemented
with PTM 45 nm technology [20] and the MTJ is assumed in a 45 � 90 nm (short
and long axis) elliptical shape.

5.6.1 Current Pulse Modeling

The shape of the noise generated by an ionizing particle on the MTJ switching
current pulse is determined by the following factors: the exact geometry of the
NMOS transistor’s p-n junctions, the incident angle of the striking particle, and
transistor doping profile, etc. In general, the form of the radiation-induced pulse of
transistor driving current can be approximated as a double exponential shape as [21]:
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Iinject .t/ D Ipeak ·
�
e.�t=�a/ � e.�t=�b/

�
: (5.17)

Here Ipeak D Q/(�a��b). Q represents the total collected electrical charge of the
node. �a is the collection time-constant and �b is the ion-track establishment time-
constant, respectively. The current Iinject(t) charges or discharges the transistor gate
and drain capacitors, generating a transient disturbance on the switching current
or voltage on the MTJ. In transient analysis, a ramp approximation of the noise
waveform may be used. The common approach is using a trapezoidal or triangular
to model the noise generated at the electrical voltage or currentoutputs.

5.6.2 Radiation Effect Simulation

The cross section of a STT-RAM cell and the write paths are shown in Fig. 5.11a.
At the onset of an ionizing radiation event, a cylindrical track of electron–hole pairs
with a submicron radius and high carrier concentration forms in the wake of the
energetic ion’s passage. When the generated ionization track traverses or comes
close to the depletion region, the electric field rapidly collects carriers, creating a
current/voltage noise at that node. As shown in Fig. 5.11b, the radiation strike is
modeled as a current source that can be easily incorporated in the STT-RAM cell
circuit for fast simulations. Figure 5.12 shows the examples of the approximated
undershoots of the MTJ switching current during the radiation attacks with different
intensities. The corresponding MTJ resistance switching transience is also shown

Bitline

a b
MTJ

Source Line

NMOS Gate

Source Drain

WL

BL

SL

Fig. 5.11 STT-RAM cell with NMOS strike. (a) Cross section of the MTJ integration and
ionization. (b) Equivalent circuit
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Fig. 5.12 MTJ switching transience under different strength of radiation strikes

in Fig. 5.12. Following the increase of the radiation-induce switching current noise
magnitude and lasting time, the MTJ switching time is significantly delayed.

5.6.3 Radiation Impact Factors

There are three factors primarily determining the impacts of a single radiation on
the reliability of MOS circuitry: the arrival time, the lasting period and the radiation
intensity.

Obviously, a radiation can affect the STT-RAM cell only when it (and the
incurred current noise) arrives within the switching window of the MTJ. Here the
switching window is defined as the period between the beginning and the end of
MTJ magnetization damping. As shown in Fig. 5.13, the MTJ switching time varies
as the radiation arrival time changes.

If the radiation occurs in the middle of the MTJ switching window, the overall
MTJ switching time slowly increases when the attack time approaches the end of the
delayed MTJ switching. This result is expected because before the MTJ switching
finishes, the magnetization state is the result of an accumulated field effect where
the spin-current induced torque plays a major role in driving the magnetization into
the other steady state. The interruption or disturbance of this process will delay the
MTJ switching time. However, if the attack occurs around or after the end of MTJ
switching, the original MTJ switching time will not be affected. As we can see in
Fig. 5.13, the MTJ switching time goes back to its normal level in this scenario.
Also, the increase of MTJ switching current results in a shorter switching process
during which the impact of a strike is minimized. The noise on the spin-current
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Fig. 5.13 MTJ switching time vs. radiation strike arrival time
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Fig. 5.14 MTJ switching time vs. radiation lasting time

induced torque has a relatively smaller impact (of delaying) on the MTJ switching
time, compared to the case that the MTJ is driven by a lower switching current.

The lasting period of the radiation impact is not only determined by the
forms of radiation, but also by the recovering ability of the CMOS circuit. The
impact of the radiation on a larger transistor is less than the one occurs on a
smaller transistor because a larger capacitor on the transistor can better tolerate the
radiation charge/discharge disturbance. Also, the same radiation on the transistor
with stronger driving ability (e.g., larger size) causes relatively smaller noise on the
output due to its faster recovery speed. Nonetheless, longer lasting period results in
more prominent disturbance on the magnetization precession and longer delay of
MTJ switching, as shown in Fig. 5.14.

The MTJ switching time rises up almost proportionally when the radiation lasting
time increases.
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Fig. 5.15 Combination of radiation strike duration and arrival time effects on MTJ switching time

The radiation intensity mainly affects the undershoot slope. The deeper the
undershooting is, more charges are needed to recover the driving ability. As a result,
the lasting period will be prolonged.

Figure 5.15 shows the combined effects of radiation lasting period and arrival
time during the write operation of STT-RAM. In general, MTJ switching is more
sensitive to the lasting time of radiation compared to its arrival time. We note that a
continuous magnetization precession is necessary to ensure a short MTJ switching
time. If the prolonged MTJ switching time under the radiation exceeds the write
current pulse width, i.e., the write current is removed before the MTJ switching
finishes, a write error will occur.

5.6.4 Optimization

As discussed in the previous section, increasing the NMOS transistor size can
efficiently improve the MTJ switching performance by supplying higher current.
On top of that, increasing the NMOS transistor size helps the circuit to recover from
the attack, leading to a shorter radiation lasting period. However, the increase of
NMOS transistor size requires larger layout area, which increases the hit rate of high
energy particles proportionally. The soft error rate (SER) can be estimated as [22]:

SER D R � ˛ � P .SE/ (5.18)

Here R D 57 neutrons/(m2 s) is the particle hit rate at NYC sea level, ˛D 2.2*10�5

is effective particle hit ratio and P (SE) is the probability of soft error event given
an effective particle hit. In Table 5.6, P(SE) is evaluated under an effective particle
hit for different write current lasting time and transistor size.
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Table 5.6 Probability of soft error event given an effective particle hit

NMOS width (nm) Error rate (10 ns) Error rate (8 ns) Error rate (6 ns)

400 79 % 100 % 100 %
540 62 % 79 % 100 %
780 0 36.9 % 80 %
1,000 0 0 66.7 %

We can see that the larger the transistor size is and the longer the write current
lasts, the smaller the soft error possibility we achieve. As expected, a large transistor
size helps to secure the MTJ switching before the write current is removed and
reduce the radiation effect.

However, note that if we take the relationship between the layout area and the
particle hit rate into consideration, the trend of the soft error rate will be affected
by multiple factors: while larger transistor supplies higher write current, it also
exposes more to the particle hits due to its larger area. There is correspondingly
more possibility to generate larger disturbance on the write current. Then P(SE) will
depend on the relationship between these two factors. Hence, the transistor sizing
needs to be performed carefully with intensive simulations to achieve the radiation
hardness optimization. Our model offers a way to explore potential design methods
to enhance the radiation hardness of STT-RAM with less computation cost.

Conclusion
In this work, we develop a compact MTJ switching model that is derived
from the macro-magnetic modeling. The statistical electrical and magnetic
properties of the MTJ, i.e., the resistance switching transience and switching
time, can be simulated by our model with the minimized run time cost.
Moreover, the proposed model can be used to simulate soft error impacts on
STT-RAM cells, which has not been well addressed in the previous works.
The demonstrated applications in the static and transient analysis of STT-
RAM designs show that our model offers a capable and efficient STT-RAM
cell debug solution which can bridge the circuit design and magnetic device
physics.
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Chapter 6
Main Memory Scaling:
Challenges and Solution Directions

Onur Mutlu

Abstract The memory system is a fundamental performance and energy bottleneck
in almost all computing systems. Recent system design, application, and technology
trends that require more capacity, bandwidth, efficiency, and predictability out of the
memory system make it an even more important system bottleneck. At the same
time, DRAM technology is experiencing difficult technology scaling challenges
that make the maintenance and enhancement of its capacity, energy-efficiency, and
reliability significantly more costly with conventional techniques.

In this chapter, after describing the demands and challenges faced by the memory
system, we examine some promising research and design directions to overcome
challenges posed by memory scaling. Specifically, we describe three major solution
directions: (1) enabling new DRAM architectures, functions, interfaces, and better
integration of the DRAM and the rest of the system (an approach we call system-
DRAM co-design), (2) designing a memory system that employs emerging non-
volatile memory technologies and takes advantage of multiple different technologies
(i.e., hybrid memory systems), (3) providing predictable performance and QoS to
applications sharing the memory system (i.e., QoS-aware memory systems). We also
briefly describe our ongoing related work in combating scaling challenges of NAND
flash memory.

6.1 Introduction

Main memory is a critical component of all computing systems, employed in server,
embedded, desktop, mobile and sensor environments. Memory capacity, energy,
cost, performance, and management algorithms must scale as we scale the size of
the computing system in order to maintain performance growth and enable new
applications. Unfortunately, such scaling has become difficult because recent trends
in systems, applications, and technology greatly exacerbate the memory system
bottleneck.

O. Mutlu (�)
Carnegie Mellon University, 5000 Forbes Ave, Pittsburgh, PA 15213, USA
e-mail: onur@cmu.edu

© Springer ScienceCBusiness Media New York 2015
R.O. Topaloglu (ed.), More than Moore Technologies for Next Generation
Computer Design, DOI 10.1007/978-1-4939-2163-8_6

127

mailto:onur@cmu.edu


128 O. Mutlu

6.2 Trends: Systems, Applications, Technology

In particular, on the systems/architecture front, energy and power consumption have
become key design limiters as the memory system continues to be responsible for
a significant fraction of overall system energy/power [69]. More and increasingly
heterogeneous processing cores and agents/clients are sharing the memory sys-
tem [4, 19, 21, 34, 45, 46, 107], leading to increasing demand for memory capacity
and bandwidth along with a relatively new demand for predictable performance and
quality of service (QoS) from the memory system [81, 87, 106].

On the applications front, important applications are usually very data inten-
sive and are becoming increasingly so [6], requiring both real-time and offline
manipulation of great amounts of data. For example, next-generation genome
sequencing technologies produce massive amounts of sequence data that over-
whelms memory storage and bandwidth requirements of today’s high-end desktop
and laptop systems [2, 109, 115] yet researchers have the goal of enabling low-cost
personalized medicine. Creation of new killer applications and usage models for
computers likely depends on how well the memory system can support the efficient
storage and manipulation of data in such data-intensive applications. In addition,
there is an increasing trend towards consolidation of applications on a chip to
improve efficiency, which leads to the sharing of the memory system across many
heterogeneous applications with diverse performance requirements, exacerbating
the aforementioned need for predictable performance guarantees from the memory
system [106, 108].

On the technology front, two major trends profoundly affect memory systems.
First, there is increasing difficulty scaling the well-established charge-based
memory technologies, such as DRAM [3, 38, 40, 53, 62, 77] and flash memory
[8, 9, 12, 59, 76], to smaller technology nodes. Such scaling has enabled memory
systems with reasonable capacity and efficiency; lack of it will make it difficult to
achieve high capacity and efficiency at low cost. Second, some emerging resistive
memory technologies, such as phase change memory (PCM) [62, 63, 98, 100, 113],
spin-transfer torque magnetic memory (STT-MRAM) [17, 60] or resistive RAM
(RRAM) [114] appear more scalable, have latency and bandwidth characteristics
much closer to DRAM than flash memory and hard disks, and are non-volatile
with little idle power consumption. Such emerging technologies can enable new
opportunities in system design, including, for example, the unification of memory
and storage subsystems [80]. They have the potential to be employed as part of main
memory, alongside or in place of less scalable and leaky DRAM, but they also have
various shortcomings depending on the technology (e.g., some have cell endurance
problems, some have very high write latency/power, some have low density) that
need to be overcome or tolerated.
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6.3 Requirements: Traditional and New

System architects and users have always wanted more from the memory system:
high performance (ideally, zero latency and infinite bandwidth), infinite capacity, all
at zero cost! The aforementioned trends do not only exacerbate and morph the above
requirements, but also add some new requirements. We classify the requirements
from the memory system into two categories: exacerbated traditional requirements
and (relatively) new requirements.

The traditional requirements of performance, capacity, and cost are greatly
exacerbated today due to increased pressure on the memory system, consolidation of
multiple applications/agents sharing the memory system, and difficulties in DRAM
technology and density scaling. In terms of performance, two aspects have changed.
First, today’s systems and applications not only require low latency and high band-
width (as traditional memory systems have been optimized for), but they also require
new techniques to manage and control memory interference between different cores,
agents, and applications that share the memory system [24,81,87,106,108] in order
to provide high system performance as well as predictable performance (or quality
of service) to different applications [106]. Second, there is a need for increased
memory bandwidth for many applications as the placement of more cores and agents
on chip make the memory pin bandwidth an increasingly precious resource that
determines system performance [41], especially for memory-bandwidth-intensive
workloads, such as GPGPUs [47, 48], heterogeneous systems [4], and consolidated
workloads [43, 44, 87]. In terms of capacity, the need for memory capacity is
greatly increasing due to the placement of multiple data-intensive applications on
the same chip and continued increase in the data sets of important applications. One
recent work showed that given that the core count is increasing at a faster rate than
DRAM capacity, the expected memory capacity per core is to drop by 30 % every
2 years [70], an alarming trend since much of today’s software innovations and
features rely on increased memory capacity. In terms of cost, increasing difficulty
in DRAM technology scaling poses a difficult challenge to building higher density
(and, as a result, lower cost) main memory systems. Similarly, cost-effective options
for providing high reliability and increasing memory bandwidth are needed to
scale the systems proportionately with the reliability and data throughput needs
of today’s data-intensive applications. Hence, the three traditional requirements of
performance, capacity, and cost have become exacerbated.

The relatively new requirements from the main memory system are threefold.
First, technology scalability: there is a new need for finding a technology that is
much more scalable than DRAM in terms of capacity, energy, and cost, as described
earlier. As DRAM continued to scale well from the above-100–30 nm technology
nodes, the need for finding a more scalable technology was not a prevalent problem.
Today, with the significant circuit and device scaling challenges DRAM has been
facing below the 30 nm node, it is. Second, there is a relatively new need for
providing performance predictability and QoS in the shared main memory system.
As single-core systems were dominant and memory bandwidth and capacity were
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much less of a shared resource in the past, the need for predictable performance was
much less apparent or prevalent [81]. Today, with increasingly more cores/agents on
chip sharing the memory system and increasing amounts of workload consolidation,
memory fairness, predictable memory performance, and techniques to mitigate
memory interference have become first-class design constraints. Third, there is a
great need for much higher energy/power/bandwidth efficiency in the design of the
main memory system. Higher efficiency in terms of energy, power, and bandwidth
enables the design of much more scalable systems where main memory is shared
between many agents, and can enable new applications in almost all domains where
computers are used. Arguably, this is not a new need today, but we believe it is
another first-class design constraint that has not been as traditional as performance,
capacity, and cost.

6.4 Solution Directions

As a result of these systems, applications, and technology trends and the resulting
requirements, it is our position that researchers and designers need to fundamentally
rethink the way we design memory systems today to (1) overcome scaling chal-
lenges with DRAM, (2) enable the use of emerging memory technologies, (3) design
memory systems that provide predictable performance and quality of service to
applications and users. The rest of this chapter describes our solution ideas in these
three directions, with pointers to specific techniques when possible. Since scaling
challenges themselves arise due to difficulties in enhancing memory components
at solely one level of the computing stack (e.g., the device and/or circuit levels in
case of DRAM scaling), we believe effective solutions to the above challenges will
require cooperation across different layers of the computing stack, from algorithms
to software to microarchitecture to devices, as well as between different components
of the system, including processors, memory controllers, memory chips, and the
storage subsystem. As much as possible, we will give examples of such solutions
and directions.

6.5 Challenge 1: New DRAM Architectures

DRAM has been the choice technology for implementing main memory due to its
relatively low latency and low cost. DRAM process technology scaling has for long
enabled lower cost per unit area by enabling reductions in DRAM cell size. Unfor-
tunately, further scaling of DRAM cells has become costly [3,38,40,53,62,77] due
to increased manufacturing complexity/cost, reduced cell reliability, and potentially
increased cell leakage leading to high refresh rates. Several key issues to tackle
include:
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1. reducing the negative impact of refresh on energy, performance, QoS, and density
scaling [15, 71, 72],

2. improving DRAM parallelism/bandwidth [15, 57], latency [68], and energy
efficiency [57, 68, 71],

3. improving reliability of DRAM at low cost [51, 58, 75, 90],
4. reducing the significant amount of waste present in today’s main memories in

which much of the fetched/stored data can be unused due to coarse-granularity
management [79, 94, 95, 110, 117],

5. minimizing data movement between DRAM and processing elements, which
causes high latency, energy, and bandwidth consumption [102].

Traditionally, DRAM devices have been separated from the rest of the system
with a rigid interface, and DRAM has been treated as a passive slave device
that simply responds to the commands given to it by the memory controller. We
believe the above key issues can be solved more easily if we rethink the DRAM
architecture and functions, and redesign the interface such that DRAM, controllers,
and processors closely cooperate. We call this high-level solution approach system-
DRAM co-design. We believe key technology trends, e.g., the 3D stacking of
memory and logic [39, 74, 111] and increasing cost of scaling DRAM solely via
circuit-level approaches [38,53,77], enable such a co-design to become increasingly
more feasible. We proceed to provide several examples from our recent research that
tackle the problems of refresh, parallelism, latency, and energy efficiency.

6.5.1 Reducing Refresh Impact and DRAM Error
Management

With higher DRAM capacity, more cells need to be refreshed at likely higher rates
than today. Our recent work [71] indicates that refresh rate limits DRAM density
scaling: a hypothetical 64 Gb DRAM device would spend 46 % of its time and
47 % of all DRAM energy for refreshing its rows, as opposed to typical 4 Gb
devices of today that spend respectively 8 % of the time and 15 % of the DRAM
energy on refresh (as shown in Fig. 6.1). Today’s DRAM devices refresh all rows
at the same worst-case rate (e.g., every 64 ms). However, only a small number of
weak rows require a high refresh rate [51, 54, 72] (e.g., only �1000 rows in 32 GB
DRAM require to be refreshed more frequently than every 256 ms). Retention-
Aware Intelligent DRAM Refresh (RAIDR) [71] exploits this observation: it groups
DRAM rows into bins (implemented as Bloom filters [5] to minimize hardware
overhead) based on the retention time of the weakest cell within each row. Each
row is refreshed at a rate corresponding to its retention time bin. Since few rows
need high refresh rate, one can use very few bins to achieve large reductions in
refresh counts: our results show that RAIDR with three bins (1.25 KB hardware
cost) reduces refresh operations by �75 %, leading to significant improvements in
system performance and energy efficiency as described by Liu et al. [71].
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Fig. 6.1 Impact of refresh in current (DDR3) and projected DRAM devices. Reproduced
from [71]. (a) Power consumption, (b) throughput loss

Like RAIDR, other approaches have also been proposed to take advantage of the
retention time variation of cells across a DRAM chip. For example, some works
proposed refreshing weak rows more frequently at a per-row granularity, others
proposed not using memory rows with low retention times, and yet others suggested
mapping critical data to cells with longer retention times such that critical data is not
lost [1, 42, 52, 73, 93, 112]—see [71, 72] for a discussion of such techniques. Such
approaches that exploit non-uniform retention times across DRAM require accurate
retention time profiling mechanisms. Understanding of retention time as well as
error behavior of DRAM devices is a critical research topic, which we believe
can enable other mechanisms to tolerate refresh impact and errors at low cost. Liu
et al. [72] provides an experimental characterization of retention times in modern
DRAM devices to aid such understanding. Our initial results in that work, obtained
via the characterization of 248 modern commodity DRAM chips from five different
DRAM manufacturers, suggest that the retention time of cells in a modern device
is largely affected by two phenomena: (1) Data Pattern Dependence, where the
retention time of each DRAM cell is significantly affected by the data stored in other
DRAM cells, (2) Variable Retention Time, where the retention time of a DRAM cell
changes unpredictably over time. These two phenomena pose challenges against
accurate and reliable determination of the retention time of DRAM cells, online
or offline, and a promising area of future research is to devise techniques that can
identify retention times of DRAM cells in the presence of data pattern dependence
and variable retention time. Khan et al.’s recent work [51] provides more analysis of
the effectiveness of conventional error mitigation mechanisms for DRAM retention
failures and proposes online retention time profiling as a solution for identifying
retention times of DRAM cells as a potentially promising approach in future DRAM
systems.

Looking forward, we believe that increasing cooperation between the DRAM
device and the DRAM controller as well as other parts of the system, including
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system software, is needed to communicate information about weak (or, unreliable)
cells and the characteristics of different rows or physical memory regions from
the device to the system. The system can then use this information to optimize
data allocation and movement, refresh rate management, and error tolerance
mechanisms. Low-cost error tolerance mechanisms are likely to be enabled more
efficiently with such coordination between DRAM and the system. In fact, as
DRAM technology scales and error rates increase, it might become increasingly
more difficult to maintain the common illusion that DRAM is a perfect, error-free
storage device. DRAM may start looking increasingly like flash memory, where the
memory controller manages errors such that an acceptable specified uncorrectable
bit error rate is satisfied [8, 10]. We envision a DRAM Translation Layer (DTL), not
unlike the Flash Translation Layer (FTL) of today in spirit (which is decoupled
from the processor and performs a wide variety of management functions for
flash memory, including error correction, garbage collection, read/write scheduling,
etc.), can enable better scaling of DRAM memory into the future by not only
enabling easier error management but also opening up new opportunities to perform
computation and mapping close to memory. This can become especially feasible
in the presence of the trend of combining the DRAM controller and DRAM via 3D
stacking. What should the interface be to such a layer and what should be performed
in the DTL are promising areas of future research.

6.5.2 Improving DRAM Parallelism

A key limiter of DRAM parallelism is bank conflicts. Today, a bank is the finest-
granularity independently accessible memory unit in DRAM. If two accesses go
to the same bank, one has to completely wait for the other to finish before it can
be started (see Fig. 6.2). We have recently developed mechanisms, called SALP
(subarray level parallelism) [57], that exploit the internal subarray structure of the
DRAM bank (Fig. 6.2) to mostly parallelize two requests that access the same
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DRAM bank. The key idea is to reduce the hardware sharing between DRAM
subarrays such that accesses to the same bank but different subarrays can be
initiated in a pipelined manner. This mechanism requires the exposure of the internal
subarray structure of a DRAM bank to the controller and the design of the controller
to take advantage of this structure. Our results show significant improvements
in performance and energy efficiency of main memory due to parallelization of
requests and improvement of row buffer hit rates (as row buffers of different
subarrays can be kept active) at a low DRAM area overhead of 0.15 %. Exploiting
SALP achieves most of the benefits of increasing the number of banks at much lower
area and power overhead than doing so. Exposing the subarray structure of DRAM
to other parts of the system, e.g., to system software or memory allocators, can
enable data placement and partitioning mechanisms that can improve performance
and efficiency even further.

Note that other approaches to improving DRAM parallelism especially in the
presence of refresh and long write latencies are also promising to investigate. Chang
et al. [15] discuss mechanisms to improve the parallelism between reads and writes,
and Kang et al. [50] discuss the use of SALP as a way of tolerating long write
latencies to DRAM, which they identify as one of the three key scaling challenges
for DRAM, amongst refresh and variable retention time. We refer the reader to these
works for more information about these parallelization techniques.

6.5.3 Reducing DRAM Latency and Energy

The DRAM industry has so far been primarily driven by the cost-per-bit metric:
provide maximum capacity for a given cost. As shown in Fig. 6.3, DRAM chip
capacity has increased by approximately 16� in 12 years while the DRAM latency
reduced by only approximately 20 %. This is the result of a deliberate choice to

Fig. 6.3 DRAM capacity & latency over time. Reproduced from [68]
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DRAM (c). Reproduced from [68]

maximize capacity of a DRAM chip while minimizing its cost. We believe this
choice needs to be revisited in the presence of at least two key trends. First, DRAM
latency is becoming more important especially for response-time critical workloads
that require QoS guarantees [26]. Second, DRAM capacity is becoming very hard to
scale and as a result manufacturers likely need to provide new values for the DRAM
chips, leading to more incentives for the production of DRAMs that are optimized
for objectives other than mainly capacity maximization.

To mitigate the high area overhead of DRAM sensing structures, commodity
DRAMs (shown in Fig. 6.4a) connect many DRAM cells to each sense-amplifier
through a wire called a bitline. These bitlines have a high parasitic capacitance
due to their long length, and this bitline capacitance is the dominant source of
DRAM latency. Specialized low-latency DRAMs (shown in Fig. 6.4b) use shorter
bitlines with fewer cells, but have a higher cost-per-bit due to greater sense-amplifier
area overhead. We have recently shown that we can architect a heterogeneous-
latency bitline DRAM, called Tiered-Latency DRAM (TL-DRAM) [68], shown in
Fig. 6.4c, by dividing a long bitline into two shorter segments using an isolation
transistor: a low-latency segment can be accessed with the latency and efficiency
of a short-bitline DRAM (by turning off the isolation transistor that separates
the two segments) while the high-latency segment enables high density, thereby
reducing cost-per-bit. The additional area overhead of TL-DRAM is approximately
3 % over commodity DRAM. Significant performance and energy improvements
can be achieved by exposing the two segments to the memory controller and
system software such that appropriate data is cached or allocated into the low-
latency segment. We expect such approaches that design and exploit heterogeneity
to enable/achieve the best of multiple worlds [84] in the memory system can lead
to other novel mechanisms that can overcome difficult contradictory tradeoffs in
design.
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Another promising approach to reduce DRAM energy is the use of dynamic
voltage and frequency scaling (DVFS) in main memory [25, 27]. David et al. [25]
make the observation that at low memory bandwidth utilization, lowering memory
frequency/voltage does not significantly alter memory access latency. Relatively
recent works have shown that adjusting memory voltage and frequency based on
predicted memory bandwidth utilization can provide significant energy savings on
both real [25] and simulated [27] systems. Going forward, memory DVFS can
enable dynamic heterogeneity in DRAM channels leading to new customization and
optimization mechanisms. Also promising is the investigation of more fine-grained
power management methods within the DRAM rank and chips for both active and
idle low power modes.

6.5.4 Exporting Bulk Data Operations to DRAM

Today’s systems waste significant amount of energy, DRAM bandwidth and time (as
well as valuable on-chip cache space) by sometimes unnecessarily moving data from
main memory to processor caches. One example of such wastage sometimes occurs
for bulk data copy and initialization operations in which a page is copied to another
or initialized to a value. If the copied or initialized data is not immediately needed
by the processor, performing such operations within DRAM (with relatively small
changes to DRAM) can save significant amounts of energy, bandwidth, and time.
We observe that a DRAM chip internally operates on bulk data at a row granularity.
Exploiting this internal structure of DRAM can enable page copy and initialization
to be performed entirely within DRAM without bringing any data off the DRAM
chip, as we have shown in recent work [102]. If the source and destination page
reside within the same DRAM subarray, our results show that a page copy can be
accelerated by more than an order of magnitude (�11 times), leading to an energy
reduction of �74 times and no wastage of DRAM data bus bandwidth [102]. The key
idea is to capture the contents of the source row in the sense amplifiers by activating
the row, then deactivating the source row (using a new command which introduces
very little hardware cost, amounting to less than 0.03 % of DRAM chip area), and
immediately activating the destination row, which causes the sense amplifiers to
drive their contents into the destination row, effectively accomplishing the page
copy (shown at a high level in Fig. 6.5). Doing so reduces the latency of a 4 KB
page copy operation from �1,000 ns to less than 100 ns in an existing DRAM chip.
Applications that have significant page copy and initialization lead to large system
performance and energy efficiency improvements [102]. Future software can be
designed in ways that can take advantage of such fast page copy and initialization
operations, leading to benefits that may not be apparent in today’s software that
tends to minimize such operations due to their current high cost.

Going forward, we believe acceleration of other bulk data movement and
computation operations in or very close to DRAM, via similar low-cost architectural
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support mechanisms, can enable promising savings in system energy, latency, and
bandwidth. Given the trends and requirements described in Sect. 6.2, it is likely
time to re-examine the partitioning of computation between processors and DRAM,
treating memory as a first-class accelerator as an integral part of a heterogeneous
parallel computing system [84].

6.5.5 Minimizing Capacity and Bandwidth Waste

Storing and transferring data at large granularities (e.g., pages, cache blocks) within
the memory system leads to large inefficiency when most of the large granularity
is not needed [49, 61, 78, 79, 96, 101, 110, 117, 118]. In addition, much of the
data stored in memory has significant redundancy [33, 94, 95, 116]. Two promising
research directions are to develop techniques that can (1) efficiently provide fine
granularity access/storage when enough and large granularity access/storage only
when needed, (2) efficiently compress data in main memory and caches without
significantly increasing latency and system complexity. Our results with new low-
cost, low-latency cache compression [94] and memory compression [95] techniques
and frameworks are promising, providing high compression ratios at low complexity
and latency. For example, the key idea of Base-Delta-Immediate compression [94]
is that many cache blocks have low dynamic range in the values they store, i.e.,
the differences between values stored in the cache block are small. Such a cache
block can be encoded using a base value and an array of much smaller (in size)
differences from that base value, which together occupy much less space than
storing the full values in the original cache block. This compression algorithm has
low decompression latency as the cache block can be reconstructed using a vector
addition (or even potentially vector concatenation). It reduces memory bandwidth
requirements, better utilizes memory/cache space, while minimally impacting the
latency to access data. Granularity management and data compression support
can potentially be integrated into DRAM controllers or partially provided within
DRAM, and such mechanisms can be exposed to software, which can enable higher
energy savings and higher performance improvements.
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6.5.6 Co-Designing DRAM Controllers and Processor-Side
Resources

Since memory bandwidth is a precious resource, coordinating the decisions made
by processor-side resources better with the decisions made by memory controllers
to maximize memory bandwidth utilization and memory locality is a promising
area of more efficiently utilizing DRAM. Lee et al. [67] and Stuecheli et al. [105]
both show that orchestrating last-level cache writebacks such that dirty cache lines
to the same row are evicted together from the cache improves DRAM row buffer
locality of write accesses, thereby improving system performance. Going forward,
we believe such coordinated techniques between the processor-side resources and
memory controllers will become increasingly more effective as DRAM bandwidth
becomes even more precious. Mechanisms that predict and convey slack in memory
requests [23], that orchestrate the on-chip scheduling of memory requests to
improve memory bank parallelism [66] and that reorganize cache metadata for more
efficient bulk (DRAM row granularity) tag lookups [103] can also enable more
efficient memory bandwidth utilization.

6.6 Challenge 2: Emerging Memory Technologies

While DRAM technology scaling is in jeopardy, some emerging technologies seem
more scalable. These include PCM and STT-MRAM. These emerging technologies
usually provide a tradeoff, and seem unlikely to completely replace DRAM
(evaluated in [62–64] for PCM and in [60] for STT-MRAM), as they are not strictly
superior to DRAM. For example, PCM is advantageous over DRAM because it
(1) has been demonstrated to scale to much smaller feature sizes and can store
multiple bits per cell [120], promising higher density, (2) is non-volatile and as such
requires no refresh (which is a key scaling challenge of DRAM as we discussed
in Sect. 6.5.1), and (3) has low idle power consumption. On the other hand, PCM
has significant shortcomings compared to DRAM, which include (1) higher read
latency and read energy, (2) much higher write latency and write energy, and (3)
limited endurance for a given PCM cell, a problem that does not exist (practically)
for a DRAM cell. As a result, an important research challenge is how to utilize
such emerging technologies at the system and architecture levels such that they can
augment or perhaps even replace DRAM.

Our initial experiments and analyses [62–64] that evaluated the complete
replacement of DRAM with PCM showed that one would require reorganization
of peripheral circuitry of PCM chips (with the goal of absorbing writes and reads
before they update or access the PCM cell array) to enable PCM to get close
to DRAM performance and efficiency. These initial results are reported in Lee
et al. [62–64]. We have also reached a similar conclusion upon evaluation of
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the complete replacement of DRAM with STT-MRAM [60]: reorganization of
peripheral circuitry of STT-MRAM chips (with the goal of minimizing the number
of writes to the STT-MRAM cell array, as write operations are high-latency and
high-energy in STT-MRAM) enables an STT-MRAM based main memory to be
more energy-efficient than a DRAM-based main memory.

One can achieve more efficient designs of PCM (or STT-MRAM) chips by
taking advantage of the non-destructive nature of reads, which enables simpler and
narrower row buffer organizations [78] Unlike in DRAM, the entire memory row
does not need to be buffered in a device where reading a memory row does not
destroy the data stored in the row. Meza et al. [78] show that having narrow row
buffers in emerging non-volatile devices can greatly reduce main memory dynamic
energy compared to a DRAM baseline with large row sizes, without greatly affecting
endurance, and for some NVM technologies, leading to improved performance.
Going forward, designing systems, memory controllers and memory chips taking
advantage of the specific property of non-volatility of emerging technology seems
promising.

We believe emerging technologies enable at least three major system-level
opportunities that can improve overall system efficiency: (1) hybrid main memory
systems, (2) non-volatile main memory, (3) merging of memory and storage. We
briefly touch upon each.

6.6.1 Hybrid Main Memory

A hybrid main memory system [28, 79, 98, 119] consists of multiple different
technologies or multiple different types of the same technology with differing char-
acteristics, e.g., performance, cost, energy, reliability, endurance. A key question is
how to manage data allocation and movement between the different technologies
such that one can achieve the best of (or close to the best of) the desired
performance metrics. In other words, we would like to exercise the advantages
of each technology as much as possible while hiding the disadvantages of any
technology. Potential technologies include DRAM, 3D-stacked DRAM, embedded
DRAM, PCM, STT-MRAM, other resistive memories, flash memory, forms of
DRAM that are optimized for different metrics and purposes, etc. An example
hybrid main memory system consisting of a large amount of PCM as main memory
and a small amount of DRAM as its cache is depicted in Fig. 6.6.

The design space of hybrid memory systems is large, and many potential
questions exist. For example, should all memories be part of main memory or
should some of them be used as a cache of main memory (or should there be
configurability)? What technologies should be software visible? What component
of the system should manage data allocation and movement? Should these tasks
be done in hardware, software, or collaboratively? At what granularity should data
moved between different memory technologies? Some of these questions are tackled
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Fig. 6.6 An example hybrid
main memory system
organization using PCM and
DRAM chips. Reproduced
from [119]
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in [28, 79, 98, 99, 119], among other works recently published in the computer
architecture community. For example, Yoon et al. [119] make the key observation
that row buffers are present in both DRAM and PCM, and they have (or can
be designed to have) the same latency and bandwidth in both DRAM and PCM.
Yet, row buffer misses are much more costly in terms of latency, bandwidth, and
energy in PCM than in DRAM. To exploit this, we devise a policy that avoids
accessing in PCM data that frequently causes row buffer misses. Hardware or
software can dynamically keep track of such data and allocate/cache it in DRAM
while keeping data that frequently hits in row buffers in PCM. PCM also has much
higher write latency/power than read latency/power: to take this into account, the
allocation/caching policy is biased such that pages that are written to more likely
stay in DRAM [119].

Note that hybrid memory need not consist of completely different underlying
technologies. A promising approach is to combine multiple different DRAM chips,
optimized for different purposes. For example, recent works proposed the use of
low-latency and high-latency DIMMs in separate memory channels and allocating
performance-critical data to low-latency DIMMs to improve performance and
energy-efficiency at the same time [16], or the use of highly-reliable DIMMs
(protected with ECC) and unreliable DIMMs in separate memory channels and
allocating error-vulnerable data to highly-reliable DIMMs to maximize server
availability while minimizing server memory cost [75]. We believe these approaches
are quite promising for scaling the DRAM technology into the future by specializing
DRAM chips for different purposes. These approaches that exploit heterogeneity do
increase system complexity but that complexity may be warranted if it is lower than
the complexity of scaling DRAM chips using the same optimization techniques the
DRAM industry has been using so far.
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6.6.2 Exploiting and Securing Non-volatile Main Memory

Non-volatility of main memory opens up new opportunities that can be exploited by
higher levels of the system stack to improve performance and reliability/consistency
(see, for example, [20, 29]). Researching how to adapt applications and system
software to utilize fast, byte-addressable non-volatile main memory is an important
research direction to pursue [80].

On the flip side, the same non-volatility can lead to potentially unforeseen
security and privacy issues: critical and private data can persist long after the system
is powered down [18], and an attacker can take advantage of this fact. Wearout
issues of emerging technology can also cause attacks that can intentionally degrade
memory capacity in the system [97, 104]. Securing non-volatile main memory is
therefore an important systems challenge.

6.6.3 Merging of Memory and Storage

Traditional computer systems have a two-level storage model: they access and
manipulate (1) volatile data in main memory (DRAM, today) with a fast load/store
interface, (2) persistent data in storage media (flash and hard disks, today) with
a slower file system interface. Unfortunately, such a decoupled memory/storage
model managed via vastly different techniques (fast, hardware-accelerated memory
management units on one hand, and slow operating/file system (OS/FS) software
on the other) suffers from large inefficiencies in locating data, moving data, and
translating data between the different formats of these two levels of storage that
are accessed via two vastly different interfacesleading to potentially large amounts
of wasted work and energy [80]. The two different interfaces arose largely due to
the large discrepancy in the access latencies of conventional technologies used to
construct volatile memory (DRAM) and persistent storage (hard disks and flash
memory).

Today, new non-volatile memory technologies (NVM), e.g, PCM, STT-MRAM,
RRAM, show the promise of storage capacity and endurance similar to or better than
flash memory at latencies comparable to DRAM. This makes them prime candidates
for providing applications a persistent single-level store with a single load/store-like
interface to access all system data (including volatile and persistent data). In fact,
if we keep the traditional two-level memory/storage model in the presence of these
fast NVM devices as part of storage, the operating system and file system code for
locating, moving, and translating persistent data from the non-volatile NVM devices
to volatile DRAM for manipulation purposes becomes a great bottleneck, causing
most of the memory energy consumption and degrading performance by an order
of magnitude in some data-intensive workloads, as we showed in recent work [80].
With energy as a key constraint, and in light of modern high-density NVM devices, a
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1 int main(void) {
2 // data in file.dat is persistent
3 FILE myData = "file.dat";
4 myData = new int [64];
5 }
6 void updateValue(int n, int value) {
7 FILE myData = "file.dat";
8 myData[n] = value; // value is persistent
9 }

Load Store

DRAM Flash HDDs NVM

Persistent Memory Manager
Data Layout, Persistence, Metadata, Security, ...

Hardware

Software

Fig. 6.7 An example persistent memory manager (PMM). Reproduced from [80]

promising research direction is to unify and coordinate the management of volatile
memory and persistent storage in a single level, to eliminate wasted energy and
performance, and to simplify the programming model at the same time.

To this end, Meza et al. [80] describe the vision and research challenges of a
persistent memory manager (PMM), a hardware acceleration unit that coordinates
and unifies memory/storage management in a single address space that spans
potentially multiple different memory technologies (DRAM, NVM, flash) via
hardware/software cooperation. Figure 6.7 depicts an example PMM, programmed
using a load/store interface (with persistent objects) and managing an array of
heterogeneous devices.

The spirit of the PMM unit is much like the virtual memory management unit
of a modern virtual memory system used for managing working memory, but it is
fundamentally different in that it redesigns/rethinks the virtual memory and storage
abstractions and unifies them in a different interface supported by scalable hardware
mechanisms. The PMM: (1) exposes a load/store interface to access persistent data,
(2) manages data placement, location, persistence semantics, and protection (across
multiple memory devices) using both dynamic access information and hints from the
application and system software, (3) manages metadata storage and retrieval, needed
to support efficient location and movement of persistent data, and (4) exposes
hooks and interfaces for applications and system software to enable intelligent
data placement and persistence management. Our preliminary evaluations show
that the use of such a unit, if scalable and efficient, can greatly reduce the energy
inefficiency and performance overheads of the two-level storage model, improving
both performance and energy-efficiency of the overall system, especially for data-
intensive workloads [80].
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We believe there are challenges to be overcome in the design, use, and adoption
of such a unit that unifies working memory and persistent storage. These challenges
include:

1. How to devise efficient and scalable data mapping, placement, and location
mechanisms (which likely need to be hardware/software cooperative).

2. How to ensure that the consistency and protection requirements of different types
of data are adequately, correctly, and reliably satisfied. How to enable the reliable
and effective coexistence and manipulation of volatile and persistent data.

3. How to redesign applications such that they can take advantage of the unified
memory/storage interface and make the best use of it by providing appropriate
hints for data allocation and placement to the persistent memory manager.

4. How to provide efficient and high-performance backward compatibility mecha-
nisms for enabling and enhancing existing memory and storage interfaces in a
single-level store. These techniques can seamlessly enable applications targeting
traditional two-level storage systems to take advantage of the performance and
energy-efficiency benefits of systems employing single-level stores. We believe
such techniques are needed to ease the software transition to a radically different
storage interface.

6.7 Challenge 3: Predictable Performance

Since memory is a shared resource between multiple cores (or, agents, threads,
or applications and virtual machines), different applications contend for memory
bandwidth and capacity. As such, memory contention, or memory interference,
between different cores critically affects both the overall system performance and
each application’s performance. Providing the appropriate bandwidth and capacity
allocation to each application such that its performance requirements are satisfied
is important to satisfy user expectations and service level agreements, and at the
same time enable better system performance. Our past work (e.g., [81, 87, 88])
showed that application-unaware design of memory controllers, and in particular
memory scheduling algorithms, leads to uncontrolled interference of applications in
the memory system. Such uncontrolled interference can lead to denial of service to
some applications [81], low system performance [87, 88], and an inability to satisfy
performance requirements [30, 87, 106], which makes the system uncontrollable
and unpredictable. In fact, an application’s performance depends on what other
applications it is sharing resources with: an application can sometimes have very
high performance and at other times very low performance on the same system,
solely depending on its co-runners. A critical research challenge is therefore how to
design the memory system (including all shared resources such as main memory,
caches, and interconnects) such that (1) the performance of each application is
predictable and controllable, (2) while the performance and efficiency of the entire
system are as high as needed or possible.
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To achieve these goals, we have designed various solutions including
QoS-aware memory controllers [4, 31, 55, 56, 65, 82, 83, 87, 88, 106], intercon-
nects [14, 22–24, 36, 37, 91, 92], and entire memory systems including caches,
interconnect, and memory [24,30,32]. These works enhanced our understanding of
memory interference in multi-core and heterogeneous systems and provide viable
and effective mechanisms that improve overall system performance, while also
providing a fairness substrate that can enable fair memory service, which can be
configured to enforce different application priorities.

A promising direction going forward is to devise mechanisms that are effective
and accurate at (1) estimating and predicting application performance in the
presence of interference and a dynamic system with continuously incoming and
outgoing applications and (2) enforcing end-to-end performance guarantees within
the entire shared memory system. Subramanian et al. [106] provides a simple
method, called MISE (Memory-interference Induced Slowdown Estimation), for
estimating application slowdowns in the presence of main memory interference.
We observe that an application’s memory request service rate is a good proxy for its
performance, as depicted in Fig. 6.8, which shows the measured performance versus
memory request service rate for three applications on a real system [106]. As such,
an application’s slowdown can be accurately estimated by estimating its uninterfered
request service rate, which can be done by prioritizing that application’s requests in
the memory system during some execution intervals. Results show that average error
in slowdown estimation with this relatively simple technique is approximately 8 %
across a wide variety of workloads. Figure 6.9 shows the actual versus predicted
slowdowns over time, for astar, a representative application from among the many
applications examined, when it is run alongside three other applications on a
simulated 4-core 1-channel system. As we can see, MISE’s slowdown estimates
track the actual slowdown closely. Extending such simple techniques like MISE
to the entire memory and storage system is a promising area of future research
in both homogeneous and heterogeneous systems. Devising memory devices and
architectures that can support predictability and QoS also appears promising.

Fig. 6.8 Request service rate
vs. performance. Reproduced
from [106]
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Fig. 6.9 Actual vs. predicted
slowdowns. Reproduced
from [106]
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6.8 Aside: Flash Memory Scaling Challenges

Flash memory, another successful charge-based memory like DRAM, has been
commonly employed as part of the storage system. In part of our research, we
aim to develop new techniques that overcome reliability and endurance challenges
of flash memory to enable its scaling beyond the 20 nm technology generations.
To this end, we experimentally measure, characterize, analyze, and model error
patterns that occur in existing flash chips, using an experimental flash memory
testing and characterization platform [7]. Based on the understanding we develop
from our experiments, we aim to develop error management techniques that mitigate
the fundamental types of errors that are likely to increase as flash memory scales.

We have recently experimentally characterized complex flash errors that occur at
30–40 nm flash technologies [8], categorizing them into four types: retention errors,
program interference errors, read errors, and erase errors. Our characterization
shows the relationship between various types of errors and demonstrates empirically
using real 3x-nm flash chips that retention errors are the most dominant error type.
Our results demonstrate that different flash errors have distinct patterns: retention
errors and program interference errors are program/erase-(P/E)-cycle-dependent,
memory-location-dependent, and data-value-dependent. Since the observed error
patterns are due to fundamental circuit and device behavior inherent in flash
memory, we expect our observations and error patterns to also hold in flash
memories beyond 30 nm technology.

Based on our experimental characterization results that show that the retention
errors are the most dominant errors, we have developed a suite of techniques to
mitigate the effects of such errors, called Flash Correct-and-Refresh (FCR) [9]. The
key idea is to periodically read each page in flash memory, correct its errors using
simple error correcting codes (ECC), and either remap (copy/move) the page to a
different location or reprogram it in its original location by recharging the floating
gates, before the page accumulates more errors than can be corrected with simple
ECC. Our simulation experiments using real I/O workload traces from a variety of



146 O. Mutlu

file system, database, and search applications show that FCR can provide 46x flash
memory lifetime improvement at only 1.5 % energy overhead, with no additional
hardware cost.

Recently, we have also experimentally investigated and characterized the thresh-
old voltage distribution of different logical states in MLC NAND flash memory [12].
We have developed new models that can predict the shifts in the threshold voltage
distribution based on the number of P/E cycles endured by flash memory cells. Our
data shows that the threshold voltage distribution of flash cells that store the same
value can be approximated, with reasonable accuracy, as a Gaussian distribution.
The threshold voltage distribution of flash cells that store the same value gets
distorted as the number of P/E cycles increases, causing threshold voltages of cells
storing different values to overlap with each other, which can lead to the incorrect
reading of values of some cells as flash cells accumulate P/E cycles. We find that
this distortion can be accurately modeled and predicted as an exponential function
of the P/E cycles, with more than 95 % accuracy. Such predictive models can aid the
design of more sophisticated error correction methods, such as LDPC codes [35],
which are likely needed for reliable operation of future flash memories.

We are currently investigating another increasingly significant obstacle to MLC
NAND flash scaling, which is the increasing cell-to-cell program interference due
to increasing parasitic capacitances between the cells’ floating gates. Accurate
characterization and modeling of this phenomenon are needed to find effective
techniques to combat program interference. In recent work [11], we leverage the
read retry mechanism found in some flash designs to obtain measured threshold
voltage distributions from state-of-the-art 2Y-nm (i.e., 24-20 nm) MLC NAND flash
chips. These results are then used to characterize the cell-to-cell program interfer-
ence under various programming conditions. We show that program interference can
be accurately modeled as additive noise following Gaussian-mixture distributions,
which can be predicted with 96.8 % accuracy using linear regression models. We use
these models to develop and evaluate a read reference voltage prediction technique
that reduces the raw flash bit error rate by 64 % and increases the flash lifetime by
30 %. More detail can be found in Cai et al. [11].

Most recently, to improve flash memory lifetime, we have developed a mecha-
nism called Neighbor-Cell Assisted Correction (NAC) [13], which uses the value
information of cells in a neighboring page to correct errors found on a page when
reading. This mechanism takes advantage of the new empirical observation that
identifying the value stored in the immediate-neighbor cell makes it easier to
determine the data value stored in the cell that is being read. The key idea is to
re-read a flash memory page that fails error correction codes (ECC) with the set
of read reference voltage values corresponding to the conditional threshold voltage
distribution assuming a neighbor cell value and use the re-read values to correct the
cells that have neighbors with that value. Our simulations show that NAC effectively
improves flash memory lifetime by 33 % while having no (at nominal lifetime) or
very modest (less than 5 % at extended lifetime) performance overhead.
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Going forward, we believe more accurate and detailed characterization of flash
memory error mechanisms are needed to devise models that can aid the design of
more efficient and effective mechanisms to tolerate errors found in sub-20 nm flash
memories. A promising direction is the design of predictive models that the system
(e.g., the flash controller or system software) can use to proactively estimate the
occurrence of errors and take action to prevent the error before it happens. Flash-
correct-and-refresh [9], read reference voltage prediction [11], described earlier, are
early forms of such predictive error tolerance mechanisms.

6.9 Conclusion

We have described several research directions and ideas to enhance memory
scaling via system and architecture-level approaches. A promising approach is
the co-design of memory and other system components to enable better system
optimization. Enabling better cooperation across multiple levels of the computing
stack, including software, microarchitecture, and devices can help scale the memory
system by exposing more of the memory device characteristics to higher levels of
the system stack such that the latter can tolerate and exploit such characteristics.
Finally, heterogeneity in the design of the memory system can help overcome the
memory scaling challenges at the device level by enabling better specialization of
the memory system and its dynamic adaptation to different demands of various
applications. We believe such approaches will become increasingly important and
effective as the underlying memory technology nears its scaling limits at the
physical level and envision a near future full of innovation in main memory
architecture, enabled by the co-design of the system and main memory.
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Chapter 7
Nano-Photonic Networks-on-Chip for Future
Chip Multiprocessors

Cheng Li, Paul V. Gratz, and Samuel Palermo

Abstract To meet energy-efficient performance demands, the computing industry
has moved to parallel computer architectures, such as chip-multi-processors
(CMPs), internally interconnected via networks-on-chip (NoC) to meet growing
communication needs. Achieving scaling performance as core counts increase
to the hundreds in future CMPs, however, will require high performance, yet
energy-efficient interconnects. Silicon nanophotonics is a promising replacement for
electronic on-chip interconnect due to its high bandwidth and low latency, however,
prior techniques have required high static power for the laser and ring thermal
tuning. We propose a novel nano-photonic NoC architecture, LumiNOC, optimized
for high performance and power-efficiency. This paper makes three primary
contributions: a novel, nanophotonic architecture which partitions the network
into subnets for better efficiency; a purely photonic, in-band, distributed arbitration
scheme; and a channel sharing arrangement utilizing the same waveguides and
wavelengths for arbitration as data transmission. In a 64-node NoC under synthetic
traffic, LumiNOC enjoys 50 % lower latency at low loads and �40 % higher
throughput per Watt on synthetic traffic, versus other reported photonic NoCs.
LumiNOC reduces latencies �40 % versus an electrical 2D mesh NoCs on the
PARSEC shared-memory, multithreaded benchmark suite.

7.1 Introduction

Parallel architectures, such as single-chip multiprocessors (CMPs), have emerged
to address power consumption and performance scaling issues in current and future
VLSI process technology. Networks-on-chip (NoCs), have concurrently emerged
to serve as a scalable alternative to traditional, bus-based interconnection between
processor cores. Conventional NoCs in CMPs use wide, point-to-point electrical
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links to relay cache-lines between private mid-level and shared last-level processor
caches [1]. Electrical on-chip interconnect, however, is severely limited by power,
bandwidth and latency constraints due to high-frequency loss of electrical traces and
crosstalk from adjacent signals. These constraints are placing practical limits on the
viability of future CMP scaling. For example, the efficiency of current state-of-the-
art NoCs with simple CMOS inverter-based repeaters is near 2 pJ/bit [2], allowing
for only near 1TB/s throughput with a typical 20 % allowance from the total 100 W
processor power budget. Power in electrical interconnects has been reported as
high as 12.1 W for a 48-core, 2D-mesh CMP at 2 GHz [1], a significant fraction of
the system’s power budget. Furthermore, achieving application performance which
scales with the number of cores requires extremely low latency communication to
reduce the impact of serialization points within the code. However, communication
latency in a typical NoC connected multiprocessor system increases rapidly as
the number of nodes increases [3]. Worst-case, no-load communication latencies
in a 64-node multi-core chip can reach as high as 50 cycles, nearly 1/2 the
latency of an off-chip memory access. The communication requirements of future
processing systems makes traditional electrical on-chip networks prohibitive for
future transformative extrascale computers.

Recently, monolithic silicon photonics have been proposed as a scalable alter-
native to meet future many-core systems bandwidth demands, by leveraging
high-speed photonic devices [4–6], THz-bandwidth waveguides [7,8], and immense
bandwidth-density via wavelength-division-multiplexing (WDM) [9, 10]. Several
NoC architectures leveraging the high bandwidth of silicon photonics have been
proposed. These works can be categorized into two general types: (1). Hybrid
optical/electrical interconnect architecture [11–14], in which a photonic packet-
switched network and an electronic circuit-switched control network are combined
to respectively deliver large size data messages and short control messages; (2).
Crossbar or Clos architectures, in which the interconnect is fully photonic [15–23].
Although these designs provide high and scalable bandwidth, they either suffer from
relatively high latency due to the electrical control circuits for photonic path setup,
or significant power/hardware overhead due to significant over-provisioned photonic
channels. In future latency and power constrained CMPs, these characteristics will
hobble the utility of photonic interconnect.

In this chapter, we propose LumiNOC [24], a novel PNoC architecture which
addresses power and resource overheads due to channel over-provisioning, while
reducing latency and maintaining high bandwidth in CMPs. LumiNoC utilizes
integrated silicon waveguides that provide the potential to overcome electrical
interconnect bottlenecks and greatly improve data transfer efficiency due to their
flat channel loss over a wide frequency range and also relatively small crosstalk
and electromagnetic noise [25]. By combining multiple data channels on a sin-
gle waveguide via wavelength-division-multiplexing (WDM), LumiNoC greatly
improves bandwidth density. Area-compact and energy-efficient silicon ring res-
onators are employed as the optical modulator and drop filter in the integrated
WDM link. Silicon ring resonator modulators/filters offer advantages of small size,
relative to Mach-Zehnder modulators [26], and increased filter functionality, relative
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to electro-absorption modulators [27]. The LumiNOC architecture makes three
contributions: First, instead of conventional, globally distributed, photonic channels,
requiring high laser power, we propose a novel channel sharing arrangement com-
posed of sub-sets of cores in photonic subnets. Second, we propose a novel, purely
photonic, distributed arbitration mechanism, dynamic channel scheduling, which
achieves extremely low-latency without degrading throughput. Third, our photonic
network architecture leverages the same wavelengths for channel arbitration and
parallel data transmission, allowing efficient utilization of the photonic resources
and lowering static power consumption. We show in a 64-node implementation that
LumiNOC enjoys 50 % lower latency at low loads and �40 % higher throughput per
Watt on synthetic traffic versus previous PNoCs. Furthermore, LumiNOC reduces
latency �40 % versus an electrical 2D mesh NoCs on PARSEC shared-memory,
multithreaded benchmark workloads.

7.2 Silicon Photonic Devices

Figure 7.1 shows a typical silicon photonics WDM link, where multiple wavelengths
(�1–�4) generated by an off-chip continuous-wave (CW) laser are coupled into
a silicon waveguide via an optical coupler. At transmit side, ring modulators
insert data onto a specific wavelength through electro-optical modulation. These
modulated optical signals propagate through the waveguide and arrive at the receiver
side where ring filters drop the modulated optical signals of a specific wavelength
at a receiver channel with photodetectors (PD) that convert the signals back to the
electrical domain.

7.2.1 Laser Source

Laser source can either be a distributed feedback (DFB) laser bank [28], which
consists of an array of DFB laser diodes, or a comb laser [29], which is able to

Fig. 7.1 Silicon ring resonator-based wavelength-division-multiplexing (WDM) link
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generate multiple wavelengths simultaneously. Implementing a DFB laser bank
for dense WDM (DWDM) photonic interconnects (e.g. 64 wavelengths) is quite
challenging due to area and power budget constraints. This motivates a single broad-
spectrum comb laser source, such as InAs/GaAs quantum dot comb lasers which
can generate a large number of wavelengths in the 1,100–1,320 nm spectral range
with typical channel spacing of 50–100 GHz and optical power of 0.2–1 mW per
channel [29].

7.2.2 Microring Resonators (MRR)

MRRs can serve as either optical modulators for sending data or as filters for
dropping and receiving data from an on-chip photonic network. A basic silicon
ring modulator consists of a straight waveguide coupled with a circular waveguide
with diameters on the order of tens of micrometers, as shown in Fig. 7.2a. The
two terminal device contains an input port, where the light source is coupled
into, and a through port, where the modulated optical signal is coupled out. When
the ring circumference equals an integer number of an optical wavelength, called the
resonance condition, most of the input light is coupled into the circular waveguide
and only a small amount of light can be observed at the through port. As a result, the
through port spectrum displays a notch-shaped characteristic, shown in Fig. 7.2b.
This resonance can be shifted by changing the effective refractive index of the
waveguide through the free-carrier plasma dispersion effect [30] to implement the
optical modulation. For example, the ring modulator exhibits low optical output
power levels at the through port when the resonance is aligned well with the laser
wavelength, while high optical power levels are displayed when the resonance shifts

Fig. 7.2 (a) Top and cross section views of carrier-injection silicon ring resonator modulator,
(b) optical spectrum at through port
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Fig. 7.3 (a) Optical transmitter circuit prototype bonded for optical testing, (b) measured ring
modulator 9 Gb/s optical eye diagram

to a shorter wavelength (blue-shifts) due to the increase in the waveguide carrier
density lowering the effective refractive index.

Two common implementations of silicon ring resonator modulators include
carrier-injection devices [31], with an embedded p-i-n junction that is side-coupled
with the circular waveguide and operating primarily in forward-bias, and carrier-
depletion devices [32], with only a p-n junction side-coupled and operating
primarily in reverse-bias. Although a depletion ring generally achieves higher
modulation speeds relative to a carrier-injection ring due to the ability to rapidly
sweep the carriers out of the junction, its modulation depth is limited due to the
relatively low doping concentration in the waveguide to avoid excessive optical
loss. In contrast, carrier-injection ring modulators can provide large refractive index
changes and high modulation depths, but are limited by the relatively slow carrier
dynamics of forward-biased p-i-n junctions. Normally, this speed limitation can be
alleviated with modulation and/or equalization techniques (e.g. pre-emphasis [33]).

An example of a carrier-injection ring modulator is the 5µm diameter device [34]
shown in Fig. 7.3a, which was fabricated by HP Labs and exhibits a quality
factor1 of �9,000. Here a chip-on-board test setup is utilized, with a 65 nm
CMOS driver [31] wire-bonded to silicon ring resonator chips for optical signal
characterization. The measured optical eye diagram of this prototype is show
in Fig. 7.3b. It achieves an extinction ratio2 of 9.2 dB at a modulation speed of
9 Gb/s. The modulation efficiency is 500 fJ/bit, including the electrical driver power.
Adopting advanced CMOS processes (e.g. 16 nm CMOS) and photonics integration
techniques (e.g. flip-chip bonding or 3D integration) will further improve the optical

1Quality factor characterizes a resonator’s bandwidth relative to its center frequency. Higher Q
indicates a lower rate of energy loss relative to the stored energy of the resonator.
2Extinction ratio is the ratio of two optical power levels of a modulated optical signal, expressed
in dB.
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modulation speed and energy efficiency. This provides strong motivation to leverage
this photonic I/O architecture in a WDM system with multiple �10 Gb/s channels
on a single waveguide.

However, one important issue with MRR devices is their resonance wavelength’s
sensitivity to temperature variation, necessitating tuning to stabilize the ring to
resonate at the working wavelength. A commonly proposed resonance wavelength
tuning technique is to adjust the device’s temperature with a resistor implanted close
to the photonic device to heat the waveguide, thus changing the refractive index
[35, 36]. Thermal tuning efficiencies near 10–15µW/GHz have been demonstrated
using approaches such as substrate removal and transfer for an SOI process [37] and
deep-trench isolation for a bulk CMOS process [36]. Superior efficiencies in the 1.7–
2.9µW/GHz have been achieved with localized substrate removal or undercutting
[38, 39], but this comes at the cost of complex processing steps. One potential issue
with this approach is that the tuning speed, which is limited by the device thermal
time constant (�ms), may necessitate long calibration times. Compared with the
heater-based tuning approaches, a bias-based tuning method for carrier-injection
rings has advantages of fast tuning speed and flexibility in the tuning direction,
while displaying comparable tuning efficiency. A recent bias-based tuning scheme
was reported with a power efficiency of 6.8µW/GHz, which includes the power of
the tuning loop circuitry [31].

7.2.3 Silicon Waveguides

In photonic on-chip networks, silicon waveguides are used to carry the optical
signals. In order to achieve higher aggregated bandwidth, multiple wavelengths are
placed into a single waveguide in a wavelength-division-multiplexing (WDM) fash-
ion. In this work, silicon nitride waveguides are assumed to be the primary transport
strata. Similar to electrical wires, silicon nitride waveguides can be deployed into
multiple strata to eliminate in-plane waveguide crossing, thus reducing the optical
power loss [40].

7.2.4 Three-Dimensional Integration

In order to optimize system performance and efficiently utilize the chip area,
three-dimensional integration (3DI) is emerging for the integration of silicon
nanophotonic devices with conventional CMOS electronics. In 3DI, the silicon
photonic on-chip networks are fabricated into a separate silicon-on-insulator (SOI)
die or layer with a thick layer of buried oxide (BOX) that acts as bottom cladding
to prevent light leakage into the substrate. This photonic layer stacks above the
electrical layers containing the compute tiles.
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7.2.5 4-Tile Photonic Crossbar Example

Figure 7.4 shows a small CMP with 4 compute tiles interconnected by a fully
connected crossbar PNoC. Each tile consists of a processor core, private caches,
a fraction of the shared last-level cache, and a router connecting it to the photonic
network. The photonic channel connecting the nodes is shown as being composed
of MMRs (small circles), integrated photodetectors [6] and silicon waveguides [7,8]
(black lines connecting the circles). Transceivers (small triangles) mark the bound-
ary between the electrical and photonic domain.

The simple crossbar architecture is implemented by provisioning four send
channels, each utilizing the same wavelength in four waveguides, and four receive
channels by monitoring four wavelengths in a single waveguide. Although this
straightforward structure provides strictly non-blocking connectivity, it requires a
large number of transceivers O.r2/ and long waveguides crossing the chip, where
r is the crossbar radix, thus this style of crossbar is not scalable to a significant
number of nodes. Researchers have proposed a number of PNoC architectures more
scalable than fully connected crossbars, as described below.
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7.3 Photonic Network-on-Chip Architecture Survey

Many PNoC architectures have been proposed which may be broadly categorized
into four basic architectures: (1) Electrical-photonic (2) Crossbar (3) Multi-stage
and (4) Free-space designs.

7.3.1 Electrical-Photonic Designs

Shacham et al. propose a hybrid electrical-photonic NoC using electrical intercon-
nect to coordinate and arbitrate a shared photonic medium [11, 12]. These designs
achieve very high photonic link utilization by effectively trading increased latency
for higher bandwidth. While increased bandwidth without regard for latency is
useful for some applications, it eschews a primary benefit of PNoCs over electrical
NoCs, low latency. Hendry et al. addressed this issue by introducing an all optical
mesh network with photonic time division multiplexing (TDM) arbitration to set up
communication path. However, the simulation results show that system still suffers
from relatively high average latency [41].

7.3.2 Crossbar Designs

Other PNoC work attempts to address the latency issue by providing non-blocking
point-to-point links between nodes. In particular, several works propose crossbar
topologies to improve the latency of multi-core photonic interconnect. Fully
connected crossbars [17] do not scale well, but researchers have examined channel
sharing crossbar architectures, called Single-Write-Multiple-Read (SWMR) or
Multiple-Write-Single-Read (MWSR), with various arbitration mechanisms for
coordinating shared sending and/or receiving channels. Vantrease et al. proposed
Corona, a MWSR crossbar, in which each node listens on the dedicated channel, but
with the other nodes competing to send data on this channel [20, 21]. To implement
arbitration at sender side, the author implemented a token channel [21] or token slot
[20] approach similar to token rings used in early LAN network implementations.
Alternately, Pan et al. proposed Firefly, a SWMR crossbar design, with a dedicated
sending channel for each node, but all the nodes in a crossbar listen on all the
sending channels [19]. Pan et al. proposed broadcasting the flit-headers to specify a
particular receiver.

In both SWMR and MWSR crossbar designs, over-provisioning of dedicated
channels, either at the receiver (SWMR) or sender (MWSR), is required, leading
to under utilization of link bandwidth and poor power efficiency. Pan et al. also
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proposed a channel sharing architecture, FlexiShare [18], to improve the channel
utilization and reduce channel over-provisioning. The reduced number of channels,
however, limit the system throughput. In addition, FlexiShare requires separated
dedicated arbitration channels for sender and receiver sides, incurring additional
power and hardware overhead.

Two designs propose to manage laser power consumption at runtime. Chen
and Joshi propose to switch off portions of the network based on the bandwidth
requirements [42]. Zhou and Kodi propose a method to predict future bandwidth
needs and scale laser power appropriately [43].

7.3.3 Multi-Stage Designs

Joshi et al. proposed a photonic multi-stage Clos network with the motivation
of reducing the photonic ring count, thus reducing the power for thermal ring
trimming [15]. Their design explores the use of a photonic network as a replacement
for the middle stage of a three-stage Clos network. While this design achieves an
efficient utilization of the photonic channels, it incurs substantial latency due to the
multi-stage design.

Koka et al. present an architecture consisting of a grid of nodes where all nodes
in each row or column are fully connected by a crossbar [22]. To maintain full-
connectivity of the network, electrical routers are used to switch packets between
rows and columns. In this design, photonic “grids” are very limited in size to
maintain power efficiency, since fully connected crossbars grow at O.n2/ for the
number of nodes connected. Kodi and Morris propose a 2-D mesh of optical MWSR
crossbars to connect nodes in the x and y dimensions [44]. In a follow-on work by
the same authors Morris et al. [45] proposed a hybrid multi-stage design, in which
grid rows (x-dir) are subnets fully connected with a photonic crossbar, but different
rows (y-dir) are connected by a token-ring arbitrated shared photonic link. Bahirat
and Pasricha propose an adaptable hybrid design in which a 2-D Mesh electrical
network is overlaid with a set of photonic rings [46].

7.3.4 Free-Space Designs

Xue et al. present a novel free-space optical interconnect for CMPs, in which optical
free-space signals are bounced off of mirrors encapsulated in the chip’s packag-
ing [47]. To avoid conflicts and contention, this design uses in-band arbitration
combined with an acknowledgment based collision detection protocol.
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7.4 Power Efficiency in PNoCs

Power efficiency is an important motivation for photonic on-chip interconnect.
In photonic interconnect, however, the static power consumption (due to off-
chip laser, ring thermal tuning, etc.) dominates the overall power consumption,
potentially leading to energy-inefficient photonic interconnects. In this section, prior
photonic NoCs are examined in terms of static power efficiency. Bandwidth per
watt is used as the metric to evaluate power efficiency of photonic interconnect
architectures, showing that it can be improved by optimizing the interconnect
topology, arbitration scheme and photonic device layout.

7.4.1 Channel Allocation

We first examine channel allocation in prior photonic interconnect designs. Several
previous photonic NoC designs, from fully connected crossbars [17] to the blocking
crossbar designs [16, 18–21], provide extra channels to facilitate safe arbitration
between sender and receiver. Although conventional photonic crossbars achieve
nearly uniform latency and high bandwidth, channels are dedicated to each node
and cannot be flexibly shared by the others. Due to the unbalanced traffic distribution
in realistic workloads [48], channel bandwidth cannot be fully utilized. This leads
to inefficient energy usage, since the static power is constant regardless of traffic
load. Over-provisioned channels also implies higher ring resonator counts, which
must be maintained at the appropriate trimming temperature, consuming on-chip
power. Additionally, as the network size increases, the number of channels required
may increase quadratically, complicating the waveguide layout and leading to extra
optical loss. An efficient photonic interconnect must solve the problem of efficient
channel allocation. Our approach leverages this observation to achieve lower power
consumption than previous designs.

7.4.2 Topology and Layout

Topology and photonic device layout can also cause unnecessary optical loss in
the photonic link, which in turn leads to greater laser power consumption. Many
photonic NoCs globally route waveguides in a bundle, connecting all the tiles in the
CMP [16, 19–21]. In these designs, due to the unidirectional propagation property
of optical transmission, the waveguide must be routed to reach each node twice
(double-back), such that the signal being modulated by senders on the outbound
path may be received by all possible receivers. The length of these double-back
waveguides leads to significant laser power losses over the long distance.
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Fig. 7.5 Optical link budgets for the photonic data channels of various photonic NoCs

Figure 7.5 shows the optical link budgets for the photonic data channel of
Corona [21], Firefly [19], Clos [15] and LumiNOC under same radix and chip
area, based on our power model (described in Sect. 7.6.5). Flexishare [18] is not
compared, since not enough information was provided in the paper to estimate the
optical power budget at each wavelength. The figure shows that waveguide losses
dominate power loss in all three designs. This is due to the long waveguides required
to globally route all the tiles on a chip. For example, the waveguide length in Firefly
and Clos network in a 400 mm2 chip are estimated to be 9.5 and 5.5 cm, respectively.
This corresponds to 9.5 and 5.5 dB loss in optical power, assuming the waveguide
loss is 1 dB/cm [15]. Moreover, globally connected tiles imply a relatively higher
number of rings on each waveguide, leading to higher ring through loss. Despite a
single-run, bi-directional architecture, even the Clos design shows waveguide loss
as the largest single component.

In contrast to other losses (e.g. coupler and splitter loss, filter drop loss and
photodetector loss) which are relatively independent of interconnect architecture,
waveguide and ring through loss can be reduced through layout and topology
optimization. We propose a network architecture which reduces optical loss by
decreasing individual waveguide length as well as the number of rings along the
waveguide.

7.4.3 Arbitration Mechanism

The power and overhead introduced by the separated arbitration channels or
networks in previous photonic NoCs can lead to further power efficiency losses.
Corona, a MWSR crossbar design, requires a token channel or token slot arbitration
at sender side [20,21]. Alternatively, Firefly [19], a SWMR crossbar design, requires
head-flit broadcasting for arbitration at receiver side, which is highly inefficient
in PNoCs. FlexiShare [18] requires both token stream arbitration and head-flit
broadcast. These arbitration mechanisms require significant overhead in the form
of dedicated channels and photonic resources, consuming extra optical laser power.
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For example, the radix-32 Flexishare [18] with 16 channels requires 416 extra
wavelengths for arbitration, which accounts for 16 % of the total wavelengths
in addition to higher optical power for a multi-receiver broadcast of head-flits.
Arbitration mechanisms are a major overhead for these architectures, particularly
as network radix scales.

There is a clear need for a PNoC architecture that is energy-efficient and scalable
while maintaining low latency and high bandwidth. In the following sections, we
propose the LumiNOC architecture which reduces the optical loss by partitioning
the global network into multiple smaller sub-networks. Furthermore, the proposed
novel arbitration scheme leverages the same wavelengths for channel arbitration
and parallel data transmission to efficiently utilize the channel bandwidth and
photonic resources, without dedicated arbitration channels or networks which lower
efficiency or add power overhead to the system.

7.5 LumiNOC Architecture

In our analysis of prior PNoC designs, we have found that a significant amount of
laser power consumption was due to the waveguide length required for propagation
of the photonic signal across the entire network. Based on this, the LumiNOC
design breaks the network into several smaller networks (subnets), with shorter
waveguides. Figure 7.6 shows three example variants of the LumiNOC architecture
with different subnet sizes, in an example 16-node CMP system: the one-row, two-
rows and four-rows designs (note: 16-nodes are shown to simplify explanation,
in Sect. 7.6 we evaluate a 64-node design). In the one-row design, a subnet of
four tiles is interconnected by a photonic waveguide in the horizontal orientation.
Thus four non-overlapping subnets are needed for the horizontal interconnection.
Similarly four subnets are required to vertically interconnect the 16 tiles. In the
two-row design, a single subnet connects 8 tiles while in the four-row design a single

a b c

Fig. 7.6 LumiNOC interconnection of CMP with 16 tiles. (a) One- (b) two- and (c) four-rows
interconnection
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subnet touches all 16 tiles. In general, all tiles are interconnected by two different
subnets, one horizontal and one vertical. If a sender and receiver do not reside in the
same subnet, transmission requires a hop through an intermediate node’s electrical
router. In this case, transmission experiences longer delay due to the extra O/E–E/O
conversions and router latency. To remove the overheads of photonic waveguide
crossings required by the orthogonal set of horizontal and vertical subnets, the
waveguides can be deposited into two layers with orthogonal routing [40].

Another observation from prior photonic NoC designs is that channel sharing and
arbitration have a large impact on design power efficiency. Efficient utilization of
the photonic resources, such as wavelengths and ring resonators, is required to yield
the best overall power efficiency. To this end, we leverage the same wavelengths
in the waveguide for channel arbitration and parallel data transmission, avoiding
the power and hardware overhead due to the separated arbitration channels or net-
works. Unlike the over-provisioned channels in conventional crossbar architectures,
channel utilization in LumiNOC is improved by multiple tiles sharing a photonic
channel.

A final observation from our analysis of prior photonic NoC design is that plac-
ing many wavelengths within each waveguide through deep wavelength-division
multiplexing (WDM) leads to high waveguide losses. This is because the number
of rings that each individual wavelength encounters as it traverses the waveguide is
proportional to the number of total wavelengths in the waveguide times the number
of waveguide connected nodes, and each ring induces some photonic power losses.
We propose to limit LumiNOC’s waveguides to a few frequencies per waveguide
and increase the count of waveguides per subnet, to improve power efficiency with
no cost to latency or bandwidth, a technique we call “ring-splitting”. Ring-splitting
is ultimately limited by the tile size and optical power splitting loss. Assuming a
reasonable waveguide pitch of 15µm required for layout of microrings which have a
diameter of 5µm [31], this leaves 5µm clearance to avoid optical signal interference
between two neighboring rows of rings.

7.5.1 LumiNOC Subnet Design

Figure 7.7 details the shared channel for a LumiNOC one-row subnet design. Each
tile contains W modulating “Tx rings” and W receiving “Rx Rings”, where W
is the number of wavelengths multiplexed in the waveguide. Since the optical
signal unidirectionally propagates in the waveguide from its source at off-chip laser,
each node’s Tx rings are connected in series on the “Data Send Path”, shown
in a solid line from the laser, prior to connecting each node’s Rx rings on the
“Data Receive Path”, shown in a dashed line. In this “double-back” waveguide
layout, modulation by any node can be received by any other node; furthermore,
the node which modulates the signal may also receive its own modulated signal, a
feature that is leveraged in our collision detection scheme in the arbitration phase.
The same wavelengths are leveraged for arbitration and parallel data transmission.
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During data transmission, only a single sender is modulating on all wavelengths
and only a single receiver is tuned to all wavelengths. However, during arbitration
(i.e. any time data transfer is not actively occurring) the Rx rings in each node
are tuned to a specific, non-overlapping set of wavelengths. Up to half of the
wavelengths available in the channel are allocated to this arbitration procedure.
with the other half available for credit packets as part of credit-based flow control.
This particular channel division is designed to prevent optical broadcasting, the
state when any single wavelength must drive more than one receiver, which if
allowed would severely increase laser power [49]. Thus, at any given time a
multi-wavelength channel with N nodes may be in one of three states: Idle—All
wavelengths are un-modulated and the network is quiescent. Arbitration—One
more sender nodes are modulating N copies of the arbitration flags; one copy
to each node in the subnet (including itself) with the aim to gain control of the
channel. Data Transmission—Once a particular sender has established ownership
of the channel, it modulates all channel wavelengths in parallel with the data to be
transmitted.

In the remainder of this section, we detail the following: Arbitration—the
mechanism by which the photonic channel is granted to one sender, avoiding data
corruption when multiple senders wish to transmit, including Dynamic Channel
Scheduling, the means of sender conflict resolution, and Data Transmission—the
mechanism by which data is transmitted from sender to receiver. Credit Return is
also discussed.

7.5.1.1 Arbitration

We propose an optical collision detecting and dynamic channel scheduling tech-
nique to coordinate access of the shared photonic channel. This approach achieves
efficient channel utilization without the latency of electrical arbitration schemes
[11, 12], or the overhead of wavelengths and waveguides dedicated to standalone
arbitration [18,19,21]. In this scheme, a sender works together with its own receiver
to ensure message delivery in the presence of conflicts.
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Receiver

Once any receiver detects an arbitration flag, it will take one of three actions: if
the arbitration flag is uncorrupted (i.e. the sender flag has a 0 in only one location
indicating single-sender) and the forthcoming message is destined for this receiver,
it will enable all its Rx rings for the indicated duration of the message, capturing it. If
the arbitration flags are uncorrupted, but the receiver is not the intended destination,
it will detune all of its Rx rings for the indicated duration of the message to allow
the recipient sole access. Finally, if a collision is detected, the receiver circuit will
enter the Dynamic Channel Scheduling phase (described below).

Sender

To send a packet, a node first waits for any on-going messages to complete. Then, it
modulates a copy of the arbitration flags to the appropriate arbitration wavelengths
for each of the N nodes. The arbitration flags for an example 4-node subnet are
depicted in Fig. 7.8. The arbitration flags are a tarb cycle long header (2 in this
example) made up of the destination node address (D0–D1), a bimodal packet size
indicator (Ln) for the two supported payload lengths (64-bit and 576-bit), and a
“1-hot” encoded source address (S0–S3) (i.e. the source address is coded so that
each valid encoding for a given source will have exactly one bit set) which serves
as a guard band or collision detection mechanism: since the subnet is operated

Fig. 7.8 Arbitration on a
4-node subnet
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synchronously, any time multiple nodes send overlapping arbitration flags, the
“1-hot” precondition is violated and all nodes are aware of the collision. We leverage
self-reception of the arbitration flag to detect collision. Right after sending, the node
monitors the incoming arbitration flags. If they are uncorrupted (i.e. only one bit is
set in the source address), then the sender succeeded in arbitrating the channel and
the two nodes proceed to the Data Transmission phase. If the arbitration flags are
corrupted (i.e. more than one bit is set in the source address), then a conflict has
occurred. Any data already sent is ignored and the conflicting senders enter the
Dynamic Channel Scheduling regime (described below).

The physical length of the waveguide incurs a propagation delay, tpd (cycles),
on the arbitration flags traversing the subnet. The “1-hot” collision detection
mechanism will only function if the signals from all senders are temporally aligned,
so if nodes are physically further apart than the light will travel in 1 cycle, they
will be in different clocking domains to keep the packet aligned as it passes the
final sending node. Furthermore, the arbitration flags only start on cycles that are
an integer multiple of the tpd C 1 to assure that no nodes started arbitration during
the previous tslot and that all possibly conflicting arbitration flags are aligned. This
means that conflicts only occur on arbitration flags, not with data.

Note that a node will not know if it has successfully arbitrated the channel until
after tpd C tarb cycles, but will begin data transmission after tarb . In the case of
an uncontested link, the data will be captured by the receiver without delay. Upon
conflict, senders cease sending (unusable) data.

As as an example, say that the packet in Fig. 7.8 is destined for node 2 with no
conflicts. At cycle 5, Nodes 1, 3, and 4 would detune their receivers, but node 2
would enable them all and begin receiving the data flits.

If the subnet size were increased without proportionally increasing the available
wavelengths per subnet, then the arbitration flags will take longer to serialize as
more bits will be required to encode the source and destination address. If, however,
additional wavelengths are provisioned to maintain the bandwidth/node, then the
additional arbitration bits are sent in parallel. Thus the general formula for tarb D
ceil.1CN C log2.N /=�/ where N is the number of nodes and � is the number of
wavelengths per arbitration flag.

7.5.1.2 Dynamic Channel Scheduling

Upon sensing a conflicting source address, all nodes identify the conflicting senders
and a dynamic, fair schedule for channel acquisition is determined using the sender
node index and a global cycle count (synchronized at startup): senders transmit in
.n C cycle/ mod N order. Before sending data in turn, each sender transmits
an abbreviated version of the arbitration flags: the destination address and the
packet size. All nodes tune in to receive this, immediately followed by the Data
Transmission phase with a single sender and receiver for the duration of the packet.
Immediately after the first sender sends its last data flit, the next sender repeats this
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process, keeping the channel occupied until the last sender completes. After the
dynamic schedule completes, the channel goes idle and any node may attempt a
new arbitration to acquire the channel as previously described.

7.5.1.3 Data Transmission

In this phase the sender transmits the data over the photonic channel to the
receiving node. All wavelengths in the waveguide are used for bit-wise parallel
data transmission, so higher throughput is expected when more wavelengths are
multiplexed into the waveguide. Two packet payload lengths, 64-bit for simple
requests and coherence traffic and 576-bit for cache line transfer, are supported.

7.5.1.4 Credit Return

At the beginning of any arbitration phase (assuming the channel is not in use for
Data Transmission), 1/2 of the wavelengths of the channel are reserved for credit
return from the credit return transmitter (i.e. the router which has credit to return)
to the credit return receiver (i.e. the node which originally sent the data packet
and now must be notified of credit availability). Similar to the arbitration flags,
the wavelengths are split into N different sub-channels, each one dedicated to a
particular credit return receiver. Any router which has credit to send back may then
modulate its credit return flag onto the sub-channel to the appropriate credit return
receiver. The credit return flag is encoded similarly to the arbitration flag. In the
event of a collision between two credit return senders returning credit to the same
receiver, no retransmission is needed as the sender part of the flag will uniquely
identify all nodes sending credit back to this particular credit return receiver. Credit
is returned on a whole-packet basis, rather than a flit basis to decrease overheads.
The packet size bit Ln is not used in the credit return flag; credit return receivers
must keep a history of the packet sizes transmitted so that the appropriate amount
of credit is returned.

7.5.2 Router Microarchitecture

The electrical router architecture for LumiNOC is shown in Fig. 7.9. Each router
serves both as an entry point to the network for a particular core, as well as an
intermediate node interconnecting horizontal and vertical subnets. If a processor
must send data to another node on the same vertical or horizontal subnet, packets
are switched from the electrical input port to the vertical photonic output port with
one E/O conversion. Packets which are destined for a different subnet must be first
routed to an intermediate node via the horizontal subnet before being routed on the
vertical subnet. Each input port is assigned with a particular virtual-channel (VCs) to
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Fig. 7.9 Router microarchitecture

hold the incoming flits for a particular sending node. The local control unit performs
routing computation, virtual-channel allocation and switching allocation in crossbar.
The LumiNOC router’s complexity is similar to that of an electrical, bi-directional,
1-D ring network router, with the addition of the E/O-O/E logic.

7.6 Evaluation

In this section, we describe a particular implementation of the LumiNOC architec-
ture and analyze its performance and power efficiency.

7.6.1 64-Core LumiNOC Implementation

Here we develop a baseline physical implementation of the general LumiNOC
architecture specified in Sect. 7.5 for the evaluation of LumiNOC against competing
PNOC architectures. We assume a 400 mm2 chip implemented in a 22 nm CMOS
process and containing 64 square tiles that operate at 5 GHz, as shown in Fig. 7.10.
A 64-node LumiNOC design point is chosen here as a reasonable network size
which could be implemented in a 22 nm process technology. Each tile contains a
processor core, private caches, a fraction of the shared last-level cache, and a router
connecting it to one horizontal and one vertical photonic subnet. Each router input
port contains seven virtual channels (VCs), each five flits deep. Credit based flow
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Fig. 7.10 One-row LumiNOC with 64 tiles

control is implemented via the remainder of the photonic spectrum not used for
arbitration during arbitration periods in the network.

A 64-node LumiNOC may be organized into three different architectures: the
one-row, two-row and four-row designs (shown in Fig. 7.6), which represent a
trade-off between interconnect power, system throughput and transmission latency.
For example, power decreases as row number increases from one-row to two-row,
since the single waveguide is roughly with the same length, but fewer waveguides
are required. The low-load latency is also reduced due to more nodes residing
in the same subnet, reducing the need for intermediate hops via an electrical
router. The two-row subnet design, however, significantly reduces throughput due
to the reduced number of transmission channels. As a result, we choose the
“one-row” subnet architecture of Fig. 7.6a, with 64-tiles arranged as shown in
Fig. 7.10 for the remainder of this section. In both the horizontal and vertical axes
there are 8 subnets which are formed by 8 tiles that share a photonic channel,
resulting in all tiles being redundantly interconnected by two subnets. Silicon nitride
waveguides are assumed to be the primary transport strata. Similar to electrical
wires, silicon nitride waveguides can be deployed into multiple strata to eliminate
in-plane waveguide crossing, thus reducing the optical power loss [40]. In order to
optimize system performance and efficiently utilize the chip area, three-dimensional
integration (3DI) is emerging for the integration of silicon nanophotonic devices
with conventional CMOS electronics. In 3DI, the silicon photonic on-chip networks
are fabricated into a separate silicon-on-insulator (SOI) die or layer with a thick
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layer of buried oxide (BOX) that acts as bottom cladding to prevent light leakage
into the substrate. This photonic layer stacks above the electrical layers containing
the compute tiles.

As a general trend, multirow designs tend to decrease power consumption in the
router as fewer router hops are required to cover more of the network. Because of
the diminishing returns in terms of throughput as channel width increases, however,
congestion increases and the bandwidth efficiency drops. Further, the laser power
grows substantially for a chip as large as the one described here. For smaller
floorplans, however, multi-row LumiNOC would be an interesting design point.

We assume a 10 GHz network modulation rate, while the routers and cores are
clocked at 5 GHz. Muxes are placed on input and output registers such that on even
network cycles, the photonic ports will interface with the lower half of a given flit
and on odd, the upper half. With a 400 mm2 chip, the effective waveguide length is
4.0 cm, yielding a propagation delay of tpd D 2:7 10 GHz network cycles.

When sender and receiver reside in the same subnet, data transmission is
accomplished with a single hop, i.e. without a stop in an intermediate electrical
router. Two hops are required if sender and receiver reside in different subnets,
resulting in a longer delay due to the extra O/E–E/O conversion and router latency.
The “one-row” subnet based network implies that for any given node 15 of the 63
possible destinations reside within one hop, the remaining 48 destinations require
two hops.

7.6.1.1 Link Width Versus Packet Size

Considering the link width, or the number of wavelengths per logical subnet, if
the number of wavelengths and thus channel width is increased, it should raise
ideal throughput and theoretically reduce latency due to serialization delay. We
are constrained, however, by the 2.7 network cycle propagation delay of the link
(tpd above), and the small packet size of single cache line transfers in typical
CMPs. There is no advantage to sending the arbitration flags all at once in parallel
when additional photonic channels are available; the existing bits would need to be
replaced with more guard bits to provide collision detection. Thus, the arbitration
flags would represent an increasing overhead. Alternately, if the link were narrower,
the 2.7 cycle window would be too short to send all the arbitration bits and a node
would waste time broadcasting arbitration bits to all nodes after it effectively “owns”
the channel. Thus, the optimal link width is 64 wavelengths under our assumptions
for clock frequency and waveguide length.

If additional spectrum or waveguides are available, then we propose to implement
multiple parallel, independent Network Layers. Instead of one network with a 128-
bit data path, there will be two parallel 64-bit networks. This allows us to exploit
the optimal link width while still providing higher bandwidth. When a node injects
into the network, it round-robins through the available input ports for each layer,
dividing the traffic amongst the layers evenly.
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7.6.1.2 Ring-Splitting

Given a 400mm2 64-tile PNoC system, each tile is physically able to contain
80 double-back waveguides. However, the ring-splitting factor is limited to 4 (32
wavelengths per waveguide) in this design to avoid the unnecessary optical splitting
loss due to the current technology. This implies a trade off of waveguide area for
lower power. The splitting loss has been included in the power model in Sect. 7.6.5.

7.6.1.3 Scaling to Larger Networks

We note, it is likely that increasing cores connected in a given subnet will yield
increased contention. A power-efficient means to cover the increase in bandwidth
demand due to more nodes would be to increase the number of layers. We find the
degree of subnet partitioning is more dependent upon the physical chip dimensions
than the number of nodes connected, as the size of the chip determines the latency
and frequency of arbitration phases. For this reason our base implementation
assumes a large, 400mm2 die. Increasing nodes while retaining the same physical
dimensions will cause a sub-linear increase in arbitration flag size with nodes-per-
subnet (the Source ID would increase linearly, the Destination ID would increase as
log.n/), and hence more overhead than in a smaller sub-net design.

7.6.2 Experimental Methodology

To evaluate this implementation’s performance, we use a cycle-accurate, micro-
architectural network simulator, ocin _tsim [50]. The network was simulated under
both synthetic and realistic workloads. LumiNOC designs with 1, 2, and 4 Network
Layers are simulated to show results for different bandwidth design points.

7.6.2.1 Photonic Networks

The baseline, 64-node LumiNOC system, as described in Sect. 7.6, was simulated
for all evaluation results. Synthetic benchmark results for the Clos LTBw network
are presented for comparison against the LumiNOC design. We chose the Clos
LTBw design as the most competitive in terms of efficiency and bandwidth as
discussed in Sect. 7.6. Clos LTBw data points were extracted from the paper by
Joshi et al [15].
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7.6.2.2 Baseline Electrical Network

In the results that follow, our design is compared to a electrical 2-D mesh network.
Traversing the dimension order network consumes three cycles per hop; one cycle
for link delay and two within each router. The routers have two virtual channels per
port, each ten flits deep, and implement wormhole flow control.

7.6.2.3 Workloads

Both synthetic and realistic workloads were simulated. The traditional synthetic
traffic patterns, uniform random and bit-complement represent nominal and worst-
case traffic for this design. These patterns were augmented with the P8D pattern,
proposed by Joshi et al. [15], designed as a best-case for staged or hierarchical
networks where traffic is localized to individual regions. In P8D, nodes are assigned
to one of 8 groups, made up of topologically adjacent nodes and nodes only send
random traffic within the group. In these synthetic workloads, all packets contain
data payloads of 512-bits, representing four flits of data in the baseline electrical
NoC.

Realistic workload traces were captured for a 64-core CMP running PARSEC
benchmarks with the sim-large input set [51]. The Netrace trace dependency
tracking infrastructure was used to ensure realistic packet interdependencies are
expressed as in a true, full-system CMP system [52]. The traces were captured from
a CMP composed of 64 in-order cores with 32-KB, private L1I and L1D caches
and a shared 16 MB LLC. Coherence among the L1 caches was maintained via a
MESI protocol. A 150 million cycle segment of the PARSEC benchmark “region of
interest” was simulated. Packet sizes for realistic workloads vary bimodally between
64 and 576 bits for miss request/coherence traffic and cache line transfers.

7.6.3 Synthetic Workload Results

In Fig. 7.11, the LumiNOC design is compared against the electrical and Clos
networks under uniform random, bit complement, and P8D. The figure shows the
low-load latencies of the LumiNOC design are much lower than the competing
designs. This is due primarily to the lower diameter of the LumiNOC topology;
destinations within one subnet are one “hop” away while those in a second subnet
are two. The 1-layer network saturates at 4 Tbps realistic throughput as determined
by analyzing the offered vs. accepted rate.

The different synthetic traffic patterns bring out interesting relationships. On
the P8D pattern, which is engineered to have lower hop counts, all designs have
universally lower latency than on other patterns. However, while both the electrical
and LumiNOC network have around 25 % lower low-load latency than uniform
random, Clos only benefits by a few percent from this optimal traffic pattern.
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At the other extreme, the electrical network experiences a 50 % increase in no-load
latency under the bit-complement pattern compared to uniform random while both
Clos and the LumiNOC network are only marginally affected. This is due to the
LumiNOC having a worst-case hop count of two and not all routes go through the
central nodes as in the electrical network. Instead, the intermediate nodes are well
distributed through the network under this traffic pattern. However, as the best-case
hop count is also two with this pattern, the LumiNOC network experiences more
contention and the saturation bandwidth is decreased as a result.

7.6.4 Realistic Workload Results

Figure 7.12 shows the performance of the LumiNOC network in 1-, 2- and 4-layers,
normalized against the performance of the baseline electrical NoC. Even with one
layer, the average message latency is about 10 % lower than the electrical network.
With additional network layers, LumiNOC has approximately 40 % lower average
latency. These results are explained by examining the bandwidth-latency curves in
Fig. 7.11. The average offered rates for the PARSEC benchmarks are of the order
of 0.5 Tbps, so these applications benefit from LumiNOC’s low latency while being
well under even the 1-layer LumiNOC throughput.
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Table 7.1 Components of optical loss

Loss component Value (dB) Loss component Value

Coupler 1 Waveguide 1 dB/cm

Splitter 0.2 Waveguide crossing 0.05 dB

Non-linearity 1 Ring through 0.001 dB

Modulator insertion 0.001 Filter drop 1.5 dB

Photodetector 0.1

7.6.5 PNoC Power Model

In this section, we describe our power model and compare the baseline LumiNOC
design against prior work PNoC architectures. In order for a fair comparison versus
other reported PNoC architectures, we refer to the photonic loss of various photonic
devices reported by Joshi et al. [15] and Pan et al. [18], shown in Table 7.1.
Equation (7.1) shows the major components of our total power model.

TP D ELP C T TP CERP CEO=OE (7.1)

TP D Total Power, ELP D Electrical Laser Power, TTP D Thermal Tuning Power,
ERP D Electrical Router Power and EO/OE D Electrical to Optical/Optical to
Electrical conversion power. Each components is described below.

7.6.5.1 ELP

Electrical laser power is converted from the calculated optical power. Assuming
a 10µW receiver sensitivity, the minimum static optical power required at each



7 Nano-Photonic Networks-on-Chip for Future Chip Multiprocessors 179

1

2
5

5
10

10

20

20

20

0 0.5 1 1.5 2
10

-4

10
-3

10
-2

10
-1

10
-4

10
-3

10
-2

10
-1

10
-4

10
-3

10
-2

10
-1

1

2

2

5

5

5 10

10

10

20

20

20

Waveguide Loss (dB/cm)Waveguide Loss (dB/cm)

T
hr

ou
gh

 L
os

s 
(d

B
/R

in
g)

T
hr

ou
gh

 L
os

s 
(d

B
/R

in
g)

T
hr

ou
gh

 L
os

s 
(d

B
/R

in
g)

Waveguide Loss (dB/cm)
0 1 2 3 4

1

1

2

2

5

5
5

10

10
10

20 20
20

20

0 1 2 3 4

a b c

Fig. 7.13 Contour plots of the Electrical Laser Power (ELP) in Watts for networks with the
same aggregate throughput. Each line represents a constant power level (Watts) at a given ring
through loss and waveguide loss combination (assuming 30 % efficient electrical to optical power
conversion). (a) Crossbar, (b) Clos, (c) LumiNOC

Table 7.2 Configuration comparison of various photonic NoC
architectures

Literature Ncore Nnode Nrt Nwg Nwv Nring (K)

EMesh [1] 128 64 64 NA NA NA

Corona [21] 256 64 64 388 24,832 1,056

FlexiShare [18] 64 32 32 NA 2,464 550

Clos [15] 64 8 24 56 3,584 14

LumiNOC 1-L 64 64 64 32 1,024 16

2-L 64 64 64 64 2,048 32

4-L 64 64 64 128 4,096 65

Ncore number of cores in the CMP, Nnode number of nodes in the
NoC, Nrt total number of routers, Nwg total number of waveguides,
Nwv total number of wavelengths, Nring total number of rings

wavelength to activate the last photodetector at the end of a waveguide in the PNoC
system is estimated based on Eq. (7.2). This optical power is then converted to
electrical laser power using 30 % efficiency.

Poptical D Nwg ·Nwv ·Pth ·K · 10.
1
10 · lchannel ·PWGloss / · 10.

1
10 ·Nring ·Pt loss / (7.2)

In Eq. (7.2), Nwg is the number of waveguides in the PNoC system, Nwv is the
number of wavelength per waveguide, Pth is receiver sensitivity power, lchannel is
waveguide length, Pwgloss is optical signal propagation loss in waveguide (dB/cm),
Nring is the number of rings attached on each waveguide, Pt loss is modulator
insertion and filter ring through loss (dB/ring) (assume they are equal), K accounts
for the other loss components in the optical path including Pc , coupling loss
between the laser source and optical waveguide, Pb , waveguide bending loss, and
Psplit ter , optical splitter loss. Figure 7.13 shows electrical laser power contour plot,
derived from Eq. (7.2) and the configurations of Table 7.2, showing the photonic
device power requirements at a given electrical laser power, for a SWMR photonic
crossbar (Corona) [21], Clos [15] and LumiNOC with equivalent throughput
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Fig. 7.14 Nonlinear optical loss in the silicon waveguide vs optical power in waveguide;
waveguide length equals 1 cm with effective area of 0.2µm2. Figure produced by Jason Pelc of
HP labs with permission

(20 Tbps), network radix and chip area. In Fig. 7.13, the x and y-axis represent
two major optical loss components, waveguide propagation loss and ring through
loss, respectively. A larger x- and y-intercept implies relaxed requirements for the
photonic devices. As shown, given a relatively low 1W laser power budget, the
two-layer LumiNOC can operate with a maximum 0.012 dB ring through loss and
waveguide loss of 1.5 dB/cm.

We note that optical non-linear loss also effects the optical interconnect power.
At telecom wavelengths, two-photon absorption (TPA) in the silicon leads to a
propagation loss that increases linearly with the power sent down the waveguide.
TPA is a nonlinear optical process and is several orders of magnitude weaker than
linear absorption. This nonlinear loss, however, also has significant impact on the
silicon-photonic link power budget if a high level of optical power (e.g. >1 W) is
injected into silicon waveguide. Figure 7.14 shows the computed nonlinear loss of
a 1 cm waveguide versus the optical power in the waveguide. It shows a nonlinear
loss of �0.35 dB for up to �100 mW waveguide optical power. In LumiNoC, the
non-linear effect has been included in the optical power calculation.

7.6.5.2 TTP

Thermal tuning is required to maintain microring resonant at the work wavelength.
In the calculation, a ring thermal tuning power of 20µW is assumed for a 20 K
temperature tuning range [15, 18]. In a photonic NoC, total thermal tuning power
(TTP) is proportional to ring count.



7 Nano-Photonic Networks-on-Chip for Future Chip Multiprocessors 181

7.6.5.3 ERP

The baseline electrical router power is estimated by the power model reported by
Kim et al. [53]. We synthesized the router using TSMC 45 nm library. Power is mea-
sured via Synopsis Power Compiler, using simulated traffic from a PARSEC [51]
workload to estimate its dynamic component. Results are analytically scaled to
22 nm (dynamic power scaled according to the CMOS dynamic power equation
and static power linearly with voltage).

7.6.5.4 EO/OE

The power for conversion between the electrical and optical domains (EO/OE) is
based on the model reported by Joshi et al. [15], which assumes a total transceiver
energy of 40 fJ/bit data-traffic dependent energy and 10 fJ/bit static energy. Since
previous photonic NoCs consider different traffic loads, it is unfair to compare the
EO/OE power by directly using their reported figures. Therefore, we compare the
worst-case power consumption when each node was arbitrated to get a full access
on each individual channel. For example, Corona is a MWSR 64 � 64 crossbar
architecture. At the worst-case, 64 nodes are simultaneously writing on 64 different
channels. This is combined with a per-bit activity factor of 0.5 to represent random
data in the channel.

While this approach may not be 100 % equitable for all designs, we note that
EO/OE power does not dominate in any of the designs (see Table 7.3). Even if
EO/OE power is removed entirely from the analysis, the results would not change
significantly. Further, LumiNOC experiences more EO/OE dynamic power than the
other designs due hops through the middle routers.

Table 7.3 Power efficiency comparison of different photonic NoC architectures

ELP TTP ERP EO/OE ITP RTP TP RTP/W

Literature (W) (W) (W) (W) (Tbps) (Tpbs) (W) (Tbps/W)

EMesh [1] NA NA NA NA 10 3:0 26:7 0.1
Corona [21] 26:0 21:00 0:52 4:92 160 73:6 52:4 1.4
FlexiShare [18] 5:80 11:00 0:13 0:60 20 9:0 17:5 0.5
Clos [15] 3:30 0:14 0:10 0:54 18 10:0 4:1 2.4
LumiNOC 1-Layer 0:35 0:33 0:13 0:30 10 4:0 1:1 3.6

2-Layers 0:73 0:65 0:26 0:61 20 8:0 2:3 3.4
4-Layers 1:54 1:31 0:52 1:22 40 16:0 4:6 3.4

ELP electrical laser power, TTP thermal tuning power, ERP electrical router power, EO/OE
electrical to optical/optical to electrical conversion power, ITP ideal throughput, RTP realistic
throughput, TP total power
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7.6.6 Power Comparison

Table 7.2 lists the photonic resource configurations for various photonic NoC
architectures, including one-layer, two-layer and four-layer configurations of the
LumiNOC. While the crossbar architecture of Corona has a high ideal throughput,
the excessive number of rings and waveguides results in degraded power efficiency.
In order to support equal 20 Tbps aggregate throughput, LumiNOC requires less
than 1

10
the number of rings of FlexiShare and almost the same number of wave-

lengths. Relative to the Clos architecture, LumiNOC requires around 4
7

wavelengths,
though approximately double number of rings.

The power and efficiency of the network designs is compared in Table 7.3. Where
available/applicable, power and throughput numbers for competing PNoC designs
are taken from the original papers, otherwise they are calculated as described in
Sect. 7.6.5. ITP is the ideal throughput of the design, while RTP is the maximum
throughput of the design under a uniform random workload as shown in Fig. 7.11. A
6� 42GHz electrical 2D-mesh [1] was scaled to 8� 8 nodes operating at 5 GHz, in
a 22 nm CMOS process (dynamic power scaled according to the CMOS dynamic
power equation and static power linearly with voltage), to compare against the
photonic networks.

The table shows that LumiNOC has the highest power efficiency of all designs
compared in RTP/Watt, increasing efficiency by �40 % versus the nearest com-
petitor, Clos [15]. By reducing wavelength multiplexing density, utilizing shorter
waveguides, and leveraging the data channels for arbitration, LumiNOC consumes
the least ELP among all the compared architectures. A 4-layer LumiNOC consumes
�1/4th the ELP of a competitive Clos architecture, of nearly the same throughput.
Corona [21] contains 256 cores with 4 cores sharing an electrical router, leading to a
64-node photonic crossbar architecture; however, in order to achieve throughput of
160 Gbps, each channel in Corona consists of 256 wavelengths, 4� the wavelengths
in a 1-layer LumiNOC. In order to support the highest ideal throughput, Corona
consumes the highest electrical router power in the compared photonic NoCs.

Although FlexiShare attempts to save laser power with its double-round waveg-
uide, which reduces the overall non-resonance ring through-loss (and it is sub-
stantially more efficient than Corona), its RTP/W remains somewhat low for
several reasons. First, similar to other PNoC architectures, FlexiShare employs a
global, long waveguide bus instead of multiple short waveguides for the optical
interconnects. The global long waveguides cause relatively large optical loss and
overburden the laser. Second, FlexiShare is particularly impacted by the high
number of ring resonators (Nring D 550K—Table 7.2), each of these rings need to
be heated to maintain its proper frequency response and the power consumption of
this heating dominates its RTP/W. Third, the dedicated physical arbitration channel
in FlexiShare costs extra optical power. Finally, similar to an SWMR crossbar
network (e.g. Firefly [19]), FlexiShare broadcasts to all the other receivers for
receiver-side arbitration. Although the authors state that, by only broadcasting the
head flit, the cost of broadcast in laser power is avoided, we would argue this would



7 Nano-Photonic Networks-on-Chip for Future Chip Multiprocessors 183

be impractical in practice. Since the turn-around time for changing off-die laser
power is so high, a constant laser power is needed to support the worst-case power
consumption.

7.7 Conclusions

Photonic NoCs are a promising replacement for electrical NoCs in future many-
core processors. In this work, we analyze prior photonic NoCs, with an eye
towards efficient system power utilization and low-latency. The analysis of prior
photonic NoCs reveals that power inefficiencies are mainly caused by channel
over-provisioning, unnecessary optical loss due to topology and photonic device
layout and power overhead from the separated arbitration channels and networks.
LumiNOC addresses these issues by adopting a shared-channel, photonic on-
chip network with a novel, in-band arbitration mechanism to efficiently utilize
power, achieving a high performance and scalable interconnect with extremely low
latency. Simulations show under synthetic traffic, LumiNOC enjoys 50 % lower
latency at low loads and �40 % higher throughput per Watt on synthetic traffic,
versus other reported photonic NoCs. LumiNOC also reduces latencies �40 %
versus an electrical 2D mesh NoCs on the PARSEC shared-memory, multithreaded
benchmark suite.
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Chapter 8
Design Automation for On-Chip Nanophotonic
Integration

Christopher Condrat, Priyank Kalla, and Steve Blair

Abstract Recent breakthroughs in silicon photonics technology are enabling the
integration of optical devices into silicon-based semiconductor processes. Signifi-
cant developments in silicon photonic manufacturing and integration are enabling
investigations into applications beyond that of traditional telecom: sensing, filtering,
signal processing, quantum technology—and even optical computing. In effect,
we are now seeing a convergence of communications and computation, where
the traditional roles and boundaries of optics and microelectronics are becoming
blurred. As the applications for opto-electronic integrated circuits (OEICs) are
developed, and manufacturing capabilities expand, design support is necessary to
fully exploit the potential of this technology. Photonic design automation represents
an opportunity to take OEIC design to a larger scale, facilitating design-space
exploration, and laying the foundation for current and future optical applications—
thus fully realizing the potential of this technology.

This chapter describes our work on design automation for integrated optic system
design. Using a building-block model for optical devices, we provide an EDA-
inspired design flow and methodologies for optical design automation. Underlying
these flows and methodologies are new supporting techniques in behavioral and
physical synthesis. We also provide modeling for optical devices, and determine
optimization and constraint parameters that guide the automation techniques.
Starting from a logic design model, we describe how conventional logic synthesis
and physical design techniques (placement, global and detail routing) can be applied
in a top-down fashion to engineer a fully automated design flow for integrated
optical systems.
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8.1 Introduction

Advancements in integrated optics are expanding the role of optical devices in
system design. Opto-electronic integrated circuits (OEICs) [1], merging optics and
control electronics on a monolithic substrate, are now a reality and enable optical
integration in a diverse set of applications, such as sensing, signal processing, com-
munications, and also computing [2–9]. The driving forces behind optics technology
come from different, but inter-related areas. One area is optical interconnects. As
semiconductors feature sizes have scaled downward, metal interconnects are now
the dominant cause of delay and power usage in system design. In addition, the
trend towards greater parallelism at the system level [10] has prioritized the role
of communications in computing. Optics are therefore being pushed as an inter-
and intra-chip interconnect technology to provide high-speed, long-haul, low-power
communications [11–16].

A second driving force behind optical technology is that of manufacturing.
Silicon is the mainstay of the semiconductor industry. The ease of manufactur-
ing for semiconductors in well-characterized silicon-based processes, and steady
improvements in performance and density at each process node makes CMOS-
based technology the dominant computing manufacturing technology. For the same
reasons, attempts were also made to develop silicon-based integrated optics—silicon
photonics. Silicon’s high refractive index and transparency to telecom wavelengths
make it a suitable material for integrated optical waveguides, but silicon’s use had
traditionally been limited to passive optical devices such array waveguide gratings
(AWGs) [17]. In the active domain, silicon’s indirect band gap limiting silicon-
based lasers, inability to detect light at telecom wavelengths, and slow modulation
due to weak or absent electro-optic effects [18, 19] stymied nanophotonic device
development. III-V semiconductor compounds such as gallium arsenide (GaAs)
and indium phosphide (InP), or materials such as lithium niobate (LiNbO3) would
become the materials of choice for active photonic devices.

This changed in 2005, when Intel Corporation announced the first all-silicon
optical modulator operating beyond the 1 Ghz threshold [20]. Fast optical mod-
ulation would be a significant breakthrough in silicon photonics, enabling viable
optical networks to be fabricated in all-silicon processes. This development ushered
in a number of subsequent breakthroughs in silicon photonic device development,
including faster modulators [21, 22], hybrid lasers [23], and other device technolo-
gies [24] including hybrid silicon-germanium processes [25] for on-chip detectors.
This promise of monolithic integration of OEICs in silicon-based processes opens
the door to a great number of opportunities in system design. Already a number of
architectures have been proposed for connecting systems via optical interconnect
networks [14, 26], including as separate layers in 3D ICs. Investigations have
also been made into optical digital signal processing [27], sensing, and even
computing frameworks that can leverage optics in ways that would have been cost-
prohibitive. In essence, silicon-based integrated optics are enabling the convergence
of computation and communication.
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As optical devices are integrated on larger scales, the need for design automation
becomes apparent to handle greater levels of complexity in design. Scalability
requires abstractions, which in turn enables and requires the use of optimization
algorithms, design methodologies and tool-flows. What is now required is an
Electronic Design Automation (EDA) type tool flow replicated and adapted to
the optical domain. Such a Photonic Design Automation (PDA) represents an
opportunity to take OEIC design to a larger scale, facilitating design-space explo-
ration, and laying the foundation for current and future optical applications—thus
fully realizing the potential of this technology. In this chapter, we describe the
research and development efforts towards PDA by our research group: proposing
a design automation flow with abstractions, optimization algorithms, tool-flows,
and methodologies —enabling the synthesis of OEICs through automated means.
We demonstrate our approach on optical computing applications, even though our
approach is quite generic and not restricted to optical computing.

Contributions: In our work, we consider optical switching devices such as
Mach-Zehnder Interferometers (MZI) and ring resonators connected by waveguides,
splitters, couplers, detectors, etc., to form optical logic computing systems. We
describe how Boolean logic synthesis techniques can be adapted to such a tech-
nology to design optical logic circuits. Subsequent to logic design, we describe
a physical design methodology for placement and routing of optical circuits. We
analyze technology-specific cost metrics during each stage of the synthesis process,
and design algorithmic techniques that optimize for them. The chapter provides an
overview of our contributions, and interested readers are referred to [2, 28–32] for
more details.

Organization: The chapter is organized as follows: The following subsection
depicts the photonic design flow proposed in this work. Section 8.2 describes the
overall view of an integrated optical system. Section 8.3 covers the background
and switching device models employed in this work. Section 8.4 describes the
proposed photonic logic synthesis model. Section 8.5 describes the physical design
automation methodology and cost models. Section 8.6 covers the global routing
approach, whereas the detail routing model is elaborated in Section 8.7. Section 8.8
concludes the chapter.

8.1.1 The Photonic Design Automation Flow

Our design flow, depicted in Fig. 8.1, draws inspirations from EDA design flows
and methodologies, and it consists of behavioral synthesis and physical synthesis.
Ancillary to this flow is technology modeling, where the groundwork is laid for
design automation in terms of building-block models and optimization metrics used
throughout the design flow. System integration also plays an important role by
introducing external constraints and effects on the optical system such as: area-
limitations, packaging, and thermal interactions between on-chip heat sources and
optical devices.
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Fig. 8.1 The proposed design flow

8.2 Integrated Optic Systems

Figure 8.2 depicts a high-level view of an integrated optics system. We describe the
components of this system and their operations; the details of the individual devices
can be found in [33]. At the optical inputs of a system are lasers that provide light at
the wavelengths the system is designed for, around 1; 550 nm for SOI systems. For
silicon-based processes, this light is usually coupled into the system from outside
using fiber couplers or grating couplers. To inject data into the system, modulation
devices such as Mach Zehnder interferometers (MZIs), are used to vary the intensity
of the input light. The light is then routed throughout the substrate using waveguides
and optical switching devices with electrical switching inputs or in some cases
employing all-optical switching.

The routing network also includes passive devices such as waveguide splitters,
waveguide crossings, and passive multiplexing devices such as array waveguide
gratings. Splitters divide the input among two outputs, with each output receiving
half the input power, minus losses. Crossings are necessary for waveguides to cross
each other on the single-layer planar substrate with minimal losses; crossings will
feature into our physical design work in subsequent sections. Devices such as array
waveguide gratings enable (de)multiplexing of various wavelengths, and have been
a useful application for 1st-generation silicon photonics.
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Fig. 8.2 High-level view of an integrated optic system

At the outputs of the system are demultiplexers for multi-wavelength systems,
photodetectors and garbage outputs. Waveguides can support ranges of wavelengths,
and therefore multiple channels of data may be present on a waveguide that need to
be demultiplexed at the output. After demultiplexing, a photodetector (receiver) is
required to translate optical signals into electrical signals, to read the transmitted
data. Such photodetectors utilize materials such as germanium [34], which are
incorporated into modern silicon photonics processes [35]. Finally, some routing
networks need to dispose of unused light. To prevent interference and noise, the
light from these “garbage outputs” must either be routed to the edge of the substrate
for disposal, or absorbed by a material such as germanium, placed near the exit-point
of the waveguide.

8.3 Device Models for Synthesis

One of the goals of this work is to develop synthesis techniques that utilize
conventional integrated optics devices that can be fabricated with current
technology, while also being applicable to future design processes. We describe
the basic operation of the integrated optic devices we utilize.
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a b

c

Fig. 8.3 Mach-Zehnder interferometer routing devices. (a) Mach-Zehnder interferometer (MZI);
(b) MZI in parts; (c) Ring-resonator modulator

Routing light using waveguides is performed through the use of coupling and
controlled interference. Consider the Mach-Zehnder Interferometer (MZI) depicted
in Fig. 8.3a. The paths connected between P and F and Q and G are waveguides.
Under certain conditions, when waveguides are brought in close proximity to each
other, energy transfers between one waveguide to the other, and vice-versa. The
couplers in this device are 3dB couplers, dividing and/or combining the signal from
both inputs equally between the two outputs. The actual routing is controlled by
input S , described by the following equations:

�1 D !

c
·n ·L �2 D !

c
· .nCn/ ·L (8.1)

� D j�2 � �1j D � D !

c
·n ·L (8.2)

where ! is the angular frequency of the light (dependent on wavelength), �1 and �2
represent the phase of the light in the two center waveguides, and n is the index of
refraction for the waveguide.

The input S is used to change the refractive index of Fig. 8.3b(1) by n via
heating, carrier injection, or other means. This causes a path-length difference, and
therefore a phase difference, between the signals in Fig. 8.3b(1) and b(2), causing
constructive or destructive interference at the second coupler. A phase difference of
0 or � [36] will route each input completely to one output or the other, and the device
acts as the controlled crossbar depicted in Fig. 8.4a. Similarly, other designs [16,37],
as depicted in Fig. 8.3c, can be used to reduce the amount of phase-shift needed and
the size of the overall device. Changing the refractive index can be accomplished by
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Fig. 8.4 Crossbar switch,
and different routing
configurations. (a) Gate; (b)
Bar; (c) Cross; (d) Splitter

a b c d

using a microheater or more advanced methods such as the MOS-capacitors used in
Intel’s high-speed modulator [20]. Modulation is also possible using devices such as
ring resonators. The operation of such devices will be covered in later chapters. In
our work, we can utilize either an MZI or ring resonators as an electrically controlled
optical crossbar switch to design digital optical logic.

The operation of the MZI allows us to model it as a crossbar gate that routes
light signal completely between two paths depending on the state of S, and depict
it symbolically in Fig. 8.4a, with its two states Fig. 8.4b and c (bar and cross
respectively). The waveguides are sourced by light (logical “1”) or darkness (“0”),
and the output of a function is read using optical receivers at the end. In our model,
the switching input S is an electrical signal; it is an outside signal that controls the
cross/bar configuration and cannot be switched by optical inputs. Connections to p
and q, and f and g are waveguides, and for simplicity, light is assumed to move from
the p and q side to f and g. In our model, an optical signal cannot directly switch a
crossbar’s S input1. More formally:

.S D 0/) .P D F /^ .Q D G/

.S D 1/) .Q D F /^ .P D G/
(8.3)

These constraints affect how functions may be composed, and imply that the inputs
to a crossbar are the primary inputs for that network. Waveguide connections
between crossbar gates are depicted symbolically as black “wires.” All designs
created using the above model can be physically realized, including allowing
waveguides to cross each other without interference.

In addition to MZIs, we also utilize optical splitters, depicted symbolically
in Fig. 8.4d. A splitter divides the light from one waveguide into two output
waveguides, each of which contain the original signal, but at half the power (a 3 dB
loss). In our model, splitters are a significant signal degradation mechanism for a
given topology; losses due to waveguide bends, waveguide crossings and insertion
losses for MZI devices are the other mechanisms.

1Switching a crossbar gate with an optical signal requires an opto-electrical interface comprising an
optical receiver unit feeding switching hardware. This can be expensive and slow, and is currently
beyond the scope of the synthesis technique applied to this device model.
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8.4 Optical Boolean Logic

Static-CMOS benefits from two important properties: metals and semi-conductors
conduct when physically connected, and logic is restorative in nature. These two
properties grant static-CMOS a great level of flexibility for implementing and
optimizing logic functions, especially as it allows fanout for multi-level logic
implementation. Unfortunately, this flexibility does not extend to optical circuits.

Consider the two networks in Fig. 8.5 implementing functions f1 D a C b and
f2 D c · .a C b/. The first network implements f2 by using the output of f1 to
drive the switching input of a gate. This is an unworkable design under our model,
because an optical signal f1 cannot switch the electrical input of another gate.
A more optimal solution is found in the second design Fig. 8.5b, which uses f1
as an optical input to another gate. This design benefits from using fewer gates, but
more importantly, the sub-function is kept entirely in the optical domain. In such a
way sub-functions can be shared, but with limitations.

8.4.1 Waveguide Splitters

The device which enables signal sharing using waveguides is the waveguide splitter.
A waveguide splitter shares the signal of the input waveguide between two output
waveguides, dividing the input power between two outputs, generally with a 50:50
ratio (3 dB loss). As the outputs of the splitter have only half the power of the
original signal, there are limitations on how many may be used, which can serve
as a cost-metric in the design of an optical logic network. Furthermore, as an optical
signal, the sub-function may still only be switched and routed further using primary
inputs to the network.

a b

Fig. 8.5 Two configurations for f1 D a C b and f2 D c · .a C b/. (a) Incompatible design.
(b) Compatible design
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8.4.2 Garbage Outputs

A “garbage output” is a waveguide output that is not connected to a receiver
(a function output), i.e. it is left unused. These unconnected outputs cause problems
because the signals, and the light/energy it carries, may interfere with the operation
of the network if not properly “disposed.” This is demonstrated in Fig. 8.6, which
is the visual output of a Finite Difference Time Domain (FDTD) simulation [38] of
an MZI device. The FDTD simulation technique models wave propagation through
a (discrete) wave medium; Fig. 8.6 depicts the MZI device routing light from the
top-left input to the lower-right output. The lower-right output of the device is left
unconnected. Light arriving at this unconnected output can do a number of things,
including dispersing into the substrate as noise and heat (as shown in the figure as
ripples in the substrate) and/or reflecting back into the device, interfering with other
signals.

These unconnected, or “garbage” outputs are problematic, and must be properly
routed to the edges of the substrate where they can be dispersed away from the
logic devices. The additional waveguides needed for this can cause congestion and
complicate the overall physical routing of a network. Every crossbar gate output
that is left unconnected is a garbage output. For example, the network shown in
Fig. 8.5b would require three garbage outputs to be routed to the edges of the
substrate, leading to a far-less compact design. Minimizing gate count, in general,
reduces the number of garbage outputs, and is an important part of any synthesis
procedure.

Fig. 8.6 Dispersion of light into the substrate from a garbage output
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With these constraints in mind, we now explore two basic design styles/methods
for creating optical crossbar logic networks: BDD-based design and Virtual Gate
design. We show how these design styles operate, and highlight their abilities,
as well as limitations. These limitations motivate more advanced approaches
using Boolean decomposition as a means to derive designs that may be more
optimal and beyond the ability of the other approaches to optimize for. All these
described methods lend themselves to automation, and provide a comparison of
these approaches near the end of the chapter, using metrics which are described in
the coming sections.

8.4.3 BDD Based Design

The 2 � 2 crossbar can be modeled as two multiplexers with complemented inputs.
As multiplexers, each crossbar gate effectively implements Shanon’s expansion in
one variable:

f D Nxf Nx C xfx (8.4)

outputf D Nsp C sq (8.5)

outputg D sp C Nsq

We can therefore utilize logic structures that employ Shanon’s expansion, namely
(Reduced Order) Binary Decision Diagrams (BDDs) [39] for direct implementation
using crossbar gates.

Consider the ROBDD in Fig. 8.7a, which implements two functions: f1 D abCc
and f2 D Nab C c, using variable order a � b � c. A dashed line indicates the
negative cofactor, and a solid line the positive cofactor, which are connected to the
p and q ports of a gate respectively. This is reflected in Fig. 8.7b. A crossbar network
can therefore be technology-mapped from the BDD. The BDD’s variable-switched
function form directly maps to crossbar gate networks, and does not violate our
crossbar model. In addition, the properties of the resulting network are also directly
related to the properties of the BDD structure, including the effects of variable
ordering on the canonical structure of an ROBDD.

8.4.3.1 Salient Features

A BDD-based crossbar network will, in general, have a number of garbage outputs
equal to the number of nodes present in the BDD. The physical aspects of crossbar
gates also mean that networks cannot take advantage of ROBDD extensions such
as complemented edges as the signal in a waveguide cannot be “inverted” without
extra hardware; complemented functions will need to be derived as separate BDD
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a b

Fig. 8.7 BDD-based design for f1 D ab C c, f2 D Nab C c. (a) BDD Graph; (b) Resulting
BDD-based design

function. Common subexpression extraction is possible in the form of shared
functions is possible through the use of splitters; however, the effects of the signal
degradation must be accounted for.

BDD-crossbar networks are relatively path-delay balanced, as they have a feed-
forward design topology. The longest path is computed as:

lmax D h · l0 (8.6)

where h is the height of the BDD graph.
Where BDD-based design suffers is in the number of garbage outputs produced

by the approach. Each gate has the potential to produce a garbage output that must be
accounted for through routing or a light absorbing structure. The canonical structure
of ROBDDs can also lead to networks of extremely large gate counts for a given
function. Though BDD-based design is attractive for its predictable signal delay,
the number of garbage outputs and unpredictability of logic composition in terms
of gate counts leads us to abandon this logic composition method for crossbar gate
logic. We therefore investigate a composition methodology using “virtual gates.”

8.4.4 Virtual Gates Based Design

Consider the device networks depicted in Fig. 8.8. We denote these logic
composition functions “Virtual Gates” (VGs). A virtual gate (VG) is—functionally
and conceptually—a crossbar gate that is switched by a function, not necessarily
a primary input. The gate is “virtual” in the sense that it is a black box for a
function composed of “real” gates—those driven by primary inputs—as well as
other virtual gates. A novel form of nesting can be used to compose VG function
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a

b

c

Fig. 8.8 Virtual gate functions for 2-input Boolean operators. (a) AND; (b) OR; (c) XOR

a b

Fig. 8.9 Composing functions with virtual gates. (a) Virtual gates implementing f D ab C cd ;
(b) Resulting network

implementations, where Boolean operators are implemented by replacing child
gates with other gates, a real or virtual.

A given VG implementation comprises two input waveguide ports p and q
connected by waveguides and crossbar gates to two output ports f and g. The
nesting operation comprises the Boolean operator forms depicted in Fig. 8.8, and
is illustrated in Fig. 8.9a where two AND virtual gates are nested within an OR
virtual gate, creating the final function abCcd . Evaluation of a VG, given a primary
input assignment, involves assigning p and q inputs logical 0 and 1 respectively, and
applying cross or bar configurations to gates as defined in Fig. 8.4. The output of
the function is detected at f, with g D :f.

The process of composition is illustrated in Fig. 8.9a, where a function f D
ab C cd is implemented by replacing (or nesting) the gates of an OR function with
VGs implementing a · b and c · d . The result is depicted in Fig. 8.9b.

While it may seem strange to see feedback loops in device designs, the physical
devices can indeed implement self-feedback. As an experiment, the model for
the AND gate depicted in Fig. 8.8a was simulated in a 2D FDTD simulator
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Fig. 8.10 FDTD simulation of an AND virtual gate

OptiFDTD®by Optiwave Software; the visual output2 of which can be seen for
a D 1; b D 0 in Fig. 8.10. The signal from the top-left crosses in the top gate, but
passes through in the bottom gate, returning to the top gate where it crosses again to
appear in the top-right output.

8.4.4.1 Salient Features

Networks composed of virtual gates have exactly two optical inputs p and q and
two outputs f and g, as the entire network is, in itself, a virtual gate; in addition,
for a given function, a maximum of one garbage output is created. The existence
of a complete logic enables virtual gates to implement any logic function using
crossbar gates comprising only primary inputs. This includes factored functions,
and any other single-output representation using Boolean operators. Control signals
(S ) are connected via the primary inputs of the function. The f port implements the
function, and g D :f . Furthermore, the total number of real gates is the number
of primary literals in the original logic expression the network is derived from.

2Note that there are differences from the virtual gate diagram: the bottom two ports are swapped
because the waveguides are not crossed in the center, and that the “light” source is positioned at
the p input rather than at the q input.
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Virtual gates also suffer from very unbalanced signal paths, depending on the
state of the switches, with the potential for a signal to traverse every waveguide
present in a VG network. The maximum signal path lmax is roughly computed as:

lmax D 2 ·p · l0 (8.7)

where p is the number of operators in the virtual gate, and l0 is a “unit length”
of waveguide. This is based on the fact that all virtual gate operators connect two
gates (virtual or real) by two waveguides, and a signal could possibly traverse all
paths to reach the destination. For example, the network in Fig. 8.9a would have
a 2 · 3 · l0 D 6l0 long maximum signal path, which is close to the longest possible
signal path from p to f with variable assignment fa; b; c; dg D f1; 0; 1; 0g at 5l0.
The value lmax is a reasonable rough estimate; it can be further refined by estimating
routing distances for operators and physical network topology.

8.4.4.2 Expression Sharing

The major limitation of designing with virtual gates is that the nesting of gates
prevents the extraction/sharing of arbitrary common sub-expressions (CSE). For
example, in Fig. 8.11 one cannot simply share the ab term from f D abCbc for use
with another gate; assignments such as abcd D f1; 1; 1; 1g will cause all crossbar
gates to assume a cross-configuration, isolating the top input of the h-gate from the
optical inputs of the network. In effect, any operator employing feedback for its
inputs can produce an undefined state. Only the XOR operator does not exhibit
this behavior as it has no feedback, but XOR-based CSE is not well studied in
contemporary logic synthesis. To address this issue particularly for optical logic
synthesis, we investigated a XOR-based functional decomposition technique for
CSE, and implemented it within our virtual-gate paradigm. Interested readers may
refer to our publication [2] for more details.

Fig. 8.11 Internal functions
of virtual gates cannot be
shared
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8.5 Physical Synthesis Methodology for Integrated Optics

Subsequent to high-level and logic design, the need for automated design space
exploration and optimization also begins to appear for physical synthesis of inte-
grated electro-optical systems. For this reason, the Electronic Design Automation
(EDA) community is investigating how automatic design space exploration tech-
niques can be adapted to the photonics domain [40–44]. Such circuits are complex in
their device interconnections, often featuring high device counts and large amounts
of feedback loops. These designs comprise a set of pre-designed optical devices—
modulators, switches, splitters—placed on a planar substrate, connected together via
waveguides. For example, in our previous work [2], our multi-level logic synthesis
methodology for implementing logic demonstrates how optical designs can scale
beyond the ability of custom design. The physical synthesis of such applications
now has to be addressed. For this purpose, we describe the design constraints, layout
models and methodologies for integrated optics automation.

8.5.1 Design Constraints

At the physical automation level, we identify signal power and substrate area as our
core guiding metrics.

8.5.1.1 Signal Power

Signal power is the primary guiding metric in our methodology. All devices,
including bulk waveguides, have insertion losses, measured in decibels (dB).
Our assumption is that these losses are pre-characterized through device-analysis
(FDTD, etc.) for the following type devices:

• Pre-designed devices [device-specific] (e.g. modulator devices, switches, split-
ters, etc.). Losses are characterized from inputs to outputs. For example, waveg-
uide splitters have their signal power from the input effectively halved at each
output (a 3dB loss).

• Waveguide crossings [0.1–0.2 dB / crossing] Per-crossing losses are on the
order of 0.1–0.2dB per crossing [45–47], affecting both crossing waveguides.

• Waveguide bends [0.001–0.3 dB / bend] Losses dependent on inherent waveg-
uide properties (materials, geometry, etc.), radius of curvature of the bend, and
surface roughness due to fabrication [48–50].

• Bulk waveguides [0.01–2 dB / cm] As these losses are extremely low (dB per
centimeter, e.g. 0.03dB/cm [51]), we consider bulk waveguides essentially
lossless.
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Losses due to the presence of pre-designed devices are effectively fixed.
Therefore, the design automation problem concerns itself with designing within
the permitted losses between such devices–the routing fabric. We identify three
main routing loss mechanisms in descending importance: 1) waveguide crossings,
which induce a relatively large fixed loss per crossing; 2) waveguide bends,
especially bends close to the minimum radius of curvature; 3) bulk waveguides,
which generally have low losses; however surface roughness can induce losses over
larger distances for smaller waveguides.

8.5.1.2 SOI Waveguides

Si-photonic waveguides, with their large refractive index differentials, provide
strong mode confinement, and therefore bends can be much sharper, saving area.
While waveguide bends can be effectively lossless given a large enough radius of
curvature, accepting small per-bend losses can be advantageous in reducing the area
occupied by a bend [49]. The choice of minimum routing grid size can therefore
affect the weighting of metrics used to guide the routing, whether losses due to
bends, waveguide crossings [45], or area.

8.5.1.3 Area

Many optical devices, such as those used for switching, are designed such that their
input and output ports appear on only opposing sides. This feed forward device
design often extends to the device networks as a whole, resulting in overall networks
that are very wide. Wide substrates may not be desirable when integrating optics into
designs, and a more suitable aspect ratio may need to be enforced. The side-effect
of this is that devices must be rearranged on the substrate in a manner that can
affect inter-device locality as well as increase waveguide routing complexity. This
becomes an important part of the placement phase of our methodology.

8.5.2 Methodology

We propose the following methodology for the overall physical design problem
for integrated optics. As depicted in Fig. 8.12c, pre-designed optical devices are
represented as rectangular blocks (a) that are arranged (placed) in fixed-width
columns (b). Such a placement gives rise to vertical routing channels (c), which
are routing regions that separate the placed devices. Waveguides are routed between
devices at “ports” (d) that face the channels. For ports in different columns, these
waveguides may pass through horizontal routing channels, as depicted in (e). While
the substrate is planar, waveguides may also cross each other perpendicularly (f)
without sharing signals.
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Overall, the physical design methodology requires that the problem be solved in
three steps:

• Placement of optical switching devices into columns, i.e. a grid-based layout.
• Global routing of waveguides that connect these devices. Global routing solution

will determine the overall routing topology of all the nets.
• Detailed routing of all the nets, which manifests itself as a well-defined channel

routing problem.

While this methodology is analogous to that employed in the VLSI domain, the
design and optimization constraints imposed by the optical technology are different.
Any CAD solution to this problem will have to incorporate such technology specific
constraint models and design rules.

8.5.3 Device Placement

Pre-designed optical devices are placed into columns. Consider the layout of devices
in Fig. 8.12a. While devices maintain ports on only their left and right sides,
connections may be made to any other device in the network by routing through
vertical columns and between columns. In such a manner, connectivity is preserved,
but the overall network has a smaller aspect ratio. Placement techniques, such
as those used for row placement and chip floorplanning [52], can therefore be
employed for placing devices within an optical substrate. The placement of devices
into columns enables us to utilize routing techniques designed for such placement
strategies. In our applications we use the Capo placer [52] to arrange devices in
rows given a specific aspect ratio. Connected devices are localized as much as
possible, reducing congestion. Such a placement simplifies the subsequent signal-
loss constrained global and local routing methods for integrated optics.

a b c

Fig. 8.12 Stages of the Physical Design Methodology. (a) Columns of optical devices, and global
routes; (b) Resulting channels for detailed routing; (c) Ports, routes and channels
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8.5.4 Global and Detail Routing

Global routing determines the high level topology a signal may take through the
channels from source to destination. The chosen routes induce bends and crossings
with other nets. The optimization goal of the global router is to minimize losses due
to waveguide crossings and waveguide bends. In addition, global routing also takes
into account overall net lengths and routing congestion.

Given a device placement, a graph is derived from the vertical and horizontal
channels separating the device blocks. Nodes are placed at locations where ports
are located, and where horizontal and vertical routing regions meet. Any device
placement topology may also be used; however, we assume a channel-based
placement is used. In a channel-based placement, such as depicted in Fig. 8.13a,
nodes and edges are first derived for the vertical channels from the location of device
ports and horizontal channels. These channels are then connected to other channels
via horizontal inter-channel edges, such as depicted in Fig. 8.13b.

The presence of inter-route loss can affect signal quality more than route length,
forcing longer routes to be exercised. Consider the nets in example Fig. 8.13c, where
a net q can utilize one of two distinct routes (1) and (2). Route (1), though shorter
than route (2), must cross the chosen route for p; to avoid the crossing, route (2)
could be utilized. Route (2), however, crosses over the chosen route for r . Should
route r have less stringent loss constraints than p, route (2) may be chosen over (1),
despite a longer overall path. Ultimately, the final route choice is derived from a
combination of all loss factors.

The global router provides a set of vertical routing channels with net/port
connectivity, such as depicted in Fig. 8.12c. At this stage, detail routing is
performed, determining the actual placement of horizontal and vertical connections

a b

c

Fig. 8.13 Construction of routing graph from channel layout. (a) Vertical nodes and edges from
layout; (b) Complete routing graph; (c) Different route choices inducing different crossings
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within the vertical channel. Consider the routing channels depicted in Fig. 8.12b.
The channel routing area is a grid between the pins on either side of the channel,
where waveguides are routed between pairs of pins. Traditional VLSI channel
routing seeks to minimize the area of a fully routed channel. In our channel routing
techniques, we optimize for crossings and bends, with channel height a subsequent
metric. The details of our channel routing approaches are found in Sect. 8.7.

8.5.5 Routing Grid Realization

The result of routing algorithms must be transformed into the physical waveguide
layout. This entails converting the routing grids into waveguide bends satisfying the
material bend constraints, which are generally defined in terms of minimum radius
of curvature and coupling distance.

A rectilinear routing grid is realized as waveguides by converting all 90ı grid
transitions to 90ı waveguide bends. This requires that such bends complete within
a quarter of the routing grid. This is illustrated in Fig. 8.14b where a horseshoe-
shaped bend utilizes two 90ı waveguide bends, each taking place within a quadrant
of the routing grid. This mapping represents the smallest grid that can be suitably
used for complete routing grid flexibility.

The physical routing can also exploit the spacing between curves at the corners of
grids. These “knock-knee” style bends, as depicted in Fig. 8.14c, enable additional
track sharing—potentially reducing the overall number of tracks needed for a
routing. For example, in the solution depicted in Fig. 8.15b, the knock-knee bends
between signals C-E, F-G, D-I, and G-J allow each respective pair to occupy the
same track, with the net effect of reducing the total number of tracks to four (4).
Routing techniques enabling knock-knee track sharing must account for shared
rectilinear grid locations, e.g. Fig. 8.15a, during channel construction.

The waveguide’s minimum radius of curvature r has an important role in
determining the routing grid’s minimum size. In some cases, r may be chosen for

a b c

Fig. 8.14 Conversion of grid units to waveguide curves. (a) S-shaped grid to bends; (b)
Horseshoe-shaped grid to waveguide bends; (c) Knock-knee grid with 90ı bends, radius of
curvature r , and minimum coupling distance wc
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Fig. 8.15 Knock-knee model
for grid spacing. (a) Shared
grid corners enable
knock-knees; (b) Channel
routing incorporating
knock-knee bends (Four
tracks, eight crossings)

a b

area reduction, at the expense of per-bend losses [49]. For example, to enable knock-
knee routing patterns, the distance wc in Fig. 8.14c must be sufficient to prevent
significant coupling between waveguides.

8.6 Global Routing for Integrated Optics

Global routing provides the high-level overall placement of routes throughout the
device network, while detailed routing determines the localized routing necessary
to complete routing. In the VLSI domain, global routers are mostly concerned with
1) wire-length, 2) congestion, and 3) overflow—all of which are interrelated. For
integrated optics, some of these aspects, such as wire-length, are deemphasized and
in their place the router must also account for signal loss in terms of crossings and
bends. In addition, optical routing must be performed on a single routing layer.

Despite the advanced state of VLSI global routers [53–56], their applicability
is limited within the optical routing domain. VLSI routing is inherently multi-
layer, and VLSI global routers are designed to take advantage of multiple layers
in order to produce routing solutions. As such, global routers are also not designed
to minimize crossings. Minimization techniques for metrics such as vias, though
applicable to bends, cannot be applied to waveguide crossings, as a single via can
facilitate multiple crossings due to multiple-layers. We therefore investigate global
routing specifically for integrated optics.

8.6.1 Routing Using Mixed Integer Linear Programming

We conceptually frame global routing through mixed integer linear programming
(MILP). Each net i has a set of ni candidate routes. Only one route k may be
chosen for a given net, and that route has a cost associated with it ˛ik . The cost
˛ik is formulated in terms of signal loss: static losses induced by bends and length,
and inter-route losses caused by crossings between of different routes of different
nets. More formally
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˛ik D ˛ik;static · xik C
j¤iX
j

niX
kD1

njX
lD1

˛
i;j

k;l · xi;jk;l (8.8)

˛itotal D
niX
kD1

˛ik ˛itotal < ˛
i
max (8.9)

where xik D 1 if net i uses route k, otherwise 0, and xi;jk;l D 1 if respective nets i and

j use routes k and l , respectively, otherwise 0. A loss-coefficient ˛i;jk;l is the inter-
route loss associated with those two routes. ˛itotal constrains the maximum losses
acceptable for the given net. Equations (8.8) and (8.9) provide the basic structure for
optimization. What remains is to determine the coefficient weights ˛ik;static and ˛i;jk;l .

8.6.2 Route Analysis

Routes are defined on a graph G comprising a set of grid-edges E derived from
layout of the device placement. For example, the routing regions between devices
in Fig. 8.16 produce a set of edges connecting between port-endpoints.

Static route costs ˛ik;static are derived from the set of edges Ei
k that a route

traverses, comprising a sum of edge-cost weights. Waveguide bends also have a
cost associated with them, as they can be a significant loss mechanism. In order to
penalize their use, we modify the graph by adding weighted via-edges connecting
between vertical and horizontal edges, as depicted in Fig. 8.16. Though straight-
waveguide losses at these scales are negligibly small, longer routes have a greater
potential for intersecting other routes, potentially causing more crossings. Edges
are therefore weighted according to their length in the substrate to favor locality.
For simplicity, a basic approach for choosing the set of candidate routes for a given
net is to choose the set of routes with the least static route-costs. Other metrics, such
as potential edge-capacity utilization, and diversity of routes may also provide better
route candidates.

Fig. 8.16 Routing graph derived from device placement
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a b

Fig. 8.17 Functionally equivalent configurations of path-endpoints and their rotations. (a) Same
direction (A ! B) induce crossings; (b) Opposite directions require no crossings

Given the sets of candidate routes, inter-route losses ˛i;jk;l are determined by
pairwise analyzing candidate routes for different nets to determine whether routes
cross. The given pair of routes may have multiple shared sets of edges (paths) where
a crossing may occur. A crossing, if it is required, will occur only once for a given
shared path; we can treat the shared path edges as a single node that retains the
crossing of the original.

Consider the two nets depicted in Fig. 8.17, where route A and B share edges in
the middle. At the endpoints of the shared edges, the two routes diverge; we denote
these as diverging endpoint edges (DEEs). For a given endpoint, rotation is the
direction a route’s DEE must rotate towards DEE of the other route, pivoted on their
shared node, on the arc that does not contain the shared route edges. For example, in
the left path endpoint of Fig. 8.17a, the DEE of A rotates counter-clockwise towards
the DEE ofB . Likewise, on the right side, DEE ofA again rotates counter-clockwise
towards the DEE of B . A crossing is only required if-and-only-if the rotation of both
endpoints is the same, otherwise no crossing is required.

8.6.2.1 Minimization Function

With the per-route and per-net equations in place, and their coefficient weights deter-
mined, the final minimization function is a sum of all net costs. The minimization
function is implemented as

minimize W
mX
iD1

Wi ·˛itotal (8.10)

where m is the total number of nets and each Wi is a per-net weight to prioritize
certain nets over others during optimization. Though not detailed here, congestion
can be accounted for by the number of routes that utilize given edges in the routing
graph.

The presented global router is relatively basic as compared to contemporary
VLSI routers; however, it accounts for many aspects specific to single-layer
integrated optic routing. For VLSI routers, crossing minimization at a global level is
not incorporated. Therefore, instead of utilizing VLSI-centric global routers, we
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developed our own global router for integrated optics. Subsequent to the global
routing, the final detail routing problem is formulated and solved as a channel
routing problem.

8.7 Channel Routing for Integrated Optics

In column-based optical device placement, the detailed routing problem manifests
itself as a channel routing problem, where (Silicon) optical waveguides are fabri-
cated on a planar substrate and are connected to devices at the ends of the channel.
Planar routes require waveguides to bend (curve) and cross each other—causing loss
of signal power. Channel routing techniques are therefore needed that minimize
waveguide crossings and bends. We present a channel router based on crossing-
aware, graph-constraint track-assignment. The router minimizes signal loss as a
function of waveguide crossings and bends within the channel, while also reducing
area.

8.7.1 Optimization Objective

The primary optimization objective in our routing formulation is signal loss
minimization. Within the channel, this is achieved by: 1) minimization of the total
number of waveguide crossings; and 2) minimization of the number of waveguide
bends. Minimization of the number of tracks (channel height) is the subsequent
secondary objective.

We optimize for the total signal loss within the channel due to optical feedback
within the system. A signal may be routed such that it enters a given channel
multiple times and may cross multiple other nets. Therefore, instead of minimizing
losses on a per-net basis, we minimize for total losses within a channel (Fig. 8.18).

8.7.2 Left-Edge-Style Channel Routing

Traditional left-edge-style channel routers [57–59] represent the channel routing
problem using horizontal and vertical constraint graphs (HCG, VCG). An alternate
representation of the HCG is the zone representation, which is derived from the
HCG, where every zone is defined by a maximal clique. The number of signals in
the largest zone is the lower bound on the number of tracks needed for routing.
These graphs encode constraints on how tracks may be assigned to nets in the
channel. Consider the channel routing problem depicted in Fig. 8.19a. The resulting
zone representation is depicted in Fig. 8.19b. Likewise, the VCG for the problem is
represented in Fig. 8.20a.
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a b

Fig. 8.18 Channel routing solutions under differing constraints. (a) Track-optimized (five tracks,
ten crossings); (b) Crossing-constrained (five tracks, eight crossings)

a b

Fig. 8.19 Horizontal constraints and zone representation. (a) Five maximal subsets of signals;
(b) Resulting five zones

Fig. 8.20
Crossing-constraints
modifications to the VCG.
(a) Original VCG; (b) With
crossing constraints

a b

A net may be assigned to a track should it have no descendants on the VCG, and
have no overlapping zone conflicts with previously assigned nets on a given track.
Nets are removed from the VCG as they are assigned to tracks. When a track cannot
contain more nets, a new track is created and the process is repeated until no more
nets are left for assignment.
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Multiple nets can be candidates for assignment to a given track, each with
different horizontal overlaps. Therefore heuristics are used to choose which nets are
assigned first. One of the simplest is a greedy heuristic used in constrained left-edge
channel routing [57], where the left-most available nets in channel are assigned
first to tracks. This can lead to sub-optimal track-utilization; more sophisticated
heuristics analyze the graph structure for better results, such as [59], which attempts
to reduce the longest path in the VCG for better track utilization. We refer to
the class of track assignment algorithms above generically as “left-edge-style”
channel routing. The approach we describe below can be incorporated into any such
techniques.

8.7.2.1 Crossing-Constrained Track Assignment

Figure 8.18a depicts the output of a (VLSI) left-edge 2-layer channel router, and
Fig. 8.18b, a channel routing constrained for crossing-minimization. Both solutions
are minimal in terms of tracks; however, the total number of crossings in Fig. 8.18a
is 10, compared to 8 in Fig. 8.18a. The discrepancy in the number of crossings is
attributed to the two crossing points caused by netsB andC . By forcingC to appear
below B , two crossings are avoided. However, transforming from Fig. 8.18a to b is
not as simple as moving net C below B , not if track height is to be kept minimal.
Crossing minimization must therefore be encoded into the routing process itself as
constraints.

We constrain the channel routing problem to favor crossing minimization. The
VCG is modified such that avoidable crossings impose vertical constraints on the net
ordering. Only nets that share zones have the possibility of crossing, and pairwise
analysis takes place after the zones are derived.

A crossing constraint is only encoded into the VCG if a crossing can be avoided.
For example, the pair of nets in Fig. 8.21c would not normally be constrained in
the VCG; however, a net crossing can be avoided if B is assigned a track above A.
Therefore, an edge connecting B to A is added to the VCG. Conversely, the two
nets in Fig. 8.21b cannot avoid crossing, and therefore no constraint is added.

We introduce the concept of pin-rotation to detect avoidable crossings. If we were
to map the pins of nets on a unit circle, a crossing is unavoidable if rotating from one
pin to the next is not possible without first passing through the pin of another net.
Consider the nets depicted in Fig. 8.21a. Collapsing the shared horizontal region,
and considering the areas Fig. 8.21a(1) and a(2) shows how pins of a given side
rotate with respect to each other (clockwise/counter-clockwise) around an axis fixed
at the center. In the case of Fig. 8.21a(1), the rotation of the left pin of A to the left
pin ofB is counterclockwise, and likewise the pins on the right-side also rotate in the
same counterclockwise direction. If the pins on both left and right terminals rotate
in the same direction a crossing is unavoidable.
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a

b c

Fig. 8.21 Crossing detection via rotation from A to B . (a) Rotation direction with respect to pin
locations; (b) Same rotation direction ) Unavoidable crossing; (c) Opposite rotation directions
) Avoidable crossing

More formally:

X
left
A;B;CW D

(
X

left
B;top if C left

A < C
left
B

:X left
A;top otherwise

(8.11)

X
right
A;B;CW D

(
X

right
A;top if C right

A < C
right
B

:X right
B;top otherwise

(8.12)

Xavoidable.A;B/ D
�
X

left
A;B;CW ¤ X

right
A;B;CW

�
(8.13)

where C left=right
N is the integer-valued column-position of a pin of net N on a given

side (left, right); the Boolean variable X left=right
N;top , using the same notation, denotes

whether that pin resides on the top side of the channel. Equations (8.11) and (8.12)
utilize the horizontal relationships of pins and their channel-sides (top/bottom) to
determine the clockwise rotation (CW) of a given pair of left or right pins for nets A
and B , rotating from A to B . A crossing is avoidable only if left and right rotations
are not the same, the result of (8.13).



8 Design Automation for On-Chip Nanophotonic Integration 213

For example, in Fig. 8.21a, consider the left side of the shared span
Fig. 8.21a(1):

• The variables C left
A and C left

B are the column positions of the respective left-
terminals of nets A and B . In the example, C left

A D 1, C left
B D 2.

• C
left
A < C

left
B implies X left

A;B;CW D X
left
B;top from (8.11).

• The left pin of net B is not on the top side of the channel (X left
B;top D false).

Therefore, the left side of the pair of nets is not rotating clockwise from A to B ,
i.e. X left

A;B;CW D X
left
B;top D false.

• On the right side of the shared span Fig. 8.21a(2), C right
A < C

right
B . This condition

implies that X right
A;B;CW D X

right
A;top D false. The right side is therefore also not

rotating clockwise from A to B .

Having the same direction of rotation (X left
A;B;CW D X

right
A;B;CW D false) implies that a

crossing is unavoidable, as determined by (8.13); this is reflected in the figure.
Applying crossing constraints to the problem depicted in Fig. 8.19a results in the

VCG depicted Fig. 8.20b. As compared to the original VCG Fig. 8.20a, the crossing-
constrained VCG is more heavily constrained, ensuring that unnecessary crossings
do not occur, such as the double-crossing of nets B and C in Fig. 8.18a.

8.7.2.2 Knock-Knee Track Sharing

Though the modified VCG is effective in preventing waveguide crossings, the
additional constraints can affect overall track height, and may produce a worse
solution in terms of number of tracks. However, we observe that the bend geometry
of optical waveguides can be exploited to further reduce channel height. This is
discussed below.

Consider the two nets in Fig. 8.22a. The endpoints of the two nets occupy the
same column and therefore net A should be placed above B in the VCG. However,
given the same track, the two nets would intersect at a corner of each horizontal

a b c

Fig. 8.22 VCGs for Fig. 8.19a and knock-knee extension. (a) Knock-knee implementation;
(b) Knock-knee-constrained zone representation; (c) 4-track routing solution utilizing knock-knees
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span—a knock-knee. In VLSI, this situation is untenable, and different tracks would
need to be assigned to each net. However, for waveguides, the minimum grid
spacing for a channel can permit knock-knees in the routing grid. This is depicted
in Fig. 8.22a, where a track is shared between the two nets without overlap.

A knock-knee occurs where one net ends and another begins, e.g. nets C and E
in Fig. 8.22c. During zone construction, at columns where knock-knees appear, the
net that is beginning its horizontal span is only added to the subsequent column set,
rather than the current column set under consideration. For example, in Fig. 8.22c
knock-knee signals E, F , G, I , and J are removed from the marked columns and
only appear in the subsequent columns.

The effect of this column change on the resulting zones is demonstrated in
Fig. 8.22b, where there are six (6) zones rather than the five (5) from the previous
zone analysis Fig. 8.19. Despite containing an additional zone, the largest column
set now contains one fewer net than the original, resulting in the 4-track solution
depicted in Fig. 8.22c.

Overall, the effect incorporating knock-knees into a routing solution is that two
knock-knee nets can now occupy separate zones, and therefore can be placed on the
same track. Additional zones may be created; however, those zones are equal in size
or smaller in terms of nets—potentially reducing the lower bound on the number of
tracks required for routing.

8.7.2.3 Cycles Induced by Crossing Constraints

Crossing constraints can induce cycles in the VCG. Consider the three nets depicted
in Fig. 8.23a. Without crossing constraints, nets A and B would be unconstrained,
and no cycle would occur; however, due to the constraint edge between B and A
such a cycle occurs. Cyclic constraints cannot be routed without additional tracks
and require “doglegging” to complete routing [58]. In order to avoid crossings, the
routes for A and B are converted into doglegging routes as depicted in Fig. 8.23b,
utilizing the same columns as the original. Unfortunately, this results in an additional

a b c

Fig. 8.23 Cycles induced by crossing constraints. (a) Vertical cyclic constraints; (b) Dog-legging
avoids crossings; (c) Knock-knees avoid additional tracks
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two (2) tracks being added to the routing solution should spare tracks not be
available adjacent to the cycle. However, in the presence of knock-knees, both the
crossings, and the additional tracks can be avoided, as depicted in Fig. 8.23c. The
experimental results show that knock-knees can have a marked difference in track
utilization especially in the presence of cyclic constraints induced by crossings.

In our work, we have designed two detail routers based on the above channel
routing and crossing-aware signal loss models. Our routers provide an effective
means to automate optical waveguide routing and track assignment, with signal loss
as the main metric. Interested readers can refer to our publication [60] for details on
our algorithms and experimental results.

8.8 Conclusion

This chapter has described design automation for integrated optics. We have
demonstrated photonics design automation through a building-block methodology
with optics technology-specific constraints and objectives. Our design flow is
broken into behavioral and physical synthesis stages. In the behavioral synthesis
phase, we describe multi-level logic design and synthesis techniques for optical
digital logic. Mach-Zehnder Interferometer (MZI) and ring resonators devices are
employed as switching devices—connected with waveguides—to construct optical
logic systems. A virtual gate based design methodology is introduced that enables
device-minimal logic synthesis for such a technology.

Post logic synthesis, the logic network needs to be placed and the
interconnection-network needs to be routed. For this purpose, we introduce a
row/column based placement methodology that exploits the regularity of the MZI-
based optical logic network. Post placement, a global and detail routing framework
is presented that minimizes signal loss as the primary optimization constraint.
Signal loss models are incorporated to account for insertion losses, waveguide
crossing and bends incurred due to routing on a planar substrate. This work
essentially demonstrates the feasibility of silicon photonic design automation,
though significant research is needed to make silicon-photonics design technology
widely applicable and scalable.
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