Chapter 11
Innate Immunity in Disease: Insights from
Mathematical Modeling and Analysis

Nabil Azhar and Yoram Vodovotz

Abstract The acute inflammatory response is a complex defense mechanism that has
evolved to respond rapidly to injury, infection, and other disruptions in homeostasis.
This robust responsiveness to biological stress likely endows the host with increased
fitness, but over-robust or inadequate inflammation predisposes the host to various
diseases. Importantly, well-compartmentalized inflammation is generally benefi-
cial, but spillover of inflammation into the blood is a hallmark—and likely also
a driver—of self-maintaining inflammation. The blood is also a key entry point and
immunological interface for vectors of parasitic diseases, diseases that themselves
incite systemic inflammation. The complex role of inflammation in health and disease
has made this biological system difficult to understand comprehensively and mod-
ulate rationally for therapeutic purposes. Consequently, systems approaches have
been applied in order to characterize dynamical properties and identify key control
points in inflammation. This process begins with the collection of high-dimensional,
experimental, and clinical data, followed by data reduction and data-driven modeling
that finally informs mechanistic computational models for analysis, prediction, and
rational modulation. These studies have suggested that the overall architecture of the
inflammatory response includes a multiscale positive feedback from inflammation
— tissue damage — inflammation, which is often inadequately controlled by nega-
tive feedback from anti-inflammatory mediators. Given the importance of the blood
interface for the inflammatory response, and the accessibility of this compartment
both as an immunological sampling reservoir for vectors as well as for diagnosis
and therapy, we suggest that any rational efforts at modulating inflammation via the
blood compartment must involve computational modeling.
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Abbreviations

ABM  Agent-based model

AsNOS Anopheles stephensi nitric oxide synthase
DAMP Damage-associated molecular pattern molecule
DBN Dynamic Bayesian Networks

GMM  Genetically modified mosquito

MODS  Multiple organ dysfunction syndrome
ODE Ordinary differential equations

PCA Principal component analysis

RBM Rule-based model

sTNFR Soluble tumor necrosis factor-a receptor
TNF-o  Tumor necrosis factor-o

Introduction

Inflammation is an essential process in maintaining health and responding to disease.
Acute inflammation is driven largely by the innate immune system, which not only
serves as the first line of defense against invading pathogens but also functions to
resolve tissue damage and restore homeostasis upon a variety of inflammatory condi-
tions including sepsis, trauma, wound healing, and many more. A large aspect of the
acute inflammatory response plays out in the blood, but usually only when inflam-
mation is dysregulated. Dysregulated systemic inflammation also plays a significant
role in the pathophysiology of other diseases that are not primarily attributed to innate
immunity, such as cancer and diabetes. Although the list of diseases is broad and the
processes important to each setting may differ in certain respects, the core architecture
of the inflammatory response to biological stress is highly conserved [1]. An infec-
tion or a tissue injury/damage triggers an initially local cascade of events mediated
by an array of cells (e.g., macrophages, neutrophils, dendritic cells, lymphocytes,
etc.) and molecules (cytokines, free radicals, and damage-associated molecular pat-
tern molecules (DAMPs)) that locate invading pathogens or stressed/damaged tissue,
alert and recruit other cells and molecules, eliminate the offending agents, and finally
restore the body to equilibrium [2]. When dysregulated or overexuberant, inflamma-
tion can be discerned in the systemic circulation in the form of altered levels of
inflammatory cells and molecular mediators.

In sepsis and trauma, this response is concomitant with physiologic manifestations
including changes in heart rate and body temperature, responses that act in a con-
certed fashion in order to help optimize host defense while minimizing tissue damage.
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Fig. 11.1 Complex structure of the innate immune response to biological stress. Following an initi-
ating event (e.g., trauma, hemorrhage, infection), both pro- and anti-inflammatory influences (e.g.,
chemokines, cytokines, lipid products, and free radicals) are elaborated, leading to tissue damage
or dysfunction. These stressed tissues elaborate damage-associated molecular patterns (DAMPs),
which further propagate innate immune mechanisms. When the pro-inflammatory mediators ex-
ceed defined thresholds, both pro- and anti-inflammatory mediators spillover into the blood and
may cause inflammation to feedback and spread systemically to other organs as well; we refer to
this process as an inflammatory tipping point. Inflammatory mediators are also transferred to blood-
feeding vectors and can serve to communicate the infection status of the host, as well as modulating
anti-parasite immunity in the vector. Black curved arrows represent the pro-inflammatory feedback
and gray curved arrows represent feedback from anti-inflammatory mediators
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Indeed, although a well-regulated inflammatory response is essential for proper
healing and host defense, an overly exuberant response can become self-perpetuating
and lead to organ dysfunction and death [3, 4]. These vastly different outcomes can
be explained, at least in part, by the high-level architecture of the immune response,
which includes a positive feedback loop from inflammation —damage/dysfunction
— inflammation that can drive pathophysiology in inflammatory diseases (Fig. 11.1).

The detrimental effects of self-sustaining inflammation are likely responsible for
the general perception of inflammation as an inherently harmful process [5, 6].
However, in addition to the aforementioned beneficial roles of inflammation in the
resolution of tissue injury, recent studies suggest that morbidity and mortality are
worse in animals and humans with low levels of early pro-inflammatory signals [7].
The emerging view of inflammation is indeed more nuanced, casting inflammation
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as a highly coordinated communication network that allows the body to sense and
respond to challenges and subsequently restore homeostasis [8, 9]. One may consider
the complexity resulting from this coordination to be an indicator of a well-regulated
and properly orchestrated response, and consequently a less complex response would
be indicative of a pathological dis- or misconnectivity of the network. Guided by
insights from studies on the dysregulated physiology characteristic of sepsis and
trauma/hemorrhage, which have reported that a decrease invariability/complexity of
heart rate can presage increased morbidity and mortality, we have suggested that
well-organized dynamic networks of mediators are crucial to an appropriate inflam-
matory response [10, 11]. Indeed, such networks are induced early in the response to
experimental surgical trauma in mice, and these networks become disorganized and
less complex with the addition of hemorrhagic shock to this minor trauma [10]. How-
ever, emerging studies from our group also suggest that overly-robust, and possibly
self-sustaining, inflammation manifests as networks that are highly complex.

The current paradigm for acute inflammation, based in large part on studies in
response to trauma, hemorrhage, or infection, involves a dynamic cascade of cellu-
lar and molecular events. Innate immune cells such as mast cells, neutrophils, and
macrophages are activated directly by bacterial endotoxin or indirectly by various
stimuli elicited systemically upon trauma and hemorrhage [12—15], including the
release of DAMPs (Fig. 11.1) [16-18]. These stimuli enter the systemic circula-
tion and activate circulating monocytes and neutrophils [19], which subsequently
migrate to compromised tissue by following along a chemoattractant gradient in-
duced at the site of injury/infection [20]. Activated macrophages and neutrophils
produce and secrete effectors that activate a variety of immune cells (including fur-
ther activating themselves) as well as nonimmune cells such as endothelial cells.
Both DAMPs and pro-inflammatory cytokines—primary among them tumor necro-
sis factor-a (TNF-a) [21-27]—promote immune cell activation and affect important
physiological functions that feedback positively to promote further production of
inflammatory mediators. This behavior may lead to inflammatory tipping points—
and concomitant spillover of inflammatory mediators into the blood—indicative of
cascading system failure that occurs at multiple scales and across multiple compart-
ments [28] (Fig. 11.1). In turn, dysregulated inflammation in the blood may itself
become a driver of further inflammation in other tissues (Fig. 11.1).

Inflammation Is a Complex System

As evidenced by the preceding description, inflammation, like most biological sys-
tems, is a highly nonlinear system with multiple feedback loops that may be discerned
even when viewed in a coarse-grained, relatively abstract fashion (Fig. 11.1). Posi-
tive feedback loops allow rapid ramping up of a response to biological stress, while
the negative feedback works to suppress inflammation and restore homeostasis once
the threat (infection, damaged tissue, etc.) has been eliminated. We suggest that, as
has likely occurred in many other complex biological systems [29], inflammation
has evolved to be robust to a broad range of perturbations but at a cost of fragility in
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key control nodes that may account for the tipping point behavior described above
[16, 29] (Fig. 11.1). Failure at these points can lead to disease; therefore, character-
izing these failure modes, and especially the tipping point phenotype, is paramount
for the development of effective therapeutic interventions [28]. Another property of
a complex nonlinear system is the ability to exhibit vastly different behaviors that de-
pend on initial conditions and parameters (i.e., strengths and rates of interactions of
components) [30, 31]. This heterogeneity, which recapitulates the clinical observa-
tion of patient-to-patient variability, complicates the prediction of individual patient
outcomes using the current suite of statistically based tools [17, 28]. As described
below, a systems approach to inflammation can be useful, indeed necessary, to ex-
plain the behavior of the innate immune response in an individual patient to various
biological conditions and ultimately allow for the modulation of this response in
pathological conditions.

Modeling Inflammation

Modeling Methods for A Systems Biology of Inflammation

Systems biology approaches span a broad range of techniques, and can be categorized
roughly into correlative or causative approaches, with focus on either learning basic
principles of system organization and function [32—34] or building predictive compu-
tational models [32, 35]. Although there is overlap between these areas, most efforts
at elucidating biological mechanisms from high-dimensional data have traditionally
focused on particular points along this spectrum of computational approaches. We
suggest that gleaning translationally relevant insights into the inflammatory response
and its interconnected (patho) physiology will require the successful navigation of
this spectrum, in a logical progression from data to models to understanding and
prediction [17, 28] (Fig. 11.2).

Correlative approaches, with which most biologists and clinicians are familiar,
include regression techniques that build models predictive within the conditions of
the data they were trained on [36]. Although these methods do not provide detailed
mechanistic insight, these approaches can be used to understand abstract features of
the response, such as the presence of nonlinearities and the order of the response. The
main drawback of this class of models is that they are almost completely devoid of
mechanistic insight, and can be very over-fit to the data on which they were trained.
A less-utilized data-driven method is principal component analysis (PCA), which
reduces a high-dimensional dataset into a few principal components that account
for much of the observed variance in the data. When applied to time-series data,
the variables (genes/proteins/etc.) that constitute these principal components may be
interpreted as the principal drivers of the observed response and can give some mech-
anistic insights into the underlying process [10, 37]. In the setting of inflammation,
correlative approaches such as PCA may facilitate the development of diagnostics by
analyzing the cytokine milieu in the blood resulting from inflammatory spillover, in
order to identify the health state of individuals and possibly inform patient-specific
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Fig. 11.2 Taming the data deluge: from high-dimensional data to data-driven and mechanistic
models. Data-driven methods are used to reduce dimensionality and infer correlative and causal
relationships among genes/proteins in the system. Quasi-mechanistic insights from these models,
together expert knowledge and the network structure inferred by Dynamic Bayesian Networks
inform mechanistic models that may be encoded as ODEs, ABMs, RBMs, etc. Predictions from
simulation of these models are compared with experimental data under new conditions and the
model is refined based on the discrepancies. Finally, the mechanistic model can be analyzed by
a variety of methods to understand its dynamics and identify key control points. ODE ordinary
differential equation, ABM agent-based model, RBM rule-based model

interventions [38]. While these methods correlate gene/protein levels to phenotype
and can suggest relevant molecular players involved in a given inflammatory pro-
cess, these methods do not provide much information about how the genes/proteins
interact with each other [17, 33].

In order to better discern organizational aspects of interacting networks of me-
diators, such as co-regulation or auto-induction, a variety of methods have been
developed. Hierarchical clustering and Bayesian methods use high-throughput ge-
nomic or proteomic data of several time points and/or conditions to correlate gene
expression patterns with function and infer regulatory networks of correlated genes.
Several developments in these methods over the past 15 years have yielded more
informative networks that can be more easily translated into mechanistic models.
Among these methods, Dynamic Bayesian Networks (DBNSs) are particularly suited
for inferring directed (causative) networks of interactions based on the probabilistic
measure of how well the network can explain observed data. DBNs can be supple-
mented by additional experimental evidence and expert knowledge to hypothesize
mechanistic models (Fig. 11.2).

Mechanistic models are derived from more detailed biological and physical de-
scriptions of a system have a rich set of tools for both analysis and simulation. These
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models, based on causative interactions, can be constructed as ordinary differential
equations (ODEs), rule-based models (RBMs), and agent-based models (ABMs)
among other methods (including hybrid methods), and have the advantage of po-
tentially being predictive outside the range of conditions/time points that they were
calibrated on. Although it is often difficult to parameterize such models, they can
unveil emergent phenomena that are not immediately obvious from the interactions
that are encoded in the model. There are several analytic tools for ODE models
especially that have been developed and used to decipher the organizational prin-
ciples of networks (or subnetworks), the properties that explain the dynamics and
robustness/sensitivity of a given complex system, and, perhaps most importantly, the
critical points of control in the system [34] (Fig. 11.2). These tools are particularly
important in order to help define the complex interplay between the inflammatory
mediators in the blood and other compartments both within the host (organs/tissue)
and without (e.g., in the case of interactions with blood-feeding vectors). Tools from
dynamical systems theory allow identification of the possible steady state(s) of a
system as well as the kinetics of the system’s time evolution. These tools have been
used extensively to explain (or predict, depending on the context) diverse behaviors
such as bistability, hysteresis, and oscillations in a variety of biological systems [39].
Bifurcation diagrams, in particular, can be used to map out the effects of a partic-
ular parameter on the possible steady state behaviors of a system, and to indicate
the transition from a healthy steady state to a pathological one [14, 40-42]. The
relative importance of parameters can also be quantified by calculating the change
in the model output in response to changes in the parameter values using sensitivity
analysis [34, 43]. These methods work in a complementary fashion to identify the
key points that can be modulated to change the behavior of a system (Fig. 11.2).

The analysis of ODE models of biological systems can be approached from a
control theory perspective as well. Achieving robustness and efficiency are core
principles of both evolution as well as engineering. Indeed, feedback, a pervasive
biological phenomenon, is also a fundamental component of control strategies [29].
An ODE model is the equivalent of a state-space representation of a control system.
Thus, it is possible to decompose the biological system into a control structure and
analyze the role of each component using control theoretic tools that characterize
their robustness and identify the key mediators that modulate the performance of such
a control system [44]. These analyses are especially relevant given that the tipping
point phenomenon in the inflammatory response is likely the result of a failure of the
body’s control structure to handle stress (Fig. 11.1).

Although ODE models are associated with a wide range of analytical tools, they are
inappropriate descriptions for settings in which there are low numbers of molecules
or in settings in which molecules are not well mixed and thus stochastic effects are
at play. RBMs and ABMs (among others) are superior methods for such conditions,
as they are able to handle stochastic simulations. Agent-based modeling software
packages such as NetLogo [45] and SPARK [46] are especially useful because of their
ability to encode and visualize spatially realistic effects as well. Hybrid models can
be constructed to merge the advantages of both ODEs and ABMs, and are especially
useful for describing phenomena that occur on different timescales. Moreover, the
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inflammatory response is a quintessential example of a system whose parts operate
not only at various timescales but also across various compartments. Thus, a hybrid
modeling approach that melds processes best modeled by ODE with processes best
modeled by ABM/RBM is essential for a more complete description of inflammation.
As a step in this direction, a hybrid model of pressure ulcer formation in spinal cord
injury (SCI) patients was developed, abstracting the microscopic details of blood
flow and oxygen availability as a series of resistors using differential equations, while
encoding an abstracted cascade of inflammation and wound healing in response to
simulated cycles of pressure on the peripheral tissue using ABM. Based on data on
blood flow in noninjured human subjects versus SCI patients, the parameters gained
from this hybrid model predicted the higher likelihood of pressure ulcer development
in SCI patients (Solovyev et al., unpublished observations).

While we wish to navigate through process of data— data-driven model— mech-
anistic model — prediction and understanding of the innate immune response, we
seek to put it in the perspective of translational applications with a focus on clinical
and preclinical settings. Much of the work in systems biology has understandably
been in simpler, well-studied model organisms, but even among studies focused on
preclinical science, there has been an overall lack of translation to the clinical arena.
Translational systems biology is a framework with a focus on translational insights
for novel diagnostic or therapeutic purposes and predictive mathematical models that
inform in silico clinical trials [9, 47, 48]. Initially formulated to deal with the clinical
challenge of integrating acute inflammation and organ dysfunction in critical illness,
this work expanded to include healing of acute and chronic wounds and infections
in various diseases, rational dynamic modulation of inflammation, and cross-species
host—pathogen interactions.

Modeling and Rational Modulation of Inflammation in Sepsis and
Trauma/Hemorrhage

Traumatic injury is often accompanied by hemorrhage and is a significant cause
of morbidity and mortality in patients, especially among young people [49, 50].
These patients are particularly susceptible to multiple organ dysfunction syndrome
(MODS), a poorly understood syndrome that may be partly attributed to excessive
and dysregulated inflammation [4]. The complexity of the interactions between in-
flammation and organ physiology has likely stymied the development of therapies
for MODS, and was the motivation for the development of both data-driven and
mechanistic computational models [10, 12—-14, 42, 51-54].

Several models of the acute inflammatory response to sepsis, trauma, and hem-
orrhage have been developed, models that provide insight into the mechanisms of
inflammation at varying degrees of abstraction. Based on the typical progression
of the inflammatory pathway described in the preceding section, an ODE model
of acute inflammation consisting of pathogen, a single population of inflammatory
cells, and a measure of global tissue damage/dysfunction interconnected the actions
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of pro-inflammatory cytokines and DAMPs for the first time, and described both
recoverable infection and septic shock, as well as suggesting different therapeutic
avenues for the diverse manifestations of sepsis [55]. With the addition of more in-
teractions, including the positive feedback loop between inflammation and damage,
a more complex model was used for simulating populations of patients in sepsis
and anthrax [12, 52], and to test effects of probiotic treatment of necrotizing entero-
colitis [56]. Another equation-based model was calibrated in various inflammatory
scenarios in mice [12] and was calibrated on easily accessible circulating levels of
inflammatory cytokines and nitric oxide (NO) reaction products, and explicitly in-
cluded measurable physiological parameters such as blood pressure along with the
more abstract global damage (a surrogate for both DAMPs and the health status of
the individual; Fig. 11.1) in mice [12, 13, 51]. This calibrated model was capable of
predicting, outside of its calibration set, dose ranges of endotoxin at which death is
known to occur [12] in addition to predicting responses to combinations of insults
on which it was not trained [12, 57, 58].

While investigating the role of initial trauma in the murine response to
trauma/hemorrhagic shock, both correlative (transcriptomic analysis, PCA, regres-
sion) and causative (ODE) models were used in a complementary fashion, and
suggested that the role of initial trauma is central in driving the inflammatory re-
sponse, both systemically and in the liver [13]. Transcriptomic data indicated an
overlap between the genes and pathways induced in trauma alone or trauma with
hemorrhagic shock with differences in only the magnitude of expression. In agree-
ment with this observation, a mechanistic mathematical model showed that using
the same model with different initial conditions could differentiate the inflammatory
responses to trauma versus hemorrhagic shock. Later, multivariate regression, PCA,
and dynamic network analysis all suggested major mechanistic differences between
sham cannulation and hemorrhagic shock and predicted that the majority of the
inflammatory response to survivable trauma/hemorrhage was due mostly to the un-
derlying tissue trauma induced by cannulation surgery [13]. The model was extended
to include details of experimental trauma/hemorrhage in mice (e.g. bleeding rate and
target blood pressure), and further validated using a unique, computerized platform
for automated hemorrhage that was constructed specifically to test the behavior of
this mathematical model [53].

The natural extension from understanding and predicting the inflammatory re-
sponse is to modulate it in a rational fashion to reduce its detrimental effects.
Whereas the modeling work described earlier can help identify targets for therapeu-
tic intervention, and predictive models can be calibrated to account for individual
variability while making therapeutic suggestions, synthetic biology can help drive
further, clinically-useful developments. Indeed, recent advances have begun to lay
the foundations for clinical applications of synthetic biology. These advances have
focused on the engineering of synthetic biological circuits in bacterial cells that are
introduced into the human host to sense and respond appropriately to transition the
host from a diseased to a healthy state [59]. As noted in the review by Warren et al.,
advances need to be made in the use of mammalian synthetic biology in order to
facilitate clinical translation [60—62] (see also Chap. 14).
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In the setting of inflammatory diseases, key stumbling blocks to effective therapy
involve the variability of individual responses to pro-inflammatory stimuli as well as
the detrimental effects of an overly suppressed inflammatory response. Importantly,
the blood compartment is both a component of the multiscale positive feedback loop
of inflammation — damage — inflammation as well as being easily accessible for
therapy [28]. Accordingly, we have envisioned a synthetic biological device using
a human cell line to detect the circulating levels of pro-inflammatory mediators in
the blood of an individual patient, and respond appropriately by producing an appro-
priate counter-stimulus—usually a neutralizing protein or receptor antagonist—for
a given mediator. We have successfully created stably transfected human hepatocyte
(HepG2-derived) cell lines expressing the mouse soluble TNF-a receptor (STNFR)
[63, 64], under control of the mouse variant of the central, TNF-a-responsive tran-
scription factor NF-kB enhancer coupled to a reduced thymidine kinase promoter.
These cells are housed in a bioreactor optimized for the growth and differentiation of
hepatocytes, that directly connects the with host’s circulatory system. Initial proof-
of-concept studies using this bioreactor that produces sTNFR constitutively in a rat
bacterial endotoxin infusion model (a quantitative paradigm of acute inflammation
that mimics many of the features of sepsis) show promising results for the dynamic
modulation of TNF and other pro-inflammatory mediators, as well as ameliorating
organ pathophysiology [65]. We suggest that the combination of mechanistic mathe-
matical modeling—of both a given inflammatory disease as well as the effect of this
type of biohybrid device on the disease—could be combined to engineer the optimal
use of this type of synthetic biohybrid device in order to modulate inflammation
systemically.

Moving Beyond the Host: Cross-Species Immune Signaling

The aforementioned examples have focused on the host’s inflammatory response
to infection or injury. In the case of infectious diseases, however, the host is not
an isolated system and instead part of an entire ecosystem involving the infectious
agent/parasite as well as possible vectors. Infectious organisms have evolved along-
side the host immune system and developed strategies for evasion and modulation of
immunity in the host [66, 67]. In the case of diseases such as dengue and malaria, the
addition of an invertebrate vector agent introduces a further layer of complexity in
the disease process. Blood plays an expanded role in such diseases, serving not only
as the site of immune system coordination within the host but also as an interface
for communication and interaction among the parasite, vector, and host [66]. This
complex ecology is being reassessed in light of the modern view of the vector as
an organism that mounts an immune/inflammatory response in an attempt to control
parasite growth, rather than as a willing partner in parasite transmission [66].
Studies show that in addition to the parasite Plasmodium falciparum, proteins
and other biomolecules from the host are ingested and can persist in the mosquito
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vector Anopheles stephensi upon taking a blood meal [66]. Thus, the mosquito vec-
tor is likely to be sampling the current immune/inflammatory state of the vertebrate
host, in essence getting a snapshot as well as early warning regarding the state of the
host’s inflammatory equilibrium (Fig. 11.1). Several such blood-derived factors have
been identified, including insulin, insulin-like peptides, and the cytokine transform-
ing growth factor (TGF)-B1[66]. Moreover, these host molecules induce signaling
in the mosquito midgut cells and modulate protein expression [68, 69]. For exam-
ple, mammalian TGF-B1 induces mosquito responses including mitogen-activated
protein (MAP) kinase signaling [68]. More recently, we found using a Luminex™
assay for multiple cytokines and chemokines that interleukin (IL)-10 was selectively
retained in the mosquito midgut for up to five hours post-blood meal (unpublished
observations). In vitro studies also showed that administration of human IL-10 can
alter MAPK signaling in mosquito cells (Luckhart et al. unpublished observations).
The full gamut of interspecies signaling factors is likely to include DAMPs and other
inflammation-related molecules as well (Fig. 11.1). Below, we discuss these findings
in greater detail.

TGF-B1 has been identified as a central player in the immune response to parasite
infection within the host [70]. However, much less is known about the converse,
namely the possible role of TGF-B1 on mosquito immunity and physiology. Hu-
man TGF-B1 ingested by the Anopheles stephensi mosquito via a blood meal was
shown to induce expression of the mosquito homolog of the inducible nitric oxide
synthase, AsNOS [71]. Inducible NOS is often associated with mammalian host
defense responses to malaria, and studies have shown that the mosquito also reg-
ulates parasite development through complex, multiphasic expression of AsNOS
[72]. Several additional observations including evidence of feedback regulation by
the MAPK MEK (MAP kinase kinase)/extracellular signal-regulated kinase (ERK),
along with dichotomous dose-dependent effects of mammalian TGF-B1 on AsNOS
induction and parasite growth suggested that computational modeling might be ben-
eficial in clarifying the underlying mechanisms [71]. An initial Boolean model of
the system predicted oscillations in AsNOS as well as MEK/ERK, which was one
possible mechanistic model consistent with experimental data. An ODE model of the
same system gave quantitative predictions that fit reasonably well with the data. This
model also highlighted the necessity of a persistent presence of TGF-f1 to drive the
multiphasic response. However, experimental data had previously suggested that the
half-life of TGF-B1 may be much shorter than the observed multiphasic time course
of AsNOS. This discrepancy was reconciled with the model-generated hypothesis of
an endogenous mosquito TGF-B1-like molecule that is induced by exogenous mam-
malian TGF-B1 and can drive the long-term AsNOS response. Indeed, the mosquito
homolog of TGF-B1, As60A [73] was shown to have the same multiphasic dynamics
that the model predicted the hypothesized TGF-f1-like molecule must have in order
to maintain the observed AsNOS response [74]. These studies begin to provide in-
sight into some of the conserved, cross-species mechanisms of immune modulation
between the mammalian host and mosquito vector. Notably, they highlight a new role
for the blood as a medium for the interface and biological communication between
species, with particular implications for vector-borne diseases.
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In keeping with the goal of translational systems biology, we wish to use com-
putational modeling and analysis for the development of new therapeutic strategies.
In the decade since the publication of the genomes of the malaria parasite(s) and of
Anopheles gambiae, another major malaria mosquito vector, there have been several
functional and comparative genomic analyses that have helped uncover regulatory
networks through correlative studies [75-80]. Some of these studies have focused on
the interface between vector and parasite, identifying gene clusters/networks respon-
sible for the mosquito’s control of parasite growth [81]. However, most modeling
work in malaria has been focused mainly on epidemiological aspects of the disease
or very coarse-grained mechanistic modeling of host—pathogen—vector interactions
[30], rather than models on the intra- and intercellular scale that build directly from the
genomic studies or other quantitative experimental data. As outlined in Sect. 12.2.1,
and partially illustrated in the preceding paragraph, a systematic approach starting
with data-driven modeling and correlative studies that inform mechanistic models
and analyses can help build a comprehensive understanding of the molecular and
cellular mechanisms underlying the interspecies immune control of malaria parasite.
This approach is essential for identifying master regulators in the mosquito vector
that can point to therapeutic targets for disease control via genetic modification.

Just as we described the dynamic modulation of inflammation in the host via a
bioreactor, we seek to modulate the interspecies immune response to infection via
the use of transgenic mosquitoes, ideally at the blood-feeding interface. Genetically
modified mosquito (GMM) vectors have become an attractive option for disease con-
trol in the past decade as efforts to eradicate mosquitoes or modulate human immunity
to malaria infection have been met with reduced efficacy and other challenges. Key to
the success of a strategy involving GMM s is ensuring that the modification remains
dominant and spreads throughout the population while maintaining the fitness of the
mosquito. Recent studies have generated mosquitoes with increased parasite killing
but with detrimental effects on fitness [82, 83]. These studies are more descriptive
of the phenotype than the underlying mechanism driving it, and much remains to be
learned about the pathways driving the observed response. Thus, a systems-level un-
derstanding of blood factor-modulated immune response of the mosquito is needed
to account for the trade-offs between parasite killing and mosquito fitness in potential
interventions.

Conclusions and Future Prospects

The study of the inflammatory response dates back to Roman times, when it was first
characterized by its physical manifestations of increased temperature, redness, pain,
and swelling. Centuries of research have increased our understanding of inflamma-
tion beyond description of its symptoms, and unveiled an ever-increasing complexity
underlying this primordial defense mechanism. The modern view of inflammation
is that of a multifaceted communication process that manifests across multiple com-
partments of the body and multiple biological scales [28]. The blood is an important
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compartment among these, and serves at least three different functions in innate im-
munity. It is the medium through which inflammation progresses in its early stages
as circulating monocytes and other inflammatory cells are recruited to sites of in-
jury/infection. In settings of dysregulated or overexuberant inflammation, spillover
of inflammatory mediators from the site of injury to the blood can contribute to a
positive feedback, increasing systemic inflammation. Finally, inflammatory media-
tors in the host’s blood can transfer to blood-feeding vectors and directly modulate
the immune response of the vector in a complex host—vector—parasite interaction.
The highly complex nature of the immune response to biological stress and the mul-
tifaceted role of the circulatory system in this response are perhaps to blame for the
lack of efficient and/or successful therapies for diseases such as sepsis, trauma, and
MODS. A systems approach to inflammation can be helpful, perhaps even neces-
sary, for the identification of better therapeutic strategies by taking advantage of both
data-driven and mechanistic modeling. The methods highlighted in this chapter can
provide novel insights into the innate immune system, increasing our understand-
ing to suggest targets for rational modulation of inflammation as well as providing
predictive simulations on which to base further basic research, drug discovery, and
clinical trials.

Future possibilities include design of synthetic biological circuits for dynamic,
individualized modulation of inflammation in the host, as well as control of the host—
pathogen—vector interface to eliminate parasite transmission in vector-borne disease.
While much progress remains to be made in order to realize these far-reaching goals,
recent advances offer a promising outlook for the future of translational systems
biology of inflammation.
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