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Preface

Evolutionary Psychology (EP) is currently one of the most fascinating fields of 
interdisciplinary research on the human mind, brain, and behaviour. According to 
EP, the brain is an organ whose computational capacities have been selected for 
because they provided advantages of survival in the course of evolution. Cognitive 
abilities are seen as the results of specific reactions to evolutionary pressures, which 
have shaped our ancestors: ‘Natural selection shapes domain-specific mechanisms 
so that their structure meshes with the evolutionarily stable features of their particu-
lar problem domains. Understanding the evolutionarily stable feature of problem 
domains—and what selection favoured as a solution under ancestral conditions—il-
luminates the design of cognitive specialisations’ (Cosmides and Tooby 1994). In 
this volume, some of the epistemological premises and problems of this scientific 
paradigm shall be addressed to critically assess the status of EP in contemporary 
discussions in the philosophy of mind and cognitive science.

Some of the fundamental ideas of EP had been discussed already at the begin-
ning of the twentieth century. For a few decades, though, they were suppressed by 
the upsurge of three more prominent paradigms: (1) behaviourism and its focus on 
ontogeny as opposed to phylogeny; (2) philosophical and common sense convic-
tions that the individual is essentially free and can overcome biological determi-
nations; (3) cultural relativism and its assumption that culture is the main factor 
that shapes social groups and the minds of their members. Since the 1970/1980s, 
however, the ideas of EP, coupled with the success of sociobiology (Wilson 1975), 
have become increasingly more important as a theoretical bridge between the natu-
ral, behavioural, social, and cognitive sciences investigating human nature as well 
as a rich domain of empirical research (cf. the journal Evolutionary Psychology, 
established in 2003).

In light of this development, at least three bundles of theoretical issues concern-
ing the rationality and validity of EP arguments can be addressed: (1) the relation-
ship between the biological foundations of cognitive processes and mental states; 
(2) the relationship between organism, brain, and brain modules; (3) the relation-
ship between the things EP tries to explain and the way it does explain them.

It is sometimes supposed that EP contains a type of naturalistic fallacy (Moore 
1903), that is the misconception that higher-order principles (such as ethical prin-
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ciples) could be derived from what happens in the natural world. More generally, it 
is supposed that EP is characterised by a strong reductionism, namely the attempt 
to reduce mental phenomena to neuronal phenomena and from there ultimately to 
genetic phenomena. In the philosophy of mind, the problems of reductionist pro-
grammes are widely discussed. Apart from the suggested possibility of multiple 
realisations (Fodor 1974) and the pluralism of descriptive levels (Dupré 1993), 
there might be the ‘phenomenological’ problem that EP needs to identify cognitive 
processes by applying folk-psychological or introspective notions of mental phe-
nomena, which are then subjected to an evolutionary explanation. In other words, 
the formation of EP’s explananda is not accomplished in terms of ‘hard science’ 
alone—it must be known before the scientific analysis what we mean by concepts 
such as ‘will’, ‘action’, ‘deliberation’, ‘desire’, ‘emotion’, etc. How can philosophy 
help here with detailed descriptions of the structures of consciousness and experi-
ence and the conceptual analysis of folk-psychological vocabularies?

Another line of criticism stems from the arguments developed by Bennett and 
Hacker (2003), who outline a critical framework for the evaluation of recent ap-
proaches in neuroscience. They remind us that for some brain scientists and neuro-
philosophers, the brain does all kinds of things: it believes (Crick), knows (Blake-
more), interprets (Edelman), questions itself (Young), contains symbols (Gregory), 
represents information (Marr), and makes decisions (Damasio). Behind these as-
sertions lies, in Bennett and Hacker’s view, a mereological fallacy, because the 
conception of the ‘brain’ is unduly inflated by ascribing activities and powers to it 
that are usually applied to organisms as wholes. Even if one admits that there is em-
pirical evidence for the correlation of complex subjective wholes such as decision-
making and specific physical parts of those processes such as neuronal firings, the 
identification of a part with a whole would be an invalid inference.

The concerns Bennett and Hacker raise with regard to neuroscience seem rel-
evant with regard to EP as well, where it is often claimed that particular brain mod-
ules fulfil complex functions that are usually attributed to subjects. In other words, 
if it does not make sense to say that the brain (part of the organism) does all these 
complex things, then it makes even less sense to say that a module (part of the brain) 
does them. The mereological fallacy would be transposed to a more fine-grained 
level and, as some would argue, such a shift does not solve the problem, but makes 
it even more serious. What would thus be needed is a mereological analysis that 
helps to ground an organismic ontology.

Another problem of EP could be seen in the temporal structure of the develop-
ment of psychological faculties and features and its translation into a scientifically 
adequate mediation. The narrative fallacy (Taleb 2007), which can be attributed 
to various scientific models of explanation, amounts to the retrospective construc-
tion of a story to make a particular occurrence appear plausible. In the case of EP 
theorising, some think that this fallacy consists in using current cognitive and be-
havioural phenomena (Pc) to explain past phenomena (Pp), which are then believed 
to be the necessary conditions for the existence of Pc. The idea that seemingly legiti-
mises this line of reasoning is that every Pc, for example a behavioural disposition 
of an individual of a certain species, has only survived until the present because its 
correlating Pp was beneficial for the survival of the species in question.
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By assuming that the behaviour of modern humans can only be explained in 
terms of adaptations that occurred in a Stone Age environment, EP presupposes 
that human evolution has not produced drastic changes ever since, at least when it 
comes to such factors as brain size and structure. This heuristic presupposition is 
called, in paleodemographics, the principle of uniformity (Grupe et al. 2005). From 
a philosophical point of view, this assumption raises the question of how we can 
achieve epistemic access to the ‘lifeworld’ of our ancestors. Two methodical pos-
sibilities of EP to deal with this are (1) the analysis of relics and (2) the back projec-
tion from present hunter-gatherer societies to prehistoric times. But do these suffice 
to reconstruct the lifeworld of individuals at the time when crucial adaptations are 
believed to have taken place? First, the inference from a fragmented physical real-
ity to a complex psychological reality seems to leave many parameters undefined; 
and second, modern day hunter-gatherers do not exist in isolation from processes 
of globalisation and social change, so that they cannot be regarded as models of an 
archaic human condition. These theoretical and practical questions of how the ex-
plananda as well as the explanations of EP are constructed, and many more issues, 
are discussed in this volume to elucidate the ways we think about human evolution 
on the one hand, and the argumentative structure of EP explanations and narratives 
on the other.

The recent literature is characterised by fierce attacks of philosophers against the 
programme of EP (e.g. Buller 2006; Lewontin 2007; Richardson 2007), and equally 
emphatic defences or counter-attacks by proponents of EP (e.g. Pinker 2009; Buss 
2011; Hoch-Olesen et  al. 2011). Some fear that EP ‘might constitute a genuine 
threat to the contemporary moral order’ (Hagan 2005), while others celebrate its 
Darwinistic strategy as the key to our understanding of ourselves: ‘Natural selec-
tion has a special place in science because it alone explains what makes life special’ 
(Pinker 1997).

This volume brings together the expertise of philosophers and psychologists to 
explore the interdisciplinary ground for fruitful discussions in the middle sphere 
between such extreme positions by investigating the epistemological dimensions 
of EP. The point of departure for the collaborative work on this volume was the 
conference ‘Epistemological Foundations of Evolutionary Psychology’, which took 
place at the University of Heidelberg’s Internationales Wissenschaftsforum (IWH) 
from March 16–17, 2012. From there, the project has developed for quite a while, 
as new authors joined in and as the outlook was specified. I am grateful for all the 
discussions we have had at the conference and beyond and thank all authors for 
their fascinating contributions.

My special thanks go to Christopher Gutland for his invaluable work as a re-
search fellow in the project ‘Anthropology of Intersubjectivity’, in the context of 
which the conference and this volume are embedded. The project was funded from 
2011–2013 by the Baden-Württemberg Foundation (Az. 1.16101.08), to which I 
owe my gratitude. Finally, I would like to thank Birgit Schubert for her editorial 
assistance.

Cologne                                                      T. Breyer
March 2014
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Chapter 1
Philosophy and Evolution

Michael Hampe

© Springer Science+Business Media New York 2015
T. Breyer (ed.), Epistemological Dimensions of Evolutionary Psychology, 
DOI 10.1007/978-1-4939-1387-9_1

M. Hampe ()
Swiss Federal Institute of Technology, Zurich, Switzerland
e-mail: hampe@phil.gess.ethz.ch

1.1 � The Dispute Concerning the Naturalisability 
of Values

Nowadays, the discussion of biological evolutionary theory within philosophy oc-
curs primarily within the context of naturalisation projects, which prioritise sci-
entific descriptions and explanations of man over those from religion, the social 
or the cultural sciences. The dispute over the question whether human concepts 
of values might not ultimately be the result of natural circumstances is as old as 
philosophy itself and refers to both practical values, expressed in terms of “good” 
and “bad”, as well as theoretical values, which may manifest themselves in a belief 
being characterised as “true” or “false”. Is the “good” or “just” action the one of the 
(physically) fitter? Is the true belief the one that has promoted survival? Do “right” 
actions and thoughts therefore only result from the power developed by individual 
people or groups of human beings faced with threats to their survival? Philosophy 
has been dealing with such problems since Plato’s Protagoras dialogue. In 1740, 
David Hume unmasked the omnipresent naturalistic fallacy within this context by 
separating the realm of facts from that of norms, declaring that norms (“ought”) 
are falsely derived from the description of facts (“is”), and thereby appeared to 
have finally put a stop to naturalisation efforts of this kind (Hume 1978, p. 460; 
cf. Flew in Caplan 1978). These efforts however received new impetus from Dar-
win’s evolutionary theory. Building on the theories of sociobiology (Wilson 1975; 
Caplan 1978; Clutton-B. and Harvey 1978; King’s College Sociobiology Group 
1982; Randall 1983), the 1970s and 1980s saw a resurgence of evolutionary ethics, 
a concept originally developed by Herbert Spencer (Spencer 1893; Richards 1993; 
Farber 1998). Furthermore, the application of insights from perceptual psychology 
and neuroscience resulted in the emergence of ideas leaning towards evolution-
ary epistemologies (Campbell 1974; Fenk 1990; Lorenz 1973; Popper 1973, 1994; 
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Riedl and Delpos 1996; Vollmer 1975). These disciplines were deemed viable not 
only by biologists but also by academic representatives of philosophy. However, 
they were unable to refute the diagnosis that inferences from facts to norms are fal-
lacies. Since the second half of the nineteenth century and throughout the twentieth 
century, the public fascination surrounding new insights in genetics, behavioural 
and neurological sciences regarding the development of the biological conditions of 
human action and knowledge (e.g. Dawkins 1978, 1986; Pinker 1997, 2002), which 
were usually presented in a popularised manner and with a fittingly revolution-
ary emphasis, continually disregarding the difference between conditions (causal, 
structural or perhaps anatomical in nature) and reasons (as decisions for actions or 
claims to knowledge), has brought about the false impression that evolutionary biol-
ogy may one day answer normative questions after all.

There is no need to recapitulate the stages of this circular journey, with biolo-
gists demanding that philosophers should finally acknowledge some new finding 
concerning the human genome or the neuronal apparatus, and philosophers trying 
to make biologists take into account the difference between conditions and causes 
on the one hand and reasons and justifications on the other (see Lütterfelds 1987, 
1993; Gräfarth 1997; Meyer 2000). This confrontation has been evident ever since 
the time of Plato and will probably resurge in every scientific generation.

This circular motion could now also branch off into two directions. On the one 
hand, it is possible that instead of continuing to produce naturalistic fallacies, the 
use of the terminology of justification and reason will simply decrease in both ca-
sual and academic language within the fields of ethics, law and science, whereas 
the use of causal modes of expression will increase. This, however, could then no 
longer be reconstructed as a process triggered by well-justified insights, as the act of 
characterising insights as being “well justified” would no longer be possible with-
out a performative contradiction. Rather, a kind of cultural revolution would have to 
result in the replacement of norm-based criminal jurisdiction by organic therapies, 
and of education based on arguments regarding norm-regulated behaviour by physi-
cal punishment and drill. Nowadays, this is surely nothing but a negative utopia 
of the kind portrayed in certain science fiction fantasies (cf. Burgess 1962). Bi-
ologists also view cultural development as a largely autonomous process. Thomas 
Henry Huxley, for example, regarded the norms of society as being in opposition 
to nature (Huxley 1989, p. 31) and Richard Dawkins saw “memes” as the units of 
cultural development, as opposed to and clearly distinguishable from genes, which 
he considered to be the decisive objects of biological evolution. Whilst recognition 
of the autonomy of cultural developments is still widespread, even though philoso-
phers consider the naturalistic fallacy argument to be compelling, it is nevertheless 
conceivable that in a fully scientific society, another mode of thought could gain 
acceptance at some far away point in the future, (as happened in the Age of En-
lightenment, when philosophy prevailed over theology). As previously explained, 
however, this would be nothing less than a cultural revolution.

On the other hand, it is conceivable that this circular motion within the discus-
sion of naturalism will branch off in the direction of a new religious dogmatism, 
perhaps derived from Islam or Christian fundamentalism, as all fundamentalist  
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interpretations of Mosaic religions are adverse to those naturalisms which are mo-
tivated by evolutionary ideas. Thus, for instance, Christian fundamentalism is once 
again making itself heard in the dispute pertaining to evolutionary theory between 
the life sciences on the one hand and philosophy, jurisprudence as well as the criti-
cal social and cultural sciences on the other hand. This development is however 
limited to (but not only) the USA, where the State of Kansas (with the support of 
the former President, George W. Bush) ruled that the biblical story of creation and 
the assumption that nature is a product of an “intelligent design” is to be taught 
as an “equal hypothesis” alongside Darwinian evolutionary theory (Dennett 1995; 
Schrader 2007). Within this context, creationists have abused a diagnosis which 
applies to any accepted theory and actually stems from the philosophy of science, 
i.e. that evolutionary theory is merely a hypothesis and has thus not definitively 
been proven to be true. On many occasions, the hypothetical nature of evolutionary 
theory is portrayed as something that negatively sets it apart from other scientific 
theories. The scientific philosophy of evolutionary theory does not, however, allow 
for parallels to be drawn between accounts of creation and Darwin’s assumptions, 
because according to enlightened philosophy, the texts on the history of creation do 
not represent any systems of hypothesis (i.e. theories) whatsoever. From a philo-
sophical perspective, creationism conflates the truism that scientific theories are in 
principle hypothetical, with a distorted or outdated pre-enlightenment view of the 
biblical story of creation, that is, the view that a theory on the development of facts 
is reflected therein.

A brief look at the history of cosmologies and theories of creation since antiquity 
will provide more insight into what is at stake here. Since antiquity, there have been 
varying alternative views in cosmology. In Plato’s Timaeus, for example, the world 
was technically created by the Demiurge, whereas in De Caelo, Aristotle posited 
that it was neither made nor developed, but that the world is eternal. Both of these 
ideas contrast with the concept of a world as found in Democritus and Lucretius, 
namely that it came about by chance, has subsequently gone through a process 
of development and will again cease to exist. Along with Christianity came the 
dominance of Platonic technomorphic cosmogonical views, which changed again 
from the seventeenth century onwards with the development of historically criti-
cal biblical studies (since Spinoza’s (1994) Theologico-Political Treatise) and the 
demythologisation of Christianity (as well as the demythologisation of the New 
Testament in the twentieth century, with authors like Bultmann 1941). Since that 
time, the biblical texts have been understood metaphorically, with the “accounts” 
of creation no longer being read as representations of facts, but instead viewed 
to be manifestations of general attitudes and world views (cf. Wittgenstein 1966, 
p. 54f.). They provide guidance in a life in which nature and the living beings exist-
ing in nature are treated as if they had been created by a supremely wise and good 
being. This reflected, critical view spread throughout modernity, at least within the 
cultural spheres dominated by Christianity. However, it remains to be seen whether 
or not the forms of religious fundamentalism which resort to a pre-modern inter-
pretation of religious texts (as can be seen throughout the world) might be able to 
gain cultural influence in the longer term. Aided by a distorted use of insights from 
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the philosophy of science, these forms of fundamentalism may thus be able to as-
sert themselves against the general spread of Darwinian evolutionary theory, and in 
doing so, to replace the enlightened religious and the corresponding hypothetical 
scientific understanding of the world by religious propaganda.

Now, the history of changing interpretations can itself be considered as a pos-
sible argument against the idea of a “natural” determinacy of human thought and 
action. This is because cultural processes of the kind described above, which bring 
about a fundamental change to the landscape of discourse and the established self-
definitions and finally result in a revision of people’s self-conception, can be inter-
preted as proof of the semiotic autonomy of people, even if one does not welcome 
them in a philosophical sense. They show that the way in which people relate to 
themselves, aided by systems of signs, is not naturally determined, nor is it in-
formed by truth alone; it rather “drifts” in a cultural sense, and changes faster than 
genetic material. However, the idea of a semiotic autonomy of this kind being the 
reason for a possible drift from a religious self-conception to one which is defined 
by culture and history, continuing to a self-conception based on naturalist evolution-
ary biology and perhaps back again to a fundamentalist religious image of mankind, 
is in contradiction with the idea of biological determinism in the sense of evolution-
ary epistemology, according to which the development of the human self-image 
must also be subject to a process of adaptation to reality. Thus, individual and col-
lective autonomy, including semiotic autonomy, could only be regarded as an illu-
sion (Hampe 2006, pp. 72–75) and the historical processes based on this autonomy 
would remain inexplicable. It must therefore be asked whether a self-conception of 
human knowledge and action that is purely based on evolutionary biology (which, 
in such a pure form, is probably not actually defended by anyone within biology) 
and renounces any terminology of justification as supposedly unfounded, does not 
necessarily lead to a performative contradiction. Such a self-conception could not 
be shown to be theoretically justifiable, nor could it provide normative legitimisa-
tion for the practical cultural consequences in the drift of human self-conception, 
which would form the very basis for its own acceptance (cf. Hampe 2007, pp. 11 f., 
171–177).

1.2 � The Boston Metaphysical Club and the Issue of the 
Generalisability of Evolutionary Theory

It would be a daunting task to try to trace the effects of Darwinian evolutionary the-
ory in the areas of philosophy not connected to the project of naturalising the theory 
of human cognition and action, given that the influence of evolutionary theory can 
be found in completely different schools of philosophy. It has had an impact on 
authors whose works have entered into the philosophical canon, for example Ni-
etzsche and Foucault, as well as others who have now been largely forgotten, such 
as Teilhard de Chardin and James Baldwin. Given that it is not possible to provide 
even a rough overview of these wide-reaching effects of evolutionary theory in the 
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different schools and levels of philosophy within the scope of this chapter, only 
one metaphysical problem will be investigated here: the problem of the nature and 
origin of the mind. This is a central problem for philosophy as a whole, but evolu-
tionary theory played a decisive role in this discussion. Two types of theories about 
the nature and the origin of the mind are considered here: pan-psychism and the 
emergent theory of the mind. Despite being incompatible, they both received great 
impetus from evolutionary theory. Both conceive the mind as a product of natural 
development. Emergent theory claims that the mind “emerges” as a new, unpre-
dictable property as the organic matter becomes increasingly complex during the 
development of life. Conversely, the term “pan-psychism” stands for the belief that 
(1) all living beings form an evolutionary continuity and (2) people possess minds. 
It therefore follows that all living beings must in some form or another possess a 
mind. In order to understand these two theories in their historical context, we must 
take into account the assessments of the general philosophical “scope” of evolution-
ary theory at the time of its origin.

The fact that evolutionary theory equally supported/nurtured two incompatible 
philosophical views of the mind shows in a very general sense an important aspect 
of its effect on philosophy. Just as it is the case with other results from other sci-
ences, this successful biological theory has not led to a decision between compet-
ing philosophical views, but has merely changed the discursive landscape in which 
these philosophical theories compete with one another.

It was in Boston in the second half of the nineteenth century where the relevance 
of evolutionary theory to philosophy was discussed by an association of individuals 
who would later become famous American intellectuals, amongst them Chauncey 
Wright, Charles Sanders Peirce, Oliver Wendell Holmes and William James. As of 
1872, this group referred to itself as the “metaphysical club”, reading and debating 
Darwin’s On the Origin of Species (1859) immediately after its publication (Menand 
2001, pp. 120–140). In his discussion of Darwin’s theory, Chauncey Wright was the 
first to warn against transferring this theory to other sciences without having an 
empirical basis to do so, as well as against philosophical generalisations per se. 
According to Wright, Darwin’s theory could only be applied to the development of 
living beings; it was compelling within this context, but not applicable to inorganic 
matter or to the cultural and intellectual spheres of reality. Wright also thought that 
no general cosmological principles could be inferred from the theory. Instead, he 
viewed the development of the inorganic cosmos as a kind of “cosmic weather” 
which we still cannot understand completely, even in light of Darwin’s theory of 
evolution (Wright in Madden 1958, pp. 106–117). For him, cosmology was not a 
science at all, neither could it be made into one using evolutionary theory; rather, 
the development of the world as a whole tumbles into an “infinite variety of mani-
festations of causes and laws” without there being any apparent natural tendency 
that would allow for the theoretical standardisation of the relevant factors (Wright 
in Madden 1958, p. 113). Instead of drawing an analogy between the development 
of the world as a whole and that of living beings, Wright’s inclination was to com-
pare the development of the world with that of the weather and the climate: a com-
plex, contingent process which cannot be grasped by one discipline alone.



M. Hampe6

With these reflections, he stood in opposition to the transference of evolution-
ary theory to other sciences, which began to occur soon after the publication of 
Darwin’s On the Origin of Species. He was also challenging generalisations such as 
those made by one of Darwin’s most well-known contemporaries, Herbert Spencer, 
who first coined the phrase “survival of the fittest” in his Principles of Biology 
before it was adopted by Darwin in later editions of On the Origin of Species. Spen-
cer accordingly became a target of criticism from Wright, who viewed Spencer’s 
“speculations” as nothing other than abstract representations of cosmological terms 
“which the human mind spontaneously supplies in the absence of facts”. The as-
sumption of a teleology of the evolution of the cosmos towards the complex or even 
towards chaos reflects the workings of a “mythical instinct” in the idea of as aiming 
at an ultimate “order” or “disorder” (Wright in Madden 1971, p. 18 f.). According 
to Wright, this effort is not justified by evolutionary theory. It must be noted that 
this critique would also affect evolutionary generalisations of thermodynamics to 
cosmology, which became widespread as the theory of the “heat death of the uni-
verse” in the wake of physicist Ludwig Boltzmann’s theory of gases (cf. Boltzmann 
1896). Wright also voiced this critique against reflections from Spencer, such as the 
following:

Everywhere and to the last, the change at any moment going on forms a part of one or 
other of the two processes. While the general history of every aggregate [of matter, M.H.] 
is definable as a change from a diffused imperceptible state [of matter, M.H.] to a con-
centrated perceptible state, and again to a diffuse, imperceptible state; every detail of the 
history is definable as a part of either the one change or the other. This, then, must be that 
universal law of the redistribution of matter and motion […]. The [natural, M.H.] processes 
thus everywhere in antagonism and everywhere gaining now a temporary and now a more 
or less permanent triumph of the one over the other, we call Evolution and Dissolution. 
Evolution under its simplest and most general aspect is the integration of matter and con-
comitant dissipation of motion; while Dissolution is the absorption of motion and concomi-
tant disintegration of matter. (Spencer 1860/1971, p. 59)

Within the framework of his “system of philosophy”, Herbert Spencer’s books pro-
vided an evolutionary psychology, pedagogy, and sociology and were widely dis-
seminated despite (or perhaps because of) the prevalence of empty phrases such as 
those cited above. The situation is completely different with Charles Sanders Peirce, 
another universalising evolutionist of the “metaphysical club”. Although the con-
clusions Peirce drew from evolutionary theory were less trivial than those drawn by 
Spencer, they were just as general. His evolutionary cosmology therefore provides 
a good basis from which the contrast between emergentism and pan-psychism can 
be characterised.

1.3 � Evolution of Natural Laws and Pan-Psychism

Wright’s view was criticised by Peirce, who insisted that philosophy should be-
come much more evolutionary than with Spencer. By this he meant that Spencer’s 
assumption of quasi-mechanical laws of evolution controlling the aggregation or 



1  Philosophy and Evolution 7

dissipation of matter was still trapped in a pre-Darwinian conception of nature. 
Peirce wrote,

Spencer is, in short, no evolutionist; but only a semi-evolutionist […] Thorough-going evo-
lutionism is called for in philosophy […]. Now the only way to do that is to show in some 
way that law may have been a product of growth, of evolution. Then we must make some 
principle of growth more fundamental than any mechanical law. The suggestion to which 
this leads is obvious. It is that matter is mind which has come under the almost complete 
domination of habit. That at first only mind existed, a vast unpersonalized manifold of 
mind. (Peirce 1991, pp. 129, 138, emphasis by M.H.).

If, following Aristotle, one interprets the constancy of natural species as laws of 
reproduction, which ensure that what comes from a frog is another frog, and that 
what comes from a human being is another human being and not the other way 
around, then with his theory of the evolution of the species, Darwin historicised the 
laws of reproduction (Gilson 1971). For both Plato and Aristotle, the constancy of 
the species was the paradigm of nature’s regularity (the regularities of the heavenly 
bodies’ motions are not included here as they were not viewed as being natural by 
the authors preceding Galileo, because no laws of motion existed for the irregular 
accelerations and decelerations of bodies under the moon). Peirce takes Darwin’s 
historicisation of the species as a kind of historicisation of natural laws in general, 
generalising it into a conception of nature that states that all laws have a history, 
even the physical laws such as the law of gravity. For him, “the only possible way 
of explaining the laws of nature and uniformity in general [is in] accepting it as a 
result of evolution, i.e. however, accepting that they are not absolute and that they 
cannot be traced precisely” (Peirce 1991b, p. 271).

But what does this historicism have to do with the call for matter to be conceived 
as mind? Peirce believes that the development of regularities can be observed in 
each mind from an internal perspective, whereby one, as a sentient being, is able to 
ask what it is like to instantiate a given regularity by oneself, when the mind forms 
habits of perception and action. Furthermore, when speaking of the formation of 
habits, it can be said that the probability of a habitual perception or action being 
realised increases if it has occurred more frequently in the past. Hence, the solidity 
of a habit can be interpreted as an indicator of the length of its history, or, in other 
words: The more fixed a habit, the older the history of its formation; the more ex-
ceptions still permitted by a habit, the younger it must be.

This train of thought leads Peirce to develop a speculative evolutionary theory 
of regularities, where the inorganic laws of nature—for example, the laws of mat-
ter—represent very old habits of the world. These are habits that were formed at a 
very early stage of the cosmos and are therefore realised today with a probability 
of 1. Their history has come to an end. The regularities of organic nature are also 
a product of nature’s long development process; however, they are not yet realised 
with absolute necessity. It can therefore be concluded that these regularities are 
“younger” than the inorganic laws. Finally, the regularities of the cultural world and 
personal life are the most variable, contain the highest number of exceptions and are 
therefore the youngest. Yet the entire natural process is one of mental development 
and the taking of habits. With its unshakeable necessities, inorganic matter is thus 
nothing other than a mind congealed in old habits.
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Through the principle of the taking of habits, this Peircean concept of nature 
is arguably as closely connected to Lamarck as to Darwin, as Peirce himself also 
acknowledges. (Darwin himself had believed at some stage during the develop-
ment of his theory that habitually acquired structures could become hereditary.) 
However, the discussions of The Origin of Species in the “metaphysical club” are 
likely to have provided Peirce with the impetus for the development of his univer-
salised evolutionary theory of the cosmos. Peirce’s account of the history of the 
universe begins with an unstructured sequence of qualities of sensation and random 
combinations of these. He sees an intellectual law at work above the surface of 
this random sea of combinations of sensations, namely the aforementioned law of 
habit-taking which reinforces itself and brings forth all of the regularities, from the 
physical laws to the cultural patterns. He writes,

if the laws of nature are results of evolution, this evolution must proceed according to some 
principle; and this principle will itself be of the nature of a law. But it must be such a law 
that it can evolve or develop itself. Not that if absolutely absent it would create itself per-
haps, but such that it would strengthen itself, and looking back into the past we should be 
looking back [to] times in which its strength was less than any given strength, and so that at 
the limit of the infinitely distant past it should vanish altogether. Then the problem was to 
imagine any kind of law or tendency which would thus have a tendency to strengthen itself. 
Evidently it must be a tendency toward generalization […]. Now the generalizing tendency 
is the great law of mind, the law of association, the law of habit taking […]. Hence I was led 
to the hypothesis that the laws of the universe have been formed under a universal tendency 
of all things toward generalization and habit-taking. (Peirce 1992, p. 241)

It was not biology alone, but also Peirce’s reception of the philosophy of German 
idealism, particularly Hegel and Schelling, that fed into his development of an evo-
lutionary philosophy of nature. Schelling had already used the term “evolution” in 
his System of Transcendental Idealism in 1800 in relation to his theory of living 
beings:

Organisation [of living beings, M.H.] is succession hampered and, as it were, coagulated 
in its course […]. But now it appears from this very deduction of life […] that there can 
be no distinction between living and non-living organizations […]. Since the intelligence 
is to intuit itself as active in the successions throughout the whole of organic nature, every 
organisation must also possess life in the wider sense of the word, that is, must have an inner 
principle of motion within itself. The life in question may well be more or less restricted; 
the question, therefore: whence this distinction? reduces itself to the previous one: whence 
the graduated sequence in organic nature? But this scale of organisations merely refers to 
different stages in the evolution of the universe. (Schelling 1800/1978, p. 124f.)

Schelling presupposes a hierarchy of living beings (a widespread assumption since 
Neo-Platonism), which he however historicises in an evolution of the universe. 
The hierarchy is based on intelligence and forms a temporal sequence. Despite 
the knowledge of this text, Peirce however joins the development of nature and of 
mind in a pan-psychist evolutionary cosmology, whereas according to Schelling’s 
thinking, the development of the mind is separated from that of nature, as he sees 
transcendental and natural philosophy as complementary systems that run parallel 
to one another. The structural analogies of evolutionary thought in Schelling and 
Peirce have been researched in detail (Esposito 1980; Hampe 1999). According to 
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Peirce, the universe hypothetically ends in a perfect system of laws in which all 
regularities are coordinated and nothing continues to develop.

The French philosopher Henri Bergson, too, posited that mental principles are 
effective in evolution and that there exists a teleology of the development of what 
is living. In 1907, he wrote,

A hereditary change […] which continues to accumulate […] to build up a more and more 
complex machine, must certainly be related to some sort of effort, but to an effort of far 
greater depth than the individual effort, far more independent of circumstances, an effort 
common to most representatives of the same species […]. So we come back […] to the 
idea we started from, that of an original impetus of life [elan vital, M.H.], passing from one 
generation of germs to the following generation of germs through the developed organisms 
which bridge the interval between the generations. This impetus […] is the fundamental 
cause of variations, at least of those that are regularly passed on, that accumulate and create 
new species. (Bergson 1907/1921, p. 88)

Here, unlike Peirce, the mental principle is not that of habit formation; rather, it is 
that of the effort involved as organisms develop into formations of an increasing 
level of adaptation and complexity as higher stages of development are reached.

Finally, Alfred North Whitehead’s cosmology, which can be interpreted as pan-
psychist, must be mentioned within this context. With the help of evolutionary the-
ory, Whitehead attempts to provide an answer for the question about the cause of 
the emergence of life in the first place. For this reason, he generalises the idea of 
the “survival of the fittest” to one that focuses on the being persisting the longest. 
According to Whitehead, if one compares the individuals and types of inorganic and 
organic existence, one must notice that inorganic forms of existence often persist 
longer than organic forms. He then asks why living beings had emerged in the first 
place, if development is only concerned with persistence. In 1927, he writes,

I must […] join issue with the evolutionist fallacy suggested by the phrase “the survival of 
the fittest.” The fallacy does not consist in believing that in the struggle for existence the fit-
test to survive eliminate the less fit […]. The fallacy is the belief that fitness for survival is 
identical with the best exemplification of the Art of Life. In fact life itself is comparatively 
deficient in survival value. The art of persistence is to be dead. Only inorganic things persist 
for great lengths of time. A rock survives for eight hundred million years; whereas the limit 
for a tree is about a thousand years, for a man or an elephant about fifty or one hundred 
years, for a dog about twelve years, for an insect about one year. The problem set by the 
doctrine of evolution is to explain how complex organisms with such deficient survival 
power ever evolved. (Whitehead 1927/1958, p. 2)

Similarly to Peirce and to the other founder of pragmatism, William James, White-
head’s own explanation of this fact consists in the postulation that the whole of 
reality consists of nothing other than experience. Yet experience entails an inherent 
effort to increase the intensity of experience (Whitehead 1929, III.II). This effort is 
realised in living beings at the expense of the duration of survival. Whilst a living 
being does not “survive” for as long as a rock, its experience is more intense than 
that of a rock. According to Whitehead, however, the latter is to be interpreted as 
a system of “dormant” units of experience, not unlike Leibniz’ Monadology. The 
experience of living beings, including the conscious experience of man, is therefore 
nothing other than an experience that has grown to great intensity and can be found 
throughout nature.
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Nevertheless, it must be emphasised that neither Peirce’s cosmology nor the 
cosmologies of Henri Bergson or Alfred North Whitehead are justified by Darwin-
ian evolutionary theory or what has become of it. Even though Darwin himself 
occasionally referred to a “higher development”, such a form of development is 
not necessarily connected with his idea. Organisms do not always have to become 
increasingly complex. According to the interpretation that has been accepted within 
biology, evolution has no goal and aims, neither at increasing regularity or complex-
ity, nor at intensifying experience. All of these teleologies have been added to the 
Darwinian concept of a history of living nature by the authors mentioned in order to 
structure their cosmologies. It may be possible to confirm these teleologies one day, 
but as for now, they are purely hypothetical.

In Germany, Ernst Haeckel and Gustav Theodor Fechner developed similar pan-
psychic cosmologies to Peirce, Bergson and Whitehead, with Haeckel (1863) being 
the most influential advocate of Darwin’s evolutionary theory on the continent. In 
his talk at the 38th Assembly of German Natural Scientists and Doctors in Stettin 
on 19 September 1863, he helped to draw a great amount of attention to Darwinism 
in Germany. In his “Monism”, Haeckel (1899) generalised Darwinism by positing 
what he referred to in his Riddle of the Universe as the “Psychoplasm”, which he 
viewed as the “material substrate” of all mental activities. These activities, he said, 
also occur in plants and lower animals. By contrast, it is the “neuroplasm” that is 
important for the mental life of man as well as for higher animals in general (Haeck-
el 1899). By adopting this position, Haeckel wanted to challenge psychophysical 
dualism, which assumed a mental realm of reality that was independent of the body. 
Even before Darwin’s time, a similar theory was brought forward in Germany by 
Gustav Theodor Fechner a pupil of Lorenz Oken. Independently of Darwin’s evo-
lutionary theory, but influenced by Schelling’s philosophy of nature, the physicist 
and philosopher remembered today primarily for his insights into psychophysics 
published a book about the souls of plants in (1848), as well as a pan-psychic cos-
mology in 1861. The continuity of the living forms as demonstrated by evolutionary 
theory provided empirical plausibility for the speculation found in all of these pan-
psychic ideas: that the mental as an experience in an inner world characterises all 
forms of life. This speculation was deemed to “fill” the supposedly insurmountable 
gap between the material and the mental.

1.4 � Dialectical Materialism and Pragmatist Process 
Philosophy

Similar to Peirce, Karl Marx’s and Friedrich Engels’s theory was influenced by the 
natural philosophy of German idealism and by Darwin. However, unlike Peirce 
and the aforementioned theorists following him, Marx and Engels did not develop 
a pan-psychist evolutionism. Instead, they believed that they had found evolution-
ary regularities which were responsible for making the development of the human 
realm as necessary and predictable as that of the other organisms: “Darwin has 
interested us in the history of Nature’s Technology, i.e., in the formation of the 
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organs of plants and animals, which organs serve as instruments of production for 
sustaining life. Does not the history of the productive organs of man, of organs that 
are the material basis of all social organisation, deserve equal attention?” (Marx and 
Engels 1996, p. 375).

Marx and Engels did however not yet speak of emergence within this context. 
They much rather believed that the development of life is a process that occurs in 
stages, taking qualitative leaps whenever a new stage is reached. From this moment 
on, the development is governed by new, but equally necessary laws. They affirma-
tively quote the following condensed exposition of this thought by Capital reviewer 
Kaufmann in a later edition of their main work:

As soon as society has outlived a given period of development, and is passing over from 
one given stage to another, it begins to be subject also to other laws. In a word, economic 
life offers us a phenomenon analogous to the history of evolution in other branches of biol-
ogy. The old economists misunderstood the nature of economic laws when they likened 
them to the laws of physics and chemistry. A more thorough analysis of phenomena shows 
that social organisms differ among themselves as fundamentally as plants or animals. […] 
The scientific value of such an inquiry lies in the disclosing of the special laws that regulate 
the origin, existence, development, death of a given social organism and its replacement by 
another and higher one. (Review of Capital by I.I. Kaufmann, as cited in Marx and Engels 
1996, p. 18)

In the spirit of Marx and Engels, Kaufmann seems to understand the evolution of 
animals and plants both as a nomological matter as well as the emergence of some-
thing new. Before Darwin, laws of nature were viewed in physics and chemistry as 
regularities that described recurring sequences of motion in terms of their neces-
sity (in the impact law of Cartesian kinematics, for instance) or the conservation 
of mass or energy (such as in the chemical law of the conservation of matter from 
original substances and the products of their reactions), whereas the Darwinian laws 
of coincidental variation of the progenies of a population and of natural selection 
represent laws of the emergence of novelties. It is this thought that Marx and Engels 
want to apply to the development of economies and societies in the human realm. 
Capitalism as a form of economy and the society accompanying it also constitutes a 
novelty in comparison to mercantilism and feudalism. But this novelty of econom-
ics and societal life has developed by necessity and will either continue to evolve by 
necessity or be “overcome” in a communist society, as Marx and Engels surmised. 
This generalisation of Darwinism and Hegelianism was then interpreted as evolu-
tionary dialectical materialism by Stalin in 1938 and turned into the ideological 
basis of Soviet communism (Stalin 1938/1961). Here, mind emerges as something 
new during the “shift” from quantity (complexity) to a new quality of matter.

If the theory of evolution is regarded substantially as an explanation of the emer-
gence of order, the question arises whether the choice between mind and matter is 
of any particular interest at all. In 1761, 100 years before Darwin, David Hume had 
already pointed out the following:

For aught we can know a priori, matter may contain the source or spring of order originally 
within itself, as well as mind does; and there is no more difficulty in conceiving, that the 
several elements, from an internal unknown cause, may fall into the most exquisite arrange-
ment, than to conceive that their ideas, in the great universal mind, from a like internal 
unknown cause, fall into that arrangement. […] Suppose […] that matter were thrown into 
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any position, by a blind, unguided force; it is evident that this first position must […] be the 
most confused […] and so on through many successions of changes and revolutions […]. 
Thus the universe goes on for many ages in a continued succession of chaos and disorder. 
But is it not possible that it may settle […] so as not to lose its motion and active force […] 
so as to preserve an uniformity of appearance, amidst the continual motion and fluctuation of 
its parts? This we find to be the case with the universe at present. (Hume 1948, pp. 20, 54 ff.)

In saying that a material structure has been arranged by a mind, we hardly have an 
answer to the question of how the mind arrived at this arrangement. For Hume, the 
principle of self-organisation is the alternative to this predicament: Through some 
“blind [mentally] unguided force”, a material constellation simply comes into being 
and is relatively stable even if it is unlikely to last forever. Do we need to comment 
any further on how order comes about? By Hume’s lights, we do not. Whether 
we call what has thus organised itself (without reflectivity) “matter” or “mind” is 
not really of great importance. Most philosophical authors have therefore not only 
abandoned the speculation about an ultimate goal for the development of living be-
ings or nature as a whole but also given up speculating about a “first principle” and 
an “origin” of this development. It is presumed that stable orders come about by 
coincidence at some point in material or mental processes and will one day dissolve 
again in an equally contingent manner.

Perhaps the most “mature” effect of the theory of evolution can therefore be 
found in the awareness of contingency that has developed more recently in Pragma-
tism. According to John Dewey, Darwin’s theory of evolution produced an “intel-
lectual face-about” from what is fixed and permanent in the logic of knowledge, in 
human attitudes towards morality and religion, and in politics (Dewey 1965, p. 2). A 
process view of the world and knowledge, which abandons the idea of ultimate cer-
tainty, has developed (cf. Dewey 1929). John Dewey’s explanation of this process 
view of the world, in which everything comes and goes without being governed by 
a single principle or goal, is as follows:

The Christian idea of this world and this life as a probation is a kind of distorted recogni-
tion of the situation; […] in truth anything which can exist at any place and at any time 
occurs subject to tests imposed upon it by surroundings, which are only in part compatible 
and reinforcing. These surroundings test its strength and measure its endurance. As we can 
discourse of change only in terms of velocity and acceleration which involve relations to 
other things, so assertion of the permanent and enduring is comparative. The stablest thing 
we can speak of is not free from conditions set to it by other things. That even the solid earth 
mountains, the emblems of constancy, appear and disappear like the clouds is an old theme 
of moralists and poets. […] It is no cause or source of events or processes [underlying all 
change, M.H.] no absolute monarch; no principle of explanation; no substance behind or 
underlying changes (Dewey 1925/1958, p. 70ff.).

1.5 � Modern Emergentism

During the twentieth century, as one of the variations of non-reductive physical-
ism, emergentism develops into the most influential theory concerning the rela-
tion between matter and mind. This non-reductive materialism takes the place of  
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nineteenth century evolutionary (or dialectical) materialism, as physics rises to be-
come the ontologically most important discipline of all sciences for many philoso-
phers of this period. The victory of atomism and the search for the ultimate particles 
of matter in particle physics have given support to elementarist conceptions in on-
tology. Together with the theory of evolution, this reinforced the conviction that 
reality “ultimately” consists of objects which are identified by physics, and that the 
evolution of nature leads to these basic physical objects permanently increasing in 
complexity. The consequence of this complexification of matter, which occurs as 
part of evolution, is that systems, which ultimately consist of elementary physical 
particles, possess properties that these particles themselves do not possess. While 
it is true that the system’s properties are ultimately dependent on the existence and 
the properties of its parts (they “supervene” on them), they cannot be reduced to 
their parts, for example by definitions, and are “new” compared to these parts in the 
development of the respective system (they “emerge”).

The debate on different forms of supervenience and emergence is rather techni-
cal and has meanwhile become rather extended (cf. Weber and Stephan as cited 
in Krohs and Toepfer 2005). The subject of interest lies in what is referred to as 
diachronic structure emergentism (following Weber 2005, p.  103). According to 
Weber, the novelty or unpredictability of living structures can arise for two rea-
sons: because the material world is understood as fundamentally indeterministic 
in a quantum mechanics sense or, more interestingly here given that quantum phe-
nomena are hardly likely to play a role in the macro area of living beings and their 
evolution, because developments of living beings follow the laws of deterministic 
chaos (cf. Smith 1998). In the latter case, the functional properties of organisms 
would not be “deducible” from their predecessors, as minor variations in the initial 
conditions of the stages of development observed can lead to extensive changes in 
later phases of evolution. Weber describes this form of unpredictability as follows:

The structure of a newly arising system can be unpredictable for various reasons. The 
assumption of an indeterministic universe, for instance, immediately implies the unpredict-
ability of newly forming structures. From the perspective of emergence theory, however, it 
would not be very interesting if the formation of a new structure only counted as unpredict-
able because its coming about is not determined. Besides, most emergentists assume that 
the formation of new structures also follows deterministic laws, anyway. But even forma-
tions of structure can be unpredictable in principle for us, namely when they follow laws 
which must be considered as appertaining to deterministic chaos. (Weber 2005, p. 100)

Especially in molecular evolution theory, many believe that developments are to be 
reconstructed as ones of a deterministic chaos (cf. Eigen 2000). According to the 
laws of deterministic chaos, minimally, maybe technically not even measurably, 
different initial values of analogous processes, which can be described by the same 
mathematical function, can lead to completely different and unpredictable material 
realisations (Metzler 1998). In organic development, we are undoubtedly constantly 
dealing with such minimal differences, which can have far-reaching and unforesee-
able consequences. This occurs not only in genetics but also in the evolution of 
ecological systems within which organisms adapt. The large differences in anatomy 
and function of the organic, which can be traced back to such minimal differences in 
the initial conditions of developments, then lead to the phenomenon of emergence 
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in the sense of unpredictables. At the same time, however, the emergent is seen as 
dependent on the material structures whose evolution is to be traced. Consequently, 
the radically new phenomena are not regarded as the result of radically new causal 
factors, but only as the result of a new relation between well-known causal factors 
that have come about in the course of evolutionary history. The dependence on these 
familiar causal factors or materials is also called “supervenience” in this context.

The most obvious example of the relation between emergence and supervenience 
is art. A painting cannot exemplify the aesthetic properties it possesses, for instance 
that of being “beautiful”, unless it possesses certain physical properties; even its 
aesthetic properties depend on its physical properties. Had it been painted in differ-
ent, say, lighter or darker colours, the reflective properties of the material to which 
the paint was applied would be different, and so on. This, in turn, would alter the 
aesthetic properties of the painting. But an art critic is hardly going to investigate 
a painting with a luxmeter in order to determine the painting’s physical pattern of 
light reflexion. The critic’s judgment will rather be made relative to the tradition of 
painting, possibly taking into account the artistic development of the painter, and it 
will refer to properties such as beauty, ugliness, originality, etc., which do not ap-
pear in any physical theory. While there cannot be any objects of art without there 
being physical objects, the artistic properties are of course new, and aesthetics can 
thus not be reduced to physics.

A painting is a product that the artist (more or less) intended to produce and one 
might think that its emergent aesthetic properties derive from the artist’s creativity 
or the artistic criticism of the observer (“in the eyes of the beholder”). Applying 
the concept of emergence to the observation of living beings however refutes the 
supposition that it is mental activity or a reception idealism that endow physical 
systems with properties that cannot be described in physical theories.

Important points on the path towards the prevalence of this modern concept of 
emergence regarding the description of the development of new properties of bio-
logical systems, including the mental abilities of animals, were books published 
in the 1920s by Samuel Alexander (1920), Roy Wood Sellars (1922), C. Lloyd 
Morgan (1923) and C.D. Broad (1925). After first being criticised (e.g. by Hempel 
and Oppenheim 1948), the philosophical theories of the evolution of life and mind 
presented here gained a great deal of influence in the recent past, albeit in a new 
theoretical guise. The most impressive of these is Arno Ros’s synthetic materialism, 
which operates using mereological explications (Ros 2005, 2008) and successfully 
continues the tradition of non-reductive materialism and emergentism by means of 
a separate theory of justification as a “transition between conceptual fields” (Ros 
1990, III, p. 298 f.). Unlike causal explications, which concern the change of an ob-
ject due to the law-like impact of another object or event, mereological explications 
deal with the appearance of properties in a complex, internally structured object 
due to the relations among its parts (cf. Ros 2008). However, this is not the place to 
address all the details of this development from the 1920s until today, particularly 
in terms of the logical reconstruction of explications and theoretical reductions (in 
addition to Ros, cf. Beckermann et al. 1992).

Today, the evolution of living beings from their origins, i.e. starting from when 
life evolved out of inorganic matter, is regarded as an evolution of physicochemical  
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systems (cf. Küppers 1983). From the formation of coacervates to that of the human 
being, these systems were constantly developing new properties. The first thing that 
comes to mind here is the property of self-preservation in an encapsulated mem-
brane and the creation of an internal space through which energy flows (metabo-
lism) as well as, in the case of animals, the abilities of perception and locomotion. 
The properties of living beings certainly rely on a physical basis and the proper-
ties of the mental on a biological basis: Without matter there can be no living be-
ings, and without a nervous system, there can be no mind. Nevertheless, physical 
elementary particles do not possess the functional properties of metabolism and 
procreation possessed by living beings, and neurons do not possess the properties 
of intentionality that characterise mental states. Most biologists and philosophers 
believe that a change in the physical or biological basis of an individual entails a 
change in its biological or mental properties. At the same time, it is not possible 
to predict which combination of physical and biological systems in the history of 
evolution brings about certain kinds of functional or mental properties or abilities. 
In this sense, evolution can be regarded as new properties arising in an emphatic 
sense. The transitions from inanimate matter—which is not covered by a membrane 
and does not form internal spaces—to the first metabolising unicellular organisms, 
and from living beings—which do not yet intentionally turn towards an external 
world—to animals that are endowed with a mind and are capable of representing 
things, constitute the most important emergences of life and mind in the evolution 
of a nature that consists of purely material structures. They are each formations 
of new part-whole relations between structures of matter in which former wholes 
(e.g. cells) become elements of larger, more comprehensive wholes (e.g. multi-cell 
organisms). This formation of new part-whole relations is captured in conceptual 
transitions that were traditionally mistakenly interpreted as descriptions of the ap-
pearance of new causal factors (“life force” or the “mind”) (cf. Driesch’s concept of 
entelechy and the ensuing so-called problem of vitalism, Driesch 1909, II, p. 137).

It is in this context that the special position of natural kinds in the area of the de-
velopment of life and in biology must be understood. Elementary physical particles 
and chemical elements have unchangeable properties. Even if they are imagined 
today as having come about in the development of the universe, they still only 
are what they are when they have a very specific mass, a very specific charge, or 
a very specific atomic weight. The charge of an electron is therefore also called a 
natural constant, and the atomic mass of elements such as hydrogen or gold cannot 
be changed. Biological kinds, however, change enormously over the course of the 
development of living beings; in fact, their ability to change is the very condition 
for the appearance of something new in the history of organisms.

This ability to change is the reason why the role of mathematics is much smaller 
in biology than it is in physics and chemistry, as there are no constant relations 
between magnitudes in which the gradable properties of organisms falling under a 
particular type could be stated and pinned down as essential characteristics. At best, 
very large numerical variations can be stated here, which is something that could 
never be realised in physics: Living beings ranging all the way from the micro-
scopic size of a unicellular organism to a dinosaur or whale can possess comparable 
metabolic (citric acid cycle) and reproductive (mitosis and meiosis) competences; 
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a human being instantiates the genetic characteristics of what is human in a range 
of mass that lies between roughly 3 kg (birth weight) and 560 kg (a person by the 
name of Manuel Uribe, the heaviest man in the world according to the 2007 Guin-
ness Book of Records). Within these variations, the relevant individuals still exem-
plify the homo sapiens species. Nevertheless, the fact that biology regards kinds 
as having evolved historically, pertaining to a kind cannot be used as a mark of an 
unchangeable essence. This is why, ever since the recognition of the historical vari-
ability of its objects, biology has ceased to be an essentialist science such as physics 
and chemistry continue to be; hence there will be no exact natural laws in biology 
(cf. Mayr 1982, p. 45; Weber 2005, p. 84). Biology is the only natural science so 
far that has replaced essentialist-nomological explanations with historical–genea-
logical observations. As the founder of the theory of evolution, Darwin also set the 
paradigms for the development of methods for an anti-essentialist philosophy and 
history (such as Nietzsche’s and Foucault’s genealogy) that are still applied today 
(cf. Sarasin 2009). Philosophies that move within these paradigms will consider his-
torical evidence to be more important for knowledge about a permanently changing 
reality of concrete processes than evidence supplied by mathematics. Thus, despite 
the impossibility of an evolutionary epistemology, Darwin would appear to be the 
decisive alternative to the Platonist ideal of knowledge, which was guided by the 
idea of mathematical evidence of eternal abstract objects being the very ideal of 
knowledge.
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2.1 � What Evolutionary Psychology Is

Sociological Introduction  What is known as evolutionary psychology is a broad 
scientific paradigm and disciplinary synthesis that is little more than a quarter of 
a century old as this chapter is written. Its beginnings are probably best identified 
with the publication of the first of a string of programmatic papers by Cosmides 
and Tooby (1987), as well as a paper by Symons (1987).1 The scientist couple 
Leda Cosmides and John Tooby, David Buss, and Steven Pinker, have been the 
leading first-generation theorists of evolutionary psychology and continue to play 
central roles. Buss, Cosmides and Tooby, as well as Martin Daly and Margo Wil-
son, produced some of the best-known empirical results of the first years of evolu-
tionary psychology.2 In the course of the 1990s and 2000s, PhD students of these 
scientists developed various specializations and dispersed widely, geographically 

1  If, as seems sensible enough, we choose to identify a first wave of major works in evolutionary 
psychology that were published by 1990, these would also include Daly and Wilson (1988), Buss 
(1989), Cosmides (1989), Pinker and Bloom (1990), Tooby and Cosmides (1989, 1990a, b), Buss 
and Barnes (1986), and Crawford et al. (1987). Evolutionary psychology was foreshadowed in 
the areas of human sexuality by the books of Symons (1979) and Daly and Wilson (1983/1978, 
Chaps. 11–12). The famous edited collection The Adapted Mind (Barkow et al. 1992), and the 
book-length treatise by Tooby and Cosmides (1992) it contains, are sometimes viewed by exter-
nal observers as founding documents of the field. But evolutionary psychology was already well 
underway before this volume was published and considerable portions of the more significant 
material in it had already been published elsewhere.
2  Valuable autobiographical remarks on early meetings of these scientists are provided by Buss 
(2008/1999, p. xvi f.) or Tooby and Cosmides (2005, p. 15, n. 3).

This chapter is dedicated to the memory of my mother.
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speaking, with a number of them becoming influential contributors to the field 
in their own right. Many leading researchers in evolutionary psychology—from 
long-established senior figures to the youngest up-and-coming—are neither iden-
tical to any of the above nor former students of them. Many have their own theo-
retical emphases within the broad shared framework I wish to articulate in this 
chapter, yet they self-identify as ‘evolutionary psychologists’ and are regarded 
within the field as contributing to the same scientific enterprise. Evolutionary 
psychology is a quite rapidly developing field, it is bigger than ever before, and 
it continually attracts new and open-minded students who come to evolutionary 
psychology with the mindset that pursuing experimental work in this field is a 
perfectly natural thing to do.3

The reason I make these sociological observations is that they run contrary 
to an old, negative stereotype about evolutionary psychology. According to this 
influential stereotype, evolutionary psychology consists in the activities of a small 
coterie of researchers, or perhaps in activities controlled by such a coterie. Reflec-
tions of this stereotype are found in labels such as ‘Santa Barbara school’, based on 
the fact that Tooby, Cosmides, and Symons conducted their research at the Univer-
sity of California at Santa Barbara for many years. In fact, evolutionary psychology 
is not only a large field, but also a theoretically and methodically diverse one.

Aims of this Chapter  Mapping the intra-field diversity of evolutionary psychol-
ogy would be a formidable task worth executing systematically in a different work. 
Relatedly, it would be useful to compile some widespread misconceptions—short 
of out-and-out straw men—about what defines evolutionary psychology. These 
misconceptions would include misattributions of the following putatively defining 
characteristics: ideas that are merely typical of the field, derivative tenets, and ines-
sentially strong emphases only endorsed by specific evolutionary psychologists. 
But this is beyond the scope of the present work.

In this chapter, I will try to state carefully what evolutionary psychology is 
positively committed to, as a field. I will not say very much about what it is 
not committed to, and I will say even less about specific criticisms of the field. 
Next to articulating evolutionary psychology’s basic commitments, the central 
theme here will be that these commitments are considerably broader than usually 
assumed outside the field, although the commitments are certainly not trivial. 
Misconceptions about evolutionary psychology, for the main part, enter into the 
present discussion only via allegations of narrowness. Though I will not begin 
to map the field’s theoretical diversity in this chapter, the fact that there is room 
for substantive differences of theoretical emphasis within evolutionary psychol-
ogy will hopefully become clear by implication of which commitments are stated 
here, and which are not stated.

3  It is interesting to note in this context that, while philosophers of special sciences generally try to 
be closely in touch with the activities of the sciences they specialize in, this norm does not seem to 
be widely observed when it comes to the human evolutionary behavioural sciences. There is a rela-
tive dearth of interaction between philosophers and the research communities in this broad field.
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When it comes to evolutionary psychology, foundational clarifications and re-
plies to fundamental criticisms are peculiarly closely connected. Erroneously nar-
row and ill-informed conceptions of what evolutionary psychology is committed to 
are so pervasive, even among the less than hostile, that mere clarification by itself 
may constitute evolutionary psychology’s most important avenue of defence.

The Essence of Evolutionary Psychology  Evolutionary psychology can be 
viewed as combining two ways of assimilating the study of the mind to the natural 
sciences. It does so by combining two broad and standard research paradigms from 
psychology and evolutionary biology: (1) a broadly computational (information-
processing) approach to the mind, and (2) an adaptationist (or, roughly equiva-
lently: selectionist) approach to the accordingly conceived mind’s architecture, 
where this adaptationism is based on the modern evolutionary theory of natural 
selection rather than pretheoretical, intuitive notions of function. Against this back-
ground, the research program generally known as evolutionary psychology might 
more accurately be called adaptationist-computational evolutionary psychology. 
This is how I understand the label ‘evolutionary psychology’ in what follows. Still 
more fully stated, the nature of evolutionary psychology is this:

(EP) Evolutionary psychology is experimental psychology in a broadly computational 
framework, organized, unified, and heuristically guided by adaptationist nativism based on 
modern evolutionary theory.

That is all there is to it. No stronger commitments than those in (EP) unite the scien-
tists who unhesitatingly identify themselves as evolutionary psychologists. Nothing 
more specific underlies their use of the terms ‘evolutionary psychologist’ or ‘evo-
lutionary psychology’. But nothing less will do either. The present chapter aims to 
throw into sharper relief these basic commitments of adaptationist-computational 
evolutionary psychology, explaining them in some detail. For now, let me anticipate 
the following.

The broadly computationalist aspect, here as elsewhere, consists in positing me-
chanically interacting internal representations in the explanation of behaviour that 
are located at a functional level of description beyond that of common-sense psy-
chology—or at least in requiring one’s work to naturally lend itself to such a kind 
of explanation. Evolutionary psychology’s adaptationism is based on the modern 
theory of natural selection and can be factored into a basic, ontological component, 
and an additional, disciplinary component. The disciplinary adaptationism of evolu-
tionary psychology makes claims about how psychology is to be properly pursued, 
given that the ontological hypothesis is true. Ontological adaptationism hypoth-
esizes that the human mind develops on the basis of many more naturally selected, 
content-specific acquisition mechanisms (and other information-processing adapta-
tions) than have been traditionally assumed in mainstream psychology. This is the 
central idea of evolutionary psychology. It will be explained later what this means.

Ontological adaptationism has not been spelled out in (EP) for the sake of read-
ability. But it is entailed by the inclusion of disciplinary adaptationism. This in turn 
is represented in (EP) through the requirements that psychology be organized, uni-
fied, and heuristically guided by adaptationist theory.
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Psychological nativism is essential to evolutionary psychology if anything is, 
but it is an inextricable part of the adaptationist commitment. Evolutionary psychol-
ogy makes no commitment to nativism independently of its adaptationist stance. 
This is why it is not treated as a separate pillar of evolutionary psychology here. 
Nonetheless, I will explain nativism in the context of evolutionary psychology’s 
adaptationist commitments.

The Tooby-Cosmides Emphases4  If, in the following, repeated reference is 
made to works written in the 1990s by first-generation promoters of evolutionary 
psychology, this is not due to a lack of awareness of subsequent publications and 
developments. It is because my present interest lies in identifying and clarifying 
the fundamental commitments of evolutionary psychology and because, since its 
beginnings, no new potential tenets that might play this role have emerged. This 
is not to say that, conversely, all of the potentially defining ideas which have been 
associated with evolutionary psychology since its beginnings have really turned out 
to be defining ones. In fact, that is not the case.

In particular, since the early days of evolutionary psychology, Tooby and Cos-
mides have tended to advocate adaptationist-computational evolutionary psychol-
ogy in a package together with a bundle of special emphases which are inessential 
to evolutionary psychology as such. Many card-carrying evolutionary psycholo-
gists do not share these particular emphases to the same degree, and many endorse 
other emphases instead. (There is no clearer testament to this than Miller (2000), a 
leading, almost paradigmatic evolutionary psychologist who I believe actually goes 
too far in his purported rejection of elements of the Tooby-Cosmides ‘metatheory’, 
as he calls it.)

What is unfortunate in this context is the following. Firstly, Cosmides and Tooby 
have not bothered to separate their special emphases from the commitments that 
constitute evolutionary psychology as such—a field they have always supported 
and been part of. Secondly, even though methodologically conscious evolutionary 
psychologists must have been long aware of the difference between their field’s 
essential commitments and the Tooby-Cosmides emphases, even influential fig-
ures have only rarely commented on it explicitly in writing. Thirdly, by common 
consent, Cosmides and Tooby are co-founders of evolutionary psychology. This 
combination of facts has been deeply misleading. It makes it hard  to blame outsid-
ers one-sidedly for identifying evolutionary psychology tout court with the more 
specific package of theorems promoted by Cosmides and Tooby.5

Why have evolutionary psychologists rarely stated in print that the Tooby-Cos-
mides emphases are far from universally shared in the community of self-identified 
evolutionary psychologists which Cosmides and Tooby themselves feel part of? 

4  The order of names in this descriptor is arbitrary with regard to the authors’ contributions; it is 
chosen purely for rhythm and rhyme.
5  This is not to lay the entire blame for the present type of misconception on Cosmides, Tooby, and 
other evolutionary psychologists. Philosophers of science who publish on evolutionary psychol-
ogy, for example, can fairly be expected to dig deep enough to know better—but as far as I can 
discern, they frequently have not.
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Mainly for strategic reasons, surely. One publicly deemphasizes differing theoreti-
cal hunches and emphases when the shared foundation is more substantive and 
one’s research enterprise is still continuously challenged (Kurzban 2010a) to justify 
its very existence. Detractors of evolutionary psychology may balk at the compari-
son, but the situation seems at least sociologically reminiscent of how disagreeing 
evolutionary scientists publicly close ranks in the face of creationism (cf. Dawkins 
2003).

2.2 � On a Broad/Narrow Distinction Regarding 
‘Evolutionary Psychology’

It is popular nowadays, especially among authors critical of standardly so-called 
evolutionary psychology, to draw a broad/narrow distinction between two ways of 
understanding the compound noun ‘evolutionary psychology’ (Scher and Rauscher  
2003a; Rauscher and Scher 2003a; Heyes 2000; Wilson 2003; Buller 2005; Dun-
bar and L. Barrett 2007; Heyes and Huber 2000: passim). The distinction and its 
rationale can be roughly summarized as follows. On a broad and natural under-
standing, ‘evolutionary psychology’ might mean something like:6 psychology that 
is informed by evolutionary theory and the mind’s evolutionary past. But Tooby, 
Cosmides, Buss, and colleagues established the term ‘evolutionary psychology’ 
with a far more specific and programmatically tendentious meaning than the ge-
neric meaning naturally derivable from the component meanings of this term. Con-
sequently, it is desirable to restore an innocuous, generic meaning to the expression 
‘evolutionary psychology’. Sometimes, a separate label is suggested (or a special 
notational convention such as capitalization, see Buller 2005) to distinguish evolu-
tionary psychology as a specific school of thought from the broad field.

An example of this way of framing things is provided by a 2003 volume entitled 
Evolutionary Psychology: Alternative Approaches, which contains various note-
worthy contributions by well-known authors. Its editors Scher and Rauscher insert 
the following footnote towards the beginning of each chapter:

EDITOR’S NOTE: In this book, the term ‘narrow evolutionary psychology’ signifies the 
approach to evolutionary psychology developed by Cosmides, Tooby, Buss, et al. This term 
was chosen not to imply that this approach has an inappropriately narrow point of view, but 
merely to suggest that the approach adopts a narrower range of assumptions than ‘broad 
evolutionary psychology’ (or, just ‘evolutionary psychology’). This latter term signifies 
evolutionary psychology generally, practiced with any of a very broad range of assumptions 
possible within the general framework of evolutionary approaches to psychology.

6   I am trying to be charitable here in suggesting how ‘evolutionary psychology’ might plausibly 
by understood by those without prior knowledge or expectations.
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Incidentally, it requires no small amount of mental effort to understand the label 
‘narrow evolutionary psychology’7 to be as void of suggestions of parochiality as 
the editors assure their readers. After all, the value-free logico-philosophical term 
that would be customarily used in such a context is ‘strong’, not ‘narrow’—and 
evolutionary psychologists who would happily introduce themselves to others as 
‘narrow evolutionary psychologists’ are presumably yet to be found. Be this as it 
may, I will not adhere to a twofold terminological distinction of the kind just de-
scribed. My previously introduced usage implies this already. Before I explain this, 
a couple of terminological clarifications are in order.

It is true, and certainly evident from characterizations like (EP), that the term 
‘evolutionary psychology’ has a significantly more specific meaning than one that 
might be determined by a competent speaker of English simply by understanding its 
component expressions. Where misunderstanding threatens, we can and should use 
the more accurate term ‘adaptationist-computational evolutionary psychology’—or 
simply ‘adaptationist-computational psychology’, given that the modifier ‘evolu-
tionary’ is strictly speaking rendered redundant by ‘adaptationist’. Or, as I chose 
to do earlier, we can expressly stipulate to use ‘evolutionary psychology’ with the 
meaning of ‘adaptationist-computational evolutionary psychology’ and then freely 
avail ourselves of the shorter, less cumbersome term, so entrenched in the scientific 
community already.

But here is why I think we should reject a terminological revisionism along the 
‘broad/narrow’ lines above. Consider the assumptions it is based upon. Firstly, such 
revisionism takes for granted that the term ‘evolutionary psychology’ as such has 
a clear, broad, innocuous meaning, on which it refers to a doctrinally uncommit-
ted field of research. This is the positive assumption about ‘broad’ evolutionary 
psychology. Secondly, this terminological revisionism assumes that the broad and 
natural meaning needs to be freed from the stranglehold of a rigid and narrowly 
doctrinally committed school of thought that Cosmides, Tooby, Buss, et al. estab-
lished under the name ‘evolutionary psychology’. This is the negative assumption 
about ‘narrow’ evolutionary psychology. Let me comment on these in reverse order.

Rejecting the negative (‘narrow’) part of the conception underlying the broad/
narrow distinction is part of the point of this chapter. Judging from the characteriza-
tions I have come across, whenever a broad/narrow distinction along the lines above 
is made, the conception of ‘narrow’ evolutionary psychology assumed as a foil is 
practically always too specific to reflect actual understandings of ‘evolutionary 
psychology’ by self-identified evolutionary psychologists, including paradigmatic 
representatives. It is likewise too specific to do any justice to the boundaries of the 
scientific community to which paradigmatic, self-identified evolutionary psycholo-
gists belong—that is, whom they associate with, whom they collaborate with, and 
whom they constructively discuss their ideas with. What would be problematic is 
if avowed evolutionary psychologists really did understand the term ‘evolutionary 

7  See also the editors’ note in D.S. Wilson (2003, n. 1), who is described as having independently 
arrived at the same terminology—apparently also with no intention of insinuating narrow-mind-
edness.
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psychology’ as implying the endorsement of each tenet regularly attributed to them; 
or even, arguably, if they understood it as implying endorsement of every single 
theoretical emphasis pushed by Cosmides and Tooby. But this is not the case. Rath-
er, a large scientific community of self-identified evolutionary psychologists exists 
who, whatever else they may believe, share a commitment to pursuing psychology 
roughly along the lines of (EP).

As for the positive (‘broad’) part of the conception underlying the broad/narrow 
distinction, a full criticism of it would involve commenting on the exact justifica-
tions offered by different authors for assuming the existence of a broader, untenden-
tious field of evolutionary psychology. Suffice it to sketch the following general 
response here.

Once one avoids attributing inappropriately strong ideas to standardly so-called, 
self-described evolutionary psychologists, the question becomes pressing as to how 
an allegedly ‘broad’ evolutionary psychology is supposed to be more inclusive than 
standard evolutionary psychology at all. For example, it cannot be the potential 
inclusion of animal behaviour research and cross-species comparisons in one’s con-
siderations ( pace Heyes 2000, p. 3) that sets ‘broad’ evolutionary psychology apart 
from standardly so-called evolutionary psychologists (see, e.g., co-founders of the 
field, Daly and Wilson 1995, 1999, 2005). Or, to mention another central aspect, it 
is unlikely that a refusal to commit to a computational, information-processing ap-
proach to psychology, understood along the broad lines explained below, motivates 
insistence on a ‘broad’ evolutionary psychology.

Fundamentally, I submit, there really is only one issue relative to which an in-
teresting alternative evolutionary psychology might be distinguished from the stan-
dardly so-called evolutionary psychology that is the subject of this chapter. It is the 
issue of adaptationist nativism. One might distinguish from standardly so-called 
evolutionary psychology a non-adaptationist evolutionary psychology whose ad-
herents are much more sceptical about the number of human-specific psychologi-
cal adaptations which natural selection may have shaped, and whose adherents are 
much more optimistic about how many human psychological phenomena can be 
explained through learning from experience—including social learning and cultural 
transmission—rather than through specific innate learning adaptations. A distinc-
tion of schools of thought in recent decades along these lines might make sense.

However, the crucial point for present purposes is this. Such an alternative, non-
adaptationist evolutionary psychology cannot impartially be claimed to form a 
broader, more innocuous scientific undertaking. To assume this without argument 
would be to beg the very question that separates such a non-adaptationist evolu-
tionary psychology from its adaptationist counterpart. A non-adaptationist, alterna-
tive evolutionary psychology is not a broader, more modest, more open-minded 
research program—at least not ipso facto. It is rather a research program which 
places its bets differently: much nearer to the empiricist end on a continuum span-
ning between adaptationist nativism and empiricism in human psychology.

Having clarified this, let me now return to standardly so-called evolutionary 
psychology, the adaptationist-computational psychology characterized in (EP).
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2.3 � On Fundamental Opposition and Methodological 
Misgivings

Fundamental opposition and disdainful comments on evolutionary psychology are 
still remarkably widespread in the philosophy of science and large parts of the cogni-
tive or biological sciences, to say nothing of the social sciences. A frank disclosure 
therefore seems in order. The present chapter is written by ‘a sympathetic observer of 
the scene’, to borrow a self-description used in the same context by Richard Dawkins 
(2005, p. 975). After years of observing discourse in and on evolutionary psychol-
ogy and studying relevant works from a thoroughly uncommitted standpoint, I have 
found myself agreeing with the assessment that evolutionary psychology is ‘subject 
to a level of implacable hostility which seems far out of proportion to anything sober 
reason […] might sanction’ (ibid.).8 Evolutionary psychology’s central rationale is 
sound, I take it: The human mind/brain can be expected to show numerous effects of 
natural selection, no differently from the extracerebral body in general.

Attacks on the basic legitimacy of evolutionary psychology tend to be discon-
certingly ill-informed about their target. This has often been pointed out in defences 
of evolutionary psychology, and it continues to be the case. Fundamental criticisms 
continue to rely more on prejudices, superficial misattributions, and popular vulgar-
izations than on attentive readings of the works that thoughtful evolutionary psy-
chologists have actually written. Readers wishing to form an opinion on critiques 
of evolutionary psychology are referred to the works of Kenrick (1995), Alcock 
(2001), Pinker (2002 and 1997: passim), Kurzban (2002), Hagen (2005), Dawkins 
(2005), Tybur et al. (2007), Tooby and Cosmides (1992, pp. 33–49 and passim);9 
more indirectly but foundationally: Ketelaar and Ellis (2000), Barrett (2006), Bar-
rett and Kurzban (2006); and perhaps most instructively, in response to specific 
high-profile attacks: Tooby et al. (2003), Buss and Reeve (2003), Daly and Wilson 
(2008), Holcomb (2005) or Machery and Barrett (2006).

My aim in this chapter is not to respond directly and in detail to specific criti-
cisms of evolutionary psychology, as many of the aforementioned works commend-

8  I have omitted from the Dawkins quote the added remark, ‘or even common politeness’, because 
I wish to focus on content here. Moreover, matters of politeness are hardly the problem in this 
context independently of content. Those openly hostile towards evolutionary psychology believe 
that their sometimes extraordinary reactions are justified by crass and pernicious ideas promoted 
by evolutionary psychologists. If I were to address any ethical issues here, it would be the lack of 
epistemic humility that is evidenced by critics commenting snidely or offensively on an entire field 
they often know remarkably little about.
9  In several respects, the genre to which the works cited here respond could be extended back at 
least into the 1980s, that is, into the so-called sociobiology controversy (see Segerstråle 2000; 
Dawkins 1985). Indeed, some of the above-cited works address attacks on human sociobiology 
and evolutionary psychology alike, and there is very considerable overlap between the charges 
these two have had to face (just-so storytelling, genetic determinism, political misgivings, etc.). 
However, I am assuming that, for the familiar reasons first advanced in early evolutionary psy-
chology, much of human sociobiology was fundamentally flawed in a way that evolutionary 
psychology was not (Cosmides and Tooby 1987, pp. 277–283; Symons 1987, 1989; cf. Laland and 
Brown 2011/2002, Chap. 3). Accordingly, the responses referenced above were chosen specifi-
cally with evolutionary psychology in mind.
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ably do. My main aim is rather to provide a positive characterization of evolution-
ary psychology, and to separate it from inessential or spurious ideas—and to do this 
clearly enough to make the identification of straw man attacks a relatively straight-
forward affair, rendering superfluous long lists of further disclaimers as to all the 
things that evolutionary psychology is not.

What I want to do in the remainder of the present section is to address three 
methodological types of misgivings about evolutionary psychology. These concern: 
(1) the quality of specific works in the field, (2) the scope of topics addressed in 
evolutionary psychology, and (3) the potentially myopic scope of methods em-
ployed therein.

Specific Studies  Apart from misconceptions about the aims and claims of evolu-
tionary psychology, criticisms often reduce to dismissive remarks about the quality 
or interpretation of specific studies which a critic has come across. Presumably, no 
good evolutionary psychologist would deny that a great amount of flawed studies, 
inferences, and claims have been put forth by self-identified evolutionary psycholo-
gists in the past. But evolutionary psychology hardly fares worse in this respect 
than other behavioural fields of inquiry, and evolutionary psychology is still in its 
childhood. The two or three most important replies that I would make to critics of 
specific studies are these.

Firstly, surely one ought to judge a scientific paradigm by its better work, by 
work that realizes the paradigm’s potential, rather than by the worst of it. Anyone 
criticizing evolutionary psychology on the basis of specific studies ought to consid-
er whether they are observing this point, or whether they are measuring evolution-
ary psychology by unfair standards by which they would not measure other research 
paradigms. Relatedly, what would be unsettling is if shoddy studies were nowadays 
regularly found among the celebrated and most-cited writings within the evolu-
tionary psychology literature. But that can hardly be claimed to be the case. The 
scientific community’s attention, its awards, the tenured professorships at top-tier 
research universities, the establishment of citation classics, the publications in high-
impact journals: these do very much tend to go to authors of strong rather than poor 
works in evolutionary psychology. And if the rationale of evolutionary psychology 
is correct, the good work it brings forth offers more epistemic progress per study 
than comparable work in corresponding areas of non-evolutionary psychology.

Finally, banal as it may seem to point this out, evolutionary psychologists do not 
claim single studies or experiments to establish hypotheses about the existence of 
a psychological adaptation. It is many pieces of evidence together, plus the lack of 
a satisfactory alternative empiricist explanation of relevant phenomena, that jointly 
and in the long run make the postulation of specific psychological adaptations plau-
sible.

Topical Emphases  People new to the field frequently get the impression that 
certain topical emphases—above all, sex and mating, but also parenting, social 
exchange, etc.—and a concomitant marginalization of other topics are somehow 
central to the identity of evolutionary psychology. This impression is incorrect. The 
adaptationist approach defined in (EP) does not mandate a topical scope restriction. 
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On the contrary, it mandates its absence. Such a scope restriction is incompatible 
with evolutionary psychology’s aspiration of unifying psychological research.

It is, however, quite understandable how one might get the incorrect impression 
that specific topical foci are central to evolutionary psychology’s identity. The ef-
forts of the evolutionary psychology research community are still unevenly distrib-
uted across the range of phenomena constituted by the human mind and its behav-
ioural products. Similarly, the limited scope of topics covered in the field’s leading 
textbook (Buss 2008/1999) and the relative allotment of space to the topics it does 
cover are bound to confuse in light of the book title’s unqualified reference to ‘evo-
lutionary psychology’ and the subtitle’s promise to describe ‘the new science of the 
mind’ tout court.10 For an early tome in the field that is more evenly dedicated to a 
broad scope of themes and mental phenomena, compare Pinker (1997).

Methods and Disciplines  Sometimes, a heavy reliance on certain methods or 
disciplines (the difference between these is not clear-cut) is portrayed as consti-
tutive of the identity of evolutionary psychology. It is probably true that certain 
methods, typically convenient and inexpensive, still predominate in the field. But 
it is questionable whether the situation here is any worse than in realms of experi-
mental psychology unguided by evolutionary thinking (cf. Baumeister et al. 2007). 
More importantly, evolutionary psychologists’ choice of methods is not subject to 
any programmatically driven restrictions. On the contrary, good evolutionary psy-
chologists welcome any method, if it helps discover the evolved architecture of 
the mechanisms of the human mind. Methodological overviews by evolutionary 
psychologists include a broad range of methods and data sources. They encourage 
their use. They sometimes even admonish them (Schmitt and Pilcher 2004; Schmitt 
2008; Simpson and Campbell 2005; Buss 2008/1999, pp. 59–69, 42–49).

It is, in particular, provably wrong that evolutionary psychologists shun fields 
such as game theory, or behavioural genetics, or developmental psychology, or even 
neuroscience. Evolutionary psychologists are at work in all these fields. To claim 
otherwise is only to prove oneself ignorant of the literature. Not every individual 
evolutionary psychologist draws on the knowledge and methods of many different 
disciplines. But between them, evolutionary psychologists do aim to do so. That at 
least is the regulative ideal. Evolutionary psychology is programmatically keyed to 
heavy disciplinary eclecticism. Pinker, for one, has always been enthusiastic about 
this point, as in the following passage on what is required by good adaptationist 
explanations in psychology:11

Unfortunately for those who think that the departments in a university reflect meaningful 
divisions of knowledge, it means that psychologists have to look outside psychology if they 

10  See D.S. Wilson’s (1999) review of the textbook’s first edition—a highly differentiated and 
competent critique published in the leading journal of the human evolutionary behavioural sci-
ences. Wilson’s remarks on topical partiality reflect the same impression which I had upon first 
encountering the textbook.
11  See also Pinker (2005b, p. xiv f.) and the entertaining remarks in Pinker (2005a, p. 19). The pres-
ently considered claim goes beyond what Cosmides et al. (1992, p. 3 and 14, n. 1) call ‘conceptual 
integration’, which imposes the weaker requirement of cross-disciplinary consistency.
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want to explain what the parts of the mind are for. To understand sight, we have to look to 
optics and computer vision systems. To understand movement, we have to look to robot-
ics. To understand sexual and familial feelings, we have to look to Mendelian genetics. To 
understand cooperation and conflict, we have to look to the mathematics of games and to 
economic modelling. (1997, p. 38)

This list could be continued. It gives an idea of why definition (EP) is not stated so 
as to single out specific disciplines as the privileged providers of the knowledge and 
methods that evolutionary psychologists tap into.

Specifically, palaeoanthropology and hunter-gatherer studies are eminently im-
portant in constraining hypotheses about psychological adaptations, for they pro-
vide psychologists with knowledge about the ecological conditions in which such 
adaptations would have evolved. Hunter-gatherer studies, like other studies on non-
Western subjects, are of course also indispensable in testing hypotheses about puta-
tively universal human psychological adaptations, once these have been advanced 
(Henrich et al. 2010). But a host of other disciplines need to feature in evolutionary 
psychology, too. As with regard to topics, if some disciplines and methods still 
rarely show up in the field, this may simply reflect the short history of evolutionary 
psychology so far—and its limited human resources.

I now turn to the two broad paradigms that evolutionary psychology combines: 
first, computationalism in psychology and cognitive science (Sects. 2.4 and 2.5); 
then, modern evolutionary adaptationism (Sect. 2.6) as applied to the human mind 
(Sects. 2.7 and 2.8), which forms the more distinctive aspect of evolutionary psy-
chology as a way of doing human psychology.

2.4 � Computationalism

The computational or information-processing approach to psychology originated at 
the birth of cognitive science in the 1950s and 1960s, sometimes called the cogni-
tive revolution (Bechtel et al. 1998; Mandler 2007, Chap. 10; Neisser 1967). This 
approach is widely labelled ‘cognitive psychology’ or ‘cognitivism’ by evolution-
ary psychologists, but I will avoid these terms in what follows ( pace Barrett and 
Kurzban 2006, n. 2). The basic reason for avoiding them receives an added degree 
of urgency when considering the characteristic scope of vision of evolutionary psy-
chology.

On a standard understanding that conforms with traditional usage and etymolo-
gy, the adjective ‘cognitive’ refers only to processes of knowledge acquisition (per-
ception, reasoning, memory, attention, etc.), while excluding motivation and emo-
tion. The same is true of the term ‘cognitive psychology’. One need only consult the 
tables of contents of volumes with this title to see this, from Neisser’s (1967) classic 
to contemporary textbooks. The traditional meaning of ‘cognitive’ is congruent with 
classical cognitive science’s peculiarly restricted scope of vision. For a few decades 
after its inception, cognitive science was almost all about knowledge acquisition, 
with motivation and emotion pushed to the margins. Moreover, the phenomena of 
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knowledge acquisition themselves tended to be investigated as if they had never 
evolved in the service of behaviour regulation.

This tradition of classical cognitive science is the contrary of what evolution-
ary psychologists stand for. For while evolutionary psychology is in the typical 
case openly computationalist, at the same time it emphasizes the many facets of 
behaviour regulation. Indeed, it expects to find influences of behaviour regulation 
all over the realm of knowledge acquisition itself. The general reason for this is that 
only behavioural effects can be acted upon by natural selection. One can of course 
stipulate to use terms as one sees fit. But in light of the double fact that even psycho-
logical scientists still frequently used ‘cognitive’ specifically for knowledge acqui-
sition, and that evolutionary psychology precisely counteracts traditional emphases 
on knowledge acquisition, it is not a good idea to refer to evolutionary psychology 
as promoting a ‘cognitivist’ approach.

Psychology is computational to the extent that it takes mental processes to consist 
in mechanical transitions between semantically evaluable states and other states. 
These other states can be other semantically evaluable states (representations) or 
physiological outputs. What makes it appropriate to call these state transitions me-
chanical is that they causally respond in uniform ways to specific non-semantic 
(physical, formal) properties of the representations entering into them. Stated only 
in the abstract, this kind of statement is not too helpful. Let me explain matters with 
the help of a couple of contrasting examples.

Consider someone who is trying to declutter his or her private household. For 
one item after another, she has to decide whether to stow it in a box and keep it, 
or whether she should discard it. In situations like these, a practically boundless 
variety of thoughts or emotions can come to bear on one’s decision. For any item, 
one might consider which practical uses it might have, whether one expects to use 
it in the future, whether it has significant cash value, whether one has the same 
kind of item already, whether its storage is costly, and so on. One might feel emo-
tional attachment to the object; on the other hand, perhaps the object reminds one 
of somebody one would rather not be reminded of. Somehow, these kinds of con-
siderations and emotions automatically pop up in considering the item that needs to 
be sorted, and somehow a decision results. There must be certain mechanisms that 
bring the behavioural results about, and it is highly nontrivial how they work. But 
these nonobvious mechanisms must involve the causal interaction of stored internal 
representations with each other, and with other states.

Consider by contrast, a robot pursuing the sole task of putting an item in a box if 
(and only if) it weighs less than 1 kg. Or perhaps, if the item has a red colour. Or if it 
emits alpha rays. Ascertaining the presence of conditions like these does not require 
an understanding of what the conditions ascertained ‘mean’, in any sense of this 
word (for example, that 1 kg is a unit of mass, that many items with a lot of mass in 
one’s household will make one’s next move arduous, and so on). The robot is sim-
ply responding in uniform ways to specific physical, non-semantic properties. This 
lies at the heart of our ascription of a mechanical mode of operating to the system.

The robot’s behaviour in the simple example just given is obviously, paradig-
matically mechanical. The human’s behaviour and mental goings-on in the parallel 
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example a paragraph earlier is paradigmatically non-mechanical. What computa-
tional cognitive science tries to do is to find explanations of a feat like this and 
countless other human feats and tendencies, through the mechanistic decomposition 
of mediating mental states and processes into simpler elements and processes, such 
that these interactions ultimately bottom out in interactions that are paradigmatical-
ly mechanical. The mechanisms invoked are posited to operate on representations 
implemented in the brain. To the extent that they do, they can be said to perform 
computations. The basic idea of a computational, information-processing psychol-
ogy is no more complicated than that.

A closely connected aspect of computationalism tends to receive less attention 
than it deserves: Even though the explanations of computational psychology cru-
cially involve positing semantically evaluable states (‘intentional states’, in phi-
losophers’ lingo), they are, at least in large part, not situated at the level of com-
mon-sense explanations of behaviour. The latter explanations are couched in terms 
of states like beliefs, desires, and intentions. Moving beyond this level constitutes 
progress because, even though the belief-/desire-based psychology we utilize in 
everyday life is way better than no intentional psychology at all, it only goes so far. 
It is a lot worse than anything we would expect from a mature scientific psychology.

Why? For one thing, explanations in folk psychology are often awfully crude. 
For another thing, they only tend to posit states that are in principle accessible to 
consciousness. Last but not least, I think, they often invite the rationalization of ac-
tions, motivations, and feelings in terms of this already inadequate inventory, even 
when there is nothing to rationalize and only brute causation is involved.

While many of the internal representations posited in a computational psycholo-
gy stand for entities and properties which we readily refer to in everyday discourse, 
a great many of them stand for entities, properties and relations for which we have 
no convenient vernacular labels. The same is true in spades of the mechanisms that 
are postulated by computational psychological theories. Relatedly, folk categories 
such as those of belief or the self, central to ordinary discourse about persons, may 
well turn out as heterogeneous and inadequate from the viewpoint of computational 
psychology.

The last aspect I wish to point out is that computational psychology as such ab-
stracts away from neuroanatomy. It thus goes naturally with the ontological doctrine 
about mental states known as functionalism (Block 1995). The functionalist idea is 
that what makes a state a certain kind of mental state is its having a certain causal 
potential—a functional role—rather than its being constituted by a certain kind of 
material. That is, the essence of mental states is relational and medium-independent, 
rather than residing in intrinsic properties of the underlying brain tissue. Hence, the 
slogan, learnt by generations of cognitive science students, that the mind is what the 
brain does. It is not simply what the brain is.

While it nowadays often meshes with so-called cognitive neuroscience and 
the search for neural correlates of mental functions, the characteristic activity of 
computational psychology is the pursuit of abstractly specified representations and 
procedures. To say that these representations and procedures are abstractly specifi-
able is not to deny that inspecting the brain and localizing mental functions can be 
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of considerable help in identifying them (cf. Bechtel and Richardson 1993/2010; 
Mundale 2002) and sharpening our understanding. Indeed, consistently with what I 
remarked about evolutionary psychology’s permeability to other disciplines, a num-
ber of evolutionary psychologists already are doing cognitive neuroscience (see, 
e.g., the contributions in Platek and Shackelford 2009).

Nor does a computational functionalist as such deny that low-level neurosci-
entific facts can constrain the causal properties of information-processing mecha-
nisms which she is interested in. The leading evolutionary psychologists were forth-
right about this already decades ago. Cosmides and Tooby (1994, p. 46) addressed 
the ‘currently fashionable’ idea that findings about neurons, neurotransmitters, and 
cellular development ‘will eventually place strong constraints on theory formation 
at the cognitive level’, and they agreed: ‘Undoubtedly they will’. But, they argued, 
these constraints would be similarly pervasive as the basic neural tissue encountered 
in all animals, and facts about this neural tissue do not begin to answer the question 
of which computational programs are executed by different animals in performing 
species-typical activities (such as web spinning in spiders, echolocation in bats, or 
birdsong). Answers to that kind of question must lie in organizational properties 
more abstract than specific biochemical properties of neural tissue.

In the same functionalist vein, Pinker comments on the relationship between 
understanding the brain and understanding the mind. Referring to the simplest in-
formation-processing units, or ‘microcircuits’, from which computational programs 
are assembled, he is happy to admit the thoroughly substrate-dependent nature of 
their causal powers—but he contends that the process of discovering and mapping 
our psychological programs will need to go on for a long time before knowledge 
about their neural substrates can become relevant to them:

What those microcircuits can do depends only on what they are made of. Circuits made 
from neurons cannot do exactly the same things as circuits made from silicon, and vice 
versa. For example, a silicon circuit is faster than a neural circuit, but a neural circuit can 
match a larger pattern than a silicon one. These differences ripple up through the programs 
built from the circuits and affect how quickly and easily the programs do various things, 
even if they do not determine exactly which things they do. My point is not that prodding 
brain tissue is irrelevant to understanding the mind, only that it is not enough. Psychology, 
the analysis of mental software, will have to burrow a considerable way into the mountain 
before meeting the neurobiologists tunnelling through from the other side. (1997, p. 26)

Typical evolutionary psychologists can be taken to agree with this methodological 
bet. They can be understood as placing bets on the assumption that many years of 
relatively autonomous theorizing at a relatively abstract level of representations 
and procedures still lie ahead, before neurobiology at the cellular level can start to 
constrain those computationalist theories. In doing so, they simply share the stance 
of the rest of the large research community in cognitive experimental psychology.

In conclusion, the research program of evolutionary psychology is committed to 
a computational approach insofar as its practitioners assume the following:

1.	 that explaining behaviour requires positing a rich variety of internal 
representations,

2.	 that these representations cause the occurrence of other representations or physi-
ological states through mechanical, meaning-blind procedures,
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3.	 that many of these representations’ contents, as well as the machinery processing 
them, are not already posited in folk-psychological discourse and are in principle 
inaccessible to consciousness,

4.	 that psychological theories can and should be couched at a predominantly func-
tional level, prescinding from neurobiology.

2.5 � Understanding Computationalism Broadly Enough

Sometimes the computationalist approach to the mind is regarded as inessential to 
evolutionary psychology. This negative assessment is usually expressed implicitly, 
by omission of explicit reference to computationalism in defining evolutionary psy-
chology.12 I should like to suggest that, when researchers knowledgeable of evolu-
tionary psychology make this assessment, they are moved to do so mainly because 
of inordinately narrow understandings of what the computationalist idea amounts 
to.

Such narrow understandings are especially encouraged by the tenaciously and 
widely held notion that computationalism is tantamount to endorsing ‘the computer 
metaphor’ (or ‘the computer analogy’) of the human mind/brain.13 This notion is 
inappropriate in two ways. For one thing, it suggests that generations of cognitive 
scientists have been committed to computationalism only insofar as they have been 
vaguely inspired by nonliteral talk. This is not true, because computationalism must 
be understood as a claim about what the human mind/brain literally is, or does. 
More relevantly for present purposes, to the extent that literal conclusions are drawn 
from the attribution of a ‘computer metaphor’, these are far too narrow to do justice 
to computationalism about the mind, as I now wish to explain.

Conventional Computers? Disclaimer 1  Insofar as an identification of compu-
tationalism with ‘the computer metaphor’ of the mind is understood as implying 
literal assumptions about the human mind/brain, the associated assumptions tend 
to cluster around actual properties of commercially available, conventional digital 
computers. Presumably, a large family of intuitive, hyper-specific misconstruals 
of computationalism is based on this association and continues to exert a grip on 
researchers outside traditional core disciplines of cognitive science.

It is worth noting that cognitive scientists already struggled against misconcep-
tions of this kind decades ago. Take, for example, Fodor and Pylyshyn’s remarks 

12  Buss sometimes does this in statements of what evolutionary psychology is. Cosmides and 
Tooby, in contrast, have always been significantly more outspoken about the centrality of com-
putationalism to evolutionary psychology. It is no coincidence that contributions by former stu-
dents of theirs address computational-representational questions more directly than many other 
researchers in the field do.
13  Remarkably, some leading contributors to evolutionary psychology who are committed compu-
tationalists and experts in computational modelling have themselves described the computation-
alist approach as though it were tantamount to a mere ‘computer metaphor’ (Miller 2000, p. 42; 
Gigerenzer and Goldstein 1996).



M. H. Dahlgrün34

towards the end of a classic 1988 paper, in which they assumed such misconcep-
tions to be so pervasive that encounters with them could be presumed as a collec-
tively shared experience among researchers teaching computational modelling at 
universities:

Almost every student who enters a course on computational or information-processing 
models of cognition must be disabused of a very general misunderstanding concerning the 
role of the physical computer in such models. Students are almost always sceptical about 
‘the computer as a model of cognition’ on such grounds as ‘computers don’t forget or 
make mistakes’, ‘computers function by exhaustive search’, ‘computers are too logical and 
unmotivated’, ‘computers can’t learn by themselves; they can only do what they’re told’, 
or ‘computers are too fast (or too slow)’, or ‘computers never get tired or bored’ and so on. 
(1988, p. 146)

The general response to this is that such misgivings mistake specific ways of imple-
menting computational processes for the hypothesis of computationalism itself.

Only Classicism? Disclaimer 2  The paper from which the above quote is drawn 
defended the classical variety of computationalism about cognition against a rival 
which began to attract much attention and a broad following in the mid-1980s: the 
connectionist paradigm (Rumelhart et al. 1986; McClelland et al. 1986; Macdon-
ald and Macdonald 1995; Clark 1989; Bechtel and Abrahamsen 1991). Someone’s 
conception of computationalism might be abstract enough to avoid the erroneous 
restriction to specific properties of conventional computers, while still inappropri-
ately excluding connectionist computationalism.

It needs to be briefly indicated here what the difference between classicism and 
connectionism consists in. The difference between the two is often stated with ref-
erence to the machinery of the so-called neural networks posited in connection-
ist models.14 However, positing neural networks is not by itself what distinguishes 
connectionist modelling of cognitive processes. It is quite uncontentious that neu-
ral networks can implement basic representations or rules of the sort that classical 
computational models rely upon. Connectionism starts where expansionist claims 
are made regarding neural networks’ ability to account for cognition, above the 
level at which basic representations and rules are implemented. The single most 
important difference between connectionist and classical computationalism consists 
in a defining resource of the latter, which connectionism claims can be supplanted 
by neural networks: Classical computationalism assumes that cognitive processes 
operate on stored, discrete symbols that stably retain their identities across recom-
binations into different structured representations. Classical computationalism is 
also often described as the ‘symbolic’ approach among cognitive scientists (Newell 
and Simon 1976; Newell 1980).15 Given the discretely recombinable nature of the 

14  Neural networks are so called despite being only loosely inspired and quite unconstrained by 
properties of real neurons. This machinery involves nodes (visible or hidden), activation levels, 
weighted connections (excitatory or inhibitory), learning rules, and other ingredients.
15  Among philosophers, the paradigm often goes by the name of ‘the language of thought hypoth-
esis’ (Fodor 1975, 1981), due to the language-like nature of any representational medium involv-
ing discrete symbols combinable into complex constituent structures.
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representations it posits, one can describe classical computationalism as committed 
to digital computing.

There exists a terminological practice on which expressions like ‘computational-
ism’ or ‘computational theory of mind’ are reserved for the classical computational-
ist paradigm,16 thereby excluding connectionism. This corresponds to the second 
unduly narrow conception of computationalism presently distinguished. Steven 
Pinker, who has contributed as much to foundational issues in the area of computa-
tion and cognition as anybody, states the matter crisply when he says that ‘we need 
to set aside some red herrings. Connectionism is not an alternative to the com-
putational theory of mind, but a variety of it, which claims that the main kind of 
information processing done by the mind is multivariate statistics’ (1997, p. 114). 
Barring a form of eliminative connectionism that altogether tries to dispense with 
the notion of representation, connectionist modelling is within the bounds of the 
resources that evolutionary psychologists can avail themselves of.

Only Explicit Rules? Disclaimer 3  The next disclaimer specifically concerns the 
essential aspects of classical computationalism. Traditional characterizations of 
classical computationalism often emphasized that its symbols are manipulated in 
accordance with rules. Indeed, the phrase ‘rules and representations’ has sometimes 
been used synonymously for this paradigm. But this is probably not a good idea. On 
the one hand, if talk of symbol manipulation in accordance with rules were merely 
to mean that symbols enter into mechanical transformations describable by rules, 
then this would not be distinctive of classicism. On the other hand, if it is taken to 
mean (as it more typically is) that symbols are transformed according to stored, 
explicitly represented rules, then the idea is too strong. Rules of computation can 
be explicitly represented, as they are in the data structures known as programs. But 
they need not be, and they almost certainly very often are not, in real creatures.

Rigid Routes of Information Flow? Disclaimer 4  The final disclaimer I will 
make here concerns classical computationalism again. Information flow in classi-
cal computational architectures is often conceived as though it proceeded through 
rigidly prearranged pipelines (Barrett 2005). The information flows in one overall 
direction and, once processed, it ceases to be available to other specialized systems 
in a given layer of the architecture. The information processed is only locally avail-
able, in the sense that it is available to only one functional component at a given 
time—somewhat like a mailed letter will be in one processing stage and place at any 
given time (post box, mail van, distribution centre, conveyor belt, sorting machine, 
pigeonhole, mailman’s bag, etc.).

In such architectures, for representations to become available to mechanisms 
capable of processing them, they need to be routed to them first. This requires a 
meta-mechanism to sort incoming information first—much like someone in a mail 
distribution centre who sorts incoming letters according to destination. And such 
a meta-mechanism will necessarily have an input domain that subsumes at least 

16  Philosophers are particularly prone to collapsing these two ideas. See, for some prominent ex-
amples, Cummins (1989), Carruthers (2006), and any of the books by Fodor cited in this chapter.
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all of the input domains of the mechanisms to which it sends information. While 
this does not pose a full-blown regress problem,17 it does stand in the way of the 
computationalist aim of mechanistic decomposition. Computational explanations 
are supposed to explain complex and intelligent capacities in terms of the regular 
interaction of simpler states. Once powerful meta-mechanisms are posited that can 
take a vast range of different inputs and make context-sensitive decisions on which 
mechanisms are suitable for processing them, one begins to posit capacities of simi-
lar sophistication as the cognitive capacities one set out to explain.

However, as the evolutionary psychologist Barrett (2005) reminds us, a rigid 
pipe architecture of the sort just sketched is not the only type of computational 
architecture one can avail oneself of. With nods to models by Selfridge and Neisser 
(1960)18 and Holland et al. (1986), Barrett points out the option of a bulletin board 
architecture. In such an architecture, making information accessible to appropri-
ately specialized components is not a task in its own right that needs to be accom-
plished anew for each piece of incoming information. Rather, an inherent feature of 
the systemis is open access: incoming information is made available in a common 
pool of information. This common pool—the public bulletin board, or perhaps bet-
ter, representation soup—is monitored by many different mechanisms specialized 
for processing different inputs. Instead of passively waiting for appropriate repre-
sentations to be routed to them along a rigid grid of pipes, the specialized mecha-
nisms hover by the bulletin board like enzymes in a living cell, springing into action 
to perform their specific jobs once appropriate information shows up. The general 
access to information in the bulletin board system does not lead to obstructions or 
chaos because the specialized processors detect their substrates by lock-and-key 
style template matching. This matching can be highly specific. Once an enzyme-
like computational mechanism has detected an appropriate substrate and performed 
its transformations on it, the processed substrate is returned to the common pool. It 
is thereby available to other processors within the same system again, rather than 
disappearing from sight.

As Barrett (2005, p. 271 f.) observes, one can easily build into this kind of ar-
chitecture the capacity for enzymes to selectively switch each other on or off, de-
pending on the context. It is fundamentally the access-generality of this architecture 
(metaphorically: many mini-machines floating in the same representational soup) 
that allows such innovations.

Enzymatic computation in a bulletin-board setting provides a good foundation 
for explaining the famed flexibility and global information-sensitivity of higher 
cognitive processes. These are properties that some have thought to pose a mystery 
intractable by computationalist means (Fodor 1983, 2000). In my own experience at 
least, the idea of relevantly enzyme-like computational mechanisms is a liberating 

17  This has been claimed by Fodor (2000, pp. 71–73) and admitted by others with regard to the 
pipeline-style architecture (Barrett and Kurzban 2006, p. 634).
18  The locus classicus for Oliver Selfridge’s pandemonium model is his (1959), a remarkably early 
contribution to cognitive science of lasting influence.
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and central ingredient in thinking clearly about potential computational realizations 
of human psychological capacities.

Classicism, Connectionism, Evolutionary Psychology  I have tried to convey 
the breadth of the idea that evolutionary psychology is committed to in virtue of 
endorsing computationalism. This has involved pointing out some things that, more 
specifically, classical/symbolic computationalism is not committed to, though we 
would have reasons to be apprehensive if it were: a rigid pipe architecture, explicit 
rules en masse, and various other features of conventional digital computers. Recog-
nizing the broadness of classical computationalism (and not just computationalism 
tout court) is important. For whatever theoretical resources it may take to explain 
all facets of the mind, classical computations will plausibly have to be posited as 
underlying many mundane aspects of the mind. A few remarks still need to be made 
about the plausibility of classicism and connectionism, and about the role they play 
relative to evolutionary psychology.

Further above, I quoted some objections that newcomers were reported to stan-
dardly raise against computational models of human cognition, with conventional 
digital computers in mind. These objections reminded Fodor and Pylyshyn of the 
kind of disaffection connectionists regularly expressed about classical computation-
alism.19 Fodor and Pylyshyn admitted that the connectionists advanced ‘relatively 
more sophisticated complaints’ (ibid.), but viewed these as being similarly easily 
dismissible as the standard misunderstandings by introductory-level students, ad-
dressing inessential implementational aspects. Let me just remark about this that 
not all the misgivings about symbolic computationalism which gave the rivalling 
paradigm of connectionism its allure (cf. Bechtel and Abrahamsen 1991, pp. 56–
65) may be dismissible so easily. Adjudicating their relevance or irrelevance may 
depend on nonobvious answers to deep questions. Moreover, connectionism does 
seem attractive for some more than merely implementational mental phenomena.

That being said, in many important areas of the human mind there hardly ex-
ists a viable alternative to symbolic computationalism. For several reasons, it has 
seemed clear for a while that connectionism is incapable of accommodating large 
and important portions of everyday human cognition (Pinker 1997, pp. 114–129; 
Marcus 2001)—and not just evidently symbolic activities like the conscious ap-
plication of rules learnt in a classroom. One large group of examples is provided 
by the ability to represent and keep track of individuals, which is deeply impor-
tant even independently of the requirements of the modern world. To merely give 
some examples from the realm of group living, we need to entertain thoughts and 
emotions about individual conspecifics as we meet challenges of mate choice, 
parenting, reciprocating favours, or coalition formation. This requires us to be ca-
pable of entertaining concepts of individuals as individuals, as opposed to mere-
ly representing their properties. The mundane cognitive ability of representing  

19  ‘If we add to this list such relatively more sophisticated complaints as that “computers don’t 
exhibit graceful degradation” or “computers are too sensitive to physical damage”, this list will 
begin to look much like the arguments put forward by connectionists’ (Fodor and Pylyshyn 1988, 
p. 146). See also all of Sects. 4 and 5 in the same paper.
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individuals as such, and to do so across time, turns out to be surprisingly hard to 
achieve by connectionist means (Marcus 2001, Chap. 5; Pinker 1997, pp. 114–118). 
Indeed, it seems quite impossible to achieve without resorting to central elements 
of a symbolic architecture.

Where evolutionary psychologists explicitly address the internal structure of 
computational adaptations,20 it seems fair to say that the symbolic approach is ad-
opted by default. This may reflect an appreciation (on some level) of what connec-
tionist models cannot naturally do.

The other reason why evolutionary psychologists take the symbolic approach by 
default is that evolutionary psychology and connectionism naturally fall on opposite 
sides of the nativism-empiricism divide. Connectionism is very typically endorsed 
by cognitive scientists with empiricist leanings. Empiricists believe in explaining 
the manifold capacities of minds on the basis of a small set of general-purpose 
learning mechanisms, operating according to universally applicable principles like 
association, analogy, or induction. Connectionism naturally caters to this explana-
tory aspiration. The general-purpose learning rules which it stipulates to govern its 
neural networks are naturally construed as providing the general-purpose learning 
mechanisms that empiricists require.

Evolutionary psychology, by contrast, is committed to adaptationist nativism (see 
Sect. 2.7). Symbolic computationalism can naturally provide the content-specific 
information-processing adaptations and ‘innate contents’ that the evolutionary psy-
chologist requires. It is therefore unsurprising that evolutionary psychology tends 
to be associated with symbolic computationalism and not with connectionism. Still, 
this ought not to blind us to the scope of resources that may be from case to case 
available to the evolutionary psychologist in explaining psychological capacities.

Broad, Not Banal  In spite of the generality of the defining features of computa-
tionalism spelled out in the previous section, and in spite of the broadness of the 
computationalist approach which I have emphasized in the present section, endors-
ing the computationalist approach is not trivial. It has been, and still is, far from 
universally adhered to. Also, notice that if it were banal, then the inception and dis-
semination of computationalist thinking in the 1950s and 1960s could hardly have 
been regarded as a revolution (i.e., ‘the cognitive revolution’).

The computationalist approach is, for example, not behaviourist. Nor is it an 
introspectionist approach to investigating the mind. Relatedly, it is not phenomeno-
logical. It is not psychoanalytic or anything else that might broadly be subsumed 
under the rubric of psychodynamics. These facts by themselves allow us to iden-
tify vast research traditions in the history of psychology as non-computationalist. 
Moreover, in more recent decades, computationalism has not gone unchallenged. It 
is incompatible with strong forms of ‘embodied’ or ‘enactivist’ approaches to the 
mind, whose opposition to computationalism forms a central part of their identity. 
It has been opposed by ambitious forms of dynamical systems theory. It precludes 

20  At the present stage, many evolutionary psychologists do not yet do so. I take this to be a sign 
of the relative youth of the discipline.
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any account that explains cognitive processes directly through intrinsic properties 
of neural tissue. And obviously it is not substance dualist in its explanation of mind 
and behaviour.

Having clarified this, I now turn to the adaptationist nature and methodology of 
evolutionary psychology. This requires briefly clarifying its general background 
first, which consists in the modern theory of natural selection.

2.6 � The Modern Theory of Natural Selection

Adaptations are traits of biological systems whose effects caused them to be fa-
voured by natural selection in the evolutionary past, i.e., to be reproduced more 
successfully than alternative variants. For a trait that is an adaptation, the effect 
that caused it to be favoured by natural selection in its evolutionary past is its bio-
logical function. Evolutionary psychology takes an adaptationist approach21 to the 
human mind. It does so, fundamentally, in virtue of the extent to which it takes 
natural selection to have shaped and differentiated the human mind (more on this 
in Sect. 2.7).

When I said earlier that evolutionary psychology combines two broad, standard 
research paradigms from psychology and biology, these paradigms might easily 
have been referred to as computationalism about the mind plus adaptationism ac-
cording to the modern evolutionary synthesis, or, the Modern Synthesis. Apart from 
the clarifications in the present section, however, I will not speak much of adher-
ence to ‘the Modern Synthesis’ in connection with the commitments of evolutionary 
psychology. Nor do evolutionary psychologists themselves. I see two reasons for 
this.

Reason one is that it is really only in a broad sense that adherence to the Modern 
Synthesis is essential to evolutionary psychology and that, in this broad sense, the 
label ‘Modern Synthesis’ is effectively superfluous outside of historical contexts. 
In the broad sense, the attribution of this label does not add anything to saying that 
evolutionary psychologists endorse adaptationism consistently with the standard 
lines of how evolutionary biologists since the mid-twentieth century conceive of 
natural selection. There is room for a broad and exciting variety of theoretical em-
phases in this standard framework. There are differences in the extent to which re-
searchers believe natural selection to have influenced the evolutionary process. But 
to the extent that it has, it is textbook wisdom that natural selection operates along 
the general lines envisaged in the modern evolutionary synthesis.

21  An effectively synonymous term is ‘selectionism’. I will understand this to describe the same 
position as ‘adaptationism’, only connoting a different perspective on it—that of the population-
genetic dynamics of natural selection, rather than its phenotypic results. Daly and Wilson (1995, 
1999) or Tooby and Cosmides (2005) use both terms, apparently with something like this distinc-
tion in mind.
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Reason two for avoiding the label ‘Modern Synthesis’ it that it is more narrowly 
understood by some evolutionary theorists than I understand it to be—in effect, 
they understand it as a myopic research program requiring revision or replacement. 
If reactions of mainstream evolutionary biologists to revisionist criticisms could 
be summarized in a sentence, I think it would be this: Just because the modern 
evolutionary synthesis does not mention some important aspect of the evolution of 
life does not mean it has overlooked it or disallows it. Regarding various emphases 
which have been promoted in recent decades as missing elements or even rivals 
of the Modern Synthesis (Pigliucci and Müller 2010; Pigliucci 2007), mainstream 
evolutionary biologists are inclined to point out that they do not contradict the syn-
thesis and are naturally integrable into it. For some insights, mainstream biologists 
will also point out that they are less novel than they are made out to be by their 
promoters. Finally, in some cases mainstream evolutionary biologists may feel the 
emphases to be overstated by their more enthusiastic supporters.

Evolutionary psychologists are inclined to respond along much the same lines 
to revisionist or revolutionary rhetoric directed against the Modern Synthesis. What 
they are inclined to say about allegedly neglected insights is that they may (it de-
pends on which) provide a fuller picture of ways in which natural selection oper-
ates, but that they do not undermine natural selection’s relative importance in the 
evolution of the human mind/brain. Many different theoretical insights are consis-
tent with the more general emphasis on the importance of natural selection. I cannot 
begin to make this general assessment plausible here, however.

Few non-specialist academics are nowadays aware of how little acceptance there 
was in the scientific community after Darwin (1859) and until the 1940s (Bowler 
1983/2003, Chap. 7; Mayr 1982, Chap. 11; Mayr 1991, passim) for evolution by 
natural selection as an explanation of anything interesting in the living world. It is 
only through the modern evolutionary synthesis that the theory of natural selection 
became widely established. The Modern Synthesis was worked out by biologists 
of various disciplines22 in the 1930s and 1940s, building on the work of pioneering 
mathematical population geneticists in the preceding years. It assigns central impor-
tance to natural selection in the evolutionary process because it is organized around 
this concept. For what the Modern Synthesis is a synthesis of is simply Darwin’s 
theory of natural selection and Mendelian genetics.

Two genetic insights above all were crucial to the synthesis, corresponding to 
the respective rejections of two previously widespread and natural-seeming ideas. 
Firstly, the endorsement of hard inheritance, entailing the rejection of the inheri-
tance of acquired characteristics (Lamarckian inheritance). Secondly, the endorse-
ment of particulate inheritance, entailing the rejection of a conception on which 
inheritance in sexually reproducing organisms is based on the blending of traits of 
parent organisms. These insights have not been seriously disputed by biological 
science to this day.

22  Dobzhansky (1937) heralded the Modern Synthesis. Huxley (1942) coined the name in his 
somewhat more popular classic. For more historical background, see Mayr and Provine (1980), 
Mayr (1991, Chaps. 9–11), and Smocovitis (1996).
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Since the modern evolutionary synthesis, natural selection is understood to be 
a gradual process acting on inherited elements—most fundamentally, genes—over 
many generations. Variation in these elements, the precondition for the occurrence 
of natural selection, is introduced by occasional genetic mutations. In rare cases, 
mutant genes, embedded in their complex genetic-developmental setting, result in 
phenotypic traits which lead their bearers to enjoy a higher rate of survival and 
reproduction than other bearers with other gene variants. This leads to natural 
selection. The mutant genes replicate more successfully than the alternative vari-
ants, gradually spreading in populations across numerous generations. Complex 
specialized traits, for example, organs like the human eye or the heart, are in turn 
explained through the transgenerational accumulation of component traits which 
gradually spread according to this principle.

What can be viewed as an updated version of the Modern Synthesis framework, 
inclusive fitness theory, established itself in the 1960s and 1970s on the basis of 
works by W.D. Hamilton (1964a, b) and G.C. Williams (1966). This changed the 
science of animal behaviour, which in the course came to be called ‘sociobiology’ 
(Wilson 1975) instead of ‘ethology’. The inclusive fitness revolution, however, 
merely followed the ramifications of the population genetics underlying the Modern 
Synthesis and is best viewed as a logical outgrowth of it (Dawkins 1989). Consis-
tently with the Modern Synthesis, inclusive fitness theory takes natural selection to 
fundamentally involve the differential replication of gene variants in populations 
(though this does not in itself preclude natural selection at higher hierarchical lev-
els). Gene variants whose effects in a given causal surrounding tend to increase their 
number in subsequent generations spread in a population at the cost of gene variants 
whose effects leave fewer copies.

These replicator dynamics are very often aligned with, but explanatorily more 
fundamental than, individual organisms’ boundaries and survival interests. For ex-
ample, they plausibly explain why we do not live forever. Relatedly, they are ca-
pable of explaining basic forms of altruism (that is, benefitting others at a cost to 
oneself) that are directed at close kin. They also preclude naive notions of selection 
acting ‘for the good of the species’, formerly widely accepted among ethologists, 
and still widespread to the present day among nonbiologists who sporadically dab-
ble with quasi-adaptationist explanations of phenomena (see Sect. 2.8).

2.7 � Evolutionary Psychology’s Ontological Adaptationism

Evolutionary psychologists generally do not distinguish between different kinds 
of adaptationism. They simply identify themselves as adaptationists, full stop. But 
we should distinguish two aspects of their adaptationist position. Firstly and most 
fundamentally, evolutionary psychologists are adaptationist in an ontological sense 
(which is implicitly comparative): They make a claim about what there is. In the 
present section, I will say more about the adaptations posited than was anticipated 
already in connection with (EP). Secondly, building upon the ontological assump-
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tion, evolutionary psychologists are adaptationist in a disciplinary sense (which 
might also be called methodological, though I prefer not to use this term for rea-
sons explained in Sect. 2.8): They commit themselves to a certain way of doing 
psychology in finding out what they believe there is. This will be the subject of the 
subsequent section.

1. More Mental Adaptations  ‘Adaptationist’, in what I take to be the most com-
mon sense of the term, is a thoroughly vague predicate. The greater one takes natural 
selection’s influence on biological evolution to be, the more strongly adaptationist 
one is. The same is true, mutatis mutandis, for adaptationism about specific realms 
of the biological world. Evolutionary psychologists are adaptationist, fundamen-
tally, in virtue of the extent to which they take natural selection to have shaped and 
differentiated the human mind. What extent must that be, in order for someone to 
count as an evolutionary psychologist? This question seems pressing because there 
is a straightforward sense in which all evolutionary scientists are adaptationists. 
Practically everyone with the relevant scientific education who is not committed 
to creationist religious extremism acknowledges that natural selection has played 
some important kind of role in the evolutionary process.

The sense of ‘adaptationist’ I am presently aiming at is implicitly comparative. 
Ascribing adaptationism to somebody in this sense implicitly involves comparing 
their view to predominant views in a given research community. Evolutionary psy-
chologists believe that the human mind/brain develops on the basis of many more 
adaptations than has been traditionally assumed in psychology or, more generally, 
in the social, cognitive, and brain sciences at large. I am not going to be precise 
about what ‘traditionally’ means here, apart from saying that it means the larger 
part of the twentieth century (Tooby and Cosmides 1992; Pinker 2002). The late 
nineteenth and early twentieth century, by contrast, was a period in which ‘instincts’ 
were posited readily (McDougall 1908; James 1890; Angell 1907). As we have 
seen, however, in those decades the modern theory of natural selection was not yet 
available, nor was the information-processing approach to the mind. In many of the 
instinct-theoretical excesses of those years (see Boakes 1984), the absence of these 
scientific paradigms is painfully evident.

Apart from the fact that they must have evolved through natural selection along 
the general population-genetic lines sketched earlier, how are we to conceive of the 
adaptations positing which is characteristic of evolutionary psychology?

2. Computational Adaptations  Let us first set aside a pleonasm which is of no 
help at all. One often hears evolutionary psychology described as positing function-
ally specialized adaptations. Such descriptions are redundant, given that ‘adapta-
tion’ and ‘function’ are interdefined in the conceptual framework of evolutionary 
theory. To the extent that a trait can be said to be an adaptation at all, it is an adap-
tation specialized to perform a biological function: some causal role in virtue of 
which it was favoured by natural selection.

How, then, are the adaptations of evolutionary psychology functionally special-
ized? The general answer is provided by computationalism. The adaptations pos-
ited by evolutionary psychology are computational adaptations, in the sense that 
they have been selected for fulfilling certain causal roles in information-processing, 
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which had certain behavioural consequences (which were, by hypothesis, on aver-
age reproduction-promoting).

Evolutionary psychology’s postulated adaptations are standardly characterized 
as computational mechanisms (in these or similar terms). A computational mecha-
nism can be defined by (1) the formally delimited class of inputs it accepts and (2) 
the transformations into outputs which it performs on them. However, this is inad-
equate as a general means of specifying the nature of computational adaptations in 
evolutionary psychology, for two reasons. For one thing, the pair of aspects just giv-
en only defines an unchanging, presumably adult, computational mechanism. This 
is deeply inadequate as a way of characterizing learning mechanisms. For another 
thing, not each component adaptation in a computational architecture constitutes an 
entire mechanism in the first place. I return to both of these points presently.

For the two reasons just anticipated, in contexts where we wish to refer to the to-
tality of mental adaptations posited in evolutionary psychology, we do well to refer 
to them simply as computational adaptations. Less abstract labels—even the term 
‘computational mechanism’—may be intuitively easier to grasp, but only at the cost 
of being misleading or false when applied to all adaptations posited in evolutionary 
psychology. In fact, insidious terms such as ‘module’ only seem easier to grasp pre-
cisely because of irrelevant connotations which they introduce. The computational 
adaptations posited by evolutionary psychologists have been subject to a dismal his-
tory of misunderstandings. Given this and the lack of charitable intentions among 
critics, evolutionary psychologists cannot afford to use loose and, strictly speaking, 
false talk, trusting that everybody is going to figure out highly nonobvious matters 
by themselves.

3. Computational Adaptations as Learning Mechanisms  The most important 
thing to keep in mind about most of the complex adaptations of evolutionary psychol-
ogy, alongside the computationalist commitment, is that they are basically learning 
mechanisms, or similarly, acquisition mechanisms (I am somewhat undecided about 
which term to prefer). The point can be stated in the form of a recommendation: If 
in doubt, always think about a computational adaptation as a learning mechanism, 
an adaptation for acquiring a psychological trait, rather than as a specialized adult 
end result of development. Far too often, specific end results are envisaged when 
evolutionary psychology’s computational adaptations are considered.

To characterize the computational adaptations of evolutionary psychology sim-
ply as mechanisms defined by specific input criteria and specific transformations 
is misleading. It implies an unchanging mechanism with a persisting mapping of 
inputs onto outputs. Since, by default, unchanging mechanisms are considered in 
psychology qua adult ones, this effectively implies a computational mechanism 
that is an end result of development. If we are to think of the naturally selected 
mechanisms posited by evolutionary psychology primarily as acquisition or learn-
ing mechanisms, then we must think of a more complex kind of entity: one whose 
mapping from inputs to outputs itself changes over time, due to growth patterns and 
information fed into the learning mechanism by experience.

As a reminder of the importance of trying to conceive of human computational 
adaptations as acquisition mechanisms, and as a reminder of the perils of unreflec-
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tively adultocentric conceptions, I find it helpful to occasionally recall the case of 
human language. It is obvious and undisputed that no adaptation exists for speak-
ing a specific language such as German, Cantonese, or Swahili—even though the 
grammar and phonology of each of these languages will be firmly ingrained, in 
dedicated computational mechanisms, in the brain of a native speaker. But it is very 
well possible that there is an underlying language faculty, with a more abstract na-
ture, which is a complex human adaptation (Pinker and Bloom 1990; Pinker 1994, 
2003; Pinker and Jackendoff 2005). Such a claim is far from undisputed, to be sure 
(compare, e.g., Tomasello 1995; Hauser et al. 2002; Tomasello 2003, and open peer 
commentary on Evans and Levinson 2009, or Pinker and Bloom 1990), and it has 
been argued to the contrary that human language is an evolutionary by-product, 
based on ‘universal aspects of human cognition, social interaction, and information 
processing’ (Tomasello 2009, p. 471). But while it is obviously false that under-
standing a specific human language is an adaptation, it is not obviously false that a 
human language faculty embodying abstract principles of a universal grammar is an 
adaptation—and no scientist fails to appreciate this difference.

So suppose the language faculty is an adaptation. If so, it is a straightforward 
case of a computational adaptation with far more abstract and nonobvious proper-
ties than those of the computational mechanisms in which it results in the adult 
mind. At the same time the language faculty, if it is an adaptation, is nonetheless 
far more specialized than an all-purpose learning mechanism. In quite the same 
fashion, we must be prepared to think about a lot of computational adaptations as 
mechanisms for acquiring more narrowly specialized computational mechanisms 
in the adult brain—sometimes developing into a single mature mechanism, some-
times spawning several, independently maturing mechanisms according to need.23 
Whereas the mature computational mechanisms will often be responsive to highly 
specific inputs from our contemporary environments, with highly specialized pro-
cedures operating on them, the learning mechanisms forming the underlying adap-
tations will often be responsive to inputs of a nonobviously intermediate degree of 
specificity: more general than that of the mature computational specialization on the 
one hand, but still far more specific than those of perfectly domain-general learning 
mechanisms on the other.

4. Computational Adaptations that are not Learning Mechanisms  It would 
simplify matters if we could conceive of all human computational adaptations sim-
ply as learning mechanisms. To be sure, thinking and speaking of human computa-
tional adaptations in these terms is vastly preferable to conceiving of them as innate 
mechanisms qua developmental end results. However, to do so across the board 
would be taking things too far. I see two reasons against restricting our conception 
of the computational adaptations posited by evolutionary psychologists to learn-

23  This is also the gist of various remarks in deep but difficult foundational works by Barrett (2006) 
and Boyer and Barrett (2005), which are, besides, at least consistent with the subsequent remarks 
I make in the present paragraph. See also Barrett and Kurzban (2006). I must admit, however, that 
carefully re-reading Barrett (2006) has made me feel less clear than I previously recalled about 
how some of the arguments in it exactly run.
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ing mechanisms. The first reason might be regarded as merely terminological. The 
second cannot.

Firstly, the possibility of rigidly developing computational mechanisms must be 
allowed for. There can be computational mechanisms that grow in a highly cana-
lized fashion, according to a rigid assembly schedule, towards a specific outcome. 
Such developmentally canalized mechanisms24 will typically require exposure to 
inputs of the sort they are prepared to process within critical periods of sensitivity in 
development. But the effects the experience has are not appropriately termed ‘learn-
ing’. The visual system, and stereo vision in particular, provides a prime example 
of such an adaptation (Pinker 1997: pp. 238–241; Simons 1993). The development 
of stereo vision requires that some neurons in primary visual cortex receive inputs 
from the left eye and some of them receive inputs from the right eye. This aspect 
of development, as Pinker points out, needs to be viewed as a self-assembly requir-
ing a very specific bit of information (which cannot be predicted in advance). But 
to sensibly speak of ‘learning’, as many understand the term, would presuppose a 
considerably larger space of possible psychological changes contingent upon expe-
rience.

The point just made could be regarded as negligible. Clearly, there is a con-
tinuum between (a) open developmental pathways that rely on the uptake of large 
amounts of unpredictable ambient information and are obviously describable as 
learning and (b) narrowly canalized developmental pathways that only depend upon 
specific informational inputs at certain junctures. The latter type of case might be 
treated as a limiting case of learning. One could stipulate to use the term ‘learning’ 
accordingly, given that it has already been used by scientific psychologists in ways 
remote from ordinary usage.

However, secondly, we must allow for the existence of adaptations that con-
tribute to a computational architecture and its development even though they do 
nothing that is even the sort of thing that might be describable as learning. For 
example, consider a simple reasoning rule that reliably pops up early in develop-
ment and performs its service unchanged for the rest of the organism’s lifespan. Or 
consider a switch that has been installed by natural selection within a computational 
architecture. In fact, computational adaptations like the latter one do not just fail to 
qualify as learning mechanisms, they are not even whole mechanisms to begin with. 
Simple switches and other kinds of traits, among them quite abstract properties of 
computational architectures, can be naturally selected features of a computational 
architecture—computational adaptations—without being mechanisms. A fortiori, 
they are not learning mechanisms.

We need to give such bona fide computational adaptations their due and not 
succumb to the common habit of thinking of any computational adaptation as a 
mechanism. Still, it seems appropriate to think of learning mechanisms as forming 
the bulk of the human mind’s information-processing adaptations, around which 
other computational adaptations can be organized.

24  The developmental canalization metaphor is due to Waddington (1957).
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5. Content Domains, Formal Input Domains  Perhaps the notion most famously 
associated with the adaptations characteristically posited by evolutionary psycholo-
gists is that they are domain-specific. Sometimes commentators on evolutionary 
psychology ask what domain specificity might be and suggest that there may be 
some interestingly unresolved issue lurking here. There is not. The way in which 
the concept of domain specificity is used by psychologists, evolutionary or other-
wise, is similar to the way in which the concept of adaptationism explained earlier 
is used. ‘Domain-specific’ is an implicitly comparative predicate, admitting of great 
differences of degree.

Fundamentally, domain specificity is a property of psychological learning mech-
anisms. A learning mechanism’s degree of domain specificity is determined by how 
broad the class of properties, situations, and entities—or simply, contents—is for 
which the mechanism evolved to reliably develop into specialized cognitive or mo-
tivational capacities. Domain specificity is content-specificity.

There may be a learning mechanism specialized for acquiring the capacity to 
recognize mental states and explain actions of conspecifics; perhaps it contains 
several component learning mechanisms. There may be another learning mecha-
nism specialized for acquiring a language; perhaps similarly complex. There will 
be mechanisms guiding the acquisition of sexual desires around puberty, narrowing 
down the anatomically conceivable range of objects of sexual desire with respect to 
sex, preferred physical appearance, and age of mates, not to mention less obvious 
potential desiderata. There may be a learning mechanism, specialized for avoiding 
incest, which selectively blocks the development of sexual desires when it comes to 
siblings. There may be another mechanism specialized for acquiring a vast memory 
store of different faces and recognizing them effectively. There will be mechanisms 
specialized for biasing one’s acquisition of food aversion. Distinct from these, there 
will be mechanisms channelling our acquisition of food preferences (even though 
these are about food too). Yet again, there will be distinct mechanisms biasing our 
learning of which things to fear (even though these too are about things to avoid). 
And so the list of examples could be continued.

The contrasting theoretical position, in its extreme version, tries to explain the 
accomplishment of all these different tasks and many more through the operation 
of a few learning mechanisms on the basis of sensory-perceptual inputs, including 
the shaping influences of the social environment. This is empiricism. Its postulated 
learning mechanisms deal with all classes of contents equally, unequipped with 
any biases, procedures, representations, growth patterns, parametrisations, etc., that 
would prepare them for any specific class of situations, entities, and properties—
contents—in the world (Tooby and Cosmides 1992; Pinker 2002, 1994: Chap. 13). 
This is what makes them content-unspecific, or equivalently, domain-general.

I have just explained the notion of domain specificity in terms of content do-
mains. One may also find it helpful to identify a formal sense of ‘domain specific-
ity’. Computational mechanisms necessarily operate only on inputs that satisfy cer-
tain formal criteria—such is their meaning-blind, mechanical nature. Any computa-
tional mechanism therefore exhibits domain specificity in the sense of formal input 
specificity. A fortiori, this is true of naturally selected computational mechanisms 
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posited in evolutionary psychology. Barrett and Kurzban, two former students of 
Cosmides and Tooby’s, have maintained in a celebrated article that formal input 
specificity is all there is to the domain specificity of naturally selected computa-
tional mechanisms (they do not speak of learning or acquisition mechanisms). I 
criticize their claim below, since the matter is centrally relevant. Since I am puzzled 
by their position, let me make sure to be fair and state it in representative quotes of 
their own (all emphases are theirs):25

We do not intend a reading of domain as content domain, in the folk sense of domains indi-
viduated by the meaning of their constituents. Rather, we define domains as individuated by 
the formal properties of representations because, we believe, this is the only possible means 
by which brain systems could select inputs. (2006, p. 630)

Here we have suggested that domains should be construed in terms of the formal properties 
of information that render it processable by some computational procedure. In this sense, 
even the rules of so-called content-independent logics—for example, modus ponens—are 
domain-specific, in that modus ponens operates only on propositional representations of a 
certain form. (2006, p. 634)

There are strong intuitions about what counts as a ‘domain’, many of which are not consis-
tent with formal definitions […]. [F]or example, the ‘domain’ of a particular device could 
be as broad as all object representations, yet the device could still be a specialized, […] 
computational device. Intuitions prevent some psychologists from accepting the idea that 
a [specialized device] that processed all object representations is reasonably called domain 
specific, possibly because domain specificity implies to many differential processing of 
stimuli based on their ‘meaning’, rather than their ‘formal properties’. The notion of mean-
ing or content, however, is a folk notion: Human computational systems always process 
information based on formal properties […]. (2006, p. 634)26

Barrett and Kurzban go wrong here. It makes no sense to pit formal domain specific-
ity against semantic domain specificity and to define domain specificity tout court 
over the formal notion, suggesting that the semantic notion is merely prescientific. 

25  The central treatment of domain specificity in Barrett and Kurzban (2006, p. 630) alone contains 
several quite confusing infelicities or errors which I pass over above. For example, the authors 
(B&K) introduce domain specificity and justify its formal nature thus: ‘As a direct and inseparable 
aspect of this evolutionary process of specialization, modules [defined in the same paragraph as 
“functionally specialized mechanisms with formally definable informational inputs”] will become 
domain-specific: Because they handle information in specialized ways, they will have specific 
input criteria. Only information of certain types or formats will be processable by a specialized 
system’ (emph. B&K’s). It is unclear what B&K mean by saying that modules, in the ‘evolution-
ary process of specialization’, ‘become’ something they are claimed to be by definition. Moreover, 
while B&K stress domain specificity qua formal input specificity to be a necessary consequence 
of increased specialization in evolution, it is simply a necessary consequence of being a compu-
tational mechanism, whatever its origins. Also, the mechanism’s formal input specificity need not 
increase in tandem with the specialization of its operations. Another oddity is the fact that the first 
passage I quote above follows on the heels of the following assurance: ‘We wish to stress that we 
intend the broadest construal of the term domain to include, in principle, any possible means of in-
dividuating inputs’—which is precisely what they do not intend. This statement is most charitably 
reinterpreted as meaning, in marked difference, ‘any possible [formal] means’. But this in turn is 
just an entirely inadequate individuation scheme, as I explain in the text.
26  I have omitted from this quote, firstly, literature references and, secondly, uses of the precarious 
term ‘module’ which I do not believe add relevant content.
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It is true that computational mechanisms can only operate on formally delimited 
input domains. It is not true, however, that the notion of a content domain is an 
expendable folk notion—and it is emphatically not true with regard to the selection-
ally relevant content domains of evolutionary psychology. Both notions are needed. 
Content domains are what formal domains evolved in response to.

In evolutionary psychology, the notion of a content domain is not a dispensable 
folk notion, but an indispensable notion that captures the biological functions of the 
many acquisition mechanisms posited in it. As illustrated above, these acquisition 
mechanisms were shaped by natural selection to reliably result in computational 
mechanisms that regulate behaviour in different ways appropriate to different con-
tent domains (i.e., types of situations, properties, entities in the world).27 This is 
the evolutionary-biological sense in which the computational acquisition mecha-
nisms are functionally specialized. The acquisition mechanisms were not shaped by 
natural selection to result in computational mechanisms that are formally input-spe-
cific in semantically arbitrary ways. On the contrary, a computational acquisition 
mechanism that evolved by natural selection will have a formal input domain that 
approximately co-varies with the content domain the mechanism evolved to deal 
with. Conversely, a computational acquisition mechanism that evolved by natural 
selection can co-vary with certain contents only via the mediation of formal cues 
that were reliably correlated with those contents in the environment in which the 
mechanism evolved.

Thus, there is no competition between the ideas of a formal domain and a content 
domain with regard to naturally selected computational mechanisms. Qua compu-
tational mechanisms, the mechanisms must be sensitive solely to formal properties 
of representations (e.g., geometric aspects of visual representations that are sche-
matically face-like). Qua mechanisms evolved by natural selection, the mechanisms 
must have evolved in response to some selection pressures in the world correlated 
with those formal properties—selection pressures which ipso facto count as involv-
ing contents of some kind or another (e.g., faces of conspecifics). Neither the formal 
domain nor the content domain is a theoretically dispensable notion. What counts 
is to not mix up the two.

Even though Barrett and Kurzban’s official theoretical statements fail to respect 
the points just made, they are of course not news to them (nor to other evolution-
ary psychologists). Doubtlessly, Barrett and Kurzban are on some level aware of 
them—and indeed, in plain contradiction of their official statements, they still reg-
ularly use ‘domain’ in a content sense throughout their 2006 paper and in other 
writings, apparently in implicit appreciation of its indispensability. Most notably 
perhaps, Barrett often emphasizes the distinction (cf. Sperber 1994) between the 
‘proper domain’ of a computational mechanism that evolved by natural selection 
(the set of things it is designed to respond to, e.g., faces of conspecifics) and its ‘ac-
tual domain’ (the set of things it can actually process, e.g., face-like surfaces). This 

27  Typically, though not necessarily, ‘the world’ will be the external environment.
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central theoretical distinction he tends to emphasize is purely content-based.28 The 
reason it is necessary is precisely that these different types of domains are indistin-
guishable from a formal input point of view, but different in content (hence poten-
tially vastly different in terms of causal potential). Barrett and Kurzban’s critique of 
a content notion of domain is incoherent and fails to do justice to the fundamental 
importance of the content-based notion of a domain in evolutionary psychology.

The reason Barrett and Kurzban give for preferring a formal notion over a con-
tent notion of a domain is the fact that computational mechanisms can only process 
representations based on formal properties. If two leading evolutionary psycholo-
gists take this definitional truth about computational mechanisms (the ‘formality 
condition’, Fodor 1980) to cast a bad light on the notion of a content domain, even 
though the latter is crucial to adaptationist thinking about computational mecha-
nisms, this ought to make us suspicious that some confusion has occurred. In fact, a 
confusion appears to be in play here that is well-known from the science of animal 
behaviour (Tinbergen 1963; Bolhuis and Giraldeau 2005). It rests on conflating 
different levels of psychobehavioural explanation—in particular, the levels of prox-
imate-causal and evolutionary-adaptationist explanation. Questions located at the 
first of these levels ask how a behavioural pattern or mental phenomenon occurs. 
These are requests for explanations in terms of proximate causal origins. Questions 
located at the latter level ask why a behavioural pattern or mental phenomenon oc-
curs. These are requests for explanations in terms of evolutionary origins, including 
possible adaptive functions.

Where these levels and types of questions are conceptually run together, non-
competing types of explanation are easily treated as though they were in competi-
tion with each other. This, I submit, is what happens when Barrett and Kurzban treat 
a formal individuation of domains as preferable to a content-based individuation 
of domains. Claims about formal input domains and claims about functional con-
tent domains (or, ‘proper domains’, see above) are answers to different questions. 
Knowing the formal input domain tells you something about proximate causation: 
which formal properties of inputs switch the mechanism on.29 Knowing the func-
tional content domain tells you something about biological function: which situa-
tions, properties, or entities in the world the mechanism evolved as an adaptation 
for.

6. Environmental Content-Specificity  Evolutionary psychology is not compati-
ble with the postulation of simply any conceivable large collection of computational 
acquisition mechanisms. Rather, many of its postulated acquisition mechanisms 

28  It is easy to be misled about this fact by Barrett’s definitions of actual versus proper domains in 
terms of different classes of ‘inputs processed’. This sounds as if it referred to different classes of 
proximal stimuli. In fact, it refers to proximal stimuli of the same class that come from different 
classes of distal stimuli.
29  Strictly speaking, insofar as we speak about computational acquisition mechanisms, rather than 
mature computational mechanisms, the input domain itself would have to be described as changing 
over developmental time, especially at critical junctures. I allow myself to simplify here, given that 
this aspect is not presently the focus of attention (quite apart from the fact that it tends not to be 
observed by other authors anyway).
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(though certainly not all) will have evolved to process inputs from specific envi-
ronmental content domains. By this, I mean specific classes of situations, entities, 
or properties instantiated in our spatiotemporal surroundings. Acquisition mecha-
nisms with environmental content domains provide most of the typical examples 
of computational adaptations posited by evolutionary psychologists. Some of these 
examples were listed earlier.

Notice that not all content domains of acquisition mechanisms are environmental 
domains. In principle, anything can be the content of a representation processed by 
a computational mechanism. Accordingly, we need to have a sufficiently open con-
ception of potential content domains of computational mechanisms. Apart from en-
vironmental constellations, possible contents might, for example, consist in bodily 
states of oneself that are monitored by specialized computational mechanisms. Or 
the contents might be other representational states of oneself, registered by meta-
representational states subsequently subjected to processing. Contents might also 
consist in abstract objects and relations between them, such as mathematical facts, 
or the logical rule of modus ponens mentioned in one of the quotes above. That hav-
ing been said, it is environmentally domain-specific psychological adaptations that 
are most frequently associated with evolutionary psychology.

The commitment of evolutionary psychology to many of its naturally selected 
acquisition mechanisms being environmentally content-specific usually goes un-
mentioned when evolutionary psychologists state their view of the human mind. 
Typically, with sundry terminological variations, they simply express a commit-
ment to the existence of something like ‘many functionally specialized computa-
tional devices’ in the human mind. This standardly issued type of definition is com-
patible with positing many computational devices that are functionally specialized 
in virtue of their formal input criteria and operations, without being functionally 
specialized in virtue of particular environmental content domains. But this will not 
do if we are to capture the distinctive commitments of evolutionary psychology. 
The idea of specialization for many environmental content domains is indeed pro-
foundly characteristic of adaptationist-computational evolutionary psychology. It is 
part of what knowledgeable researchers mean by ‘evolutionary psychology’. Take 
the aspect of ecological content-specificity away and you are looking at a research 
program so different that one would need a different label for it.

Suppose someone assumes the following model of the human mind. The hu-
man mind rests on developmental mechanisms that treat all kinds of perceptually 
registered contents according to more or less the same principles: speech sounds, 
habitats, food tastes, various behavioural indicators of various mental states, con-
frontation with a predator, snakes, images of naked nubile women, observations 
of social conformity, reprimands, observations about local cultural practices, and 
many more. How does this work? ‘Well’, says the friend of the present model, 
‘for one thing, we learn much through our culture and social environment. But for 
another thing, not entirely unlike a conventional general-purpose computer with 
its thousands of parts, we have a great many content-unspecific mechanisms for 
processing and storing information. This rich equipment of content-unspecific com-
putational adaptations allows us to learn and infer many different things. It reliably 
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yields motivational and cognitive outputs appropriate to vastly different ecological 
content domains. It makes us flexibly intelligent’.

While we must not assume evolutionary psychologists to be particularly im-
pressed by this idea, it is not obviously false. Indeed, from the evolutionary  
psychologist’s viewpoint, it is surely less implausible than a view which also as-
sumes the mind to treat all kinds of ecological content identically, while not even 
positing many domain-general computational adaptations to deal with them. But the 
latter kind of view is just standard empiricism—which in turn has been endorsed 
to considerable or undiluted degrees by many psychologists. Thus, we should also 
expect the kind of view just imagined to be actually endorsed by researchers, in 
varying versions and degrees of strength. We must expect there to exist fairly mod-
erate views which are to varying degrees inconsistent with evolutionary psychol-
ogy as standardly understood, but which standard self-descriptions by evolutionary 
psychologists fail to exclude.

I conclude that we ought to include reference to some amount of ecological 
content-specificity in adequate characterizations of evolutionary psychology’s on-
tological adaptationism, if it is not to include too much.

The present section can be concluded with a disclaimer. There is a persistent myth 
that evolutionary psychologists disallow highly domain-general learning mecha-
nisms (or other computational adaptations). I do not think it is necessary to com-
ment extensively on this. Of course they allow them. Evolutionary psychologists 
only deny these the privilege of providing the default explanations for motivational 
and cognitive phenomena. They deny that domain-general learning mechanisms 
are preferable a priori over explanations in terms of content-specific computational 
adaptations (e.g., Cosmides and Tooby 1997, p. 159; Buss 1995).

7. The Nativism Implied  In positing a multitude of computational adaptations 
along the lines explained, evolutionary psychologists position themselves on the 
side of nativism in the long-standing struggle between nativism and empiricism 
about the mind. Indeed, one way of viewing evolutionary psychology is that it basi-
cally just is the nativist-computational approach, where this approach is, firstly, sys-
tematically heuristically guided and organized (see Sect. 2.8) by the modern theory 
of natural selection (see Sect. 2.6) and, secondly, where this approach is applied to 
the entire mind rather than only the parts of it which previously existing nativist-
computational research communities have already focused upon.

A learning mechanism’s receptivity to a specific class of inputs in its initial 
state, and its disposition to produce specific outputs when presented with them, 
can, where applicable,30 be conceived of as primitive forms of innate representing. 
Together with the procedures that effect the initial transformations of the learning 
mechanism, these representations can be conceived of as a primitive form of innate 
knowledge. Depending on the learning mechanism, one might also appropriately 
view as innate various robustly developing representations, procedures, architec-
tural features, and consequent capacities acquired by the mind in the course of 

30  The outputs need not necessarily be representations, they can also be physiological responses; 
hence the qualification.
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subsequent maturation and interaction with the environment. The representational–
computational equipment can sensibly count as the more innate, the more under-
determined the knowledge it embodies is by environmental stimuli. In saying this, 
I am implying how I think the concept of innateness needs to be understood—and  
implicitly is—in the context of cognitive science. Given the controversial status 
of the concept of innateness, a few more words on it are in order against the back-
ground of evolutionary psychology.

The concept of innateness has been argued to be problematic in virtue of promot-
ing the conflation of different biological properties (e.g., Griffiths 2002; Mameli 
and Bateson 2006), and one cannot nowadays help oneself to the term ‘innate’ with-
out clarifying what one means by it. In my judgement, the understanding of the term 
by many cognitive scientists is not fundamentally confused, and it is quite appropri-
ate to use the terms ‘innate’ or ‘nativism’ in the context of evolutionary psychology. 
Indeed, we are missing something very important if we do not do so. Viewed against 
the backdrop of the history of ideas about the human mind, evolutionary psychol-
ogy is a definitely nativist enterprise and needs to be understood accordingly.

One must not be misled about the nativist nature of evolutionary psychology 
by the fact that most of its practitioners hardly use terms like ‘innate’ or ‘nativ-
ist’ in describing their posits and their position. Nor even, more importantly, by 
the fact that theoretical writings of evolutionary psychologists sometimes explicitly 
disavow commitment to ‘innateness’, carefully scare-quoted. These are decisions 
of terminological strategy, not of substance. While I side with cognitive scientists 
like Chomsky or Pinker who cheerfully employ the term ‘innate’ in a considered 
and enlightened fashion, it is not difficult to understand the motives of researchers 
who wish to distance themselves from the innateness concept as they understand it. 
By disavowing a belief in ‘innateness’, evolutionary psychologists seek to distance 
themselves from a few interrelated, biologically absurd notions about development. 
Above all, these involve the incoherent doctrine of genetic preformationism—and 
the naive developmental dichotomy between the innate as that which is present at 
birth and the learned as everything that is acquired later on.

The notion of innateness I take to be assumed by cognitive scientists implies 
some guidance of learning by a specialized mechanism which results in knowledge 
(representational–computational structures) heavily underdetermined by the infor-
mation available from the environment. Since Chomsky (1980a), cognitive capaci-
ties thus acquired have often been described as acquired in the face of a ‘poverty of 
the stimulus’ (Thomas 2002; Laurence and Margolis 2001). This feature of innate 
capacities being acquired in spite of impoverished environmental stimuli has been 
widely viewed as placing a substantive constraint on cognitive scientists’ concept 
of innateness. In fact, it can be viewed as going all the way towards providing a 
definition. For cognitive structures to be acquired in spite of being heavily underde-
termined by environmentally available information plausibly just is what cognitive 
scientists usually mean who describe such structures as ‘innate’. On this, I agree 
with Khalidi (2002, 2007; cf. Stich 1975).

Theories that take substantial areas of psychological development to be guided 
by content-specific acquisition mechanisms have been influential already in topi-
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cally specific subdisciplines of cognitive science. Such research communities have 
often been outspokenly nativist, endorsing ‘innate knowledge’ of language (Chom-
sky 1965, Chap.  1; 1967, 1975), systems of ‘initial’ or ‘core knowledge’ in the 
development of reasoning abilities (Spelke 1994; Spelke and Kinzler 2007), or 
pursuing an advanced, richly nativist science of vision (with foundations laid by 
Marr 1982). However, nativist cognitive scientists did not explicitly and system-
atically embed their research in selectionist evolutionary theory, and they tended 
to explicitly endorse nativism only for parts of the mind. Most notably, Chomsky, 
the most influential nativist cognitive scientist of the twentieth century, was not 
an adaptationist.31 Even where he extended nativism to cognitive domains other 
than language, conceiving of the cognitive mind as a system of organs (1980b), 
adaptationist-evolutionary considerations remained strikingly absent from his ar-
gumentation.32

Evolutionary psychology’s extension of the nativist perspective to all areas of 
the mind includes extending applications of the idea of innate knowledge beyond 
fields of cognitive science in which it had a strong foothold for decades (Chomsky-
an linguistics, cognitive developmental psychology, vision science, other sensory 
modalities), to the vast psychology of motivation. Given the computational–repre-
sentational perspective together with its attention to biological function, evolution-
ary psychology can naturally view motivational adaptations as based on machinery 
that embodies ‘innate knowledge’ of behaviours that tended to be reproduction-pro-
moting within the environments in which our ancestors evolved. Straightforward 
examples for this would include incest aversion (innate knowledge about whom not 
to copulate with) or disgust towards contaminated food (innate knowledge about 
what not to ingest).

The empiricist approach, in contrast, takes the human mind to develop on the 
basis of no more initial equipment than the senses, some primitive drives, and very 
few general-purpose learning mechanisms that treat all kinds of content equally 
(such as association, statistical induction, or analogy). This leaves the developing 
child open to be moulded by its social surroundings through learning that is uncon-
strained in any specific, functional ways. Put differently, the empiricist assumes that 
the human brain is, functionally, an initially largely undifferentiated organ which 
acquires content and functional differentiation purely through exposure to experi-
ence, ‘developing on the basis of uniform principles of growth or learning […] that 
are common to all domains’ (Chomsky 1980b, p. 3). This is also known as the blank 
slate doctrine, environmentalism, or the ‘Standard Social Science Model’ (Tooby 
and Cosmides 1992, pp. 23, 31 f., and passim), in light of its consensus status in 
the social sciences. Like more confined versions of computational nativism, evolu-

31  Never mind different senses of ‘adaptationist’ in this connection—Chomsky was not an adapta-
tionist in any sense of the term.
32  Pinker in particular pointed out the peculiarity of this fact (Pinker and Bloom 1990, Sect. 1; 
Pinker 1994, 1997) and attempted to rectify it in his work, synthesizing the Chomskyan-nativist 
view of language with evolutionary adaptationism.
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tionary psychology is highly sceptical about the powers of a few uniform learning 
mechanisms to account for the development of all typically human mental traits.

8. Evolution Through Duplication and Modification  Regarding the evolutionary 
origins of the many hypothesized human computational adaptations, we must be 
careful not to think of them in developmentally naive terms that make it seem more 
implausible than it is that they evolved in the available time span. Probably one of 
the most pernicious ideas to be widely associated with evolutionary psychology is 
that all computational adaptations, even the potentially highly complex ones, would 
have had to evolve from scratch. It would be putting things mildly to say that this 
cannot be reasonably expected in the general case. And nothing in evolutionary 
psychology requires it. What we can more reasonably expect is that many human 
computational adaptations have roots in the duplication and subsequent modifica-
tion of genes underlying the neural development of antecedently existing computa-
tional adaptations (Marcus 2006, esp. 450 f.; Marcus 2004, Chap. 7; Barrett 2012; 
Carruthers 2006, Chap. 1).

Inspiration for this idea comes from the relatively young science of evolution-
ary developmental biology, which took shape in the 1980s and 1990s. Commonly 
referred to as ‘evo-devo’, this field has been concerned with elements of the mecha-
nisms of embryonic development qua objects acted upon by evolutionary change 
(Kirschner and Gerhart 2005; Arthur 2002; Minelli 2009; Carroll et al. 2005). Now, 
the type of evolutionary change which evo-devo has tended to focus on is the gen-
eration of new and novel forms in the animal kingdom. But the idea of the duplica-
tion and divergence of genes and, through genetic cascades, of entire complex body 
parts, is one that also seems applicable to mechanisms in the brain. Accordingly, 
it appears to be applicable to learning mechanisms and other computational adap-
tations. The computational adaptations characteristically posited by evolutionary 
psychologists may very often rest on mutated and subsequently divergent copies 
of neurodevelopmental pathways that already earned their keep in more ancient 
computational adaptations of hominin and hominid ancestors.

9. Shared Brain Areas  The computational mechanisms resulting from the matura-
tion of the mind’s developmental adaptations can be expected to share many com-
ponents: many brain areas and circuits. A cognitive scientist who has made a point 
of advocating this as a fundamental organizational principle of the brain is Michael 
Anderson (2007, 2010; also see already Marcus 2004; Bechtel 2003). As he states 
what he calls the redeployment hypothesis, ‘(i) a typical cognitive function requires 
the participation of more than one brain area, and (ii) each brain area may be a 
participant—may be redeployed—in support of other cognitive functions’ (2007, 
p. 148). It is the second subclaim that is intended to be distinctive of redeployment. 
In later work, Anderson has more expressly emphasized the evolutionary nature of 
the redeployment claim. It is presented as a thesis about how existing brain areas, 
originally evolved through natural selection for certain functions, are co-opted for 
new functions in the further course of evolution: ‘The core of the massive redeploy-
ment hypothesis is the simple observation that evolutionary considerations might 
often favour reusing existing components for new tasks over developing new cir-
cuits de novo’ (2010, p. 246).
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It is plain to see that this idea is closely related to the evo-devo idea just en-
dorsed. If new learning mechanisms do not usually evolve from scratch, but rather 
by the duplication and divergence of genes for existing adaptations, then we cannot 
be surprised to hear that new adaptations overlap considerably with the older ones, 
especially in evolutionarily earlier stages of divergence. We cannot reasonably ex-
pect, let alone require, that the newly evolving adaptations rest on a wholly different 
set of brain areas than the pre-existing ones. If neural redeployment is a fundamen-
tal organizational principle of the brain, evolutionary psychology is entirely at ease 
with it.33

Nothing in the nature of adaptationist-computational evolutionary psychology 
requires that each functionally delimitable brain area can serve only one function. 
Various mechanisms in biology are distinct in spite of sharing functionally rele-
vant components. Why should naturally selected computational mechanisms in the 
brain not be among them? In fact, as other commentators have already pointed out 
(Ritchie and Carruthers 2010), a limiting case can even be conceived in which two 
computational mechanisms share all of their component brain areas, while being 
nonetheless distinct in virtue of different patterns of connectivity that coordinate the 
workings of these brain areas differently.

It is only if one is in the grip of a simplistic conception of mental adaptations, im-
plying the discreteness suggested by ‘Swiss Army knife’ metaphors or talk of mental 
‘modules’, that one can take evolutionary psychology to be threatened by the idea of 
different acquisition mechanisms or their mature results sharing many brain areas. 
I take the suggestion of discreteness and neat dissociability to be the single most 
important reason why it is misleading to refer to mature computational mechanisms 
posited by evolutionary psychologists as modules. This use of the term ‘module’ is 
best avoided altogether. Here, I disagree at least terminologically with authors like 
Carruthers (2006), Clark Barrett (see the papers cited earlier), or Kurzban (2010b). 
They are happy to accept large overlaps among the mature circuits resulting from 
different acquisition mechanisms, but nonetheless use the term ‘module’ for them.

Discussing the applicability of potential modularity concepts to mature systems 
in the brain is beyond the scope of this chapter. What matters here is that the mental 
adaptations of evolutionary psychology, qua adaptations, only entail modularity in 
development. They must be based on separate developmental pathways that natural 
selection could have independently acted upon.

2.8 � Evolutionary Psychology’s  
Disciplinary Adaptationism

Having addressed central aspects of evolutionary psychology’s ontological adap-
tationism, let me now turn to the additional component of its adaptationism I have 
distinguished before: what I call its disciplinary adaptationism. Whether or not one 

33  A crucial assumption underlying critiques such as those by Bechtel (2003), Prinz (2006) and 
others is therefore false.
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qualifies as adaptationist in this sense depends upon a somewhat more qualitative 
distinction than ontological adaptationism, rather than upon the more-or-less ques-
tion of how many mental adaptations one posits.

Three Aspects  Evolutionary psychologists are adaptationist in the disciplin-
ary sense in virtue of taking a certain view of how psychology ought to be done, 
given that ontological adaptationism is true—and in virtue of doing it accordingly. 
With regard to this practice, it may be reasonable to distinguish the following three 
aspects of evolutionary psychology:

1.	 It is heuristically guided by hypotheses about persisting selection pressures faced 
by our hominin ancestors, leading to testable predictions about the human mind.

2.	 It reorganizes psychology according to relevant content domains: classes of 
typically environmental constellation and stimulus types within which it hypoth-
esizes selection pressures to have clustered and computational adaptations to 
have accumulated.

3.	 It aims at an explanatory unification of psychology, based on the jointly pur-
sued goals of identifying the human mind’s many computational adaptations and 
explaining mental/behavioural phenomena through:

a.	 the respective operations of these adaptations,
b.	 their interplay and interference with each other,
c.	 their placement in modern environments,
d.	 their by-products, and
e.	 their occasional malfunctioning.

In the remainder of this chapter, I take these three aspects up in turn. I conclude by 
distinguishing disciplinary adaptationism from some other potentially relevant ap-
peals to natural selection.

Heuristic Guidance Towards Predictions  Experimental research in evolutionary 
psychology relies on hypotheses about past selection pressures to generate non-triv-
ial predictions about the human mind’s adaptations, ranging from the most tentative 
hypotheses one might consider in specific cases, to heavily confirmed predictions 
that are directly derivable from general selectionist theories.34 Evolutionary psy-
chologists have produced significant amounts of confirming evidence for various 
non-trivial predictions (for one list of examples, see Buss and Reeve 2003, p. 850, 
Table 1; cf. Buss et al. 1998, 544, Table 1—not all of these examples are actually 
psychological, but other psychological examples could still be added). The heuristic 
guidance by modern selectionist theory includes the sometimes nonobvious con-
straining of hypothesis generation within the discipline.

Many pages in many works of the founding theorists of evolutionary psychology 
have been filled with variations on the theme that psychological research needs to 
be guided by questions about biological function. It appears to me that too much 

34  Or what Buss (1995, 2008/1999, Chap. 1) calls ‘middle-level evolutionary theories’—a term to 
be understood with caution: It is meant to refer to theories which are still very encompassing  and 
fundamental to the activity of sizeable evolutionary research communities.



2  The Broad Foundations of Adaptationist-Computational Evolutionary Psychology 57

ink has been spilled on this. What I take to be fundamentally relevant is this. If you 
are not an ontological adaptationist to begin with, and place your bets on highly 
domain-general learning mechanisms instead, then no amount of touting  the impor-
tance of considering biological function will convince you to pursue psychological 
research under the heuristic guidance of adaptationist predictions anyway. If on the 
other hand, you are an ontological adaptationist already, then it is hard to see why 
it should require a lot of persuading to make you let adaptationist thinking be your 
guide.

An organization of biological research around the products of natural selection 
is reasonable because natural selection provides the only explanation for the exis-
tence of intricately organized, complex structures, otherwise vanishingly improb-
able, that are fitted in a vast variety of ways to their specific environments and 
assembled anew from generation to generation without any external constructor. 
An understanding of the causal order of the living world needs to be built around 
the identification and mechanical decomposition of the organized complexity of 
these structures. What else could it possibly be built around? As Tooby, Cosmides, 
and Buss routinely point out, the evolutionary process generates only three kinds 
of biological products: adaptations, by-products of adaptations, and random effects 
(noise). But identifying traits that are by-products of adaptations presupposes a pri-
or identification of the adaptations they are by-products of. On the other hand, the 
hypothesis that a given trait is a random product becomes worth considering only 
once all potential explanations in terms of natural selection or its concomitants have 
failed. Invoking chance is not an hypothesis from which to start out from in explain-
ing the origin of a trait (Mayr 1983, p. 326). Starting from complex adaptations, 
one is able to put everything else in its place: simpler adaptations, non-functional 
by-products of adaptations,35 and evolutionary products that are random from the 
viewpoint of natural selection (i.e., noise).

How are we to identify complex adaptations? Criteria such as precision, econ-
omy, efficiency, etc. are standardly mentioned in this connection (Williams 1966; 
Tooby and Cosmides 1992, p. 62; cf. Sommerhoff 1950). But as Andrews et  al. 
(2002, p. 496) point out, we cannot expect to be able to work with such criteria as if 
with a checklist to identify if some trait is an adaptation or not: ‘Different traits may 
require satisfaction of different criteria’. In deciding that a psychological capacity 
is based on a dedicated adaptation, it will be crucial to determine that its acquisition 
is underdetermined by available stimuli, that the effects it contributes to behaviour 
would have been reproduction-promoting in ancestral environments, and that it is 
not better explained as a developmental by-product of a different adaptation known 
to exist.

35  Also called ‘spandrels’, after Gould and Lewontin (1979). While I do list simple adaptations 
here separately from complex adaptations, I am adding no further category to the usual triad of ad-
aptations, by-products, and noise. Buss et al. (1998) provide a more in-depth treatment, including 
discussion of the putatively separate category of adaptations co-opted for other purposes (widely 
called ‘exaptations’, since Gould and Vrba 1982).
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Reorganization by Content Domains  The many computational adaptations 
posited in evolutionary psychology can be arranged according to different con-
tent domains they belong to—domains of constellations, properties, and entities 
whose causal potentials and regularities would have led, over many generations, 
to the natural selection of causal regularities in information-processing adaptations 
that meshed with those contents in reproduction-promoting ways. These content 
domains were traditionally not recognized in the disciplinary subdivisions of main-
stream psychology. Evolutionary psychologists endorse the reorganization of psy-
chology according to selectionally relevant content domains.

A concrete idea of a potential reorganization of psychology along such lines was 
provided already two decades ago by Steven Pinker, buried deep inside his book on 
the language faculty. Presenting a list that has aged well enough to provide a good 
starting base for additions, modifications, further subdivisions and perhaps fusions, 
Pinker (1994, p. 418) speculated that psychology might fall into the following topi-
cal domains:36 perception; language (these two vast areas being the only domains 
already recognized in standard psychology); intuitive mechanics; intuitive biology; 
numerical cognition; mental maps for large territories; habitat selection; responses 
to danger, including various fears or phobias and ‘a motive to learn the circumstanc-
es in which each is harmless’; food recognition: ‘what is good to eat’; contamination 
avoidance; monitoring of current well-being, ‘including the emotions of happiness 
and sadness, and moods of contentment and restlessness’; intuitive psychology; 
a database for individuals; a ‘self-concept: gathering and organizing information 
about one’s value to other people, and packaging it for others’; justice, understood 
as involving a ‘sense of rights, obligations, and deserts, including the emotions of 
anger and revenge’; kinship-related behaviour, ‘including nepotism and allocations 
of parenting effort’; and finally mating, ‘including feelings of sexual attraction, 
love, and intentions of fidelity and desertion’.

This assortment of domains and adaptations at least gives a general idea of the 
type of alternative disciplinary organization that evolutionary psychologists envis-
age. It is easily conceivable that this kind of organization according to selectionally 
relevant content domains would seem unremarkable to beginners in psychology 
who come to the academic field without any preconceptions about it. But it is cru-
cial to appreciate the content-specific organization against the background of the 
traditionally established subdivisions of psychology. Again, Pinker describes mat-
ters aptly:

To see how far standard psychology is from this conception, just turn to the table of contents 
of any textbook. The chapters will be: Physiological, Learning, Memory, Attention, Think-
ing, Decision-Making, Intelligence, Motivation, Emotion, Social, Development, Personal-
ity, Abnormal. I believe that with the exception of Perception and, of course, Language, not 

36  I am deliberately dropping Pinker’s descriptions of these on pp. 419–421 as ‘modules’. This 
term is inappropriate to Pinker’s own treatment (apart from other problematic aspects that attach 
to it anyhow). For apart from a few examples which might be described as corresponding to single 
modules, he is talking about entire domains of reality for which large bundles of such adaptations 
would be expected to have evolved. Of course, perception in toto is not a single mental ‘module’.
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a single curriculum unit in psychology corresponds to a cohesive chunk of the mind. [37] 
Perhaps this explains the syllabus-shock experienced by Introductory Psychology students. 
It is like explaining how a car works by first discussing the steel parts, then the aluminium 
parts, then the red parts, and so on, instead of the electrical system, the transmission, the 
fuel system, and so on. (Pinker 1994, p. 421)

Explanatory Unification  The unification of psychology envisaged by evolution-
ary psychology consists in the fact that all causal explanations of psychobehav-
ioural phenomena are grounded in explanations that reach into the evolutionary 
past, appealing to the same evolutionary-selectionist principles. Thus, in explana-
tion, as in the heuristic guidance of predictions, adaptation is the organizing concept 
for everything else in psychology. Complete explanations of course include specify-
ing the acquisition mechanisms on which natural selection acted so that they would 
mesh with developmental environments to produce reproduction-promoting results.

Contrary to popular beliefs encouraged by its detractors, evolutionary psychol-
ogy’s adaptationist explanations are not limited to offering direct explanations 
for psychobehavioural phenomena by hypothesizing adaptations which evolved 
to produce those very effects as their proper functions. Nor even are evolution-
ary psychology’s adaptationist explanations restricted to direct explanations, plus 
explanations in terms of developmental by-products of adaptations. As indicated 
in the list offered above, highly nonobvious, deep explanations standardly exam-
ined by evolutionary psychologists also invoke: information-processing adaptations 
malfunctioning in certain ways (with distinctive effects); the placement of such 
adaptations in modern environments differing significantly from the environments 
the adaptations evolved to mesh with (with distinctive effects); and the effects of 
nonobvious interplays and interferences between different information-processing 
adaptations. My main focus here, however, is not with the specifics of these differ-
ent kinds of adaptationist explanation, but with the unification of psychology under 
the adaptationist method that offers these shared explanatory resources.

As with the aspect of disciplinary reorganization, to appreciate the aspect of ex-
planatory unification in evolutionary psychology’s disciplinary adaptationism, one 
needs to be aware of the nature of standard experimental psychology with which it 
contrasts. Anyone unfamiliar with the curriculum and research practice of standard 
psychology can easily underestimate how rare it has traditionally been for deep and 
principled explanations to be put forth in this vast field, and how often experimen-
tation and data collection proceed without substantive theory to guide them (for a 
lucid and concise critique, see Gigerenzer 1998, 2010). Where local theories exist, 
they tend to be unconnected with each other. This explanatory disunity of standard 
psychology was a source of great dissatisfaction for evolutionary psychologists of 

37  One must not be misled by the suggestive words ‘cohesive chunk of the mind’ into thinking 
of domain-dedicated spatial sectors of the brain, such as those familiar from nineteenth-century 
phrenology and its fantasy-based brain maps. See, by comparison, Pinker (1997 p. 30 f.) for some 
often-cited comments on the non-necessity of spatial contiguity for mental adaptations.
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the first generation.38 To quote the opening sigh of Buss’s most widely cited pro-
grammatic paper on evolutionary psychology:

Anyone familiar with the broad field of psychology knows that it is in theoretical disarray. 
The different branches—such as cognitive, social, personality, and developmental—pro-
ceed in relative isolation from one another, at most occasionally borrowing like a cup of 
sugar a concept here and a method there from a neighbor. Within each branch, psycholo-
gists also fail to reach consensus. Mini-theories proliferate unconnected, each conceived 
to account for a particular set of phenomena, such as obedience to authority, children’s 
concepts of mind, or the effects of priming on categorization tasks. […] [N]o metatheory 
subsumes, integrates, unites, or connects the disparate pieces that psychologists gauge with 
their differing calipers. (1995, p. 1)

Pinker (2005b), recollecting how experimental psychology was taught to him in 
his student days, bemoans the same disunity. In a passage illuminating enough to 
warrant one final further quotation of some length, he describes his frustration as 
a beginning psychology student about his chosen field, which avoided ‘any of the 
topics that attracted [students] to the subject’. As he writes:

When I proceeded to more advanced courses, they only deepened the disappointment by 
revealing that the psychology canon was a laundry list of unrelated phenomena. The course 
on perception began with Weber’s Law and Fechner’s Law and proceeded to an assortment 
of illusions and aftereffects familiar to readers of cereal boxes. […] Cognitive psychology, 
too, consisted of laboratory curiosities analyzed in terms of dichotomies such as serial/
parallel, discrete/analog, and top-down/bottom-up […]. To this day, social psychology is 
driven not by systematic questions about the nature of sociality in the human animal but by 
a collection of situations in which people behave in strange ways.

But the biggest frustration was that psychology seemed to lack any sense of expla-
nation. […] [P]sychologists were content to ‘explain’ a phenomenon by redescribing it. 
(2005b, p. xi)

The frustration about disunity described here is of a piece with the ‘syllabus shock’ 
of students referred to in Pinker’s earlier criticism of standard psychology’s con-
tent-neutral organization. The passage just quoted also criticizes standard psychol-
ogy for being explanatorily shallow to the point of vacuity. These misgivings about 
explanatory disunity and lack of explanatory depth are connected, as I hope to have 
shown. Evolutionary psychology’s disciplinary adaptationism addresses them both.

Distinction from Other Appeals to Natural Selection  Having explained disci-
plinary adaptationism and the ontological thesis it entails, let me contrast it with 
other potential ways of appealing to natural selection in connection with the 
mind. The following distinctions are clearly not exhaustive. The first two ‘adap-
tationisms’ are defined by me through features that could be recombined to yield 
intermediate types. In any event, the generalized descriptions involve inevitable 
oversimplifications.

1.  The disciplinary adaptationism of evolutionary psychology is obviously as 
different as can be from what might be called dilettantic adaptationism, if a term 
for it be needed. This is not a methodological doctrine, but an intellectual tendency. 

38  See also Silverman (2003, p. 2).
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Dilettantic adaptationism, in its pure form, is uninformed by evolutionary biology 
(and, typically, it is not strong on information processing either). It occasionally of-
fers explanations of human psychobehavioural phenomena in terms of intuitive no-
tions of function and naive conceptions of group selection—appeals to ‘the good of 
the species’—but never explanations based on population thinking along the broad 
lines of modern selectionist theory. Often, the absence of a scientifically informed 
adaptationist perspective is not due to an actual endorsement of anti-adaptationism, 
but simply to a lack of exposure to evolutionary science. One of my favourite, or 
least favourite, examples of dilettantic adaptationism in psychology is the reliance 
on an intuitive notion of function in the idea that ‘happiness’ or ‘well-being’ are 
somehow intrinsically ‘functional’—as though natural selection cared to maximize 
human happiness.

2.  We might next distinguish a more serious tendency to appeal to natural selec-
tion with regard to human psychology: what one might call sporadic adaptationism. 
Psychologists and other researchers grouped under this heading sometimes take 
selectionist evolutionary theory into consideration, but they do not allow it to guide 
their research heuristically. Crucially, they do not use selectionist theory to generate 
and test adaptationist predictions. Moreover, the sporadic adaptationist continues 
to adhere to the traditional organization of psychological science along the lines of 
content-neutral faculties, rather than along the lines of typically ecological domains 
within which natural selection accumulated information-processing adaptations. As 
far as I can see, the only interesting justification someone might have for not being 
anything more than a sporadic adaptationist is that she does not endorse ontologi-
cal adaptationism to a sufficient degree. The connection is clear enough. The fewer 
content-specific mental adaptations somebody believes to exist, the less sense it 
makes to organize one’s psychological research around the search for them.

3.  Thirdly, let me set aside the idea of a ‘merely methodological’ version of 
a research program, as opposed to an ontologically committed version. Founda-
tional analyses of scientific or philosophical research programs often contrast on-
tological and methodological varieties of a research program. Both varieties work 
within the framework of an overarching theory and both endorse similar research 
methodologies based on that theory. What distinguishes them are their ontological 
commitments. The ontological adherents to the theory in question take its apparent 
existence commitments at face value (which evidently mandates pursuing research 
accordingly). The methodological adherents to the theory in question only think it 
is a good idea to pursue research as if it were true, whether it really is or not. It will 
be clear by now that this sense of ‘methodological’, used for ontologically attenu-
ated endorsements of research-guiding hypotheses, is emphatically not the sense in 
which evolutionary psychologists are adaptationists about the mind.

For this reason, even though the aspects I distinguished under the heading of 
disciplinary adaptationism very much concern psychology’s methodology, I am not 
using the label ‘methodological’ to describe disciplinary adaptationism here. The 
term ‘methodological adaptationism’, given what I just said, is naturally under-
stood as designating a weaker thesis than ontological adaptationism. In contrast, 
evolutionary psychologists’ disciplinary adaptationism necessarily presupposes a 
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robust degree of ontological adaptationism about the mind. Without the assumption 
that there are many mental adaptations waiting to be discovered in the first place, it 
would be incoherent for evolutionary psychologists to endorse the research agendas 
they do, and to be revisionist about the way that psychology is to be organized and 
practiced. These activities would be rendered as pointless as any systematic search 
for something one does not expect to exist.

4.  One last set of remarks will be necessary regarding a trichotomy of kinds of 
adaptationism due to Peter Godfrey-Smith (2001), which has been hugely influen-
tial among philosophers of biology. Godfrey-Smith, inspired by similar distinctions 
applied to behaviourism in psychology, recognizes three kinds of adaptationism: 
‘empirical’ (in effect: ontological), ‘explanatory’, and ‘methodological’ adaptation-
ism. He claims that each of these could be consistently held without holding any of 
the other two (pp. 338–342), though he acknowledges various relations of support 
between them. Discussing Godfrey-Smith’s justification for his tripartition of adap-
tationism is beyond the scope of this chapter, but at least a few remarks are in order 
as to why it is not adopted here. 

For one thing, I would argue that his definition of the ontological thesis is not 
only too strong to capture a relevant notion among researchers in evolutionary the-
ory, but way too strong to capture the notion of ontological adaptationism relevant 
to evolutionary psychology. For another thing, I would argue that Godfrey-Smith’s 
separation of a position of explanatory adaptationism is altogether indefensible. 
Ultimately, the notion either collapses into ontological adaptationism, or it reduces 
to a quasi-aesthetic sense of subjective impressedness.

Methodological adaptationism as defined by Godfrey-Smith makes the most 
sense among the three ideas he distinguishes, and it is useful for biology in gen-
eral: ‘The best way for scientists to approach biological systems is to look for fea-
tures of adaptation and good design. Adaptation is a good “organizing concept” for 
evolutionary research’ (2001, p. 337). The notion of methodological adaptationism 
thus defined is consistent with what I have called the disciplinary adaptationism of 
evolutionary psychology. But it does not capture all aspects of the latter. Nor is it 
tailored to the specific concerns of evolutionary psychology and to how it contrasts 
with standard psychology. Moreover, whatever sense might be made of Godfrey-
Smith’s mutual separation of methodological and ontological adaptationism for bi-
ology in general, it is not applicable to psychology. The relevant ontological thesis 
for evolutionary psychology, I maintain, is simply the ontological adaptationism 
defined and fleshed out earlier. And, as explained before, this is a necessary part of 
disciplinary adaptationism.
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3.1 � Introduction

Epistemology is an important discipline of philosophy because it scrutinizes the 
very instruments we use to gain knowledge. In analogy, philosophy of science is 
well-advised to know about the scope, limits, and context dependencies of our cog-
nitive abilities to be able to assess our instruments when employing them. In this 
sense, this chapter aims for a more complete approach to the philosophy of science. 
Research on influences on scientific work, such as historical and social aspects 
(e.g., Kuhn 1962/1976), should be complemented by taking cognitive aspects into 
account. If central concepts of philosophy of science like “explanation” are riddled 
with cognitive biases such as overconfidence (Bishop and Trout 2002), then phi-
losophers of science should be aware of these problems, e.g., when making recom-
mendations on what scientists ought to do.

This presupposes that cognitive aspects do play a vital part in scientific activities 
(activities in a very broad sense). As attested by renowned philosophers of science 
(e.g., Laudan 1977; Giere 1987), this is indeed the case—science is at its heart a 
cognitive activity: “Moreover I shall be concerned to treat the growth of science as 
a process in which cognitively limited biological entities combine their efforts in 
a social context” (Kitcher 1993, p. 9). Empirical investigations concerning these 
abilities are therefore necessary to obtain valid descriptions of the generation of sci-
entific knowledge. Thus, we are well advised to consider what cognitive psychol-
ogy has to say about our “instruments,” that is our cognitive abilities and their roots.

But there is more: If we are biological beings, and therefore subject to the evo-
lutionary process, then it also applies to our cognitive abilities (being an adaptation, 
see Buss 2004; Sober 1993; Pinker 1998). This means that it is important to research 
their primordial function in the evolutionary history of our species. “Considering the 
source,” as Cosmides and Tooby put it (Cosmides and Tooby 2000; but see Gould 
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and Lewontin 1979 for criticism), is vital for cognitive psychology. Evolutionary 
psychology produces knowledge about causes, structures, and particularities of our 
cognitive abilities. There is a broad empirical basis for such claims, ranging from 
countless experiments in cognitive psychology to research in phylogeny, ontog-
eny, and comparative behavioral biology. Cognitive psychology hereby answers the 
“How?” and evolutionary theory the “Why?” Evolutionary psychology is therefore 
important for any science concerned with human behavior. Although some phi-
losophers judge evolutionary-based theories as unproven or irrelevant, neither is 
the case. On the contrary, today, theories distancing themselves from evolutionary 
theory are the ones that need to justify themselves.

This chapter aims to refute the second charge, the alleged irrelevancy, and will 
focus on cognitive errors. Although there is abundant literature about cognitive er-
rors (Kühberger 1998; Gilovich et al. 2002), this evidence has, to my knowledge, 
never been applied to actual case studies in the philosophy of science. Section 3.2 
describes some of these errors known from cognitive psychology. Section 3.3 pro-
vides examples for these cognitive errors in actual scientific research programs, 
focusing on the individual level of the scientist. Section 3.4 explains their evolu-
tionary background and possible function. Section 3.5 describes the changes to-
wards a naturalized philosophy of science, while Sect. 3.6 provides a summary of 
the results.

3.2 � Cognitive Errors in Science

To err is human—and scientists are no exception. Among these errors is one group 
of errors—cognitive errors—whose form and peculiarities can be attributed to 
their evolutionary history. These errors are frequent, difficult to notice, very hard 
to remediate and will be at the center of the following analysis. There have been 
some attempts to bring together the famous results of Kahneman and Tversky on 
cognitive biases with the history of science (Trout 2002), but no claim for a general 
applicability of cognitive errors to case studies in the history of science, as I will 
demonstrate in the following sections.

First, it is necessary to precisely define the controversial term “error.” The mean-
ing of error that is used here is rather psychological than philosophical. Errors miss 
a purpose, they do not miss the truth. This analysis of errors is about failures in 
thinking patterns, about malfunctions of cognitive mechanisms. This more psycho-
logical approach rates cognitive errors as inevitable consequence of the fallibility of 
biological beings. It will be shown that cognitive errors have a significant impact on 
the generation of knowledge in science, despite the existence of a number of mea-
sures to avoid or detect errors in order to ensure “good” science. These measures 
range from statistical methods, controls in experiments, randomization, and double-
blind designs to honest and open behavior towards the community (raw data, expla-
nation of methods, etc.). However, these checks are not always sufficient.
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3.2.1 � Cognitive Errors in Complex Systems

It is well known that humans have great difficulties in dealing with complex sys-
tems. This has been extensively documented, for example, by computer-based sim-
ulations of complex systems including hundreds of subjects (Dörner 1983, 2004) 
as well as case studies in the history of science (Bechtel and Richardson 1993; 
Wimsatt 1986). Since some computer-based simulations show very good ecologi-
cal validity (Dörner 2004), it suggests itself that these results can be applied to real 
scientific research. As it happens, it can be demonstrated that the exact same errors 
that are known to be frequent across large samples of participants from laboratory 
experiments do occur in real scientific research (see Sects. 3.2 and 3.3). These case 
studies in scientific research, whose errors can be traced back to similar results in 
the laboratory, prove that there is indeed no wide gap between cognitive science and 
its applicability to the history of science (Frey 2007).

There is much evidence for cognitive errors. However, we limit our scope here to 
errors in complex systems. Complex systems are dynamic, intransparent, nonlinear, 
and cross-linked systems. Often, knowledge about their workings is limited or in-
complete. Subjects in experimental studies uniformly show problems in three areas:

1.	 Managing complexity (oversimplification, etc.)
2.	 Difficulties with time-related tasks (neglect of long-term effects, etc.)
3.	 Shortcomings in problem solving (wrong choice of problems, etc.)

As a sidenote: There are of course subjects who perform very well in managing 
complex systems. Also, subjects can be trained to some extent (Dörner 2004).

3.2.1.1 � Oversimplification

One prominent error is the tendency of subjects to radically reduce complex sys-
tems to a simple linear model. Although sometimes this tendency is attributed to a 
typical male way of thinking, experimental evidence shows that women and men do 
not differ significantly in their cognitive strategies, as many typical actions reveal 
(Dörner 2004). The following list describes some typical cognitive errors and pres-
ents a scientific example for each one of them:

Cognitive error 1: A network is seen as an assortment of unconnected single 
systems, and problems are solved in a linear way.

Scientific example: Macquarie Island near Antarctica (Bergstrom et al. 2009). 
Rabbits, introduced in 1878, severely damaged the vegetation of the island. The 
officials responsible consulted scientific experts and decided in 1968 to contain the 
rabbit plague by introducing a virus. A few years later, the once 130,000 rabbits 
were decimated to a mere 20,000. In consequence, the vegetation recovered and 
in 2006, these measures were terminated. However, as early as 1985, it had be-
come clear that cats—introduced in 1828—had to be killed, too, as they switched to 
birds instead of the scarcer rabbits. Therefore, from 1985 to 2000, every year some 
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120–200 cats were killed until there was no cat left. This in turn led to a massive 
explosion of rabbits, resulting in a complete displacement of the endemic vegetation 
by invasive plants. The example shows linear problem solving (first rabbits, then 
cats, then plants) with seemingly unconnected single systems (rabbits, cats, plants) 
in a pure form, even if the effects in nature triggered multiple multilayered impacts 
and feedback loops.

Cognitive error 2: Feedback loops and interactions are almost always cut out of 
the analysis of a complex system and consequences of own interventions are rarely 
controlled.

Scientific example: Construction of the Aswan Dam in Egypt. No scientific ex-
pert foresaw that the millennia-old inundation of fertile Nile soil would cease, lead-
ing to sharply reduced revenues from agriculture and fishery because of missing 
nutrients. Other unforeseen problems included erosion, increased salinity, and the 
frequent appearance of bilharzia. It can be argued that these errors—and in fact 
similar ones in any other case study—are not cognitive errors, but are due to politi-
cal considerations. Here, the political prestige of building such a dam could have 
outweighed any other considerations, even though the dam was actually built to 
control floods and thus improve agricultural harvests. But in fact, since the exact 
opposite effects occurred—deteriorating harvests due to missing nutrients—this is a 
good argument against prestige-based decisions. A second argument against it is the 
level of analysis: In almost all other case studies or examples, the analysis is cen-
tered around the errors of scientific experts, not errors on the political level. On this 
level, scientists should be worried about their reputation and even liability, which 
speaks against making decisions based on prestige considerations.

Cognitive error 3: Even if subjects construct a mental representation of the sys-
tem (which most do not do), even the best attempts single out one specific aspect to 
be responsible for all other effects.

Scientific example: Introduction of the Nile perch in Lake Victoria, 1954. Con-
sidered as a cure-all for economic problems, this large predator wiped out some 
50 % of the endemic fish population (Ogutu-Ohwayo 1990). The basic idea was that 
the money earned by exporting this fish would lead to a restructuring and rebuild-
ing of the infrastructure, greater wealth for the population, better medical care, and 
so on. Although the Nile perch became an export hit, it definitely proved not to be 
an economic cure-all—on the contrary, as a documentary aptly named “Darwin’s 
Nightmare” demonstrated.

Cognitive error 4: Test subjects virtually do not correct their errors, one’s own 
errors are almost never noticed and learning from errors is very infrequent.

Scientific example: Nuclear power plant problems and simulations. Prominent 
examples are the accidents of Three Mile Island or Oyster Creek: The errors of both 
operating teams were discovered only through new team members ( fresh eyes). 
Simulations corroborate this: Twenty-three experienced operating teams of nuclear 
power plants did not discover a single diagnostic error (e.g., what is the impact of 
the valve on the control circuit?) in 99 emergency simulations. Only 50 % of all 
execution errors were discovered by the originators (Reason 1990).
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Cognitive error 5: Rethinking interventions and inquiring about new informa-
tion is declining rapidly (under 10 % of all actions) in decision-making situations.

Scientific example: Introduction of snails (see also Sect. 3.3.2). When scientific 
experts introduced the predatory snail Euglandina rosea in Hawaii, there was not a 
single control whether the measures taken were successful or not (they were not): 
“However, the lack of follow-up, both in terms of determining its impact on crop 
pests and in ensuring that it does not cause damage to native species, is striking” 
(Griffiths et al. 1993, p. 80). Experts recommended the introduction, although they 
knew that there was no empirical data about the predatory snail and its supposed 
prey, and although they were very well aware of the potential dangers of new intro-
ductions (Mead 1961).

This list is by no means complete, but many tendencies should ring a familiar 
tone. Of course, reducing complex systems into isolated subsystems can be a valid 
and fruitful research strategy (Bechtel and Richardson 1993), but only if one is 
aware of the potential risks.

3.2.1.2 � Shortcomings with Time-Related Tasks

The second problem area is related to time. Human beings are comparably apt in 
solving spatial tasks, but do significantly worse in time-related tasks. Subjects have 
massive problems even with very simple test simulations, e.g., the task to regulate a 
temperature by adjusting a thermostat. Whereas visual feedback and possibilities to 
adjust were permanently given in this experimental design, the only difficulty was 
a slight, but realistic time lag from regulative action to effect (Reichert, as cited in 
Dörner 1985). Even under optimal conditions, subjects did poorly in similar tasks. 
Typical error-prone reactions are:

Overgeneralization: Some or even one instance suffices to infer per induction to 
all instances (logically incorrect, see Hume 1748/1964).

Scientific example: Decimation of cactuses. The success story in Australia in 
fighting one invasive species (cactuses) with another (the insect Cactoblastis cacto-
rum) turned into a disaster in other countries, as scientists inferred its effectiveness 
to also be valid in totally different climates, contexts, and conditions (Low 1999).

Ad hoc explanations to salvage early hypotheses: The first is kept even after 
massive evidence to the contrary is available. This is especially interesting for 
researchers, as this psychological behavior in particular endangers methodically 
sound science. Huxley put it eloquently as “the great tragedy of Science—the slay-
ing of a beautiful hypothesis by an ugly fact” (Huxley 1870/1970, p. 244).

Example: Experiments with feedback systems (Dörner 2004). Subjects had to 
find rules for controlling a feedback system via a dial with numbers on it. Subjects 
formulated rules like “95 is a good number.” When this rule turned out to be wrong, 
they salvaged it with conditional rules like “but only, if the number 80 came be-
fore,” instead of simply giving up the initial hypothesis.

Neglect of side effects and long-term effects: Once an action has been taken, its 
side- and long-term effects are not considered.
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Scientific example: Management of the Blue Mountain Forests in Oregon. The 
National Forest Service1 (NFS) was founded in 1905 to guarantee sustainability in 
forest management. The inability to master complex systems can be demonstrated 
best with examples where measures taken lead in fact to the exact opposite of the 
desired results. “In the process of trying to manage extremely complex landscapes, 
foresters set into motion a chain of events that increasingly swung out of control” 
(Langston 1995, p. 8).

To decrease fires, the NFS cleaned up dead wood to minimize the fuel for forest 
fires. In fact, controllable middle-sized fires did indeed decrease, but unfortunately 
gave way to an increasing proportion of uncontrollable major fires. The associated 
damages were thus multiplied: “a kind of worst-case scenario come true” (Little 
1995, p. 84).

Current problems are considered more important than more crucial problems 
in the future: This is known as the discount factor, which has been experimentally 
researched for different species.

Scientific example: Management of the Blue Mountain Forests in Oregon. Al-
ready in the 1930s and 1940s, the NFS knew that their management was not sustain-
able. They could even correctly predict a major collapse in the 1980s due to their 
nonsustainability, but even with this knowledge put present considerations before 
future problems. Again, this list is by no means complete.

3.2.1.3 � Methodical Shortcomings

The third problem area contains general weaknesses in problem solving. Appar-
ently, (unsuccessful) subjects are not able to separate important from unimportant 
problems. Instead, they choose to solve those problems first that seem solvable or 
prominent, or interesting for them (Dörner 2004). Furthermore, those problems are 
considered first that belong to their area of competence. Worse, the central problem 
is often considered as if it was of their own area of competence, even if this is not 
the case. This spills over to problems not pertaining to the area of competence, as 
they are incorrectly treated with the known, subject-specific methods (Schönwandt 
1986).

Additionally, nearly all subjects choose the same methods to solve problems. 
This is as true for the content (Johnson-Laird and Byrne 1991) as it is for the meth-
ods themselves. For example, practically no one plans backwards from the goal 
(Newell and Simon 1972), although this can be a highly successful strategy. Other 
errors include wrong priorities, absent controls, and insufficient structuring. Most 
subjects practice a “muddling through” approach, tackling always the next problem 
in line and starting with the most prominent, but not the most important problem. 
In doing so, the central issue is often forgotten (Dörner 2004). Another interesting 

1  Based on scientific experts, the NFS has an output of 1200 publications in peer-reviewed journals 
per year.
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weakness is the assumption that a complex system is in truth easy to analyze and 
to master.

It is also important to note that humans are boundedly rational. They are not a 
perfectly rationalizing machine like the homo oeconomicus, a concept still used in 
economics. On the contrary, bounded rationality implies that humans use heuristics, 
which are error-prone in their own way (Czerlinski et al. 1999). Optimal solutions 
cannot be attained due to time limitations, capacity constraints, and incomplete in-
formation. Heuristics use filtering and conditionals to terminate the search for solu-
tions. As a consequence, much of the information related to a specific decision is 
never considered at all.

Scientific example: Challenger catastrophe 1986 (Hilton 2002). The day before 
launch, the engineers knew that in four out of eight cases, the O-rings broke in cold 
conditions. Was the low temperature the decisive factor? The engineers rejected 
this hypothesis, since in 50 % of the cases the O-rings stayed intact. They did not 
look at the figures of shuttle launches in warm weather, although those were readily 
available: sixteen shuttle launches and only one case of defect O-rings. This demon-
strates how fast a search for hypotheses is closed: If the first test is not meaningful, 
the standard heuristic rejects that hypothesis and starts to look for other explana-
tions, even if a simple test (lookup) would have been sufficient for verification.

This summary of findings of the research on managing complex systems con-
cludes the first step of establishing that psychology is important for all human-
behavior-related disciplines, including the branch of philosophy of science dealing 
with the description of scientific progress. We used experimental evidence to show 
that generation, use, and evaluation of scientific knowledge depend on our cog-
nitive abilities, including peculiarities and error-prone heuristics. Many different 
examples, ranging from biology and ecology to physics, document that—contrary 
to conventional wisdom—this evidence is pertinent to science. The following sec-
tion develops and strengthens this argument with additional case studies. A further 
step (see Sect. 3.4) consists in the evolutionary explanation of these errors. With 
this background, a new perspective on errors opens up: Errors should not just be re-
duced to their negative aspects, but could actually be necessary trade-offs of mecha-
nisms allowing humans to cope with a complex world.

3.3 � Management of Complex Systems

Undoubtedly, ecosystems are complex systems. A closer look at efforts by scien-
tists trying to manage ecosystems shows that indeed the same errors known from 
experimental cognitive psychology occur in their work. The next section establishes 
that cognitive strategies, peculiarities, and errors exhibit a huge impact on scientific 
thinking and problem-solving strategies. The errors identified in the following case 
studies are in italics and identical to those explained in detail in Sect. 3.2.
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3.3.1 � Example 1: Yellowstone National Park

The management of the Yellowstone National Park (YNP) and other national parks 
in the USA exhibits nearly identical errors (cf. Chase 1987). YNP was created in 
1872 and has been managed with the explicit goal of nature conservation. Still, it is 
easy to find failures or even effects reverse to the ones originally intended: “They 
were all decent people, well intentioned and devoted to wildlife conservation. It 
seemed nearly inconceivable […] [that] the destruction of Yellowstone—could hap-
pen when so many people were dedicated to its preservation” (Chase 1987, p. 193).

Well-intentioned attempts of experts and scientists lead to catastrophic results 
for the complex ecosystem of YNP, as the above mentioned error-prone problem-
solving strategies were applied. Examples for linear problem solving can be found 
in the attempts to regulate animal populations. To increase the elk population, coy-
otes, mountain lions, and wolves were shot. Although this measure clearly did not 
help at all, it was nevertheless continued. However, the real reason for the decline 
of large plant-eaters was in fact overgrazing. In other cases, only one animal popula-
tion was regulated, but not the interdependent interplay between populations. Thus, 
the results were unsatisfactory: massive, undesired fluctuations in populations, un-
derlining human’s general difficulties with time-related tasks. Here it becomes most 
apparent how uniformly humans solve certain problems: Subjects in the laboratory 
typically produced massive fluctuations (zigzag charts) when trying to manipulate 
populations—as did the scientific experts in YNP for decades. This in turn is symp-
tomatic for another cognitive peculiarity: not learning from one’s own errors. Al-
though precisely these regulating errors had been well known and published since 
1930, there is no indication of a learning effect up to today (Chase 1987).

Another example shows evidence of several other cognitive errors. Through reg-
ulation measures, the population of deer had been surging in the 1970s and 1980s. 
An unwanted consequence was the decimation of beavers and grizzly bears, as feed-
back loops and mutual interactions had been ignored. The problem consisted in 
unforeseen side effects of one of these interactions: Resources, common to beavers, 
grizzly bears, and deer, had been overused by the thriving deer population. As a 
result, not only beavers and grizzly bears were negatively affected but the deer 
population meant to proliferate completely collapsed shortly thereafter due to over-
use. Likewise, after 8 years of a “grizzly bear protection program,” experts had to 
account the same program for a decrease of over 50 % due to protection measures. 
This is sad evidence that the opposite of the desired results often occurred.

3.3.2 � Example 2: Introduction of New Species

Other current examples for man’s failure to cope adequately with complex systems 
are introductions of new species in existing ecosystems—mostly with devastating 
results.

The snail Achatina fulica was introduced as food source for the local population 
to Hawaii around 1955 and to Tahiti in 1967. Instead of its supposedly positive 
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effect, it soon led to the worst snail pest in the tropics (Cowie 2001; Mead 1961). 
The response of scientific experts was to introduce another snail—the predatory 
snail Euglandina rosea. However, this snail failed to prey on Achatina and instead 
wiped out nearly all other endemic snail species. From originally around 750 spe-
cies, today only 10–35 % have not yet become extinct (Cowie 2001). A very similar 
situation occurred in Tahiti, where Euglandina eradicated many Partula snail spe-
cies (Cook 1989).

The usual reaction to such incidents is: Even scientific experts sometimes com-
mit errors. These errors, however, are individual errors and there is not much to do 
about it. Yet, we will learn from these errors and as we will continue to know more 
about ecological systems and accumulate more scientific knowledge about them, 
such errors will become scarcer and introductions of new species will be handled 
more carefully. Thus, we will see some sort of progress.

Remarkably, none of these assumptions are right. Many of these deplorable er-
rors are not individual mistakes, but follow certain patterns. These patterns occur 
again and again—not only in ecology but in physics, psychology, medicine, and 
other disciplines as well (Frey 2007). Scientists repeatedly make certain cognitive 
errors, in spite of their education and in spite of the corrective methodology of sci-
ence.

A short discussion shows more evidence of these—by now known—errors. The 
radical simplification is particularly evident in this case, as 12 other snail species 
were introduced with the same intention even after Euglandina (Cowie 2001): The 
model of the ecosystem shrinks to two species and one interaction (predator and 
prey). In addition, a second error is apparent—linear problem solving. If two in-
troductions of snails fail, then introducing another 12 snail species shows clearly 
that a specific problem is attempted to be solved over and over again with the same 
(unsuccessful) strategy.

The damages caused to ecosystems are irrevocable and cannot be compensated 
again. The economic damage alone due to newly introduced species in the USA is 
estimated at about US$130 billion per year (USDA Forest Service 2005; Pimentel 
et al. 2005): “What makes our pest problems unique is the way in which so many 
of them were deliberately created. No one ever set out to pollute our rivers or erode 
our soils” (Low 1999, p. 41, emphasis added).

The sad truth is that scientific experts do not learn from their errors: Although 
it is known that only 6 % of all deliberate introductions of new species were suc-
cessful and about 18 % had some positive effects, the overwhelming majority of 
76 % were total failures (Low 1999). However, the introductions continue unabated. 
Virtually thousands of other examples could be cited (cf. www.issg.org for the “Top 
100” of the world’s worst alien species; see also Kowarik 2003; Low 1999), many 
of them within the past few years.

Still, these are just some errors among many others, and errors are just one aspect 
of cognitive abilities in general. The point that should be made here is that the way 
scientists and humans in general think, i.e., their cognitive abilities, are relevant to 
obtain valid descriptions of the generation of scientific knowledge.
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3.3.3 � Example 3: The Chernobyl Catastrophe

One of the great catastrophes in the history of mankind took place in Chernobyl on 
April 26, 1986. Unlike the two examples of biological complexity, the accident of 
Chernobyl is an example of a highly complex technical system which humans (sci-
entists and highly skilled experts) were unable to manage. The following analysis 
(based on Medwedew 1991 and Reason 1987) shows that this accident is no isolated 
case. Instead, “the question becomes not ‘Could it happen here?’ but ‘When and 
where will it happen, and how bad will it be?’” (Reason 1987, p. 206). Unfortu-
nately, this warning has now become reality in Fukushima Daiichi. It is furthermore 
a prime example of cognitive errors, rule violations, and wrong decisions rather 
than technical problems. Again, the errors of the analysis above (Sect. 3.2) will be in 
italics. For space reasons, the most prominent errors are presented in form of a list:

1.	 The team responsible for the accident was under heavy time pressure to complete 
their assigned task of testing an emergency procedure.

2.	 The team had successfully completed numerous other tasks, was therefore over-
confident and sloppy in executing safety procedures. This led to violations of 
safety protocols. Moreover, their area of competence did not include emergency 
situations.

3.	 Most team members were neither physicists nor nuclear power specialists and 
had little or no concept or visualization of the workings of a nuclear power plant. 
This led to wrong decisions in critical moments.

4.	 Expert opinion was subordinated to authority. Blatantly wrong decisions were 
executed despite better judgment.

The chronology of the accident dates back to long-standing warnings concerning the 
inherently unsafe design of the widespread reactor type Reaktor Bolshoy Moshch-
nosti Kanalniy (RBMK). One of the well-known problems with RBMK reactors 
is that they become easily unstable when run with low-power load. Consequently, 
safety procedures forbid operating the power plant with power loads below 20 %. 
The test itself should therefore have been run at a power load of 25 %.

Error 1—failure to regulate the load properly, a typical problem of time-related 
tasks: Regulating the reactor to about 25 % load failed spectacularly; instead, the 
power dropped to a mere 1 %. After hours of struggling, the team managed to stabi-
lize the power plant at 7 %. The experiment should definitely have been abandoned 
at this point, as the reactor was now “poisoned.” However, they continued to run the 
experiment ( blindness to own errors).

Errors 2 and 3—wrong activation of cooling pumps, based on a wrong concept 
and visualization of the system: For safety reasons, all eight water cooling pumps 
were activated. This is a clear violation of safety procedures. Contrary to the in-
tuitive belief that more pumps are safer ( linear thinking), the opposite is the case. 
Thus, the complex interdependent forces of the reactor system were not understood 
properly but replaced by a simplified and wrong model. As an automatic conse-
quence, safety graphite rods were pulled out of the reactor core. This is clearly an 
unforeseen side effect and was not even noticed by the team.
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Errors 4 and 5—blind regulation of the reactor, no control of own measures 
taken: The water throughput was increased threefold. Again, this was done for 
“safety reasons.” However, as a result, still more graphite rods were pulled out from 
the core. The reactor was thus regulated “intuitively.” Finally, someone ordered a 
printout of the number of graphite rods still in the core. Although only 6–8 rods 
remained—the minimum number of rods allowed was 12—the experiment contin-
ued. Again, this is clear evidence for linear problem solving and underestimation of 
future developments. This was just 2 minutes prior to the catastrophe.

Error 6—turning off safety systems, based on an inadequate model of the com-
plex system: The valves of generator eight were then closed, turning off another 
automatic safety system. The combination of all of these errors finally led to the 
explosion. The last minutes, which cannot be spelled out in detail here, are char-
acterized by linear problem solving, wrong extrapolations, missing controls of the 
consequences of own interventions, and no corrections for errors.

One more error from the aftermath shall be pointed out: Errors are not corrected 
and learning from errors is very infrequent. This is evident from the reaction from 
the West: “It could not happen here,” and also from the Soviet Union, as these reac-
tor types are still in use today.

These three case studies and the short examples show that cognitive errors seem 
to be structurally identical, even in disciplines as diverse as biology or physics. The 
argument is that errors are representative of cognitive abilities in general, which in 
turn are an essential building block if one aims for a more complete understanding 
of how science works. Of course, there are also examples of successful manage-
ment of complex systems. Thus, resignation is not in order. However, the base rate 
of errors seems to remain constant, often in spite of technical support or scientific 
expertise. It therefore seems advisable to investigate what causes these kinds of 
failures, with the evolutionary background of these errors being one promising path 
to explore.

Another argument supporting these claims comes from evolutionary psycho-
logy: There is a difference in complexity between the postindustrial environment of 
modern humans and the so-called environment of evolutionary adaptedness (EEA). 
Modern humans have a range of options which were not available to our ancestors: 
dispersing invasive species, managing complex ecosystems, and technical devices 
amplifying or extending abilities by orders of magnitude.

3.4 � Evolutionary Explanation of Cognitive Errors

One basic tenet of evolutionary theory is that adaptations have to be analyzed in 
regard to the environment they developed in. To therefore understand how humans 
handle complexity, we have to look at the environment of our past. It had certain 
features: First, its more complex features had to be made more manageable. Second, 
many situations required fast actions. Third, erroneous or incomplete information 
should not negatively interfere with decision making. The described “errors” or 
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what could better be called mechanisms do just that: Complicated estimations are 
reduced to simple extrapolations; causal nets are reduced to one single cause; alter-
natives are not considered at all; measures, once taken, are never controlled; and a 
few singular cases suffice to produce a general rule.

On the one hand, these ways of behavior are shortcomings, malfunctions in re-
gard to scientific standards and norms, and should therefore rightly be classified as 
errors. From an evolutionary point of view, however, these “errors” are apt methods 
that enable humans to cope with complex situations under time pressure, incomplete 
information, and limited capacity. This is why humans use certain heuristics that are 
just precise enough for matters at hand while using up minimal brain resources. 
Here, natural selection does not favor precision, but speed and simplicity—which 
are primarily achieved by reduction on all levels. In fact, this has to be the case, 
as our environment is polymorphic to such an extent that not all information can 
be analyzed: Only a very small percentage of the already heavily filtered sensory 
stimuli are analyzed at all, not to mention the still fewer sensory inputs actually used 
or remembered. In addition, humans use some surprisingly efficient lexicographi-
cal heuristics (cf. Gigerenzer et al. 1999; Payne et al. 1993) and follow strategies 
that can be described as satisficing within a bounded rationality: “To satisfice is to 
choose a path that satisfies your most important needs, even though the choice may 
not be ideal or optimal” (Plous 1993, p. 95).

The mentioned mechanisms of handling complex situations under suboptimal 
conditions can be specified as follows:

1.	 Goal: Use reduction, selection, and quick termination in order to simplify com-
plex situations and to be able to react fast.

2.	 Search: Use only the “most important” (most conspicuous) cues and ignore the 
rest. Compare cues only in yes-or-no decisions, not in a quantitative manner. 
Proceed serially. Treat causal nets as isolated systems. Reduce many causes to a 
single one. Use routine procedures and repeat them. Use induction to generalize 
rules from one or few single examples. If there are further limiting factors: Speed 
up the processing, filter, and simplify more.

3.	 Assessment of cues: Prefer concrete and conspicuous cues. Treat cause and effect 
always as if they were linear. Ignore side effects and long-term effects, disregard 
alternatives. Do not control your actions.

4.	 Termination: Terminate your heuristic search as soon as the target set by your-
self is reached. If the target is not reachable with the above mentioned heuristic 
measures, simplify still more by ignoring other specifications (e.g., precision). If 
there is no hint of a solution, then guess.

Due to the listed principles of action, it is possible to “mirror” the mentioned er-
rors, thus discovering a function. This function is the result of an adaptation. The 
(ultimate) main function of this particular adaptation could be named as “the ability 
to act fast, achieved through reduction,” thus being able to cope with suboptimal 
conditions (capacity and time constraints, incomplete information, etc.). The “er-
rors” are not adaptations by themselves, but inevitable trade-offs of this adaptation 
(for more details, see Frey 2007).
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Accordingly, the tendency to think mostly in a linear way and to neglect side ef-
fects is a trade-off between the ability to decide and act fast and to assess problems 
correctly in their complexity. The use of very robust but nevertheless successful 
heuristics (Payne et al. 1993) is an adaptation to the very broad and diverse range 
of environmental problems. As a by-product, we find the error of radical abortion 
criteria leading sometimes to suboptimal solutions.

3.5 � Towards a Naturalized Philosophy of Science

It is surprising that even today, philosophy disregards empirical evidence as mostly 
irrelevant, although it can be demonstrated that empirically based philosophy of 
science is the most suited approach for describing and explaining patterns in the his-
tory of science (e.g., Thagard 1998a, b; Bechtel and Richardson 1993; Giere 1988; 
Donovan et al. 1988b). As Casebeer and Churchland put it in the field of ethics: 
“This means that moral philosophers will need to think the unthinkable, namely that 
the empirical results in the evolutionary and neural sciences have an unavoidable 
impact on moral philosophy.” (Casebeer and Churchland 2003, p. 189). In fact, in 
the field of ethics, the groundbreaking work of Knobe (2003) has demonstrated the 
importance of empirically grounded philosophy. A naturalized approach criticizes 
mainstream philosophy of science, because empirical evidence is neglected in three 
ways:

1.	 Most analyses concentrate on social and historical influences on scientific 
change as the most important forces. Cognitive aspects are often neglected (cf. 
Rubinstein 1984).

2.	 Studies in the history of science are not considered to back up theories.
3.	 Explaining phenomena in the philosophy of science is done without consulting 

natural scientific theories.

Such criticism is not entirely new, but a systematic use of evidence from the natu-
ral sciences and a more encompassing cognitive and evolutionary framework for 
analyses in the philosophy of science has seldom been applied. Especially, Tweney 
and Dunbar argue for integrating cognitive sciences and philosophy of science for 
a mutual benefit (Tweney 2001; Tweney et  al. 1981; Dunbar 1995, 1997). Both 
authors demonstrate how historical or actual case studies can be more profitably 
analyzed by considering cognitive strategies of scientists. In the same vein, their 
examples from the history of science illustrate both functioning and applicability of 
the approach described in this chapter.

I will now discuss the three points of criticism mentioned. The former two con-
cern the analysis of a change in scientific theory, the latter one argues for a frame-
work grounded in the natural sciences.

To point 1—neglect of cognitive aspects: Many studies have focused on social or 
historical influences to account for and explain many phenomena in the philosophy 
of science. Little attention has been paid to cognitive aspects, although science can 
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actually be described at its core as follows: “Science is a cognitive activity, which 
is to say it is concerned with the generation of knowledge” (Giere 1987, p. 139).

Even when cognitive strategies are mentioned as important (Solomon 1994), 
they are eventually cut out in the final analysis and replaced by social factors and 
group decision processes. Exceptions are the research of Dunbar on the influence 
of cognitive mechanisms on scientific activities in laboratory studies (Dunbar 1995, 
1997, 2002) and work on the generation of hypotheses and the use of heuristics 
(Klahr et al. 1993). However, such studies show that individual cognitive strategies, 
like the use of analogies and apt representations of the problem, are decisive for 
scientific success, as well as the strategies of the research group. It is even safe to 
say that scientific activities are at their core cognitive activities, or, as Giere puts it: 
“Science provides arguably the best example of a higher cognitive activity” (Giere 
2002, p. 2).

Some building blocks of research as cognitive activity are, for example, the tasks 
of developing models, thinking in analogies, and daily problem solving in general. 
Even if the impact of group communication, group proceedings, and career think-
ing would indeed be the decisive factor, as is often assumed, the content of all these 
social forces is based on cognitive scientific activities. It is therefore important to 
consider psychological aspects of cognitive activities. Indeed, there is a strong argu-
ment against a one-sided social interpretation:

More specifically, cognitive sociology of science is predicated on the existence of deter-
minable correlations between the social background of a scientist and the specific beliefs 
about the physical world which he espouses. Despite decades of research on this issue, cog-
nitive sociologists have yet to produce a single general law which they are willing to evoke 
to explain the cognitive fortunes of any scientific theory, from any past period. (Laudan 
1977, pp. 217–218, emphasis in the original)

Or, to put it another way: There is neither a Jewish branch of physics, nor a bour-
geois mathematics, nor a proletarian theory of relativity.

To point 2—neglect of historical case studies: The neglect of these studies in the 
history of science applies even to philosophers like Thomas Kuhn and Imre Laka-
tos, who are known—in particular Kuhn—to back up their theories with examples 
from the history of science, some of which have become classics in their own re-
spect. Nevertheless, many assumptions and hypotheses of these two great scholars 
are not tenable (see Donovan et  al. 1988a), since many thorough historical case 
studies revealed a rather unexpected result: Some of the most cherished concepts 
of Kuhnian followers did not survive a closer look, e.g., the incommensurability 
of paradigms or the alleged inability of scientists to communicate when belonging 
to different paradigms. This is also true for most Lakatosian concepts. Moreover, 
the majority of case studies in philosophy of science are about old events, although 
around 90 % of all scientists are living today (Bishop and Trout 2002).

In contrast, there are minute and precise accounts of historical conceptual revo-
lutions (see, e.g., Gooding 1990; Thagard 1998a, b; Rheinberger 1998). Taking as 
an example how bacteria can cause gastritis demonstrates how conceptual revolu-
tions may start with a “crazy idea,” are subsequently reinforced by an interplay 
between theory and experiments, demonstrate causal links by experiments, and thus 
go from “preposterous” to commonly accepted in only a decade (Thagard 1998a, b).
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To point 3—hypotheses are not grounded in natural sciences: In general, re-
searchers should check personal intuitions and assumptions against the current state 
of research. However, in philosophy of science, this seems to be done infrequently. 
Just as an example, it is claimed that the logical capabilities of animals are unknown 
(Papineau 2000), even though they are actually well known (e.g., Papini 2002). It 
is also claimed that there is no way to deduce specific details of heuristics, despite 
the fact that there are several (e.g., Krebs and Davis 1996). These wrong intuitive 
assumptions lead to false speculation about decision making and optimization, a 
notable exception being Giere (1988, 1992).

These problems add to the more general argument of shifting the framework 
of philosophy of science that is concerned with descriptions of scientific research, 
towards the natural sciences. This approach of philosophy of science would profit 
if it were more naturalistic (Bishop and Trout 2005). More precisely, one way to 
define naturalistic philosophy is with regard to methodology (“Use findings from 
the natural sciences to the greatest extent possible”), to ontology (“Take materialism 
as foundation”), and to epistemology (“Work with hypothetical realism”; Sukopp 
2006). It is suggested that some long-lasting problems could be resolved this way. 
I agree with other philosophers of science that a naturalistic philosophy of science 
should itself employ naturalistic methods, e.g., using base rates and relative fre-
quencies in comparing case studies (Bishop and Trout 2002).

Many philosophers of science have judged the mentioned scientific results as 
relatively unimportant (the above mentioned irrelevancy argument). The case stud-
ies above however demonstrate that they are not. A more valid criticism is the ap-
parent gap between evolutionary psychology and philosophy of science. Again, the 
case studies demonstrate that this gap is surprisingly narrow.

Cognitive aspects in particular play no role in many analyses. Reasons men-
tioned are missing coherent psychological theories (but this argument is outdated 
since the 1970s, particularly since the advent of evolutionary psychology, see, e.g., 
Barkow et al. 1992), reductionism in biological explanations (but these explana-
tions are legitimate in their claims, see Ruse 1988), and the problem of generalizing 
from individual thinking patterns to common rules (but such analyses are not inter-
ested in individual, but only general patterns that can be found in the majority of 
people). For a more detailed refutation of these objections, see Frey (2007).

3.6 � Conclusion: Cognitive Aspects Are Relevant  
for Science

This chapter argued for the proposal to incorporate empirical evidence (in particular 
on cognition) into philosophy of science concerned with describing scientific re-
search (and other disciplines related to human behavior) in three steps. First, by in-
tegrating results from natural sciences into research (here: experimental psychology 
and its subsection of heuristics in complex systems). Second, by providing evidence 
from case studies that these results matter (here: that these experimentally demon-
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strated heuristics with their errors can be found in the history of science). Third, by 
providing an evolutionary explanation why this may be so (here: why humans use 
these and not others heuristics?).

Of course, the case studies used can be interpreted in a noncognitive way, but 
there are many more examples of the significance of cognitive aspects to be found 
in other case studies (Frey 2007). These case studies are taken from disciplines as 
diverse as medicine, physics, biology, and psychology. Moreover, they span a time 
period of three centuries (seventeenth to twenty-first century). The more diverse 
and temporally separate these historical examples are, the more problematic his-
torical interpretations necessarily become. The striking similarity, the invariance 
over time, the transcultural and transdisciplinary occurrence of cognitive influences 
makes a “historical-only” interpretation hardly viable.

In fact, there is a surprising isomorphic structure, in some cases even identity 
between documented experimental errors and real errors in the history of science. 
As cognitive errors are very specific, it seems impossible to mistake them for some-
thing else. Both scientists and laymen commit the same errors, which can be ob-
served independent of epoch or special field, as they are common and systematic. 
They seem to be invariant to time or field of research. An interplay of historical, so-
cial, and cognitive influences is to be expected. However, it has not been researched 
yet how these factors weaken or strengthen each other in mutual ways.

To my knowledge, research in philosophy of science has so far only used cogni-
tive or evolutionary findings to explain singular facts. Examples are Ronald Giere 
and Nancy Nersessian. These approaches ask questions like “What is the cognitive 
basis for modeling in science?” or “How do analogies work in scientific research?” 
(Nersessian 1987, 2002). This kind of research is without doubt a very valuable 
contribution to a more cognitive-focused philosophy of science I am arguing for. 
But it does not take into account in a systematic way the frameworks of evolution-
ary biology and evolutionary psychology to broaden the approach to an encompass-
ing naturalistic one. In the same vein, Ronald Giere limits his “cognitive studies 
of science” mainly to two specific cognitive mechanisms, i.e., representation and 
judgment (Giere 1987), but does not consider the whole spectrum of our cognitive 
abilities and their evolutionary roots.

The argument presented here demonstrates how such an analysis may proceed 
and go beyond existing approaches. First, hypotheses for an investigation in the phi-
losophy of science interested in describing scientific research are derived from the 
natural sciences. Second, empirical proof for these hypotheses is presented. Third, 
the hypotheses are tested by applying them to case studies from science and tech-
nology. Fourth, evolutionary theory is used to explain their structure. A fifth step, 
missing here, is to analyze the interplay of various other influences on the hypoth-
esis in question. To conclude, the main results can be summed up as follows:

Concerning scientific change:

1.	 Cognitive abilities of scientists are important for almost all analyses in the phi-
losophy of science.
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2.	 Roots, development, strengths, weaknesses, and limits of cognitive abilities can 
be explained by evolutionary theory.

3.	 Cognitive influences complement other impact factors on scientific change, like 
social and historical aspects.

Concerning the methodology of philosophy of science in general:

1.	 Philosophy of science has to be complemented by the history of science, e.g., 
through the use of (more than one, systematic, and comparable) case studies (see 
also Bishop and Trout 2002, for a similar claim).

2.	 Premises and assumptions in the philosophy of science describing research pro-
cesses have to be anchored in (or at least cross-checked with) natural sciences.

This has not been worked out in a systematic way yet, although there have been 
many steps in that direction (e.g., Ruse 1995; Callebaut 1993; Rubinstein 1984; 
Dunbar 1995; Giere 1987).

An evolutionary-cognitive approach therefore asks philosophers of science for 
two modifications: On the one hand, a more empirical methodical approach should 
be applied, including a precise and in-depth verification of theories with case stud-
ies and grounding of hypotheses in natural sciences. In fact, there has been an in-
creasing tendency to do so—at least for the first part—in recent years. Moreover, 
these seem to be modest modifications, as no modern philosopher of science would 
ever oppose them. But, and this is an important “but,” this is only true for the first 
part—the use of case studies—not for the systematic grounding of hypotheses in 
natural sciences. There may be a consensus about how naturalistic philosophy of 
science should proceed (see Callebaut 1993), but too often this remains a lip service 
(Rubinstein 1984; Ruse 1995).

On the other hand, philosophers should consider cognitive influences on the gen-
eration of scientific knowledge in a more systematic way. This implies taking into 
account the evolutionary functions of our cognitive abilities. Again, this may be 
consensus already, but has very rarely been implemented in a systematic way. The 
strong influence of the cognitive dimension in the philosophy of science has so far 
often been underrated.
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4.1 � Introduction

In a lecture to the British Association of Science in 1874, Thomas Huxley attempted 
to reconcile animal awareness with the Cartesian notion of animals as mere au-
tomata. He proposed that the consciousness of animals should be regarded as a 
“collateral product” of the working of the body, in much the same way that the 
whistle on a steam locomotive is incidental to how the engine itself functions (Hux-
ley 1874/1896, p. 240).1 Huxley went on to argue that this also holds for people: 
The contents of consciousness are simply symbols of events occurring quite auto-
matically within the body. Thus “the feeling we call volition is not the cause of a 
voluntary act, but the symbol of that state of the brain which is the immediate cause 
of that act”. For those who remained sceptical—or who were, at least, prepared to 
take their feeling of scepticism seriously—Huxley offered the following proof:

Any one who cares to run a pin into himself may perform a sufficient demonstration of the 
fact that a mode of motion of the nervous system is the immediate antecedent of a state of 
consciousness. All but the adherents of “Occasionalism”, or of the doctrine of “Pre-estab-
lished Harmony” (if any such now exist) must admit that we have as much reason for regard-
ing the mode of motion of the nervous system as the cause of the state of consciousness, as 
we have for regarding any event as the cause of another. (Huxley 1874/1896, p. 239)

1  The analogy of the locomotive engine has given way to the computer metaphor: “Consciousness 
may be like the heat or the hum or the smell of the computer. It is a side effect of the particular 
hardware and software being used, but is not of any particular importance in understanding that 
hardware or software” (Thagard 1986, p. 311).

[…] neo-Darwinism involves a breach between organism and 
nature as complete as the Cartesian dualism of mind and matter. 
(Waddington 1957, ix)
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Darwin himself was not convinced. When the lecture was later reprinted, he simply 
congratulated Huxley on providing such a good example: “I wish to God there were 
more automata in the world like you” (Darwin 1882/1887, p. 358). However, to 
another correspondent he confessed that “If I were as well armed as Huxley I would 
challenge him to a duel on this subject” (1882/1903, p. 399).

Somewhat later, Morgan (1990) turned Huxley’s argument neatly on its head. 
Morgan raised the perfectly reasonable question of what would prompt anyone to 
stick a pin into themselves in the first place—other than the wish, for example, to 
demonstrate a dubious theoretical point. So, from this same example of the pin-
prick, one could, Morgan argued, just as well conclude that consciousness was the 
antecedent cause of the so-called physical stimulus (Morgan 1900, pp. 308–309).

Now all this certainly goes to show that there is more than one way to take a pin-
prick. But it also points to an enduring tension within Darwinian theory. Huxley’s 
revival of the Cartesian reflex theory was a crucial element in the neo-Darwinian 
attempt to explain evolution—including mental evolution—in strictly mechanistic 
terms. Indeed, as William McDougall noted, “the theory of the evolution of mind 
was established at the same time that the theory of evolution by, or through the 
agency of, mind was sapped and rejected” (McDougall 1925, p. 328).

According to McDougall, Huxley’s automaton theory was as important a chal-
lenge to Lamarckian theory as Weismann’s doctrine of the separation of the re-
productive cells from the rest of the body.2 Yet the turn towards mechanistic ex-
planation did not have an impact on evolutionary thought solely through its attack 
on the Lamarckian principle of the inheritance of acquired characteristics.3 It also 
ran counter to Darwin’s own approach to natural selection. This is why Romanes 
coined the term “Neo-Darwinians” to distinguish the revisionists from those who, 
like himself, continued to adhere “to the unadulterated doctrines of Darwin” (Ro-
manes 1895, p. 9).

This was also the point of Lloyd Morgan’s criticism of Huxley’s example of the 
pinprick. For although Morgan came to reject the Lamarckian principle of inheri-
tance, he did not see why he had to accept the automaton theory in its place. In fact, 
Morgan, in association with James Mark Baldwin, developed an extensive theo-
retical account of the place of intentionality, intelligence, and sociality in natural 
selection (e.g., Baldwin 1902, 1910; Morgan 1900; see Weber and Depew 2003). 
Evolutionary theory, they argued, involves psychology and sociology as much as 
biology. Furthermore, evolutionary theory, properly thought through, challenges the 

2  It is curious that Weismann’s doctrine of the continuity of the germ plasm was so widely ac-
cepted. As Hill (1893, p. 84) noted, “we must remember that the doctrine of the germ-plasm is 
itself purely theoretical”.
3  Lamarck’s principle of the inheritance of acquired characteristics was a supplement to his or-
thogenetic theory of evolutionary transformation: the continuing spontaneous emergence of or-
ganisms and their subsequent spontaneous differentiation into more and more complex organic 
forms. The inheritance of acquired characteristics was invoked to explain adaptation to the specific 
environmental conditions. Before Darwin, adaptation and transformation were widely regarded as 
contradictory on the grounds that any change would surely destroy the adaptive relations between 
organisms and their circumstances.
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existing disciplinary boundaries, based as they are on dualisms, such as mind and 
matter, biology and culture, individual and society. Their main objection to neo-
Darwinism lay in its revival of Cartesian psychology:

The pendulum swing of opinion has, under the teaching of Professor Weismann, swung so 
far in the direction of the non-acceptance of the hereditary transmission of characters indi-
vidually acquired through intelligent adjustment or otherwise; that the part played by con-
sciousness in the evolution of the higher and more active animals is apt to pass unnoticed or 
unrecorded. It is well, therefore, to put in a reminder that a great number of animals would 
never reach the adult state in which they pass into the hands of the comparative anatomist 
save for the acquisition of experience, and the effective use of the consciousness to which 
they are heirs; that their survival is due, not only to their possession of certain structures and 
organs, but, every whit as much, to the practical use to which these possessions are put in 
the give and take of active life. (Morgan 1900, pp. 310–311; see Costall 1993)

4.2 � Memes

In his book, The Selfish Gene, Richard Dawkins drew an analogy between biologi-
cal and cultural evolution. He coined the term “meme” for what he called “a unit of 
cultural transmission or a unit of imitation” (1978, p. 206):

Just as not all genes which can replicate do so successfully, so some memes are more suc-
cessful in the meme-pool than others. This is the analogue of natural selection […] [Quali-
ties] which make for high survival values among memes […] must be the same as those 
discussed for [genes]: longevity, fecundity, and copying-fidelity. (Dawkins 1978, p. 208)

Dawkins’s formulation of the analogy is neo-Darwinian. People, on his view, are 
merely passive vehicles for both genes and memes. Dawkins’ intention was to dis-
place intentionality and agency from biological discourse, except, that is, for those 
scheming, selfish genes!4

Dawkins identified Darwinism itself as an example of the meme. He conced-
ed that Darwin would “scarcely recognize his own original theory” in The Self-
ish Gene, but then continued: “there is something, some essence of Darwinism, 
which is present in the head of every individual who understands the theory” (1978, 
p. 210). There is no indication in Dawkins’ account that Darwin had also drawn 
analogies between organic and cultural change. Indeed, apart from a reference to 
Popper’s comparison of cultural and genetic evolution as Darwinian processes (see 
Popper 1982), Dawkins leaves us with the impression that he has come up with a 
pretty bright new idea (cf. Campbell 1974).

Perhaps the earliest attempt to define a cultural analogue of the gene is to be found 
in a paper by Gerard et al. (1956), which actually refers to a “cultural genotype” 

4  “R. Dawkins […] is, of course, aware that his title is simply a clever gimmick—for only an ex-
treme ‘mentalist’ could assume that a gene has the experience of being selfish. […] His restriction 
of memes to man amounts to saying that, from the evolutionary point of view, we can afford to 
ignore all the evidence of consciousness in animals; and the consequent development of primitive 
proto-cultures, as in primates” (Thorpe 1978, p. 75).
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(see Ingold 1986, p. 362). But the selection analogy as such—framed in terms of 
unit ideas and unit phenotypic traits—was being deployed even before Mendel’s 
work was rediscovered at the beginning of the twentieth century and before the gene 
concept was eventually reconciled with Darwinian theory in the “new synthesis”.

Here, for instance, is a passage from William James’s Principles of Psychology 
of 1890, where he repeats an argument he had made some 10 years before:

Every scientific conception is, in the first instance, a “spontaneous variation” in someone’s 
brain. For one that proves useful and applicable there are a thousand that perish through 
their worthlessness. Their genesis is strictly akin to that of the flashes of poetry and sallies 
of wit to which the instable brain-paths equally give rise. But whereas the poetry and wit 
[…] have to run the gauntlet of no further test, the “scientific” conceptions must prove their 
worth by being “verified”. This test, however, is the cause of their preservation, not of their 
production. (James 1990, p. 636)

James’s friend, Charles S. Peirce, also considered the selection analogy and identi-
fied three evolutionary models of human thought and science: development “by the 
formation of habits” (Lamarckism), “by the violent breaking up of habits” (muta-
tionism), and “by the action of innumerable fortuitous variations of ideas combined 
with differences in the fecundity of different variations” (Darwinism). He argued 
that creative science is mutationist “through the violent breaking up of certain hab-
its, combined with the action of other habits not broken up”. There is something 
distinctly “Kuhnian” not only in Peirce’s treatment of revolutionary science but 
of normal science as well. He claimed that the “ordinary successful prosecution of 
scientific inquiring” is Lamarckian in that “it is growth by exercise, or by the direct 
efforts in the direction of growth”. Thus Peirce considered the Darwinian model, 
but only to reject it. As far as the history of science was concerned, he concluded 
that Darwinism “made […] no figure at all” (Peirce 1892/1966, p. 259).

Although James Mark Baldwin applied the concept of selection to both biologi-
cal evolution and what he called “imitative selection”, he emphasized the differ-
ences in the nature of inheritance in the two cases:

In so-called “imitative selection” […] the imitative propagation of ideas in society—we 
have a phenomenon which biology shows us no analogies. What survives in this case is not 
individuals, but ideas, and these do not survive in the form in which the first thinker con-
ceives them, but in the form in which society applies them. Again, their fitness is not in any 
sense a fitness for struggle, it is a fitness for imitative reproduction and application. And, 
finally, they are not physically inherited, but handed down by ‘social heredity’ as accretions 
to the store of traditions. (Baldwin 1897, pp. 182–183)

The selection analogy has been applied to aspects of culture other than intellectual 
development. A striking example comes from the work of the marine biologist and 
anthropologist Alfred Haddon on the “life-histories of designs”. Haddon explored 
the analogy in some detail. He argued that the determination of the provenance of 
a decorative form should, as in biology, be informed by careful classification of its 
structure, complemented by an analysis of its geographical distribution (Haddon 
1895, pp. 319–320). Furthermore, in order to clarify the processes of transforma-
tion, the anthropologist should again follow the biologist’s lead and conduct “breed-
ing” experiments where changes in cultural forms are recorded as they occur across 
different “generations” (Haddon 1895, p. 311). Haddon cites the experiments con-
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ducted by Pitt-Rivers and Balfour in which they asked one person to copy a design 
and then pass it on to another person who, in turn, copied and passed it on, and so 
on. These experiments demonstrated a process of serial transformation. Haddon’s 
basic point, however, concerned the analogy of selection, the idea that the fate of 
a design is to be “subject to vicissitudes very similar to those which beset the exis-
tence of any organism” (Haddon 1895, p. 310).

Haddon acknowledged that it would be absurd “to endeavour to make the evolu-
tion of decorative art run on all fours with that of animals”. Yet his discussion is 
resolutely neo-Darwinian in its suppression of intentionality:

[It may be objected] that the decorated objects […] are merely pieces of wood or stone, and 
that they are therefore not to be compared with living beings. It is perfectly obvious that 
ethnological objects cannot change themselves or develop themselves into anything else. 
On the other hand, though animals are alive they also have no voluntary power to alter 
themselves, nor can they develop themselves in any direction. They are almost as passive 
as fabricated objects. (Haddon 1895, p. 315)

So what about human beings? After some dismissive comments about children and 
“savages”, Haddon considers the “civilized races”:

[With] increased complexity comes augmented mental power, and it may be argued that this 
may, so to speak, take the helm; but I would venture to ask, Is there much evidence in sup-
port of this view? The mind of man is subject, like his body, to the ordinary operations of 
the universe, his individuality is apparent rather than real, […] [Mind] cannot escape from 
the forces which act on the body. (Haddon 1895, p. 317)

Strangely, it is only at the end of his argument that Haddon notes that the question 
of intentionality might well arise not just for living beings but for fabricated objects 
as well. Almost as an afterthought, he adds:

To return to our immediate subject, consciousness of purpose has extremely little to do with 
human evolution, nor has it much more to say to the evolution of patterns among primitive 
peoples. The selection of one design instead of another, or of a particular part of a design, is 
a conscious act, but probably in the great majority of cases an unreasoning one […]. While 
there is a certain amount of conscious selection, the variation as a whole of any design is 
an entirely unguided operation so far as the intelligence of the human units is concerned. 
(Haddon 1895, pp. 317–318; emphasis added)

So far, the examples I have chosen have shared two important features. First of all, 
there is an asymmetry in the way the selection analogy is formulated: The under-
standing of cultural change is to be derived from biological explanation rather than 
the reverse. Secondly, intentionality, whether in relation to the biological or the 
cultural, is dismissed as irrelevant to the analogy. We are indeed dealing with “fortu-
itous variations” (Peirce 1892/1966, p. 259), blind not only to their ultimate effects 
but also to their immediate consequences. Yet, when we consider examples closer to 
Darwin’s time, the selection analogy undergoes an important reversal.

Darwin’s son, George, in a contribution to the September 1872 issue of Mac-
millan’s Magazine, sought to illustrate “the almost infinite ramifications to which 
natural selection […] may be applied”. As he put it:

A new invention bears a kind of analogy to a new variation in animals; there are many such 
inventions, and many such variations; those that are not really beneficial die away, and 
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those that are really good become incorporated by ‘natural selection’, as a new item in our 
system. (Darwin 1872, p. 410)

George Darwin took as his example the development of the dress. Just by consider-
ing a single article of clothing, he managed to bring out the principles of selective 
advantage, continuity, vestigial structures, and even sexual selection. Here, for ex-
ample, is his account of the evolution of the busby:

It would now appear to be merely a fancy head-dress, but on inspection it proves not to be 
so. The hussar was originally a Hungarian soldier, and he brought his hat with him to our 
country. I found the clue to the meaning of the hat in a picture of a Hungarian peasant. He 
wore a red night-cap […], but the cap was edged with so broad a band of fur, that it made in 
fact a low “busby”. And now in our hussars the fur has grown enormously, and the bag has 
dwindled into a flapping ornament, which may be detached at pleasure. Lastly, in the new 
“busby” of the Royal Engineers the bag has vanished, although the top of the cap (which is 
made of cloth and not of fur) is still blue, as was the bag formerly; the top cannot, however, 
be seen, except from a bird’s-eye view. (Darwin 1872, p. 412)

George Darwin, here, is not generalizing the biological principle of natural selection 
to artefacts. Rather, he is arguing from plausible examples of cultural change for 
the credibility of a similar process in relation to organic evolution. And, at the time 
he was writing, such indirect “evidence” was sorely needed. There was no direct 
evidence of gradual organic change to support Darwinian theory (Costall 1985).5

4.3 � Darwin’s Metaphors

In the examples I have been considering, there are some cases where the meme 
concept is not only based on an analogy with natural selection but it also denies a 
role for intentionality in cultural change. Sometimes, however, the direction of the 
argument is reversed. Cultural change is invoked to argue for the plausibility of 
organic change, and in these cases the cultural change does unquestionably entail 
intentionality.

Charles Darwin invoked two metaphors based on cultural practices. The first is 
not well known. In The Origin, he presents the example of language to help explain 
the notions of descent and modification, and extensive use of the example of his-
torical linguistics was made shortly afterwards by Lyell, Müller, and Schleicher to 
enhance the credibility of Darwin’s account of organic change (see Richards 1987).6 
Now, if the denial of intentionality were crucial to the Darwinian account of natural 
selection, why did Darwin use the example of language to illustrate not merely the 
ideas of transformation and phylogenetic relationship but also the process of selec-
tion itself? After all, the use of language is both intentional and intelligent.

5  This was the great attraction of analogies between evolution and individual development, espe-
cially the theory of recapitulation.
6  Lyell, however, was not convinced that natural selection could explain the origin of our capacity 
for language, and Müller was convinced that it could not.
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When Darwin and the early Darwinians drew upon examples of cultural trans-
formation, it was not as though culture itself had not already been theorized by, 
among others, the political economists (see Schweber 1985; Young 1985).7 Darwin 
himself explicitly mentioned the role of Malthus in his thinking, but Adam Smith is 
perhaps more relevant here.

The problem many later commentators have had with Darwin’s appeal to inten-
tionality is that it seems at odds with his insistence that the process of longer-term 
transformation is not itself purposeful. Consider, then, the following passage from 
a letter Darwin wrote to the American philosopher, Chauncey Wright, where he 
specifically raises the question of the intentionality of language:

As your mind is so clear, and as you consider so carefully the meaning of words, I wish 
you would take some incidental occasion to consider when a thing may properly be said 
to be effected by the will of man. I have been led to the wish by reading an article by your 
Professor Whitney versus Schleicher. He argues, because each step of change in language 
is made by the will of man, the whole language so changes; but I do not think that this is 
so, as man has no intention or wish to change the language. It is a parallel case with what 
I have called “unconscious selection”, which depends on men consciously preserving the 
best individuals, and thus unconsciously altering the breed. (Darwin 1872/1887, p. 164)

According to Darwin, linguistic change should therefore be regarded as an unin-
tended effect of intentional activity. Darwin’s second metaphor of selection is much 
more familiar. Darwin presented his concept of natural selection in a remarkably 
anthropomorphic way:

It may be said that natural selection is daily and hourly scrutinising, throughout the world, 
every variation, even the slightest; rejecting that which is bad, preserving and adding up all 
that is good; silently and insensibly working, whenever and wherever opportunity offers, at 
the improvement of each organic being in relation to its organic and inorganic conditions 
of life. (Darwin 1859, p. 84)

Of course, we should not take Darwin’s language too literally here. Yet, the ques-
tion of intentionality certainly does arise in connection with artificial selection, the 
basis of Darwin’s fundamental metaphor. As in the example of language, we are 
once again presented with an analogy based on a cultural practice,8 although in this 
case the activity would appear to involve not just intentionality but intentions aimed 
specifically at the process of selection.

However, as Secord (1981) has explained, Darwin insisted upon a distinction 
between methodical selection and unconscious selection, and it was the latter that 
was relevant to his analogy.9 This distinction involved two different considerations. 

7  Such cultural theory could take a distinctly evolutionist turn, invoking notions of progress, stag-
es, and “parallels” with biological transformation (see Greene 1981). In fact, Darwinism needs to 
be carefully distinguished from evolutionism.
8  The critical importance of animal and plant breeding to the Victorian economy has been stressed 
by Secord (1985) in a paper on Darwin’s relation to the breeders. As he points out, even after the 
Industrial Revolution, England remained “a largely agricultural nation with an important propor-
tion of the populace engaged in the production of food, and most wealth and power securely 
anchored in the land” (Secord 1985, p. 521).
9  Of course, the evidence that selective breeding, deliberate or incidental, could effect transforma-
tions was a useful “existence proof” that living beings could undergo transformation. The implica-
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First of all, at the level of the individual breeder, selection might occur as an inci-
dental effect:

At the present time, eminent breeders try by methodical selection, with a distinct object 
in view, to make a new strain or sub-breed, superior to anything existing in the country. 
But, for our purpose, a kind of Selection, which may be called Unconscious, and which 
results from every one trying to possess and breed from the best individual animals, is more 
important. Thus, a man who intends keeping pointers naturally tries to get as good dogs as 
he can, and afterwards breeds from his own best dogs, but he has no wish or expectation of 
permanently altering the breed. (Darwin 1859, p. 35)

The additional consideration is that the effects of the breeders cannot be understood 
solely at an individual level. Each breeder plays a part in a wider process that tran-
scends their individual concerns. For example:

In man’s methodical selection, a breeder selects for some definite object, and free inter-
crossing will wholly stop his work. But when many men, without intending to alter the 
breed, have a nearly common standard of perfection, and all try to get and breed from 
the best animals, much improvement and modification surely but slowly follow from this 
unconscious process of selection, not withstanding a large amount of crossing with inferior 
animals. (Darwin 1859, p. 102)

According to Secord, Darwin had to downplay the role of methodical selection if 
natural selection were not, after all, to imply design. Thus, “the element in artifi-
cial selection of conscious, careful planning by the breeder had to be minimized” 
(Secord 1981, p. 185; emphasis added). But what also has to be noted in relation to 
Darwin’s discussion of artificial selection and linguistic change is that he did not 
eliminate intentionality. Intentionality figures as an essential feature of the accounts 
Darwin presents. And, as we shall now see, this is also true, to an important extent, 
of Darwin’s explanation of natural selection.

4.4 � Darwin’s Intentions

The modern proponents of a mechanistic interpretation of Darwinism can hardly 
deny that there is much in Darwin’s own writings compatible with a “psychologi-
cal” or “intentionalist” account. However, they usually argue that we should not 
take Darwin’s ‘anthropomorphic’ talk seriously at all. His references to “intention-
ality” were unintentional! For example, Gillian Beer has argued that Darwin had 
little choice when developing his own ideas but to formulate them in terms of the 
earlier “discourse” of natural theology (Beer 1983, pp. 24, 53, 69). Furthermore, 
there was also his continued appeal to the inheritance of acquired characteristics 
as a supplement to his own theories of natural and sexual selection. Thus, it would 

tion, however, of Darwin’s own argument concerning unconscious selection was that, since such 
selection was unwitting and based on very minute variations (rather than striking novelties), the 
changes would not be noticed, and hence not be recorded, by the breeders. Thus, artificial selec-
tion could not, as Darwin himself recognized, provide the evidence for gradual transformation he 
really needed.
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seem Darwin’s talk of “will” and “intention” could be dismissed as simply a lapse 
into Lamarckism or anthropomorphism.

However, Darwin made deliberate and systematic use of intentionalist language 
not solely in relation to the supplementary principle of “Lamarckism”.10 The theory 
of sexual selection, for example, specifically refers to choice on the part of the fe-
male. Even in his researches on the movements of plants and the behaviour of earth-
worms, Darwin emphasized their non-reflexive, purposive character (Allen 1977; 
Reed 1982). Thus, on the basis of a series of remarkable experiments on the ability 
of earthworms to plug up their burrows, Darwin concluded that earthworms simply 
had to be credited with some degree of intelligence:

They act in nearly the same manner as would a man, who had to close a cylindrical tube 
with different kinds of leaves, petioles, triangles of paper, &c. For they commonly seize 
such objects by their pointed ends. But with thin objects a certain number are drawn in by 
their broader ends. They do not act in the same unvarying manner in all cases, as do most 
of the lower animals; for instance, they do not drag in leaves by their foot-stalks, unless the 
basal part of the blade is as narrow as the apex, or narrower than it. (Darwin 1881, p. 313)

Darwin’s work on earthworms also has a wider implication. It provides a striking 
example of how animals do not merely react to circumstances, but actually create 
their own circumstances. After all, the environment that now surrounds earthworms 
did not, of course, precede their evolution (Ghilarov 1983).

In the first edition of The Origin, Darwin considered the implications of an ob-
servation by Samuel Hearne that the black bear swims along with its mouth wide 
open in order to “fish” for flies trapped on the surface of the water. The possible 
evolutionary implications did not escape Darwin’s attention:

Even in so extreme a case as this, if the supply of insects were constant, and if better 
adapted competitors did not already exist in the country, I can see no difficulty in a race 
of bears being rendered, by natural selection, more and more aquatic in their structure and 
habits, with larger and larger mouths, till a creature was produced as monstrous as a whale. 
(Darwin 1859, p. 184)

Here, as in the earlier example of the behaviour of earthworms, we find Darwin 
formulating not a mechanistic, but a dialectical relation between the organism and 
its environment. In this case, the “initiative” of the bear in both taking to the water 
and fishing for flies radically changes the context of selection. And if this merely 
sounds like the inheritance of acquired characters, it does surely echo Lamarck’s 
more fundamental point that the “habits and mode of life” of an animal are an im-
portant factor in shaping “its body, the number and state of its organs and lastly, the 
faculties which it possesses” (Lamarck 1809/1983, p. 114).

Although the bear example makes no reference to the inheritance of acquired 
characters (it was formulated solely in terms of natural selection), Darwin’s friends 
urged him to remove it from later editions of The Origin, and he complied. Never-
theless, as Beer (1963, p. 176) put it, Darwin “always regretted that he had jettisoned 

10  Darwin was very aware that he needed to distance himself from Lamarck. In this respect, there-
fore, “Lamarckism” would have discouraged him from making too free use of intentionalist de-
scriptions. For an important clarification of Darwin’s use of Lamarckism, see Montgomery (1985).
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his bear”, since he remained convinced that both his argument and the basic obser-
vations were sound (see Darwin 1860/1903, p. 162).

The explorer James Lamont enthusiastically acknowledged Darwin’s bear ex-
ample when he presented his own account of how the polar bear might have origi-
nated from individuals of Ursus arctos in Siberia, who, “finding their means of 
subsistence running short, and pressed by hunger, ventured on the ice and caught 
some seals”. Once the bears had settled on the shore, Lamont argued, the palest 
among them would be selected because they would be less conspicuous to the seals. 
Thus, “the process of Natural Selection would do the rest, and Ursus arctos would 
in the course of a few thousands, or a few millions of years, be transformed into the 
variety at present known as Ursus maritimus” (Lamont 1861/1903, p. 179).

Darwin quickly got in touch with Lamont to congratulate him on having grasped 
his point:

As you thought it out independently, it is no wonder that you so clearly understand Natural 
Selection, which so few of my reviewers do or pretend not to do. I never expected to see any 
one so heroically bold as to defend my bear illustration […] It is laughable how often I have 
been attacked and misrepresented about this bear. I am much pleased with your remarks, 
and thank you cordially for coming to the rescue. (Darwin 1861/1903, p. 179)

Thus, in his discussions of not only linguistic change and artificial selection but also 
of the adoption by animals of new modes of life, Darwin regarded intentional activ-
ity, through its unintended effects, as an important basis of evolutionary change.11

4.5 � Interplay

To a remarkable extent, the analogies that have been drawn between the cultural and 
biological eventually bring us back to where we started from—without us noticing. 
This was the point of Friedrich Engels’s famous protest against the rise of Social 
Darwinism:

The whole Darwinist teaching of the struggle for existence is simply a transference from 
society to living nature of Hobbes’s doctrine of bellum omnium contra omnes and of the 
bourgeois-economic doctrine of competition together with Malthus’s theory of population. 
[…] the same theories are transferred back again from organic nature into history and it is 
now claimed that their validity as eternal laws of human society have been proved. (Engels 
1875, cited in Parsons 1977, pp. 142–143)

The same “conjurer’s trick” (to use Engels’s term) has also been played on us in 
relation to other key terms in evolutionary biology. The original sense of “inheri-
tance” concerned the (usually) intentional passing on of money or property from 
parents to their descendants. It was an act of will. However, it came to refer to 
how “like-begets-like”, the resemblance of parents and offspring (Mameli 2005). 
(Shakespeare was among the first to use the verb “inherit” in this sense.) This social 

11  Lewontin, an impressive critic of the mechanistic approach of neo-Darwinism, has also consis-
tently misrepresented Darwin himself as a Cartesian (e.g., Lewontin 1982).
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metaphor had already died by the time that Baldwin (1897, pp. 182–183) coined 
the metaphor of social heredity (see also Odling-Smee 2007, on ecological inheri-
tance).

Similarly, “trial and error” has come to imply an essentially “blind” process, both 
within biology and psychology. Yet the original reference was to human practice: an 
intelligent and systematic approach to problem solving within mathematics and sci-
ence (see Still 1988). Like the selection metaphor, it was taken from human practice 
into biology and then projected back into psychological discourse, stripped of all 
intelligence, if not intentionality.

4.6 � Conclusion

The analogies drawn between the psychological and the biological, including the 
“meme” meme, can take either of two opposing directions. The Darwinian sche-
ma of variation–selection–retention, as represented, for example, by Dawkins, in-
volves a projection from the biological to the psychological, where intentionality 
is dismissed as either non-existent or an epiphenomenon. In other cases, and most 
notably in the formulation of Darwin’s own theory, the transfer of analogy takes 
the other direction. Human practices, such as language and artificial selection, are 
invoked to throw light on the nature of “biological” evolution. Such explanations 
begin with human intentions, even if the long-term consequences do not themselves 
count as intentional (see also Allen 1983; Oldroyd 1984; Smith 1978, pp. 261–262).

In some cases, there is a boomerang effect when analogies are “thrown” from 
the cultural and psychological to the biological, only to return distorted and to cause 
further confusion. However, the basic problem does not concern the particular forms 
these analogies have taken, but their common starting point: the assumption that the 
psychological and biological constitute quite separate realms. They are not mutu-
ally exclusive,—there is an interplay (Henriques et al. 1984, pp. 21–22; Gerbault 
et al. 2011). Rethinking the relation of the “biological” and the “psychological” in a 
non-dualistic way challenges “DNA-centric theory” (Mameli 2005; Oyama 2003).
It should also open up a space for intentionality within biology—as Darwin himself 
had intended.
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5.1 � The Darwinian Background

Charles Darwin famously wrote in the final chapter of On the Origin of Species 
that the theory of the Origin would “open fields for far more important researches. 
Psychology will be based on a new foundation, that of the necessary acquirement of 
each mental power and capacity by gradation. Light will be thrown on the origin of 
man and his history” (Darwin 1859, p. 488). This was his only mention of human 
evolution in the Origin. It is natural to think, as many have, that he meant that natu-
ral selection would shed light on “the origin of man and his history” and put psy-
chology on a “new foundation.” However, that would be wrong. The context for the 
remark is a discussion of common descent, which meant descent from a common 
ancestor, and the mutability of species. Darwin sees that embracing “common de-
scent”—one of his more radical departures from his evolutionary predecessors, such 
as Lamarck and Geoffroy—will result in “a considerable revolution in natural histo-
ry.” In this context, neither natural selection nor sexual selection is even mentioned. 
He presses, e.g., that living things have much in common “in their chemical com-
position, their germinal vesicles, their cellular structure, and their laws of growth” 
(Darwin 1859, p. 484), inferring from this that they all have a common ancestor. 
This was important to Darwin. He was very conscious that adaptation and, thus, 
natural selection could disguise common descent rather than reveal it. He knew that 
selection could yield evolutionary convergence. Indeed, that is the point to thinking 
about convergence as a mark of adaptation, though Darwin was also conscious that 
such convergence is imperfect. When natural selection is at work, it is capable of 
producing the same, or nearly the same, structure in quite different organisms, quite 
apart from issues of common descent. Wings of bats and birds are a typical example 
(though both are forelimbs). It is, Darwin thought, homologies rather than analogies 
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that reflect common descent. The forelimbs of bats and birds exhibit parallel bone 
structures, even though the adaptations that make them effective wings are quite dif-
ferent. So in pressing for common descent, he does not emphasize natural selection, 
though he never doubts its significance.

In opening his discussion in the Descent of Man, some 12 years after the Origin, 
Darwin returned to the topic of human evolution:

He who wishes to decide whether man is the modified descendant of some pre-existing 
form, would probably first enquire whether man varies, however slightly, in bodily struc-
ture and in mental faculties; and if so, whether the variations are transmitted to his off-
spring in accordance with the laws which prevail with the lower animals; such as that of the 
transmission of characters to the same age or sex. Again, are the variations the result, as far 
as our ignorance permits us to judge, of the same general causes, and are they governed by 
the same general laws, as in the case of other organisms? (Darwin 1871, p. 9)

Notice that the reference here is to evolution, or descent, and not to natural selec-
tion. Also, natural selection (but not sexual selection) plays a much less prominent 
role in Descent as opposed to Origin. There is appeal to variations and to inheri-
tance and to the “laws” governing each of them, which includes the “mental facul-
ties,” but there is not a hint of competition or the “struggle for existence,” much less 
of natural selection. In Descent, he initially recapitulates the argument for common 
descent from Origin, extending it to what he calls the “mental faculties” of man, 
saying at the outset of Chap. II that his object “is solely to show that there is no 
fundamental difference between man and the higher mammals in their mental facul-
ties” (Darwin 1871, p. 35).

Darwin is clear that this commitment to evolution is meant to include what he 
calls the “moral sense.” This was crucial for Darwin. It meant, among other things, 
that our capacities for social interaction were meant to be within the purview of 
his evolutionary theory. For Darwin, sympathy is not the whole story behind our 
moral capacities or our social capacities, but it is nevertheless essential for it. Much 
like David Hume, he thinks that without sympathy, the rest of our moral capacities 
would have no traction. He therefore conjectures that an animal with “social in-
stincts” would almost certainly acquire something like a developed “moral sense,” 
given even a modicum of intelligence (even though it is not clear to me how he 
thinks this to be a natural development). The additional capacities that are gained 
with the acquisition of linguistic skills, he thought, would enhance their responsive-
ness to social pressures. All of this, though, is laid on the foundation of our natural 
sympathies, our social responsiveness.

Darwin was not the first to bring evolutionary insights to the discussion of our 
social sentiments and reasoning, and he was not the last either. Herbert Spencer had 
placed his discussion of psychology in an explicitly evolutionary setting; William 
James’ psychology is inspired by Darwinian insights, as were many other important 
psychologists at the turn of the century. There have been other ventures into the 
evolution of human psychology that are in retrospect less well regarded (be it de-
servedly or not), such as Desmond Morris’ The Naked Ape (Morris 1967). With the 
elaboration of models designed to capture social behavior in the middle of the last 
century, sociobiology took up the task of capturing animal behavior in evolutionary 
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terms and, almost as an appendix, extended that project to the domain of human 
social behavior. It is clear that E. O. Wilson thought that human social behavior was, 
after all, just another form of social behavior (Wilson 1975). He was right. It is also 
clear that for Wilson, this was initially an afterthought, almost like an appendix to 
a comprehensive work on social behavior. Work in evolutionary psychology (EP) 
is the most recent variation in taking up the Darwinian idea that evolution should 
shed light on human psychology. Unlike Wilson, however, this work is almost ex-
clusively concerned with the human case.

5.2 � The Program of Evolutionary Psychology

Contemporary EP is not a homogeneous collection of views, even with respect to its 
evolutionary commitments, though it is possible to articulate a loose set of claims 
that are broadly endorsed and typical of contemporary adherents (cf. Barkow et al. 
1992; Buss 1995, 2005). In large parts, these commitments are consistent with evo-
lutionary theory as it was articulated during the “evolutionary synthesis” years in 
the first half of the twentieth century, updated by evolutionary models from the 
1960s. Not every advocate of EP is committed to precisely the same set of claims, 
but it is possible to provide a rough portrait of research interests, which include a 
number of familiar themes:

•	 Psychological mechanisms are the result of natural selection and sexual selec-
tion. While it is generally acknowledged that some outcomes of evolution are 
due to chance or by-products of selection for other traits, the focus of EP is on 
traits that are subject to selection, e.g., finding a mate, cooperative activities like 
hunting, or the raising of offspring. The assumption is that natural selection will 
tend to efficiently “solve” problems like these. The tendency is to offer only se-
lectionist models without including possible alternatives. In terms of attractive-
ness, for example, there is a widely touted view about a certain female waist to 
hip ratio which is supposedly attractive to males, as it is thought to be connected 
to female fertility; thus, male attraction is “explained” as an adaptation which 
enhances male fertility.

•	 Psychological mechanisms can be thought of as computational mechanisms. 
Among psychological mechanisms are narrowly cognitive processes (e.g., proba-
bilistic reasoning or problem solving) and emotional responses (e.g., jealousy or 
fear). The idea that psychological mechanisms are computational is an assumption 
common among a range of cognitive scientists, though its prevalence has faded 
considerably in the last decade. Alternatively, these computational mechanisms 
can be thought of as exhibited in and causing behavioral strategies that respond to 
environmental challenges. In either case, the psychological mechanisms are sup-
posed to identify risks and benefits of the environment, e.g., strangers pose a risk, 
thus a fear of strangers is thought to be an evolutionarily favored strategy. Like-
wise, cooperation within a group, as in sharing of food, tends to enhance fitness 
over the longer run, therefore being an evolutionarily favored strategy as well.
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•	 Psychological mechanisms evolved in response to relatively stable features of 
ancestral environments. This ancestral environment is often referred to as the 
environment of evolutionary adaptedness (EEA). EP asserts that most of human 
evolution took part during the Pleistocene (roughly 2.6 million to 12 thousand 
years ago), and presumably in the later Pleistocene. Some more ancient adapta-
tions are fundamentally primate, while others are more specifically human. We 
thus share more ancient adaptations with our primate kin, while more recent 
adaptions are specifically human. Often, the EEA is identified with the savanna 
of the African Pleistocene and with a hunter-gatherer lifestyle. Sometimes, the 
EEA is also identified with a kind of statistical aggregate of the total range of 
ancestral environments. It is unclear what exactly a statistical aggregate in this 
case might mean and it is even more unclear how this might play out in an evo-
lutionary scenario.

•	 Since psychological mechanisms are adaptations to ancestral environments, 
there is no reason to assume that they are adaptive in contemporary circum-
stances. Social environments are a significant part of the environment and are 
obviously crucial to human evolution. If we assume within the approach of EP 
that our ancestral social environment consisted of small, nomadic bands of rela-
tives, then the difference between that and our contemporary culture suggests 
that whatever strategies were adaptive for our ancestors may not be so for us. 
Likewise, if we assume that our distant ancestors lived in a sugar-deprived en-
vironment, then our fondness for sweets might be “natural,” though no longer 
adaptive. In general, EP assumes that evolutionary responses are too slow to 
have had any significant effect in the last 12,000 years, the earlier advent of 
agriculture and sedentary life. The picture is clear enough. We are adapted for a 
life in relatively small groups and at least some human adaptations are selected 
for their usefulness in these small groups.

•	 The human mind is a kind of mosaic of mechanisms, each with some specific 
adaptive function, rather than merely a general purpose learning machine. Dif-
ferent adaptive problems will require different solutions, or different strategies, 
in order to be able to deal with them. So, e.g., a mechanism for mate selection, 
for example, is unlikely to be of much use in foraging. At least some of this ma-
chinery must be domain specific, specialized for particular tasks. Some of these 
may count intuitively as instincts. Some advocates of EP treat these mechanisms 
as modules, though others insist that all that is required is distinct domain-specif-
ic mechanisms.

5.3 � Psychological Evidence

Evolutionary psychologists make use of an array of techniques to evaluate their 
psychological models, most of which do not specifically depend on the evolu-
tionary assumptions. These methods include the use of questionnaires, controlled 
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experiments, observational methods, and brain imaging, among others. They also 
make use of a variety of less standardized techniques, including ethnographic re-
cords, paleontological information, and life history data. As one would expect, the 
specific methods and the evidence obtained through them, are sometimes contest-
ed; however, this does not seem to be the place to enter into these psychological 
disputes (cf. Buller 2005; for an in-depth exploration of the psychological issues). 
Reliance on a broad array of evidence would seem, prima facie, to be an epistemic 
virtue. Evolutionary assumptions are used to advance and formulate hypotheses. 
Whether they are more than merely heuristic is sometimes not clear.

Evolutionary psychologists have articulated and tested a wide array of psycho-
logical hypotheses inspired by evolutionary thinking. These include our propensity 
for aspects such as cooperation, cheater detection, differences in spatial memory, 
short-term mating preferences, and many others. Some simple examples may be 
sufficient to illustrate the method. Assume that human memory will be sensitive to 
items that affected fitness among our ancestors. This might include food items, shel-
ter, or possible mates. The standard memory probes in nineteenth- and twentieth-
century psychology relied on random lists, often terms or signs without meaning, to 
test recall. Using standard memory probes in a test on recall and recognition for lists 
of words, James Nairne and his collaborators found that recall for survival-oriented 
terms was significantly better than recall for more neutral words. This suggests 
that recall and recognition are affected by their felicity towards fitness. Similarly, 
theories of parental investment, prevalent among sociobiologists and evolutionary 
psychologists (see Trivers 1974), suggest that females will tend to prefer mates 
that are more likely to invest in offspring. Males and females also differ in the 
pattern of jealousy, with females being more sensitive to emotional infidelity (as 
a risk of abandonment) and males more sensitive to actual sexual infidelity (as a 
risk to paternity). I do not propose to focus too much on these findings, but to see 
them as insightful examples on second-generation advantages to fitness. Females 
are concerned with the fitness of their offspring rather than merely the quantity of 
offspring, whereas males are more concerned with whether a partner’s offspring 
is his offspring. The predictions obviously concern only average differences: both 
cues may trigger jealousy, but males and females should differ in their sensitivity to 
the various cues. These predictions have been supported by straightforward evalua-
tions of preferences using questionnaires, spontaneous recall, and fMRI (functional 
magnetic resonance imaging).

One of the most striking and prominent examples concerning human judgment 
focuses on what is known as the “Wason task,” a standard tool used by psycholo-
gists to study reasoning about conditionals. The initial test was developed by the 
psychologist Peter Wason in the 1960s, and was subsequently elaborated in con-
junction with P. N. Johnson-Laird. The format is familiar and simple. Subjects are 
given simple conditional rules of the form If P, then Q, and are provided four cards 
with different information. The available values are P, not-P, Q, and not-Q. The hid-
den side can contain any of these values as well. The experimental subjects are then 
asked which of the four cards would need to be turned over in order to be sure that 
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the four cards conform to the generalization. With a formal problem and a variety of 
informal variants, subjects regularly fail to exhibit the required choices, most often 
picking P and Q, despite the fact that the Q card is irrelevant; moreover, the not-Q 
card is rarely picked even though it is directly relevant to the task. Falsification is 
not recognized as immediately relevant. Descriptive and strictly formal rules tend 
to elicit this “failure” of rationality. It turns out that some variations of this task are 
considerably easier for subjects to solve, though they are in fact superficially more 
complicated. More specifically, when the conditional rules explain what is permis-
sible or forbidden, the subjects can systematically elicit more appropriate choices. 
For example, suppose that subjects are given the rule “If they are drinking beer, 
they must be 21,” and four individuals, one clearly over 21, one under, one drinking 
Coke, and one drinking beer. The task is to determine whether any of these indi-
viduals is violating the rule. Typically, subjects have little difficulty in realizing that 
they need to check what the person under 21 is drinking, and whether the person 
drinking beer is 21; they are not inclined to check the one who is clearly 21. The 
problem is formally identical to the more abstract problem above, but leads to a very 
different performance.1

Cosmides and Tooby (1992) suggest that the differences in performance, despite 
the formal identity of the problems, are best explained by appealing to ecological 
rationality, a view supported by Gigerenzer and Hug (1992). Within the concept 
of ecological rationality, the human mind has a variety of domain-specific mecha-
nisms governing our inferences that were adaptive in the EEA. When applied to 
an appropriate content domain, they are both efficient and reliable, yielding the 
“normatively appropriate” choices. In particular, Cosmides and Tooby (1992) claim 
that reasoning about social exchange can explain at least a large part of the dif-
ferences on the Wason selection task, which basically depend on task demands. 
Social exchange is of course an important part of human social life, and presum-
ably has been so for our hominid ancestors as well. What Cosmides and Tooby call 
“social contracts” encompasses rules expressing the contingencies of accepting a 
benefit on some identifiable requirement. In cases of social exchange, reciprocity 
or status is important, and as a consequence it is advantageous to be able to detect 
cheaters. There should, in other words, be a “cheater detection algorithm,” natu-
rally mobilized in the face of social obligations. It is not necessary here to go into 
the controversies regarding the psychological data. What is important, however, is 
that the hypothesis of a cheater detection algorithm is suggested based on a theory 
of reciprocal altruism, and that the corresponding social contract theory captures 
significant patterns in the behavioral data. Whether the evolutionary background is 
supposed to provide additional credentials to the psychological model is not clear 
in this case. Perhaps the psychological evidence alone would suffice. In other cases, 
the evolutionary models play a more central role.

1  This is not true, though it’s often touted as true. It is clear that deontic contexts concerned with 
obligation and permission are logically much more nuanced and complex. These issues are con-
tested. What this means for human performance is unclear.
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5.4 � Evolutionary Models for Altruism

Relying on work in paleoanthropology and ethnography relating especially to con-
temporary hunter-gatherers, evolutionary psychologists have elaborated a plausible 
portrait of ancestral social life (which is however controversial among anthropolo-
gists). In the typical case, EP assumes that ancestral hominids lived in relatively 
compact groups of no more than one hundred. These groups were kin-based and 
characterized by a sexual division of labor, with males more engaged in hunting and 
females more engaged with gathering, stable male–female bonds with long periods 
of biparental care, and cooperative foraging. In addition, much is known about the 
physical environment. We know, for example, that they were subject to a variety of 
predators and pathogens and had to deal with a considerable variance in resources. 
We also know that the range of environments within which ancestral hominids lived 
and died was quite variable.

This knowledge allows EP to construct a variety of evolutionary scenarios. De-
pending on the case, they use a variety of resources from evolutionary biology, in-
cluding theoretical models concerning reciprocal altruism, parental investment, kin 
selection, and evolutionary game theory. Beginning with the relevant dimensions 
assumed to be typical in the EEA, evolutionary psychologists construct an account 
of the adaptive functions that must be satisfied. These can be thought of as a kind of 
design specification. The psychological task is then to reverse engineer a solution 
to the adaptive problem. In some crucial cases, the “problem” is the evolutionary 
source of altruistic tendencies. This is the modern analogue for Darwin’s interest in 
the social instincts such as empathy.

An evolutionary emphasis can lead to problems, especially if the “adaptive prob-
lem” is not clear. If the adaptive problem is underspecified, then there are issues 
over whether the evolutionary solution really is the right one. Underspecification 
will inevitably lead to underdetermination. It also raises issues for connecting the 
psychological hypotheses and the evolutionary interpretations. As this concerns a 
centerpiece of EP relevant to evolutionary biology, and as similar issues affect the 
use of other evolutionary models within EP, it is worth illustrating in more detail. 
The following case is built on one of the seminal accomplishments of twentieth-
century biology and contains a considerable amount of anthropological evidence 
and is therefore often appealed to by advocates of EP.

One of the seminal figures in the rise of Darwinism in the mid twentieth century 
was W. D. Hamilton, who strongly influenced sociobiology and evolutionary psy-
chology. His development of the theory of inclusive fitness, extended fitness, or kin 
selection was fundamental to the evolutionary interpretation of a variety of impor-
tant social phenomena, including not only “altruism” and cooperation, but also self-
ishness, aggression, and spite. I will focus on altruism, though the extension to other 
“problems” is very significant as well. The problem is straightforward. We widely 
observe cooperative behavior: Bats share food; monkeys alert others to predators, 
even though that draws attention to themselves. Female ants forego reproduction 
to raise the offspring of their queen. How is this possible in a Darwinian world in 
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which self-interest should be the rule? Hamilton’s idea was as simple as it is elegant 
and developed in exquisite mathematical detail, which will however not be pre-
sented here. He essentially proposed a conservative extension of Darwin’s insight 
that variations in fitness, together with inheritance, tend to promote adaptations. 
In his models, fitness will tend to be optimized over the long run, though we only 
deal with shorter runs. Darwin originally focused on the individual and the conse-
quences of variations in morphology or behavior for the individual’s survival and 
reproduction. Hamilton extended fitness to include the effects on kin and factored 
them in organismic fitness. He recognized that it is not only the direct impact on 
the individual’s fitness that matters for natural selection, but that the indirect effects 
on related individuals also contribute to one’s fitness. My overall fitness does not 
depend exclusively on me, but on my brothers as well, as R. A. Fisher recognized 
early in the century. Hamilton took this one step further. My fitness does not de-
pend only on me and my offspring but also on the fitness of my brother’s offspring. 
Inclusive fitness is just the sum of these various components, suitably weighted by 
their degree of relatedness to the agent. If b is the benefit a recipient garners from 
another’s behavior, and c is the cost of the behavior to the actor, then Hamilton’s 
rule says that an altruistic behavior with cost c can be favored, provided rb is greater 
than c, with r being the relatedness coefficient. Thus, I should be willing to con-
sider sacrificing one of my children for two of my brother’s. Of course, the benefit 
may be distributed across a number of individuals (e.g., when an individual emits a 
warning call), so we need a more generalized rule, which is exactly what Hamilton 
provided (cf. Hamilton 1964).

When Hamilton originally formulated his account of kin selection, one key prob-
lem for evolutionary biologists was the presence of eusociality among the hyme-
noptera (ants, bees, and wasps). The problem is how sterile castes could possibly 
evolve when foregoing reproduction should not be favored. We need to explain 
eusociality in Darwinian terms. The key insight from Hamilton is that asymmetries 
related to haplodiploid mechanisms of sex determination can facilitate eusociality. 
Workers are more closely related to their sisters than to their offspring and so kin se-
lection can, under some conditions, make it more advantageous to raise sisters than 
offspring. Eusociality has arisen numerous times in the hymenoptera as well as in a 
number of other lineages not characterized by haplodiploidy. This result was seen as 
a spectacular success for Hamilton’s inclusive fitness (cf. Trivers and Hare 1976).

Kin selection and inclusive fitness have become staples for theories in human so-
ciobiology and EP as well as for animal social behavior. They are also staples for 
evolutionary biology more generally. It is worth noting that, quite recently, evolution-
ary biologists have raised a number of difficulties in applying kin selection models 
(cf. Nowak et al. 2010; van Veelen 2010; Gadagkar 2010; Doebeli 2010). The debates 
arising out of this have been heated (cf. Abbot et  al. 2011; Boomsma et  al. 2011; 
Strassman et al. 2011; Ferriere and Michod 2011; Herre and Wcislo 2011; Nowak 
et al. 2011). These complications do not feature in EP’s use of the models, though 
they are important to contemporary evolutionary biology and should feature in future 
work by evolutionary psychologists. I do not intend to enter this discussion here and 
will assume that inclusive fitness theory is on a solid footing (cf. Bourke 2011; for a 
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useful discussion). I have deployed this strategy before (Richardson 2007). Since the 
use of inclusive fitness assumes the adequacy of the framework, assuming the theory 
is on a solid footing does not bias my ultimate case. I will suggest that their deploy-
ment of the theory is empirically inadequate. I am actually sympathetic with the use of 
inclusive fitness. But if it should turn out that the critics are right and inclusive fitness 
cannot even account for the iconic cases, this will hinder rather than help EP.

Let us now turn to a core case, which is a relatively recent application of Hamil-
ton’s model that has gained some prominence and that illustrates the use of inclusive 
fitness within EP. The use of inclusive fitness resembles the application exhibited in 
Wilson’s On Human Nature (1978), though with slight variations and amendments. 
Prohibitions against incest are pervasive features in human cultures. Often, they are 
cited as cultural universals. Incest is a very interesting case for a social prohibition, 
since psychological studies show that its disapproval survives even the recognition 
that it will produce no actual harm. It has been a very significant case for both socio-
biologists and evolutionary psychologists. There is a straightforward case against 
incest from an evolutionary perspective based on the biological costs of inbreeding. 
It is difficult to assess in detail the implications of inbreeding from a strictly biologi-
cal perspective, but it is clear that inbreeding does often result in reduced fitness, 
referred to as inbreeding depression. There are different explanations of inbreeding 
depression. Inbreeding depression is sometimes explained by overdominance, with 
heterozygote superiority, and sometimes by partial dominance, each with the idea 
that inbred lines can become fixed for recessive and deleterious alleles. Assuming 
overdominance, the effects of deleterious alleles are entirely masked; with partial 
dominance, they are reduced. The former is one important contender and is the one 
EP appeals to, though either might be mobilized. Assuming recessive alleles are of-
ten deleterious, inbreeding would be more likely to couple these deleterious reces-
sives with the consequence of offspring with reduced fitness. Since nearly everyone 
has some recessives that are likely to be deleterious, incest should lead to reduced 
fitness among one’s offspring. This would be an evolutionary pressure against in-
breeding, which might be called Fisher’s influence: A reduction in my offspring’s 
fitness is a reduction in my own fitness. This much has been recognized, though the 
exact mechanisms have been disputed for the last century.

The importance of inbreeding depression leads EP advocates to suggest that there 
is a natural tendency—sometimes a psychological “module”—for incest avoidance. 
Lieberman, together with Cosmides and Tooby (2003), suggested that humans have 
a specialized kin recognition system (there are such mechanisms in other mam-
mals) and tries to bring this into line with Hamilton’s model for kin selection. They 
also observe that it could facilitate an avoidance of any deleterious consequences 
associated with inbreeding depression. The connection to kin selection is indirect. 
The explanation offered is roughly the following. Aversion to incest, as expressed 
in incest taboos, encompasses not only oneself but also a negative assessment of 
third party behavior. This is important, as incest aversion is oriented toward one’s 
own partners, but does not explain or underwrite the more general aversion to in-
cestuous behavior among our kin. The things our relatives do that have a direct 
impact on their fitness also has an indirect impact on our fitness, given the theory of 
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inclusive fitness. Thus, if incest comes with direct deleterious effects for my rela-
tives, it carries indirect, but nonetheless real, deleterious effects for me. Lieberman 
et al. (2003) therefore suggest that we should expect a tendency to interfere with 
sexual unions among close relatives. Since EP assumes our tribe to be composed 
mostly of relatives, our aversion to incest should extend to them as well. We should 
have an aversion of incest not only for ourselves but also for our kin. This notice-
ably neglects the fact that, assuming inbreeding depression, allowing sexual unions 
among other relatives could actually improve extended fitness. Reducing the fitness 
of competitors, even relatives, indirectly improves our own since all that matters is 
relative fitness. Further, improving the fitness of some kin, in the presence of other 
kin, reduces the fitness of those kin and, indirectly, ours. Insofar as this is true, the 
most one can get is an aversion for ones’ own incestuous relations, but not for a 
competitor’s incestuous relations.

The Westermark hypothesis posits a psychological mechanism of the sort Li-
eberman et  al. (2003) predict, suggesting that young children who are raised to-
gether develop a sexual disinterest, or even a sexual aversion, to each other. The 
proper function of this “natural” aversion is to avoid incest, since those who are 
raised together are most often closely related, or at least would have been in an-
cestral groups. Lieberman reasonably assumes that co-residence during periods of 
high parental investment should be a reliable indicator of kinship or at least would 
have been a reliable indicator in the EEA with small kinship bands. Together with 
Cosmides and Tooby, Lieberman shows considerable support for the conclusion 
that duration of co-residence is psychologically predictive of sexual avoidance. I do 
not know of any evidence that this extends to aversion to others’ sexual encounters. 
The evolutionary interpretation above generalizes the aversion to the third person.

Even though this seems to be an attractive view, the evolutionary interpretation 
is nonetheless problematic. The association cannot be directly tested in ancestral 
populations, but that is hardly a significant objection. It does fit the patterns of 
some contemporary “hunter–gatherer” populations, all of which have incest taboos, 
though with varying scope and severity. It is, of course, true that siblings would typ-
ically be associated with one another during childhood; but the proper question is 
whether those one is typically associated with, once reproductively active, are likely 
to be siblings, or would have been resident in ancestral groups. This depends on the 
specific form of social organization that was present in these ancestral groups. We 
know that our Pleistocene ancestors did not simply have one lifestyle in one region, 
but lived on the African savannah, in deserts, next to rivers, by oceans, in forests, 
and even (somewhat later) in the Arctic, employing very different foraging meth-
ods, living off diverse diets, with technologies ranging from the simple chopping 
tools of Homo habilis to the rich and sophisticated stone, bone, and antler toolbox 
of late Pleistocene Homo sapiens. There is little reason to think that there was a 
single form of social structure associated with the full range of human physical 
environments, or that contemporary “hunter–gatherer” populations exhibit a social 
structure typical of ancestral groups. It is hard to know whether associations will 
be limited to siblings or more likely to be with siblings, without a fairly specific 
account of social organization, including the relative viscosity of the groups and 
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issues such as group size. The application of inclusive fitness theory to the human 
case depends on knowing what we do not know, assuming without warrant. It is not 
just a matter of skepticism. It rests on widely accepted and embraced principles.

This concern with the EP model for the evolution of incest avoidance fits with 
the widely recognized thought among evolutionary biologists that kin selection is 
more effective within relatively “viscous” populations, i.e., populations that do not 
involve significant immigration and emigration. This has two underlying theoreti-
cal connections. On the one hand, kin selection is more likely to favor altruistic 
behavior in the presence of kin and social viscosity will tend to increase the number 
of kin. In this case, one specific concern regards immigration and emigration pat-
terns. In many animal species, there is a tendency for animals to disperse prior to 
mating, to move away from their familial unit. This clearly has the effect of reduc-
ing inbreeding, although there does not seem to be any consensus on whether incest 
avoidance is particularly significant in supporting dispersal. For example, when 
male chimpanzees reach reproductive age, they tend to emigrate from the ancestral 
clan. There is therefore no need for incest aversion, since they move away from 
their siblings. In order to know how to apply the kin models to ancestral human 
groups, we would need to know, e.g., whether males and females both remain with 
the ancestral groups or emigrate. There is some evidence that among early Homo 
sapiens, the males tended to move out of their ancestral groups once they were 
reproductive, as is the case with chimpanzees. It does not matter whether this is 
correct. The important point is that without this information, the relevance of the 
evolutionary models of kin selection to incest aversion is not clear. There are two 
connections. First, emigration and immigration patterns directly affect the mean 
relatedness in the group. Mean relatedness impacts directly on the r values involved 
in inclusive fitness: As relatedness goes down, the corresponding benefit must go 
up in order to satisfy Hamilton’s rule. Likewise, as genetic relatedness goes up, the 
effect of kin selection may be diluted. Much of this depends on population structure. 
Here we are in the dark. In addition, emigration and immigration rates are crucial 
for determining effective population size. This is also a key parameter in models of 
kin selection, rather than simply the size of the local kin group. With relatively low 
immigration rates, the effective population size increases dramatically. Again we 
are in the dark.

5.5 � Evolutionary Alternatives

The general assumptions above, which form the background for EP, are characteris-
tic for much of the research done in evolutionary biology. However, there is reason 
to believe that the assumptions are problematic. Recent developments in genetics, 
evolutionary biology, and in developmental biology suggest that rethinking these 
assumptions might improve EP considerably, bringing it more in line with more 
recent evolutionary thinking. Several points can be briefly noted (cf. Bolhuis et al. 
2011; Laland and Brown 2011):
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•	 Natural selection and sexual selection are doubtless potent evolutionary forces. 
There are alterative evolutionary factors that can, and do, affect evolutionary 
trajectories. EP acknowledges such factors as genetic drift (though it plays no 
role in their scenarios), but phylogenetic factors play no significant role, such 
that our primate kin do not typically feature in EP explanations. One salutary 
change would be to systematically take account of our debt to our primate kin. 
This would, in particular, downplay the commitment to natural selection acting 
on specifically human social capacities.

•	 EP typically assumes that the relevant selection forces are relatively ancient 
and that recent changes are insignificant. From the perspective of EP, we are as 
much Pleistocene relics as the condor or the grizzly bear. We do know, however, 
that there have been substantial changes in the human genome over even the 
last 10,000 years. Many of these are connected with the adoption of agriculture 
and the domestication of animals. More generally, evolutionary biologists have 
found that the rate of evolution can be much faster than EP tends to assume.

•	 The environment of the Pleistocene is known to have been highly variable, 
both over time and over space. The environment of the early Pleistocene was 
very different from, say, the upper Paleolithic. Moreover, humans came to be 
widely dispersed, occupying a variety of distinctive environments. Given what 
we know, it would also be reasonable to think that social structures are differ-
ent in different physical environments; e.g., some would be more conducive to 
sedentary life styles and others to more mobile ones. Though humans are not as 
genetically diverse as many other animals, there is sufficient genetic variation to 
support genetic changes in relatively short amounts of time.

•	 Human behavior is both adaptive and malleable. When there is variation, a typi-
cal assumption of EP is that the strategies are conditional strategies, evoked in 
different conditions, or that the variants are simply abnormal. More recent de-
velopmental biology emphasizing such things as epigenetic inheritance, niche 
construction, and developmental plasticity, make the assumption of a universal 
form problematic. It is not that EP assumes some form of genetic determinism; 
rather, the point is that the kind of interplay we see among genetic factors, epi-
genetic influences, and learning, makes universals less likely.

•	 There are significant alternatives to the typical emphasis of EP on individual- 
and gene-centered models of evolution. This is an issue beyond the problems 
of applying their preferred modes of analysis. Gene-cultural co-evolution may 
be an important source of evolutionary changes. This is coming to be a well-
developed alternative, emphasizing the role of cultural practices in modifying 
the human brain. In general, gene-cultural dynamics can enhance and accelerate 
rates of evolution. Multi-level selection models are also being developed. With 
distinctive groups, genetically isolated, competing against each other, it is pos-
sible to develop models for the evolution of social behavior that do not assume 
the typically individual- and gene-oriented perspective of EP.

There are alternatives which could enrich the work within EP, but which typically 
remain beyond its purview. Darwin was right to think that evolution should reshape 
our understanding of human psychology. There are many avenues to explore in see-
ing how it might be enriched.
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6.1 � Introduction

In many ways, the stability of human cross-cultural variation is surprising, since 
high rates of migration (Hill et al. 2011) and visitation (Chapais 2008) should, over 
time, reduce differentiation across groups (Yeaman et al. 2011). Assuming a long 
enough period, any difference between human groups should inevitably fade by 
means of these processes (Boyd and Richerson 2005, 2009; Henrich and Boyd 
1998).

Independent of inter-group migration, there is another parallel migration into 
any group at any given point in time: newborns. Every new generation of chil-
dren confronts the group with a number of individuals that do not act according to 
the group-specific behavioural repertoire (Harris 2012). Thus, in addition to im-
migrants entering the community with conflicting behaviours and norms, there is 
also a constant influx of individuals entering the community either without any 
established behavioural patterns or sometimes even with predispositions that are 
counter to the local cultural variant of a particular behaviour (e.g. Haun et al. 2006).

How then do children acquire the appropriate group-specific beliefs and behav-
iours? Previous accounts of cultural transmission have emphasized the role of learn-
ing mechanisms such as high-fidelity imitation (Lyons et al. 2007; Whiten et al. 
2009) or cognitive abilities such as perspective taking (Tomasello 1999) and sen-
sitivity to ostensive cues (Gergely and Csibra 2006). In contrast to these accounts, 
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we emphasise the importance of more social processes, in particular, homophily 
(a preference for others we perceive as similar to ourselves). The homophily ac-
count is based on two closely related claims. First, children preferentially affiliate 
with and learn from similar others. Second, and more importantly, the homophilic 
preferences of the group in general create a feedback loop that ensures that chil-
dren engage in high-fidelity copying of the group’s behavioural repertoire. This 
allows them to reap the benefits of others’ homophilic preferences and to therefore 
maintain their position within the group. This homophily-based account thus unites 
research on the social functions of imitation (e.g. Carpenter and Call 2009; Over 
and Carpenter 2012; Nadel 2002; Nielsen 2009; Užgiris 1981) with that on group 
membership (e.g. Dunham et al. 2011; Kinzler et al. 2007; Turner 1991) and norma-
tive behaviour (Kallgren et al. 2000; Rakoczy et al. 2008).

We do not claim that the homophily account provides an exhaustive description 
of how social motivations influence cultural transmission. Other social motivations 
and preferences (for example, for prestigious others and competent others) and the 
interactions between them are also important in explaining humans’ social learning 
(Laland 2004). We simply wish to highlight that the preference for similar others 
is one key factor in explaining cultural transmission and that species-specific dif-
ferences in this tendency might be one factor in explaining the origins of species-
typical features of human cultural transmission.

Below, we outline our homophilic account in more detail. We begin by discuss-
ing the importance of homophilic assortment from an evolutionary perspective. 
After that, we review the available evidence that, from the early stages of develop-
ment, humans have had a strong preference for similar others. We then move on to 
the main thrust of our argument and present evidence that this preference for similar 
others has transformed a number of pre-existing cognitive mechanisms, such as 
emulation learning and majority-biased transmission, into a suite of human-unique 
traits that includes social imitation, conformity, and a norm-psychology.

6.2 � Homophilic Social Preferences from an  
Evolutionary Perspective

For cooperation to be maintained within a group, it is essential for group mem-
bers to be able to distinguish cooperators from defectors. In stable, personalized 
groups, familiarity serves to reduce aggression and to create a tolerant context; the 
foundation of any cooperative exchange. As groups increase in size, so does the 
frequency with which individuals have to interact with less and less familiar others. 
Eventually, the personal interaction history can no longer be relied on to estimate 
the reliability of a partner.

At some point during human evolution, social networks increased to a size 
where group members were more and more likely to encounter others that were 
only vaguely familiar. For instance, even the most mobile extant forager groups live 
in networks that typically exceed several hundred individuals (Hill et al. 2011; Api-
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cella et al. 2012). Under such conditions, familiarity itself remains important, but is 
no longer as effective as before. Thus, a proxy measure for familiarity is required 
that reliably correlates with familiarity. Similarity in aspects of the phenotype (mor-
phology and behaviour) is one such measure. Individuals who grow up within the 
same community are likely to be similar on a number of dimensions, thus making 
phenotypic similarity an honest signal of group membership.

We argue that a preference for similar others allowed humans to assort be-
tween strangers, identifying in-group members who were not personally known to 
them. Choosing to interact and cooperate with more similar strangers maximised 
the chance of successful cooperative interactions because similar individuals were 
more likely to share relevant behavioural tendencies (McElreath et al. 2003; Cohen 
2012). In consequence, humans were able to function within qualitatively differ-
ent forms of social organisation compared to other primates, thus tapping into the 
cooperative potential of strangers. Formal models have shown that such a pattern 
of cultural transmission, in which individuals are disproportionally influenced by 
those who are similar to themselves, is adaptive, since a homophilic preference 
causes sub-populations to become culturally isolated. This in turn allows the mean 
value of locally adaptive traits to converge to the optimum. A transmission strategy 
based, for example, on success would only adapt much more slowly to a variable 
habitat (Boyd and Richerson 1987). In other words, “the preference to interact with 
people with markers like one’s own may be favored by natural selection under plau-
sible conditions” (McElreath et al. 2003, p. 123).

In the next section, we shift our focus to empirical evidence supporting this 
hypothesis. We centre our discussion on the developmental and comparative data 
demonstrating that the human preference for similar others is much stronger than 
that seen in other primate species.

6.3 � Like Me? Homophilic Social Preferences from a 
Comparative Perspective

6.3.1 � Homophilic Social Preferences in  
Non-human Primates

Interpersonal relations in chimpanzee groups are characterised by tolerance of in-
group members and hostility towards out-group members (Wrangham 1999; Wilson 
et al. 2012). Members of other groups detected within the home range are typically 
killed (with the one exception being migrating females; Kahlenberg et al. 2008). 
This preference for in-group members over out-group members is almost certainly 
based on familiarity rather than similarity, as chimpanzees typically encounter all 
the members of their own group on a fairly regular basis.

A recent study however raises the possibility that some non-human primates also 
use similarity as a means to assort between others. Paukner et al. (2009) reported 
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that capuchin monkeys who were presented with two human experimenters, one 
who imitated them and another who just performed monkey-like movements, sat 
closer to the imitator and exchanged more tokens with him. Hence, a transient in-
crease in behavioural similarity (social mimicry) made capuchins prefer one human 
to the other.

There are thus some hints that non-human primates utilise similarity in their 
social judgments (at least to some extent) and, in consequence, that the common 
ancestor of humans and other primates had rudimentary preferences for similar oth-
ers. This may have provided the evolutionary starting point from which homophilic 
social preferences in humans could emerge. As we will see below, however, the evi-
dence for homophilic preferences in humans far exceeds that of any other primate.

6.3.2 � Homophilic Social Preferences in Children

In contrast to non-human primates, the evidence that humans assort unfamiliar oth-
ers based on similarity is quite substantial (e.g. Gruenfeld and Tiedens 2010; Jones 
et al. 2004; Tajfel et al. 1971). This preference for similar others appears to structure 
social interactions from early development. For example, 6-month-olds prefer to 
look at individuals who speak their own versus a different language, and 10-month-
olds prefer to accept toys from speakers of their own language (Kinzler et al. 2007). 
This preference for native language speakers structures social interactions also later 
in development: 5-year-olds preferentially choose native language speakers over for-
eign-language speakers or foreign-accented speakers as friends (Kinzler et al. 2009).  
However, in all the above-mentioned studies with children it is not possible to sepa-
rate a preference for similar others from a preference for individuals children find 
easier to understand.

Fawcett and Markson (2010) have provided evidence that young children’s so-
cial preferences are, at least at times, based on self-similarity alone. Fawcett and 
Markson demonstrated that 3-year-old children prefer to play with a puppet who 
expresses the same food preference as them as opposed to a contrasting prefer-
ence, and a puppet whose physical appearance matches rather than mismatches their 
own. Other evidence comes from research on the effects of being imitated. One of 
the consequences of being imitated is a momentarily increased level of perceived 
similarity between social partners (Chartrand and Bargh 1999). From early in devel-
opment, children appear to prefer individuals who imitate them to individuals who 
engage in independent behaviour. For example, 14-month-old infants look towards 
and smile more at an experimenter who imitates them than at an experimenter who 
engages in equally contingent but non-imitative behaviour (Agnetta and Rochat 
2004; Asendorpf et al. 1996; Meltzoff 1990). Furthermore, infants and toddlers are 
more likely to help an experimenter who has imitated them than an experiment-
er who has engaged in contingent but non-imitative behaviour (Rekers and Haun 
submitted).
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Further evidence for children’s preference for similar others comes from the so-
called minimal group paradigm (Tajfel et al. 1971). In this paradigm, individuals 
are randomly allocated to one of several groups that are only identified by an ab-
stract, seemingly uninformative symbol. In this way, similarity between members 
of a minimal group is not indicative of any shared behavioural characteristic of 
the individuals composing the group, but only of shared group identity. Five-year-
old children prefer individuals allocated to the same minimal group as them over 
individuals allocated to a different minimal group. Furthermore, children not only 
prefer individuals belonging to the same minimal group but also have more positive 
expectations about in-group members’ behaviour (Dunham et al. 2011).

This preference for similar others seems to occur across cultures (Kinzler et al. 
2012; Cohen and Haun 2013). Children’s relative reliance on particular cues, how-
ever, varies depending on the particular socio-cultural context. Recent studies com-
paring children in different townships along the Brazilian Amazon have demon-
strated that children’s preferences for certain cues are likely tuned according to 
locally relevant cue variation. For example, children from accent heterogeneous 
populations rely more strongly on accent as a similarity cue than children from ac-
cent homogeneous populations (Cohen and Haun 2013).

6.3.3 � Children Prefer to Learn from Similar Others

Children’s preference for similar others not only indirectly channels their own in-
put by creating interaction bubbles of similar others but also has more immediate 
implications for children’s social learning. Kinzler et al. (2011) demonstrated that 
5-year-old children are more likely to learn the function of a novel object from 
an individual who speaks with the child’s native accent than from an individual 
who speaks the same language with a foreign accent. A more recent study claimed 
that even infants preferentially learn from similar others (Buttelmann et al. 2012). 
In this study, 14-month-old infants listened to a story told either in their native 
language or in a foreign language. Children subsequently imitated the actions of 
the speaker of their native language more closely. Caution must be taken when 
interpreting this result, however, as the design confounds similarity with other 
factors such as the relative comprehensibility of the stories. Nevertheless, it raises 
the possibility that children select their models by similarity already in the second 
year of life.

Other evidence that children preferentially learn from similar others comes from 
research on the effects of being imitated. In a recent study, Over et al. (2013) found 
that 5- to 6-year-old children were more likely to adopt the preferences and novel 
object labels of an experimenter who had previously imitated their choices than 
those of an experimenter who had previously made independent decisions.
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6.3.4 � Summary

It appears from the above that the human preference for similar others likely far 
exceeds that of any other primate. This preference is present early in development 
and structures children’s learning as well as their social interactions. In the next 
section, we outline the consequences of this homophilic social preference for the 
mechanisms underlying cultural transmission.

6.4 � Like Me! The Consequences of  
Homophilic Preferences

If we prefer similar to dissimilar others, it follows that increasing the similarity 
between self and other can be a useful strategy for directing others’ positive social 
activities towards the self. We contend that homophilic preferences in humans 
have interacted with the social learning mechanisms inherited from our com-
mon ancestor with the other great apes and transformed them into species-unique 
forms of copying behaviour which serve to maintain individuals’ position within 
the group.

In contrast to previous accounts (e.g. Carpenter and Call 2009; Užgiris 1981), 
the homophilic account does not require children to have the goal of making them-
selves more similar to their social partners. Although children may, at times, ac-
tively seek to be like others (Carpenter 2006; Over and Carpenter 2013), the more 
typical pattern for children may be to learn through experience that imitation is 
successful in improving social relations, without any explicit awareness of this con-
nection. In consequence, their only goal within the social situation may be to get 
along well with others.

In the remainder of this chapter, we discuss evidence that social learning mecha-
nisms we share with other species—emulation and majority-biased transmission—
have been transformed by homophilic preferences into a suite of human-unique 
social learning processes including social imitation, conformity, and a norm-
psychology.

6.4.1 � Emulation Becomes Imitation

Chimpanzees use a range of social learning strategies, including most prominently 
emulation (Call et al. 2005; Nagell et al. 1993). In emulation learning, an animal 
focuses on the outcome that is achieved in the physical world rather than the par-
ticular actions that were used to achieve it (Tomasello et al. 1993). If chimpanzees 
copy the particular actions of their conspecifics (i.e. imitate), they appear to do so 
infrequently and with relatively low fidelity (Tennie et al. 2009).
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Children, in contrast, show a strong tendency to copy actions faithfully. In fact, 
children’s imitation is sometimes so precise that they even copy actions that are 
superfluous or disadvantageous to solving the task at hand (Horner and Whiten 
2005; Nagell et al. 1993; Nielsen 2006). For example, children from 3 to 5 years 
of age, who have been trained to identify the causally irrelevant parts of novel ac-
tion sequences, still reproduce causally irrelevant actions, and they continue to do 
so even when specifically instructed by the experimenter to copy only necessary 
actions (Lyons 2009; Lyons et al. 2007). This phenomenon has come to be called 
overimitation (Lyons et al. 2007; Lyons et al. 2011). It emerges in the 2nd year of 
life (Nielsen 2006) and becomes increasingly pervasive through the preschool pe-
riod (McGuigan and Whiten 2009; McGuigan et al. 2007).

The homophilic account presumes that these differences in social learning be-
tween chimpanzees and humans have been driven, at least in part, by human homo-
philic preferences. The increased importance of “how something is done” is owed 
to the significance of behavioural similarity amongst individuals of a group. Find-
ing a different way to achieve the same ends is no longer functionally equivalent 
to exactly copying others’ actions, since the former decreases similarity with oth-
ers while the latter increases it. For humans, imitation could thus serve new social 
purposes. This added social dimension effectively turned emulation learning into 
faithful imitation.

In consequence, it is misleading to refer to high-fidelity imitation as “overimita-
tion”, since the term implies that children copy unnecessary parts of action sequenc-
es. Under the homophily account, these parts, while being causally irrelevant, still 
serve an important function for the learner: They produce a high level of similarity 
between the demonstrator and the learner.

Evidence in favour of the proposal that high-fidelity imitation is used to achieve 
social goals comes from data suggesting that children increase their tendency to 
imitate when affiliation is important to them. Over and Carpenter (2009) demon-
strated that 5-year-old children who have been given a goal to affiliate (through 
priming with social exclusion) imitate the actions of a model more closely than 
children who have been given a neutral prime. Further evidence in favour of this hy-
pothesis comes from work demonstrating that children are more likely to copy the 
specific actions of a model when that model is in the room and thus able to watch 
their imitation (Nielsen and Blank 2011). Imitation is also closely associated with 
social factors in younger children. Nielsen et al. (2008) demonstrated that 2-year-
old children are more likely to copy the specific actions of a model who engages in 
a contingent social interaction with them than those of a model whose behaviour is 
not contingent on their own.

The tendency to make the self similar to others can also be used more strategi-
cally within social settings. That is to say, imitation can serve Machiavellian ends 
(Over and Carpenter 2012). Research with older children has shown that they are 
able to use imitation in order to increase their influence over others. For example, 
Thelen and colleagues demonstrated that 10-year-old children are more likely to 
copy the specific actions of a peer when they will later need to persuade that peer to 
do something (Thelen et al. 1980).
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6.4.2 � Majority-Biased Transmission Becomes Conformity

Homophilic preferences, we argue, have influenced not only how we interact with 
individual social partners but also how we respond to the group in general. One way 
in which humans interact with the group as a whole is through consideration of the 
majority.

If, due to any combination of underlying mechanisms, an individual is more 
likely to acquire the behaviour displayed by the majority, we refer to it as a majori-
ty-biased transmission (Haun et al. 2012). A recent study with chimpanzees showed 
that naïve individuals copy the behaviour of the majority instead of alternatives, 
even if those are equally frequent, equally familiar, and equally productive behav-
iours (Haun et al. 2012).

Thus, chimpanzees follow the majority when they have no prior information 
available. However, they do not follow a majority if they have to forgo their own 
behavioural tendencies in order to do so (Haun et al. submitted). We refer to the 
tendency to forgo personal preferences in favour of copying the majority as con-
formity (Haun et al. 2013; van Leeuwen and Haun 2013). The authors of a recent 
study argue that chimpanzees conformed against their own preference, based on the 
finding that individuals retained their socially acquired strategy even though the 
alternative yielded more preferred rewards (Hopper et al. 2011). However, because 
individuals only very rarely experienced the alternative strategy to yield more desir-
able foods, it remains highly questionable if individuals were, in fact, fully aware 
of the alternative.

Similar to chimpanzees, human children follow the majority if they have no 
relevant information available (majority-biased transmission, Haun et  al. 2012). 
However, in contrast to other primates, human children also adjust their behaviour 
to the majority even when they have an equally effective but individually acquired 
strategy available already: In a situation in which one child, with high level of per-
formance on a certain task, is confronted with a majority of peers who unanimously 
give a false response, children often choose to abandon their own judgement and 
to adjust their behaviour to the majority’s response (Berenda 1950; Corriveau and 
Harris 2010; Haun and Tomasello 2011; Walker and Andrade 1996). Furthermore, 
children appear to consider the social consequences of conforming versus dissent-
ing. Haun and Tomasello (2011) varied the privacy of the subjects while giving 
their response and found lower rates of conformity when preschool children were 
allowed to keep their response private from the majority. Most strikingly, children 
adjusted their level of conformity from trial to trial, depending on the privacy of 
their response, conforming more often when they gave their response in public. The 
authors concluded that the reduction in conformity in the private condition demon-
strated a partial contribution of social motivations for children’s conformity on the 
public trials. Hence, children, in contrast to other primates, are additionally guided 
by social motivations when conforming to a majority (Haun and Tomasello 2011).

In the absence of a social function, copying the majority when acquiring a new 
skill is adaptive on an individual level, but there is no reason to follow the majority 
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in cases where the learner already has a different but equally productive strategy 
available to them. However, if conformity also serves a social function, then it pays 
for a learner to forgo their own strategy and adopt that of the majority, since stick-
ing to the former will decrease similarity between the self and the group, while 
conforming to the latter will increase similarity between the self and the group. Ac-
cording to the homophily account, this added social dimension increased humans’ 
tendency to conform to the majority, effectively turning majority-biased transmis-
sion into conformity.

6.5 � The Emergence of Norm-Psychology

Non-human primates, such as chimpanzees, have “rules of conduct” that are re-
inforced. For example, subordinates tend to display certain gestures when meet-
ing a dominant individual and violations of this behavioural pattern will result in 
aggression (Goodall 1986). Although the superficial structure of these patterns of 
behaviour might resemble that of human norms, they differ from norms in impor-
tant respects (Tomasello 2008). For example, while human norms are often variable 
across groups, gestures negotiating the relationship between dominant and subordi-
nate individuals in chimpanzees are highly similar across different, unrelated popu-
lations, thus suggesting that they are not culturally learned (Tomasello et al. 1997). 
Furthermore, chimpanzee “rules”, unlike human norms, are not agent neutral. Sub-
ordinate chimpanzees failing to submit to the dominant might suffer aggression 
from the dominant (the affected party), but not from other (unaffected) group mem-
bers. Chimpanzees do not appear to punish the violations of third parties (Riedl 
et al. 2012). Humans, on the other hand, punish the transgressions of others even if 
they do not concern them directly (Henrich et al. 2006). Hence, it does not seem to 
be the case that chimpanzees collectively intend to do things in a certain way and 
do not have any normative expectations about their conspecifics’ behaviour, but 
that their social interactions are better characterized by behavioural regularities and 
individual and idiosyncratic preferences for certain behaviours.

Human norms are rich in their social interpretation: Norms describe the “right” 
way to do things, the way things “ought” to be done, the way “we” do things (Brun-
er 1993). Human children appear to spontaneously detect such norms in many be-
haviours even in the absence of normative language (Schmidt et al. 2011). After 
a single confident and intentional demonstration by an adult, children appear to 
assume that the way in which an action was demonstrated is normative. Follow-
ing such a demonstration, children will not only follow that norm but also actively 
enforce it when later observing someone performing the action “incorrectly”, often 
protesting using normative language about what people ought to do (Rakoczy et al. 
2008). Thus, children readily enforce norms on others even if their violation does 
not impact upon them directly.

We have argued above that the social relevance of similarity amongst individu-
als gives previously socially neutral behaviours a new social relevance. The “way 
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something can be done” is effectively elevated to the “way we do something”, fitting 
actions with a social signalling function. This normative dimension to actions that 
have no intrinsic value (e.g. how to hold a fork) is, we argue, a direct consequence 
of the relevance of self–other similarity in cooperative groups of increasing size.

6.6 � Conclusion

Many accounts exist for the species-unique structure of human social behaviour. 
All of them contain lists of human-specific social abilities and motivations for co-
ordination (Tomasello et  al. 2005), social learning (Tennie et  al. 2009), teaching 
(Gergely and Csibra 2006), and norm-psychology (Chudek andHenrich 2011). We 
have provided an account that unites some of these previously unconnected sets of 
abilities and motivations. According to our homophily-based account, a preference 
for similar over dissimilar others underlies important aspects of human-unique so-
cial behaviour.

Evidence suggests that, from early development, children prefer to interact with, 
and learn from, individuals who are similar to themselves. This preference for simi-
lar others and the potential advantages reaped by being similar to others, ensures 
that children engage in high-fidelity copying of the group’s behavioural repertoire. 
In consequence, seemingly irrelevant parts of actions gain social relevance by 
serving as a similarity marker. This tendency to interpret the physically irrelevant 
structure of actions as social signals, we argue, spawned a human-unique form of 
interpreting the actions of others: norm-psychology.

In summary, we argue that species-specific difference in homophilic preferenc-
es might be one key factor in explaining the origins of species-typical features of 
human cultural transmission. We predict that humans are unique amongst living 
primates in the extent of their preference for similar others. We also predict that this 
preference is universal across human cultures, albeit relying on different similarity 
cues in different populations (Logan and Schmittou 1998; Cohen and Haun 2013). 
Future studies should further test these predictions from cross-cultural and com-
parative angles.
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7.1 � The Human’s Insatiable Interest in the Media

Why do a myriad of people go to the movies and watch million-dollar blockbust-
ers such as Titanic or Lord of the Rings over and over again? Why does the reader 
of a novel feel happiness and satisfaction when his favorite character finally ends 
up marrying his formerly secret love? And why do most teenagers spend countless 
hours visiting social network sites (SNS) such as Facebook? To cut a long story 
short, why do humans universally produce and enjoy media, and devote such a con-
siderable amount of time for it? At all times, Homo sapiens sapiens enjoyed telling 
and listening to stories, watching art and entertainment, and, more recently, reading 
and being absorbed by exciting books or movies (Schwab and Schwender 2010). 
Nowadays, in our so-called information age, the media have become a central part 
of our daily life. Current research shows that individuals spend an average of 4 h a 
day watching TV, 3 h a day listening to the radio, and almost 1.5 h a day browsing 
the Internet (ARD-ZDF-Onlinestudie 2012). Media psychology aims at describing 
and explaining behavior and experiences concerning the usage of mass and individ-
ual media (Winterhoff-Spurk 2004). Mass media include the press, radio, TV, and 
cinema, whereas individual media encompass landline telephones, mobile devices, 
and social network services. In addition to learning and knowledge acquisition, the 
main focus of media psychology is to find an answer to the question why humans 
are willing to invest such a great amount of time and money into (media) entertain-
ment and art. One step towards a satisfactory answer is to analyze the phenomena 
of media usage by applying an evolutionary approach.
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7.2 � “Old” Darwin and the “New” Media:  
The Missing Link

For a long time, evolutionary theories and their application to everyday phenom-
ena of human life has been a neglected field of psychology. In the twentieth cen-
tury, psychological predictions and hypotheses were predominantly derived from 
neo-behaviorism, social learning theory, cognitive approaches, modern psycho-
analysis, and postmodern radical constructivist approaches (Schwab 2010a). Cos-
mides and Tooby (1994) even state that “cognitive psychology has been conduct-
ed as if Darwin never lived” (p.  43). Traditional anthropology, sociology, com-
munication sciences, and cognitive psychology primarily focus on current and 
ontogenetic environmental factors as well as on social milieu factors when ana-
lyzing human experience and behavior (Schwab 2010b; Sherry 2004). The human 
body is implicitly considered as a product of nature, whereas the human mind is 
regarded as a sole product of culture or environment. Even though nobody would 
deny the fact that our brain and central aspects of our mental functioning are a 
result of natural selection, it rarely leads to any consequences in the development 
of theories and the deduction of hypotheses. But this dichotomous and exclusive 
view of nature and culture as opposites proves to be too narrow-minded. Hu-
man behavior is always a result of an interaction between evolved psychological 
mechanisms (EPMs) and environmental factors, as all evolved human mental pro-
grams need environmental input to be activated (Buss 1995; Confer et al. 2010). 
In cognitive psychology, the human mind is generally compared with computer 
hardware on which selected and specific cultural software is run (Hagen 2005). 
The evolved human nature is almost completely ignored when psychologists and 
media researchers as “software experts” mainly apply cognitive “learning-only 
approaches” to almost all phenomena they are interested in. This ignorance of 
human nature may result in some kind of one-eyedness or “nature blindness” 
(Sherry 2004). If, nevertheless, researchers apply a biological approach, foremost 
biological mechanisms such as genetics, neurophysiology, and peripheral physiol-
ogy are considered. Researchers predominantly ask how these biological mecha-
nisms work and influence human perception and behavior proximately. From an 
evolutionary perspective, however, the important ultimate question, namely why 
exactly these mechanisms have evolved and which purpose they initially served, 
remains disregarded.

Contrary to traditional cognitive psychology approaches, evolutionary psy-
chologists view the human mind as an adaptive toolbox (Gigerenzer and Selten 
2001; Schwab and Schwender 2010). They suppose that the human mind rath-
er consists of several domain-specific EPMs than of only a few general men-
tal mechanisms (Barkow et  al. 1992; Buss 1999; Schwab 2010a). It is assumed 
that the specific EPMs have evolved in our early ancestors, who were faced with 
multigenerational adaptive problems occurring in a long-lasting and stable—
mainly Pleistocene—environment (Barkow et  al. 1992; Cosmides and Tooby 
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1992; Schwab 2006; Schwab and Schwender 2010). The successful solution of 
these multigenerational adaptive problems led to the development and the ge-
netic transfer of specific EPMs, since individuals equipped with these had a re-
production advantage over individuals lacking these EPMs. The modern human, 
concerning both his nature and behavior, can thus be regarded as a result of an 
evolutionary process of adaptation (Buss 1995; Confer et  al. 2010; Schwab and 
Schwender 2010). The fact that the modern human is still equipped with the an-
cestral EPMs, but lives in a world radically differing from ancient Pleistocene, is 
referred to as the mismatch of evolutionary design (Workman and Reader 2008). 
Does the mismatch of evolutionary design also appear in the human’s usage of 
the media? Some media researchers suppose so. According to Schwender (2006), 
the effects of media events and figures are similar to those of a scarecrow: A 
scarecrow is designed to deter other birds by mimicking a predatory bird through 
its shape and design. The scarecrow deceives the other birds’ perception, triggers 
specific EPMs (that are usually triggered by the sight of a predatory bird), and 
frightens them. Similarly, the media trigger the recipient’s emotions by activating 
EPMs through visual and aural stimuli or cues. Fictional media characters and 
events evoke happy or sad feelings in the recipient; recipients even form long-
term parasocial relationships with fictional characters (Horton and Wohl 1956; 
Schramm 2008; Schwab and Schwender 2010). The evolutionary psychologist 
Pinker (1997) also explains human enjoyment of art and entertainment as a by-
product of evolution and interprets it in terms of the mismatch of evolutionary 
design. He describes the entertaining and aesthetic aspects of media reception as 
“the futile tickling of the human pleasure centers” (Pinker 1997, p.  526). For a 
better illustration, Pinker introduced the so-called cheesecake metaphor: Humans 
love and enjoy eating cheesecake, although they have not evolved a special taste 
for it. Pinker gives the following explanation: in the course of evolution, circuits 
have evolved in the human brain that react to the sweet taste of ripe fruit, fat, 
and the oil of nuts or meat. These stimuli, indicating highly nutritious food, elicit 
feelings of pleasure. As a cheesecake provides an overdose of highly nutritious 
food, combining fat, oil, and ripe fruit, it especially tickles these pleasure centers 
(Pinker 1997). Pinker assumes that the same mechanisms work when humans use 
and enjoy the media.

So far, it has not been definitely determined for which purpose the media and 
artful entertainment evolved and which specific EPMs they trigger in the recipi-
ent. Evolutionary media psychologists aim at answering this and other questions 
and transfer the framework of evolutionary psychology to the research on mod-
ern media. They hold the view that the human’s use of the media is—if not ex-
clusively, then at least essentially—determined by the domain-specific EPMs that 
have evolved during Pleistocene to solve adaptive problems. Evolutionary media 
psychology focuses on mental features involved in media usage that are designed 
by natural and sexual selection. In addition, the ultimate and proximate (biological) 
functions of media production and use, such as motivation, reception, and effects, 
are analyzed (Schwab 2010a).
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7.3 � Generating and Testing Hypotheses in Evolutionary 
Psychology

The principle aim of evolutionary media psychologists is to analyze the specific ele-
ments of the human mind’s adaptive toolbox and their ultimate functions in modern 
human’s use of the media. But how do evolutionary psychologists proceed when 
generating and testing theories and hypotheses?

In general, methods in evolutionary psychology are derived from evolutionary 
biology as well as from experimental and cognitive psychology. In his article “Test-
ing Evolutionary Hypotheses,” Holcomb (1998) describes the common scientific 
procedure in evolutionary psychology, which consists of three different steps (see 
Fig. 7.1):

First, a significant physical or intellectual adaptive problem our ancestors faced 
in Pleistocene is identified. Second, hypotheses about a specific EPM that devel-
oped through selection processes in order to solve this ancestral adaptive problem 
are formulated. When generating specific hypotheses, presumed features and con-
ditions of the ancestral Pleistocene environment are taken into account. It is then 
considered how our ancestors could have solved the encountered adaptive problems 
appropriately. Finally, the derived hypotheses and theories are empirically tested. It 
is examined if the postulated EPMs still exist as, for example, species-wide psycho-
logical bias or apparent irrational behavior. Moreover, it is important to distinguish 
between current effects and past psychological adaptations (cf. Holcomb 1998). 

Fig. 7.1   Empirical testing 
in evolutionary psychology. 
(Based on Holcomb 1998)

 



7  Evolutionary Media Psychology and Its Epistemological Foundation 135

Evolutionary psychology hypotheses are tested by applying psychological methods 
and by collecting empirical data. The empirical testing is complemented by archeo-
logical data, data of hunters and gatherers, observational data, self-report data, life 
course data, public statistics, and human cultural artifacts, such as cave paintings 
or media content (Buss 1995; Confer et  al. 2010; Schwab 2010a). Evolutionary 
psychologists explicitly do not aim at testing the underlying phylogenetic processes 
and Darwin’s theory of evolution directly (Ketelaar and Ellis 2000). They rather test 
the EPMs through specific hypotheses previously derived from Darwin’s theory of 
evolution and modern evolutionary theories (Buss 1995). Derived assumptions and 
hypotheses can either compete or conflict. Thus, assumptions about human phylog-
eny are used to generate hypotheses, but they are by no means explanatory luxury. 
Moreover, evolutionary explanations are on no account intended as ex post facto 
speculations (see Schwab 2010a; Schwab and Schwender 2010).

7.4 � The Philosophy of Science in Evolutionary 
Psychology: Popper Versus Lakatos

Although evolutionary psychology is considered to be a promising new research 
program in psychology (e.g., Barkow et al. 1992; Buss 1995, 1999; Confer et al. 
2010), it has likewise been criticized (e.g., Buller 2005; Fodor 2005; Lewontin 
1990, 1998; Schlinger 2002; Silvers 2010; Trafimow and Gambacorta 2012). As 
evolutionary psychologists usually tested theories and derived hypotheses rather 
than the underlying basic framework, in this case Darwin’s theory of evolution, 
they are recurrently faced with the reproach that specific evolutionary models and 
their hypotheses are hence unfalsifiable and just-so stories as well as post hoc ex-
planations of observed phenomena (Confer et al. 2010; Holcomb 1998). It is further 
claimed that evolutionary psychologists neglect to apply standards of evidence re-
ferring to established principles of epistemology when evaluating their derivative 
models and hypotheses (Ketelaar and Ellis 2000). Ketelaar and Ellis (2000) respond 
to the critics in their target article “Are Evolutionary Explanations Unfalsifiable? 
Evolutionary Psychology and the Lakatosian Philosophy of Science.” Starting by 
applying the Popperian philosophy of science, followed by the Lakatosian philoso-
phy of science, they discuss in detail the scientific foundations of evolutionary psy-
chology.

According to Popperian epistemology, science can be distinguished from pseu-
doscience by employing the method of falsification (Popper 1959). During the sci-
entific progress, theories are developed and deduced hypotheses are empirically 
tested. The derivate hypotheses can be either preliminarily verified, i.e., supported 
by collected data, or falsified, i.e., rejected in case of inconsistencies with collected 
data. If hypotheses drawn from the theory have been proven false, this falsification 
also falsifies the underlying theory. Ketelaar and Ellis (2000) suppose that exclu-
sively applying the method of falsification to the science of psychology would lead 
to “too many empirical findings being cast in terms of their support or refutation of 
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binary oppositions, such as nature versus nurture, central versus peripheral, serial 
versus parallel” (Newell 1973, as cited in Ketelaar and Ellis (2000), p. 3). They 
further state that using the rather discriminative Popperian epistemology might pri-
marily result in the accumulation of negative knowledge about the human mind 
and that positive knowledge about the mechanisms of the human mind would only 
be derived from hypotheses that were not falsified. Therefore, a Popperian scien-
tific approach does not provide an efficient strategy to test psychological theories 
that generate hypotheses. Consequently, the authors call for a more approximating 
scientific perspective to complement Popper’s method of falsification and propose 
the Lakatosian philosophy of science (cf. Ketelaar and Ellis 2000). Lakatos (1970, 
1978) supports a more approximating scientific approach. First, a set of basic as-
sumptions (e.g., Newton’s four principles in physics) is agreed upon. This is also 
referred to as the “hard core.” This set of basic assumptions is then used to gener-
ate a broader metatheoretical research program. A metatheory provides a research 
heuristic and can be compared with a “scientific map”: it guides scientists in the 
development of theories and hypotheses, protects them from predictive failures, 
gives established criteria for the observation and recognition of significant natural 
phenomena, and prompts them to question generated explanations (cf. Ketelaar and 
Ellis 2000). Metatheories allow the locating and linking of new theories and hy-
potheses within an existing metatheoretical framework and, hence, provide a tool to 
systematically arrange and accumulate new knowledge. Furthermore, a metatheory 
facilitates the generation of new theories and hypotheses, as it is much easier to 
distinguish between plausible and implausible a priori psychological hypotheses. 
Competitive metatheories are evaluated as being either progressive or degenerative, 
depending on the falsification or verification of their derivative hypotheses. During 
the scientific progress, theoretical frameworks are constantly refined and reformu-
lated and can thus be considered rather as approximations to observed phenomena. 
From a Lakatosian perspective, theories are always evaluated in relation to rivaling 
theories in a specific scientific area. Despite certain scientific failures, researchers 
may keep the theory that best explains the observed phenomena (cf. Ketelaar and 
Ellis 2000).

The core metatheory is surrounded by mid-level and derivative auxiliary hypoth-
eses that constitute its “protective belt.” This “protective belt” serves different func-
tions. First, it allows scientists to link the core metatheory to empirically collected 
data. By verifying mid-level theories and auxiliary hypotheses within the “protec-
tive belt,” the assumptions of the underlying metatheory are indirectly empirically 
verified, too. Second, the “protective belt” protects the core assumptions from being 
refuted, as it is the mid-level theories that are directly empirically tested. If data is 
gathered that is inconsistent with the mid-level theory or a derivative hypothesis, it 
does not mean that the entire underlying metatheory is equally proven to be wrong. 
In this case, the falsified mid-level theory can be replaced by an alternative theory 
based on the metatheoretical assumptions. The mid-level theories are consistent 
with the metatheory, but may not be consistent with each other. Consequently, when 
sufficient empirical data are collected during the scientific progress, the mid-level 
theory explaining the examined phenomena best rules competitive mid-level theo-
ries out and finally displaces them.
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In evolutionary psychology, the Lakatosian levels of analysis can be further dif-
ferentiated into a total of four: the core metatheory, mid-level theories, hypotheses, 
and specific predictions (cf. Buss 1995; Ketelaar and Ellis 2000; see also Figs. 7.2, 
7.4, and 7.6). At the top of the Lakatosian model, the metatheoretical “hard core” 
consists of Darwin’s theory of adaption through natural and sexual selection and 
the general principles of genetic evolution derived from modern evolutionary 
theories (e.g., Dawkins 1976, 1982; Hamilton 1964; Tooby and Cosmides 1992). 
On the next lower level, the evolutionary mid-level theories are located, connect-
ing the basic metatheoretical assumptions with derivative hypotheses and specific 
predictions. By testing the derivative hypotheses and predictions, mid-level theo-
ries are either confirmed or contradicted. On the next level of scientific analysis, 
the derived hypotheses are situated. Competitive hypotheses can be inferred either 
from one single mid-level theory or from different mid-level theories. Within evo-
lutionary psychology, rivaling mid-level hypotheses can be derived either from an 
evolutionary framework (e.g., the evolution of human art can be described as an 
evolutionary by-product or as an evolutionary adaptation; for a more detailed dis-
cussion, see below; Miller 2000; Pinker 1997), or from non-evolutionary theoreti-
cal frameworks (e.g., preferences in human mate selection can be explained based 
on sexual strategies theory (SST) or on social role theory; Buss and Barnes 1986; 

Fig. 7.2   The hierarchical 
structure of evolutionary psy-
chological explanations based 
on the example of evolved 
sex preferences in media 
contents. (Schwab 2010a, 
b; based on Buss 1995 and 
Ketelaar and Ellis 2000)
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Eagly et al. 2000). Lastly, specific predictions can be found at the lowest level of 
scientific analysis. As hypotheses are often too general to be tested in a specific 
context, specific empirically testable predictions are generated. By testing these 
predictions, it becomes increasingly obvious whether a mid-level theory is sup-
ported or not, since its value is measured by the total of verified and falsified pre-
dictions and hypotheses.

7.5 � Examples and Evidence from Evolutionary Media 
Psychology

7.5.1 � The Culture by Nature Perspective

Applying an evolutionary approach to the analysis of the media might raise some 
questions at first sight, as the media is rather regarded as a product of human culture 
than one of human evolution. Likewise, the term culture is often used to describe 
ideas, representations, beliefs, behavior patterns, and artifacts, including art and the 
media (cf. Buss 2001). The media, however, can be also viewed as a result of hu-
man evolution, because it is the cognitive architecture of the human mind, shaped 
by evolutionary selection processes, that underlies any human behavior leading to 
cultural phenomena (Miller 1998; Tooby and Cosmides 1992).

Evolutionary processes are manifested in the individual’s phenotype. The con-
cept of the classic phenotype comprises, in general, the sum of all (externally) de-
tectable features of an individual such as its morphology, ontogenetic development, 
biochemical, or physiological properties (Dawkins 1982, 1999). An individual’s 
phenotype is a mixed result of the expression of an organism’s genes and of the in-
fluence the environment exerts on the individual. It is further the product of the gen-
otype–environment interaction that takes place during the individual’s ontogenetic 
development. Typical examples of the classic phenotype provide physical charac-
teristics, that is, the color of an organism’s eyes, its hair, its height, or its strength. As 
addendum to the classic phenotype, the ethologist Dawkins (1982, 1999) introduced 
the concept of the extended phenotype. According to Dawkins, the concept of the 
phenotype is not restricted to biological processes (e.g., protein biosynthesis) only, 
but can also be extended to all effects a gene has on the organism it is located in, 
on its environment, or even on other organisms (e.g., a cuckoo chick manipulates 
its host to feed it; Dawkins 1982, 1999). He argues that the effects of the genes are 
mediated by the individual’s behavior, which, in turn, results from the individual’s 
genes, specific alleles, and the gene–environment interaction. Niche construction 
can be described as a special case of the extended phenotype: the ability to show 
a certain behavior, that is, constructing a beaver dam, is passed on genetically and 
aims at enhancing the organism’s differential reproductive success by altering the 
environment to the organism’s advantage (Dawkins 2004).
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7.5.2 � Media Entertainment: An Evolutionary Adaptation or a 
By-Product?

Two competing theories exist with regard to the evolution of entertainment: The 
first describes media entertainment as a by-product of evolution (e.g., Pinker 1997; 
Reeves and Nass 1996) and the second as an evolutionary adaptation (e.g., Dis-
sanayake 1992; Miller 2000; Schwab 2008; Schwab and Schwender 2010; Tooby 
and Cosmides 2001).

Evolutionary by-products are not a product of direct selection mechanisms, but 
occur as a side effect of an adaptation. In humans, mechanisms to learn a language 
have evolved as an adaptation, while the ability to write is most likely to be seen as 
a by-product (Fitch et al. 2005). As mentioned above, Pinker (1997) introduced the 
cheesecake metaphor to explain media production and reception in humans. With 
this metaphor, he compares the effect media have on the human brain with the effect 
the consumption of a cheesecake has on the human brain. Pinker argues that specific 
adaptive EPMs that have once evolved within an ancestral stable Pleistocene envi-
ronment to process and react to certain important stimuli are also triggered by (ar-
tificial) objects providing the same or related important stimuli. As certain circuits 
of the human brain strongly respond with pleasant feelings to the taste of a sweet 
and fatty cheesecake (because this reaction of the human brain to the consumption 
of nutritious and high-energy food proved to be adaptive in our ancestors’ world), 
there are also specific EPMs of the human brain that respond automatically and with 
great pleasure to media contents providing specific stimuli.

Media Equation  The media equation approach and the ethopoeia assumption 
(Reeves and Nass 1996), respectively, are both examples of theories that postu-
late an evolutionary by-product effect occurring in human–media interaction. The 
authors describe the observable phenomenon that, given certain circumstances, 
humans react to the media in a similar way as they would react to real social per-
sons. Especially interactive media such as computers can provide low-level social 
cues and thus trigger social behavior. The evoked social behavior from humans can 
be attributed to the activation of specific EPMs that developed as adaptations to 
interact with other human individuals. Studies of Reeves and Nass (1996) demon-
strated that participants apply the same rules of politeness when interacting via a 
computer as in human–human interactions. In an experimental setting, computers 
provided participants with several facts and, afterwards, asked the participants to 
rate the computers’ performance. When the participants were asked to give the per-
formance evaluation on the same computer that had provided the facts, they gave 
significantly more positive ratings than participants who completed the evaluation 
on a different computer. This is in line with the social behavior people show in 
interactions with other humans, as it is considered to be rude to give a mediocre or 
bad performance rating directly to the person concerned. In two additional experi-
ments, Reeves and Nass (1996) showed that participants rated the computer’s per-
formance differently depending on whether the computer had previously provided 
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them with positive feedback or not. Even gender stereotyping could be found in 
human–computer interaction: in a knowledge task, participants rated a computer 
talking in a female voice less competent regarding the communication of technical 
knowledge (a domain of expertise regarded as typically male) than a computer talk-
ing in a male voice. These findings can be interpreted in terms of an evolutionary 
by-product, as it proved to be adaptive for our ancestors to automatically compre-
hend systems displaying social cues as psychological entities, such that they could 
immediately show an appropriate social response and predict the other’s individual 
reaction (Dennett 2008).

The Ornamental Mind  On the other hand, there are also theories explaining 
media entertainment as an evolutionary adaptation. One explanation is provided 
by the theory of the ornamental mind proposed by Miller (2000), which is based 
on Darwin’s theory of sexual selection. According to the theory of natural selec-
tion (Darwin 1859), males and females of one species are both equally exposed 
to natural and environmental selection pressures, as they share the same habitat. 
Thus, the sexes should evolve either similar, if not exactly the same, physical and 
psychological characteristics (e.g., body size and strength, fur and plumage, risk 
taking and aggressive behavior, etc.) as an adaptation to the natural and environ-
mental selection pressures of this habitat. In most species, however, the sexes 
have evolved significantly different physical and psychological characteristics: 
in birds, males are usually equipped with a brighter plumage than females (e.g., 
the peacock’s tail), and in deer, only the males develop powerful antlers and 
engage in aggressive struggles. Because natural selection theory cannot suffi-
ciently explain the evolution of sex-typical differences, Darwin (1871) proposed 
a second selection mechanism: sexual selection. The theory of sexual selection 
distinguishes between intrasexual and intersexual selection. The former refers 
to the competition between males of a species to gain access to fertile females. 
The latter describes the phenomenon that, in most species, it is the female that 
selects the mating partner. Females are a scarce resource for males because they 
have much more restricted reproductive capacities due to a limited number of 
ova. In addition, females show more parental investment (Trivers 1972), as they 
usually carry, bear, and nurture the offspring. They are therefore at a greater risk 
of losses and wasted resources when choosing a mate of inferior genetic quality 
or one that cannot (or is not willing to) provide them with sufficient resources. 
Due to their choosiness, females exert a selection pressure on males. Driven by 
the force of sexual selection, males have evolved costly sexual ornamentation as 
an adaptation. By means of this often splendid sexual ornamentation, males sig-
nal the females’ health, strength, resources, and, in general, “good genes,” because 
the quality of the sexual ornamentation highly depends on the male’s physi-
cal condition and genetics (e.g., the quality of the peacock’s tails varies with the 
degree of parasitic infestation). Females select males by their sexual ornamenta-
tion and, in turn, males use their ornamentation to seduce and charm the females. 
The ornamental mind theory (Miller 2000) continues the idea of sexual selec-
tion and transfers it to the human mind. Accordingly, artistic and entertaining 
abilities have been favored through the mechanism of sexual selection during the 
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human evolution. Just as Darwin (1871) said, namely that, “high cost, apparent  
uselessness, and manifest beauty usually indicated that a behavior had a hidden 
courtship function,” the human mind is also more entertaining, intelligent, cre-
ative, and talented than necessary to survive and reproduce. In terms of enter-
taining and artistic abilities, Miller (2000) compares the human mind with the 
peacock’s tail: Just like the peacock’s tail indicates health and fitness to peahens, 
characteristics of the human mind, expressed through art, creativity, or humor, 
serve as fitness indicators of the individual. In summary, he describes the human 
mind as an “entertainment system that evolved to attract sexual partners” (Miller 
2000, p.  29). Accordingly, products of the human mind, such as art, moral, lan-
guage, and creativity, are considered adaptations in order to seduce and charm the 
opposite sex (e.g., a conversation with a potential mate provides a number of cues 
to his intelligence and personality). Consequently, some aspects of the modern-
day production and selection of media entertainment can also be interpreted as an 
adaptation to attract and seduce reproductive mates.

Social Cohesion  A second explanation of art as an evolutionary adaptation is pro-
vided by Dissanayake (1988, 1995, 2000), who primarily focuses on attention and 
its influence. She assumes that the regulation and management of attention are cen-
tral to explore effects of spectacular artifacts, such as cave paintings or archaic 
sculptures, and to investigate creative and artistic processes. Dissanayake assumes 
that art has primarily arisen in order to establish and strengthen social cohesion. 
Art meets the criteria of an evolutionary adaptation, since it is found in every cul-
ture, consumes a lot of resources, energy, and time, triggers intensive and pleasant 
emotions (every evolutionary adaptive behavior “rewards” individuals by eliciting 
positive and pleasant feelings to reinforce this behavior), is associated with biologi-
cally important behavior (such as play), and is ontogenetically developed by the 
majority of individuals even without special training. Furthermore, she describes art 
as “making special” and as a kind of behavior that shows similarities to behavioral 
patterns also observable in other species. She particularly refers to play and ritual, 
as both encompass specific forms of movement and expression that do not serve 
any obvious purpose other than evoking pleasant feelings. Formalized and fixed 
rituals are central to animal behavior. Exaggerated, elaborated, and repeated forms 
of ritual behavior are foremost used to communicate with other individuals, as it is 
obvious in lekking or mating behavior (Schwab 2004). According to Dissanayake 
(2000), human art originates from the intimate pre-speech conversational exchange 
between parent and child. This pre-speech conversational exchange displays clear 
characteristics of rituals: it is finely drawn, rhythmical, coordinated between the 
individuals, exaggerated, elaborated, repetitive, and surprising (Dissanayake 2000; 
Schwab 2010a; Schwab and Schwender 2010; Stern 2002; Tomasello and Call 
1997).

Functional and Organizational Mode  Another approach examines entertainment 
in the context of training and learning. In their evolutionary theory of aesthetics, 
fiction, and the arts, Tooby and Cosmides (2001) assume that human imagina-
tion plays a crucial role for the development of human mental abilities regarding 
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thoughts, feelings, and fantasy. In their theory, the authors predominantly focus on 
fictional narrations. They suppose that art, including fictional narration, serves an 
evolutionary adaptive function, as humans across all cultures enjoy spending time 
in fictional worlds and narratives. Furthermore, a number of findings indicate that 
specific psychological mechanisms have evolved to deal with fiction. First, fiction 
affects the experience of emotions, whereas there is no effect on behavior or motor 
activity. Second, humans are easily able to distinguish between factual and fictional 
information (Schreier and Appel 2002). Third, autistic individuals do not develop 
the ability to pretend play, which hints at the fact that pretend play, a pre-adaptation 
for dealing with fiction, is based on a specific EPM (cf. Schwab and Schwender 
2010). Tooby and Cosmides (2001) propose two different modes in which cognitive 
adaptation can work: the functional mode that refers to the normal mental opera-
tion, and the organizational mode that describes a test or training operation which 
includes playing, learning, dreaming, narrative fictional entertainment, and other 
kinds of art. The organizational mode supports the development and the expansion 
of the mind and seems to be only activated in times of great security and satiation 
(Früh 2002; Schwab 2010a; Schwab and Schwender 2010). Similar to the theory 
developed by Tooby and Cosmides (2001), the so-called Verhaltensdiversifikations-
Protokognitionstheorie des Spiels (behavior diversification protocognition theory 
of play) supposes that play has evolved as an evolutionary adaptation, because it 
contributes to the expansion and development of behavioral alternatives (Ohler 
2001; Ohler and Nieding 2006). According to this theory, specific behavior pat-
terns that go beyond established behavior accidentally evolved during evolution. 
Displaying these extended behavior patterns turned out to be adaptive and advanta-
geous, as individuals having trained extra behavioral patterns in play (e.g., hunt-
ing or fighting) were able to reproduce them more effectively in crucial “real-life” 
situations (e.g., a struggle) than individuals lacking these behavior patterns trained 
in play before. As a result, play and training behavior was passed on to following 
generations and became established within the species’ genetic pool. Mechanisms 
of play especially evolved in species equipped with more complex cognitive sys-
tems (Ohler and Nieding 2006). These species are able to imagine fictional objects 
and entities and, thus, to go through and evaluate different alternatives in their 
imagination.

Entertainment as Emotional Map Exercise  A related approach explains enter-
tainment as an adaptive emotional map exercise aiming at emotional fine-tuning 
and training of emotional mechanisms. Higher primates are able to mentally sim-
ulate behavioral alternatives, which can be put on a level with fantasy and pro-
ductive reasoning (Bischof 1985). The mental simulations can be interpreted as a 
protective mechanism, because they allow the individual to run though different 
behavioral alternatives within its imagination and to evaluate them as successful 
or unsuccessful before eventually displaying the behavior. Emotions play a cru-
cial role in the evaluative process, as they “indicate” which behavioral alternative 
to select: positive emotions usually point at a promising and successful behav-
ioral alternative, while negative emotions resulting from anticipated negative 
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outcomes prevent individuals from choosing the respective alternative behavior 
(cf. Dennett 1997). In line with the theory of emotional map exercise, it is sup-
posed that the themes and contents of entertaining media are mainly determined 
by evolutionarily relevant problems: multigenerational adaptive problems of our 
ancestors, such as mating, status, resources, and kin protection. To sum up, mod-
ern entertainment media provides a place to mentally simulate behavioral alter-
natives that might be carried out in crucial life situations, predominantly when 
evolutionarily relevant decisions and problems occur (Schwab 2008; Schwab 
2010a).

7.6 � Selected Evidence of Evolutionary Media Psychology

In the following section, selected studies analyzing and explaining human’s use and 
production of media within an evolutionary context are presented. To demonstrate 
Lakatosian epistemology in evolutionary media psychology, the Lakatosian scien-
tific process is pointed out in detail for each of the selected studies.

7.6.1 � Study 1: Sex-Typical Media Preferences

As males and females of one species show different amounts of parental investment 
in their offspring (Trivers 1972), they are faced with specific adaptive problems 
and, thus, follow different reproductive strategies depending on a long-term or a 
short-term mating context (see Buss and Barnes 1986; Buss and Schmitt 1993). 
Females usually invest more resources in offspring (at least they bear the costs of 
gestation and lactation), but have much more limited reproductive capacities than 
males (a limited number of female ova vs. an almost unlimited number of male 
sperm). To avoid a waste of precious resources, females are choosy with whom to 
mate, and, as an adaptation to the problem of mate selection, they evolved a taste 
for sexual partners displaying specific desired characteristics serving as reliable 
indicators of the male’s health and high genetic quality. Males, on the other hand, 
have developed costly sexual ornamentation (e.g., antlers in deer or bright plumage 
in birds) to demonstrate their genetic fitness as an adaptation to selection pressure 
by females (intersexual selection, Darwin 1871). Once females have made their 
choice and produced offspring, they are motivated to tie their mate to themselves 
to guarantee the provision of resources for them and their offspring. In contrast, 
males are less willing to commit to one female only and to invest all their resources 
in her and the offspring. They are rather motivated to mate with a high number of 
sexual partners to guarantee the most extensive gene distribution. Several studies 
have provided evidence for the different mating strategies of men and women and 
their adaptations: men more often seek extra-pair mating, express a higher desire for 
sexual variety, report a higher average number of sexual partners in their lifetime, 
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are more willing to lower their standards regarding their sexual partners in a short-
term mating context than females, and rate physical attractiveness and youth in their 
mate as one of the most important characteristics, as this indicates health and fertil-
ity (Buss 1989; Buss and Schmitt 1993).

Females seek resources, status, sexual faithfulness, specific character traits that 
suggest the male to be both a good father and a good mate (e.g., agreeableness, 
generosity, humor), and genetic fitness in a long-term mate (see SST, Buss 1989; 
Greiling and Buss 2000; Regan 1998). As pointed out earlier, within an evolution-
ary context, men and women are faced with a variety of different adaptive prob-
lems and pursue different interests and objectives. To solve these adaptive prob-
lems, individuals are supposed to engage in emotional map exercise and in mental 
testing of behavioral alternatives (Bischof 1985; Ohler 2001; Ohler and Nieding 
2006; Schwab 2010a; Tooby and Cosmides 2001). As described above, the media 
and its contents provide a place for the mental simulation and emotional evalua-
tion of behavioral alternatives concerning evolutionarily relevant adaptive prob-
lems. Given their different adaptive problems, males and females should engage in 
or prefer different emotional map exercises provided by different media contents. 
Schwab (2010a) assumed that the emotional map exercise men and women en-
gage in explains part of the sex-typical differences found in media preferences and 
selection. Within Lakatosian epistemology, parental investment theory (Trivers 
1972; SST; Buss and Schmitt 1993) and the theories postulating emotional map 
exercise (Ohler 2001; Ohler and Nieding 2006; Tooby and Cosmides 2001) consti-
tute mid-level theories, since they are derived from the core evolutionary theories 
(see Fig. 7.2).

The hypothesis that the sexes use media contents to perform emotional map ex-
ercises concerning different sex-typical adaptive problems is situated at the hypoth-
esis level of analysis. Based on the mid-level theories and the deduced hypotheses, 
it can be specifically predicted that woman prefer media contents dealing with is-
sues of mate choice, partner loyalty, and the loss of a partner. It can be assumed, on 
the other hand, that men are more likely to select media contents dealing with kin 
protection, rivalry, status, power, and the acquisition and maintenance of resources. 
These specific predictions are directly empirically testable and located at the bottom 
of the Lakatosian model, i.e., at the level of the specific predictions. In his research, 
Schwab further used an integrative model to explain sex differences (Asendorpf 
1996). According to this model, sex-typical differences in media preferences are 
also supposed to be the result of the interplay between sex and gender identity (see 
Fig. 7.3; Schwab 2010a).

Consequently, the participants’ sex and gender role and identity were assessed. 
Gender role and identity were measured by the androgyny framework developed by 
Bem (1974), postulating two unipolar and independent femininity and masculinity 
dimensions. The participants’ sex was collected on both the apparent genetic and 
the hormonal level. Genetic sex was assessed by physical appearance; the hormonal 
sex was measured by applying the method of digit ratio 2D:4D, that is, calculating 
the ratio of the index finger and the ring finger. This ratio serves as a reliable indica-
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tor of the hormonal sex, because it is affected by the prenatal concentration of sex 
hormones. Evidence shows that men develop a lower 2D:4D ratio resulting from 
a higher fetal concentration of testosterone and a lower concentration of estrogen 
(Manning 2002; Voracek and Loibl 2009). Studies have further revealed that prena-
tal and current concentration of testosterone, naturally or resulting from medication, 
may influence aspects of psychological gender that manifest themselves in certain 
behaviors, such as dominance, aggression, willingness for competition, and sexual 
activity (Bischof-Köhler 2002; Mealey 2000; Reinisch 1981). To investigate to 
which extent media preference can be attributed to genetic sex, hormonal sex, and 
gender identity, a sample of moviegoers was surveyed. As a dependent measure, the 
moviegoers’ selected film genre was collected. According to the formulated predic-
tions, the results demonstrated that women significantly prefer melodramatic and 
romantic movies, whereas men significantly favor action films. For other genres 
(thriller, comedy, horror), no significant difference between the sexes was found. 
Further analyses showed that genetic sex significantly accounted for variance in 
the preference for romance, action, and drama, and that the prenatal hormonal sex 
appears to explain a significant proportion in the preference for romance. Finally, 
gender identity also proved to explain a large part of the media content preferences, 
as it was particularly evident that feminine role identity increased the preference 
for melodrama, while masculine role identity contributed to the selection of action 
movies.

To sum up, Schwab’s research program (2010a) shows that both culturally con-
structed or socialized gender identity as well as hormonal and genetic sex contribute 
to the sex-typical differences in the preference regarding media content.

Fig. 7.3   Integrative model to explain sex differences in media preferences and selection. (Schwab 
2010a)
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7.6.2 � Study 2: Musical Seduction: The Entertainer’s  
Ornamental Mind

The ornamental mind theory postulates that human art and creativity have evolved 
as a result of sexual selection (Miller 2000): the human mind and its products (in-
cluding art and the media) evolve to indicate and promote the individual’s genetic 
fitness in order to attract and seduce potential mates. Miller (2000) compares the 
human mind with the sexual ornamentation found in the animal kingdom (e.g., the 
peacock’s tail). Bringing together the concept of the extended phenotype (Dawkins 
1982, 1999) and the ornamental mind theory (Miller 2000), media entertainment 
can be regarded as a cultural artifact designed by and for evolutionary purposes. 
Thus, the questions arises whether (media) entertainment also serves the purpose 
of charming a potential mate by indicating the individual’s fitness or whether it still 
shows design features of this phylogeny. To answer this question, Schwab and Bor-
din (2009) conducted an experimental study in which female students were asked 
to give attractiveness ratings of potential mates either as a short-term (affair/sexual 
encounter) or as a long-term sexual partner (including a strong emotional relation-
ship/marriage). The female students’ attractiveness ratings were based on the mates’ 
personal descriptions given in lonely hearts advertisements. These lonely hearts 
advertisement descriptions were manipulated concerning the degree to which the 
male indicated musical abilities (moderate vs. outstanding musician). As control 
variables, the socio-sexual orientation (Penke and Asendorpf 2008), the female’s 
fertility status and the intake of contraceptives were collected. Within the Lakato-
sian epistemological framework, the ornamental mind theory (Miller 2000) can be 
classified as a mid-level theory within the “protective belt” of the general evolution-
ary theory (see Fig. 7.4).

Building on the ornamental mind theory, different assumptions can be gener-
ated, which are located at the next lower Lakatosian level of analysis, the level of 
hypotheses. Because the degree of musicality (as an expression of art) serves as an 
indicator of the men’s genetic fitness, Schwab and Bordin (2009) hypothesized that 
women would rate men describing themselves as outstanding musicians as better 
sexual partners than men indicating only moderate musical abilities, regardless of 
the mating context. It was further hypothesized that women in their fertile phase 
would show a stronger preference for outstanding musicians than women being in 
a non-fertile phase of their ovulatory cycle, as they would engage in more profound 
information processing when they have a greater risk of getting pregnant in case 
of sexual intercourse. Finally, specific predictions, situated at the lowest level of 
scientific analysis in the Lakatosian model, were formulated and tested. They en-
compass, among other things, that women rate men describing themselves as being 
outstanding musicians as more attractive than men indicating only moderate musi-
cal abilities in both mating contexts. However, the results showed that outstanding 
musicians were only favored over moderate musicians in a short-term relationship 
context; no selection differences emerged in a long-term mating context. Moreover, 
during their fertile phase, women showed a significantly stronger preference for 
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outstanding musicians than for moderate musicians in a short-term mating context, 
but not in a long-term mating context. During a non-fertile phase, no such effect 
could be found. To sum up, the results demonstrated that high musical abilities in 
men significantly attracted women only in the short-term mating condition, whereas 
in the long-term mating condition, no reproductive advantage for outstanding mu-
sicians could be found. Furthermore, women in the fertile phase of the ovulatory 
cycle expressed a stronger preference for more musical men, but only in a short-
term mating context.

These findings can be interpreted in the framework of the dual mating hypothesis 
(Gangestad and Simpson 2000; Pillsworth and Haselton 2006a, b). This hypothesis 
states that women form long-term relationships with investing mates, whereas they 
seek “good genes” (i.e., genetic fitness) from short-term sexual partners (extra-pair 
mates). Of course, women would seek both resources and high genetic quality in one 
mate; however, mates displaying indicators of high genetic quality are highly attrac-
tive as sexual partner. Thus, they are difficult to commit to a long-term partnership, 
as they are offered a large number of reproductive opportunities by females. Hence, 
women might pursue the dual mating strategy when choosing the outstanding musi-
cian, which indicates high genetic fitness, as a short-term mate and thus seek his 

Fig. 7.4   The hierarchical 
structure of evolutionary psy-
chological explanations based 
on the example of evolved 
women’s preferences for 
men indicating high genetic 
quality by describing musical 
abilities. (Schwab and Bordin 
2009; based on Buss 1995 
and Ketelaar and Ellis 2000)
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high-quality genes. On the other hand, females might favor the moderate musician 
as a long-term mate. Since he is less desirable (due to his lower genetic quality 
indicated by his musical abilities) and thus offered fewer mating chances by other 
females, females might assume that this mate will provide a higher and more stable 
amount of investment. Furthermore, females might select their sexual partners more 
thoroughly during their fertile phase, because they are at a higher stake of becoming 
pregnant resulting from sexual intercourse. During their fertile window, women are 
more attracted to men who display indicators of high genetic quality compared to 
men of inferior genetic quality (as measured by the degree of musicality).

The findings of Schwab and Bordin (2009) are a second example for a fruitful 
application of an evolutionary approach to media psychology. Their results support 
the validity of the ornamental mind theory (Miller 2000) in the context of musical-
ity in lonely heart advertisements provided by the media. The ornamental mind of 
an entertainer (such as a musician) proved to serve as an indicator of high genetic 
quality and charmed and attracted potential sexual partners, just like the tail of the 
peacock evolved to seduce peahens.

7.6.3 � Study 3: Gossip 2.0

Gossip refers to
information about the deviant or surprising (which both depend on the context) traits and 
behaviors of a (or more) third person(s) (most often non-present, but potentially present in 
the conversation), where the goal of the conversation is non-professional, and the sender 
has true/false knowledge of the gossip content. (De Backer 2005, Chap. 1.5.31)

Research shows that gossip is ubiquitous, as up to two thirds of all human conversa-
tions deal with social issues (Dunbar 1998a). Engaging in gossip, however, takes a 
considerable amount of time and resources; so why do people universally gossip? 
This question can be answered by considering two different perspectives: the proxi-
mate perspective, explaining behavior in terms of causation (behavioral causes on 
a chemical, psychological, neuro-ethological, psychological, and social level) and 
ontogeny (the effect of the individual’s experience on its behavior), and the ultimate 
perspective, describing behavior in terms of survival value (purpose and function of 
behavior on an individual level) and evolution (evolutionary function of individual 
behavior leading to an advantage in natural and sexual selection; Tinbergen 1963). 
In terms of proximate explanations, gossip serves as social glue (Turner et al. 2003), 
since it connects individuals and supports the development of positive relationships 
(Foster 2004). Moreover, individuals gossip to obtain information, influence, and 
entertainment (Rosnow 1977). According to the ultimate perspective, making allies 
within the social group against common enemies or other group members is also 
a very important function of gossip, because the forming of alliances significantly 

1  As the doctoral thesis of De Backer (2005) is solely available in an online HTML version, it is 
not possible to cite the exact page. Thus, the respective chapter is cited.



7  Evolutionary Media Psychology and Its Epistemological Foundation 149

contributes to the individual’s survival chance and reproduction success (Carolus 
2014; Dunbar 1998a, b).

Dunbar (1998a, b, 2004) assumes that human gossip has evolved as an elabo-
rated form of the social grooming behavior that can be observed in primates, the 
nearest still living relatives of modern man. The social brainhypothesis (Dunbar 
1998b) explains the evolution of human language as follows: during human evolu-
tion, our ancestors living in social groups changed their habitat away from life in 
the trees to life on the ground of the savannah. Living on the ground, however, led 
to a higher predation risk. As an adaptation to this new risk, the group size increased 
to guarantee a better protection of its members. However, living in larger groups 
did not only provide advantages for the individuals, but also downsides, such as a 
higher stress level due to multiple conflicts resulting from the struggle for the access 
to resources. To solve this problem, our ancestors formed alliances that helped and 
supported them in conflict situations. This contributed to the social cohesion of the 
group. These alliances were enabled by social grooming. Living in a large social 
group demanded advanced social cognition from the group members: for a benefi-
cial interaction, it was critical to understand the mental states of others. Thereby, 
it was possible to further manipulate their behavior for one’s own benefits within 
the social group. An example of this advanced social cognition is the development 
of a theory of mind, which refers to the ability to attribute inner mental states (e.g., 
beliefs, desires, knowledge, and intents) to oneself and to other individuals and 
to understand that the inner mental states of others might differ from one’s own 
mental states (e.g., Astington 1993). Consequently, primates and humans evolved a 
deep sociality. Sociality and mind reading, however, put heavy cognitive demands 
on our ancestors’ brains, which resulted in an increased brain size. Living in larger 
social groups required higher “social investment,” i.e., social grooming. But due to 
other mandatory activities (e.g., foraging), the available time for social grooming 
(a strictly one-to-one activity) was restricted. This led to an upper limit for group 
sizes. Dunbar (1992, 1993, 1998a) found a maximum of 80 individuals in a group 
of primates, whereas humans tend to live in groups twice as large. To allow this 
increase in group size, a more efficient mechanism for bonding individuals evolved: 
language. Compared to social grooming, language provides critical advantages: By 
talking, individuals can interact with more than one individual at the same time and 
form several relationships simultaneously. In addition, individuals can gain much 
more insight into the group’s social network, as they receive information about 
other individuals during conversations with third persons. Monkeys lack this ability 
and are therefore limited to visual information about other individuals.

Based on Dunbar’s social brain hypothesis (1998b), De Backer (2005) clustered 
and differentiated contents of gossip around evolutionarily relevant fitness problems 
(see Fig. 7.5). She roughly distinguishes between strategy learning gossip (learning 
behavior strategies cost-effectively from other’s experiences) and reputation gossip 
(learning about the reputation of other social network members and manipulating 
reputation to one’s own advantage). Strategy learning gossip deals with issues of sur-
vival (food supply, health, shelter), mating (how to tie a sexual partner to oneself), and 
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 social norms (how to interact with other individuals according to the social and 
cultural norms of the group). Reputation gossip is divided into mating reputation 
gossip, including mates detection, mating structure (successful mating requires the 
detection of potential mates with a high level of fitness), intrasexual conflict (detect-
ing and eliminating potential same-sex rivals by spreading rumors to damage their 
reputation and to portray oneself in a good light), mates control (gaining information 
about the own mate’s behavior to find out about cheating), social reputation gossip, 
encompassing cooperation (detecting altruistic individuals and free riders), kinship 
(information on family relationships), alliance (finding allies and maintaining them), 
and calibration (regularly updating the existing impression of interaction partners).

In summary, De Backer (2005) subdivides gossip into different fields, with ev-
ery field representing a specific adaptive problem our ancestors had to face during 
Pleistocene (cf. Carolus 2014). As these adaptive problems are still relevant for 
modern humans today, the gossip contents, according to De Backer (2005), are 
supposed to be found in everyday communication settings. Since its invention, the 
Internet has been largely used for communication. Especially with the emergence 
of SNS (e.g., Facebook), the World Wide Web has provided the individual user 
with a “stage” for self-portrayal and self-presentation. By means of SNS, users can 
display self-generated information about themselves (e.g., personal information), 
about other individuals (e.g., photos and wall posts), and virtually connect with 
family members and friends they know from real life. The average individual user 
is depicted in his “real” social network with his “real-life identity,” because he usu-
ally connects online with individuals he also encounters off-line (Boyd and Ellison 
2007).

Given the parallels between the virtual and the real social networks, it is likely 
that SNS are used to convey gossip contents. Carolus (2014) conducted a con-
tent analysis of the user profiles of SNS in order to examine the gossip contents  

Fig. 7.5   Classification of gossip contents. (Carolus 2014; adapted from De Backer 2005)
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according to De Backer (2005) within the Internet.2 First analyses revealed that user 
profiles provided manifold information that can be interpreted as mating or social 
reputation gossip (e.g., photos depicting the user with friends or mates, relation-
ship status information). However, De Backer’s classification of gossip contents 
could not be empirically supported, as a clear differentiation between all postulated 
categories proved to be difficult. As an initial starting point, Carolus (2014) there-
fore focused on the analysis of the higher-order categories of social and reputation 
gossip. Criteria for mating reputation gossip were derived from Buss and his col-
leagues, who identified relevant characteristics men and women seek in short-term 
and long-term mates (see Table 7.1; Buss 2004; Buss and Barnes 1986; Buss and 
Schmitt 1993; Schmitt and Buss 2000). They distinguished between men’s prefer-
ences in a short-term mate (promiscuous and sexually experienced women; women 
who do not intend to form a long-term relationship, physically attractive women) 
and in a long-term mate (young and faithful women indicating fertility and repro-
ductive value). Likewise, it was differentiated between women’s preferences in a 
short-term mate (single men that are strong, athletic, generous, intelligent, and cre-
ative; indicating high genetic quality) and a long-term mate (men who occupy a 
high social status and lots of resources; educated, kind, emotionally stable, mature, 
and ambitious men; see also Schmitt 2005). According to SST (Buss and Schmitt 
1993), both men and women were assumed to display mating-relevant gossip infor-
mation in their SNS profiles, showing significant differences between the sexes.3 
Carolus (2014) analyzed different sections of SNS profiles, including profile pho-
tos, uploaded and linked photos, demographic and professional information, and 
explicit mating relevant information (relationship status) in terms of the deduced 
mating relevant aspects (Table 7.1).

Within the Lakatosian structure of scientific analysis, SST serves as mid-level-
theory (Buss 2004; Buss and Barnes 1986; Buss and Schmitt 1993; Schmitt and 
Buss 2000; see Fig. 7.6). The hypothesis that sex-specific gossip contents regarding 
mating reputation gossip are found in SNS is located on the next lower level. Fi-
nally, the specific prediction that women underline their physical attractiveness and 
sexual exclusiveness in their self-presentation on their SNS profile photo is situated 

2  The SNS http://www.xing.com (a typical example of professional SNS) and http://www.wer-
kennt-wen.de (a typical example of private SNS) were analyzed.
3  Due to research heuristics, it was only focused on strategies of heterosexual individuals.

Table 7.1   Mating-relevant gossip information. (Carolus 2014; based on Buss 2004; Buss and 
Barnes 1986; Buss and Schmitt 1993; Schmitt and Buss 2000)
Mating-relevant information
Youth and physical attractiveness, indicating fertility and reproductive value
Willingness to provide a family
Sexual exclusiveness
Information on (prospective) status
Creativity/intelligence
Sexual accessibility

http://www.wer-kennt-wen.de
http://www.wer-kennt-wen.de
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on the lowest level of the Lakatosian epistemological model. Results showed that 
there were almost an equal number of men and women having a user profile in SNS 
(Carolus 2014). Detailed analyses of the owner’s profile photo revealed a trend that 
women uploaded profile photos more frequently than men. This can be explained in 
terms of “self-advertising”: men value the partner’s physical qualities in mate choice 
more than women (Buss 1989; Buss and Barnes 1986), as the outward appearance 
serves as an honest signal of the woman’s genetic fitness and reproductive value 
(Furnham et al. 2006; Grammer et al. 2003). However, no differences between the 
sexes were found concerning the amount of exposed naked skin. Naked skin is also 
viewed as an indicator of genetic fitness and reproductive value, such that women 
should be more inclined to upload profile photos showing a greater amount of naked 
skin. Moreover, about 5 % of men and women depicted themselves with an opposite-
sex partner, which was interpreted as a sign of sexual exclusiveness. The analysis of 
the profile photos showed that women provided more hints to sexual exclusiveness 
than men, but due to the small number of cases, no statistically significant differ-
ences between the self-presentation of the sexes were found. In addition to profile 
pictures, Carolus (2014) examined the profile owners’ relationship status. Roughly 
36 % of men and 30 % of women indicated a relationship status. Approximately, 

Fig. 7.6   The hierarchical 
structure of evolutionary psy-
chological explanations based 
on the examples of men’s 
and women’s display of sex-
typical mate reputation gossip 
in SNS. (Carolus 2014; based 
on Buss 1995 and Ketelaar 
and Elist 2000)
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18 % of men and 23 % of women declared to be in a long-term relationship, whereas 
18 % of men and only 8 % of women indicated to be single. In line with SST (Buss 
and Schmitt 1993), these results support the hypothesis that men aim at mating with a 
high number of sexual partners, as by indicating to be single they present themselves 
as sexually available. Women, on the other hand, elicit the impression to be sexually 
faithful and signal sexual exclusiveness by declaring to be in a long-term relation-
ship. By conveying such information, women increase their value as a mate as they 
guarantee high paternity certainty (Buss 1989). This, in turn, increases the likelihood 
that their mate will provide for them and their children (Buss 1989).

Carolus (2014) showed that gossip contents derived from an evolutionary frame-
work can also be found in computer-mediated communication. As predicted, the 
content analysis of SNS user profiles revealed the display of mating reputation 
gossip, such as relationship status, reproductive value, and sexual exclusiveness. 
Moreover, in the gossip contents, Carolus (2014) found the sex-typical differences 
deduced from SST (Buss and Schmitt 1993). The assumption, however, that women 
show more naked skin on their profile photos than men could not be empirically 
supported; hence, this specific prediction can be falsified. Since according to Laka-
tosian epistemology, the underlying theories are not tested directly, but derived pre-
dictions and hypotheses that constitute their “protective” belt, the rejection of this 
specific prediction does not imply that the underlying evolutionary theories of the 
“hard core” have to be refuted as well.

7.7 � Conclusion

This chapter presented several mid-level theories from the “protective belt” of evo-
lutionary psychology, explaining the phenomenon of human’s universal interest in 
the media from the viewpoint of evolutionary media psychology. Based on selected 
studies dealing with sex-typical media preferences, musical seduction, and gossip in 
SNS, it was demonstrated that applying an evolutionary approach to media psychol-
ogy results in a fruitful research heuristic.

All three exemplary studies start from the metatheoretical “hard core” of modern 
evolutionary theory. Study one uses the well-established assumptions of parental 
investment (Trivers 1972) as a mid-level theory to deduce hypotheses and specific 
predictions about sex-typical preference in movie genres. While focusing on evolu-
tionary psychology explanations, the study also addresses Standard Social Science 
Model explanations (Tooby and Cosmides 1992), namely social role theory (Eagly 
et al. 2000), and identifies the explanatory contribution of each theory by apply-
ing a multiple regression analysis (Schwab 2010a). This study shows that not only 
can evolutionary psychology theories within the “protective belt” compete against 
each other, but that theories based on non-evolutionary explanations (see arbitrary 
culture; Alcock 2005) can also be taken into account. In the second study, based on 
the ornamental mind theory (Miller 2000), it was examined why humans produce 
(media) entertainment and how their abilities and performances are evaluated in 
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terms of mate quality (Schwab and Bordin 2009). It was shown that the musi-
cal abilities of men influenced women’s mate choices differently, depending on a 
long-term or short-term mating context. Not only is this a new scientific approach 
in communicator research, but it also clarifies the seemingly irrational, pretentious, 
extravagant, and dazzling aspects of the media. The last study deals with gossip 
in SNS. Evolutionary gossip theories (De Backer 2005; Dunbar 1998b) were used 
to design and conduct a media content analysis of users’ profiles on the Internet 
(Carolus 2014). As this analysis of gossip content was carried out in a more explor-
atory manner, some assumptions were not supported by the collected data. This 
study demonstrated that predictions, hypotheses, and even theories within the “pro-
tective belt” can be rebutted. Refuting falsified predictions, hypotheses, or theories 
within the “protective belt,” however, does not directly challenge the “hard core” 
assumptions of the metatheoretical setting; it rather calls for better-developed and 
more valid theories on the mid-level of explanation.

Hopefully, this chapter has been able to convey the exciting and promising state 
of research that the still relatively young science of evolutionary psychology cur-
rently finds itself in. Especially in media psychology, a field of science that con-
stantly has to defend itself against the allegations of being a mere product of culture 
and socialization, an evolutionary approach is an enlightening and essential step for 
further research.

In a nutshell, this chapter provided clear examples showing that evolutionary 
psychology offers a research heuristic that is a useful and promising tool for scien-
tific media research. It further connects the science of (media) psychology with the 
other life sciences. Although evolutionary psychology is still a young science, this 
chapter contributed to the scientific validity and quality of evolutionary psychology 
by demonstrating in detail how the scientific approach of evolutionary media psy-
chology is founded on Lakatosian philosophy of science.
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8.1 � Introduction

Developmental psychology aims at describing age-related changes and identifying 
their underlying mechanisms. Modern accounts acknowledge that developmental 
progress depends on biological and maturational processes as well as on learning 
experiences, personal interactions, and on broader socio-cultural influences. In this 
chapter, we will focus on one aspect of development that has recently received 
much attention: knowledge acquisition in social contexts.

Infants learn a great deal from other people. Through observation and imita-
tion, infants acquire knowledge about the emotional valence of things (Mumme and 
Fernald 2003), the function of unfamiliar objects (Elsner 2007; Träuble and Pauen 
2007), social norms (Schmidt et al. 2012), and many other aspects. In the following 
paragraphs, we will review recent evolutionary accounts on early cognitive devel-
opment and knowledge acquisition in social contexts. Are the ways in which infants 
and young children learn from others shaped by evolved adaptive mechanisms? Has 
evolution provided us with mechanisms of cultural transmission that are universal 
in humans, but unique to our species? It is unequivocal that spoken language is 
unique to humans as a means of communication and transmission of knowledge. 
As will be demonstrated, we may also have evolved mechanisms that allow for 
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learning and teaching of cultural knowledge long before language comes into play 
(Csibra and Gergely 2009).

After providing a general overview of current theories and empirical findings on 
infants’ preparedness to acquire knowledge, we will focus on one particular aspect 
of knowledge acquisition with high relevance to evolutionary psychology: observa-
tional fear learning. Illustrated by an example from our own research, we will show 
how evolutionary psychology can inform developmental research and vice versa. 
Studying infants provides a promising way to find out more about how evolution 
has prepared us to perceive, evaluate, and process information about objects that 
are potentially dangerous. Only if we examine cognitive processes in very young 
children with limited experience will we be able to fully evaluate the validity of 
preparedness accounts.

8.2 � Evolutionary Accounts of Knowledge Acquisition

One fundamental question raised by philosophers as well as by developmental psy-
chologists is whether infants come to life as tabula rasa (John Locke, 1632–1704), 
without any knowledge about the world, or whether infants come equipped with 
innate knowledge. Kant (1724–1804) introduced the term categories of thinking, 
referring to the argument that we analyze every object or situation that we encounter 
in terms of temporal and spatial relations. Modern developmental psychologists go 
even further and speak of core knowledge (e.g., Spelke and Kinzler 2007; Bail-
largeon and Carey 2012) or innate knowledge acquisition devices (Briscoe 2000), 
thereby suggesting that evolution might have prepared us to process information 
in ways that allow for quick adaptation and efficient learning. Just like the visual 
cortex in our brain has evolved to process visual information, more specific neural 
circuits may have developed to process information about objects, properties, or 
relations that have existed for thousands of years and that can be found in many 
places around the world.

Elaborating on this general idea, Elisabeth Spelke, as well as Renée Baillargeon 
and colleagues conducted numerous experiments exploring infants’ innate knowl-
edge about physics. The basic claim of the core-knowledge account is that infants 
are born with some core-concepts, allowing them to reason about physical relations 
form early on. For example, Spelke (1990) suggested that infants expect objects to 
take up a unique place in space and time. No material entity can move through an-
other material entity. This core-principle is called “solidity.” Core-knowledge never 
gets overwritten or invalid in later life, but may only become more differentiated 
with increased experience (Spelke and Kinzler 2007). How infants refine their in-
nate knowledge structures may also be predetermined and follow specific rules of 
knowledge acquisition (Baillargeon and Carey 2012).

It soon became evident that the physical domain is not the only one in which innate 
knowledge might exist. Other concepts and knowledge acquisition devices or strat-
egies have also been identified for the domains of language (e.g., Markman 1994),  
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mathematics (e.g., Wynn 1995) or geometry (e.g., Spelke 2011). Hence, modern 
infant research refers to domain-specific knowledge development, assuming that the 
basis for discriminating between different domains has emerged in the course of 
human evolution and can be traced back to a preverbal age.

This idea became highly prominent when developmental researchers discovered 
that young infants make a fundamental categorical distinction between animate be-
ings and inanimate objects, assuming that each kind of entity has typical visual 
features and shows a characteristic pattern of behavior (Gelman and Spelke 1981; 
Mandler 1992). It has been shown, for example, that infants less than 1 year of age 
expect only animals or humans to show self-propelled motion (Kosugi et al. 2003; 
Pauen and Träuble 2009; Spelke et al. 1995) that is goal-directed (e.g., Biro and 
Leslie 2007) and involves changes in speed, direction, and orientation (Rakison and 
Poulin-Dubois 2001). In contrast, they expect inanimate objects to start moving or 
to change their path and speed only after being contacted by an external force.

From birth on, infants seem highly sensitive to causes and effects of changes 
(Pauen 2000). Starting in their first year of life, they analyze any situation and event 
in causal and functional terms, always driven by the necessity to make valid predic-
tions about the future actions of entities in their immediate environment. This early 
sensitivity to causal and functional information—combined with the fact that any 
natural environment contains entities capable of self-propelled biological motion as 
well as other entities that are not self-propelled—may lead them to develop a global 
animate–inanimate distinction early in life.

In line with this assumption, behavioral categorization research reveals that in-
fants as young as 2 to 4 months of age are capable of discriminating animals from 
either furniture (Behl-Chadha 1996) or vehicles (Quinn and Johnson 2000) in a vi-
sual fixation task. When 3D toy-models are presented that can be explored visually 
and manually in an object examination task, infants again show signs of global cat-
egory discrimination at an early age (Mandler and McDonough 1994; Pauen 2002a, 
b). We have recently been able to confirm this finding for 4- and 7-month-olds 
using brain waves (event-related potentials) as dependent measures. More specifi-
cally, we presented a very broad range of different exemplars from various basic-
level categories of animals, such as fish, birds, reptiles, insects, or mammals and of 
furniture items, such as beds, chairs, tables, cupboards, lamps, and shelves. Each 
exemplar was presented on a computer monitor for only one second. Nonetheless, 
infants were well able to discriminate the categories in different task contexts (Je-
schoneck et al. 2010; Pauen et al. 2011; Elsner et al. in press). This suggests that the 
brain of young infants is capable of deciding rather quickly whether a given entity 
is an animate being or an inanimate object.

Since we presented only static information about the appearance of stimuli and 
since participants were not yet familiar with every exemplar presented, this leaves 
room for speculations about the basis for this performance: (1) Could it be that 
our perceptual system is prepared to easily abstract visual correlational features, 
thus allowing the infant to learn category discrimination online while the test is 
still running? (2) Could it be that all animate beings have abstract visual features 
in common that infants are prepared to process automatically in a special way? (3) 
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Or might it be the case that infants have already learned to associate certain char-
acteristic visual properties with behavioral properties (e.g., self-propelled motion) 
and that they respond to the activation of this memory? These different accounts 
do not rule each other out, thus making it rather difficult to determine the nature of 
infants’ preparedness to identify animate beings. Based on the literature, we assume 
that there is some truth to each option mentioned above and that different abilities 
jointly contribute to infants’ early categorization performance.

Most animals have the same general body structure, usually including a head with 
facial features needed for communicating and taking up nutrition, and some kind of 
appendages that allow for movements. They also have a clear axis of symmetry and 
characteristic surface features (e.g., skin, fur, feathers). This information may help 
infants to quickly recognize animate beings on pictures or in their surroundings. 
Early sensitivity to these features may have developed due to evolutionary pressure.

For example, it has been shown that even newborns seem prepared to process 
facial information in a special way. More specifically, they have been shown to re-
spond with increased attention to human eyes that are unique in terms of showing a 
black pupil in front of a white sclera (Farroni et al. 2005). They also increase atten-
tion in response to “3-blob” configurations resembling a human face with two eyes 
above one mouth (both dark), located within an oval form of lighter color (Johnson 
and Morton 1991). According to the authors, this face-recognition mechanism is 
based on automatic perceptual processes that do not require sophisticated visual 
abilities or a higher-order cortical analysis.

Apart from static perceptual features, infants also respond with increased atten-
tion to behavioral aspects of animate beings. For example, newborns have been 
shown to be highly interested in modulated sounds similar to human voices (Vou-
loumanos et al. 2010). Furthermore, they start to analyze motion features in more 
detail and try to predict future movements rather early in life. This leads to an early 
discrimination between biological and non-biological motion (Simion et al. 2008). 
At 3–5 months of age, they are even able to detect the subtle differences between a 
walking and a running person when provided only with point-light displays that do 
not show the appearance of the person, but only the movement of important joints 
(Booth et al. 2002). Hence, young infants seem well prepared to identify animate 
beings based on static as well as dynamic information (Pauen and Träuble 2009). 
But this is not the entire story.

When another person establishes eye contact with the infant, this motivates him/
her to closely follow what the communicative partner will do next (Csibra and 
Gergely 2009). Infants respond to contingency cues in social interactions (Deligi-
anni et al. 2011). If the communicative partner ignores their signals or if he shows a 
considerable time delay in responding, this leads to loss of interest and/or irritation 
on part of the infant, as shown by studies with infants of depressed mothers who are 
not capable of establishing a normal interaction with their child (Tronick and Reck 
2009). Children of such depressed mothers typically avoid eye contact with their 
mothers, experience physiological distress, and turn away if possible, thus showing 
exactly the opposite behavior as babies of healthy mothers who are used to sensitive 
and fine-tuned interactions (Reck et al. 2004).
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Such findings suggest that human infants have specialized expectations regard-
ing the communicative behavior of their interactive partner. If these expectations 
are not met, they later show abnormalities in development that not only have con-
sequences for their social relations with others, but that may also affect cognitive 
development in general.

These findings illustrate an important point: Even if we identify innate patterns 
of responding to certain stimuli or events in the environment, this does not im-
ply that experience is irrelevant for shaping development and knowledge acquisi-
tion. It always remains crucial! In early years, infants’ experience is typically in 
control of the caregivers. Mother or father decides which stimuli their child is ex-
posed to; it is usually adults who actively introduce the infant to different aspects 
of the environment. As suggested by various authors, evolution may have prepared 
us to modulate this process in specific ways (Herrmann et  al. 2007; Csibra and  
Gergely 2009; Tomasello 2011).

8.3 � Preparedness to Cultural Learning

Cultural learning implies the transmission of knowledge from one generation to 
the next. Cultural knowledge is not innate, nor does it have to be discovered by the 
individual. Rather, one person learns from another, thus allowing for rapid progress 
in cultural evolution. In adult life, these transmissions are predominantly bound 
to language in its spoken or written form. But this is not true for all ages. Even 
preverbal infants acquire cultural knowledge, thus raising the questions as to how 
they do it and whether there is some kind of “preparedness for cultural transmis-
sion” explaining the great success of humans in teaching their offspring from early 
on. Imitation and observational learning are important mechanisms in this context. 
Even newborns are capable of imitating the facial expressions of interactive part-
ners (Meltzoff and Moore 1983). Later, they start to imitate actions that involve 
objects. Even if they are not yet capable of imitating a given action involving a 
tool, they already refer to corresponding observations when identifying functionally 
relevant attributes of a given artifact (Elsner and Pauen 2007; Träuble and Pauen 
2007). In addition to infants’ knowledge of space and causality (Träuble and Pauen 
2010), their sensitivity to others’ social signals has been shown to affect imitative 
actions (Brugger et al. 2007). Hence, imitation and observational learning both pro-
vide important means for explaining cultural transmission at a preverbal age.

Recently, Csibra and Gergely (2009) suggested that humans have evolved some 
kind of natural pedagogy to teach each other about the world. Whenever an adult 
wants to instruct an infant or child, she follows a specific series of actions, exploit-
ing infants’ interest in faces, movements, and the human voice: First, she looks at the 
child and greets him with a friendly modulated voice. Such cues serve to establish 
social contact and are called ostensive cues. Another ostensive cue is “contingent 
responding” (Delinguianni et al. 2011). Turn-taking in social communicative situa-
tions and responding promptly to social signals of the interactive partners indicate 
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contact. Once social contact has been established, the adult starts to demonstrate the 
relevant action—often involving a toy or tool. She frequently checks whether the 
child is still following her explanation.

Infants pay increased attention to eye-information and movement (Farroni et al. 
2003), and they have the innate ability to imitate (Meltzoff and Moore 1983). This 
allows them to follow the gaze of another person towards a target at a rather young 
age (e.g., Senju et al. 2008). Even though this capacity still undergoes substantial 
development during the first months of life, by 9–12 months of age, infants are 
already quite sophisticated eye-gaze followers and get involved in triadic interac-
tions rather easily (Striano and Stahl 2005). As revealed by brain data from our own 
lab as well as from other labs, eye-gaze cues also affect the processing of object 
information. Objects that have previously been gaze-cued by another person appear 
more familiar to 4-month-olds than objects that have not been gaze-cued (Reid et al. 
2004). Interestingly, this effect also depends on the emotional expression of the 
gaze-cueing person (Hoehl and Striano 2008; Hoehl et al. 2008) and the familiarity 
of the person guiding the attention (Hoehl et al. 2012).

Taken together, these findings show that infants are predisposed to process infor-
mation about objects and persons in specialized ways. They start forming categories 
and identifying types of objects long before language comes into play, thereby con-
sidering those properties that seem most relevant for predicting the object’s causal 
and functional relation with the environment as well as its relevance for the infants’ 
survival. Core knowledge as well as knowledge acquisition mechanisms shape our 
development in close interaction with experience. Even though one might say that 
this does not reflect a fundamental difference between humans and other species, it 
seems noteworthy that only humans have evolved sophisticated mechanisms sup-
porting cultural learning. Infants’ early sensitivity to social signals such as eye-gaze 
information or vocal expressions helps them to identify instructional situations. 
Their ability to encode and interpret emotional expressions in the faces of other 
people and to relate this information to gaze-cued objects supports learning about 
the value of a given target. Infants’ early emerging competencies to learn from ob-
servation and to imitate actions guarantee that cultural transmission takes place. As 
will be demonstrated in the following section, this preparedness may also be of high 
relevance for fear learning.

8.4 � The Case of Preparedness for Fear Learning

It is pivotal to learn about threats in the environment. Learning which objects, situ-
ations, animals, or people might be dangerous is a task that is not restricted to early 
development. However, more than in the case of adults and older children, young in-
fants’ knowledge about the world is limited, whereas their curiosity and eagerness to 
explore novel things is often unlimited. Learning to avoid dangers like electric outlets, 
hot pans, poisonous snakes, etc., depending on the particular environment an infant 
or child is exposed to, is of great importance. One way to learn about these dangers is 
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making one’s own experiences. Through classic conditioning, it is possible to quickly 
and effectively associate a previously neutral stimulus (e.g., a hot pan) with the aver-
sive experience of pain. This way of learning is effective, but potentially costly.

Another way of learning about threats is through observation of others. When 
observing others making bad experiences (e.g., an older sibling touching a hot pan), 
we can learn effectively about dangers and do so from a safe distance. Some authors 
have argued that very similar processes and neural structures may be involved in 
fear conditioning and observational fear learning, both relying heavily on the amyg-
dala, a subcortical brain structure located within the medial temporal lobe (Olsson 
and Phelps 2007). Whereas the conditioned stimulus and the unconditioned stimu-
lus are coupled in the lateral nucleus of the amygdala during classic conditioning, in 
observational fear learning, the emotional expression of another person (expressing 
fear, pain, or disgust) is thought to replace the unconditioned stimulus and is associ-
ated with the conditioned stimulus instead (Olsson and Phelps 2007).

By the end of the first year, human infants can learn to avoid unfamiliar objects by 
observing others’ negative emotional reactions to them (Carver and Vaccaro 2007;  
Hertenstein and Campos 2004; Moses et  al. 2001). In a study by Mumme and  
Fernald (2003), 12-month-old infants were shown televised reactions of an unfamil-
iar adult to a novel object. The adult directed either positive or disgusted facial and 
vocal expressions toward a target object while ignoring a distractor object. Infants 
then had the chance to interact with the objects themselves. Infants who saw an 
adult show disgust towards the target object approached and explored the object less 
and also showed more negative affect. Importantly, infants’ reactions to the distrac-
tor object were not altered, suggesting that infants had learned about the specific 
value of the target object the adult had referred to instead of just adopting the adult’s 
general affect through emotional contagion. In this study, as in other experiments, 
negative emotional expressions have proven more effective in eliciting avoidance 
than positive expressions in encouraging approach, suggesting an early emerging 
negativity bias in infants’ emotional learning (Vaish et al. 2008).

However, infants do not only passively learn from others’ experiences. By 9–12 
months of age, infants start to actively search for emotional signals from adults 
when being exposed to an unfamiliar and ambiguous object or situation (Campos 
et al. 2003). They selectively turn towards adults who are responsive to them (Stri-
ano and Rochat 2000; Striano et al. 2006) and who are presumably knowledgeable 
in a given situation (Stenberg and Hagekull 2007). They also actively search for 
referential cues when it is not clear what exactly the emotional outburst of an adult 
refers to (Moses et al. 2001).

Observational fear learning is not unique to humans. Susan Mineka and col-
leagues observed in the 1980s that lab-reared rhesus monkeys are not afraid of 
snakes, although their wild-reared conspecifics, who were born in India, showed 
intensive fear-reactions to snakes (Cook and Mineka 1989; Mineka et  al. 1984). 
Did all of the wild-reared monkeys have painful encounters with snakes in the wild? 
This assumption seems highly implausible given that all of them were still alive and 
well. Mineka and colleagues reasoned that, instead of classic conditioning, observa-
tional learning may have led to the wild monkeys’ fear reactions to snakes.
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In a first set of experiments, they showed lab-reared rhesus monkeys the fear 
reaction of wild-reared monkeys to snakes (Mineka et al. 1984). After only a few 
observations of their conspecifics’ fearful behavior, the lab-reared monkeys also 
started to respond with fear to the sight of a snake. This suggests that, although fear 
of snakes is obviously not innate in rhesus monkeys, it can be learned relatively 
quickly. Can fear of harmless stimuli be learned just as easily? In another set of 
experiments, Mineka and colleagues tested this question using manipulated video 
recordings (Cook and Mineka 1989). First, they established that lab-reared rhesus 
monkeys could learn fear of snakes from video recordings as well as from life ob-
servations. Then they presented monkeys with manipulated recordings in which a 
wild conspecific reacted with fear to fear-irrelevant stimuli like flowers. In these 
cases, the monkeys did not adopt the fearful behavior and did not learn to fear harm-
less stimuli.

These observations in monkeys support the idea that fear learning is not unspe-
cific, but that it is rather biased towards the learning of fear of phylogenetically 
“old” threats (Seligman 1971). In the 1970s, Seligman observed that phobias in hu-
mans seem to cluster around stimuli and situations that have posed a threat through-
out primate evolution, e.g., fear of heights or narrow rooms. Specific phobias are 
characterized by exaggerated fear of certain stimuli, which can be very hindering 
and affect the daily lives of the concerned patients. Among the most common ani-
mal phobias are fear of snakes and fear of spiders (Mineka and Öhman 2002). Both 
types of animals have posed a threat to our ancestors in early primate evolution. It 
has therefore been suggested that humans (and other primates) have evolved a pre-
paredness to quickly associate fear with these animals. In contrast, fear of modern 
threats to our well-being (e.g., electric outlets) are much less common, even though 
the immediate threat emanating from these stimuli is much greater than the threat of 
being bitten by a snake or a spider in many regions of the world today.

Is there evidence for selective fear learning in humans, apart from the occurrence 
of specific phobias? In fear conditioning experiments with healthy human adults, 
phylogenetically fear-relevant stimuli, such as snakes and spiders, are more read-
ily associated with unconditioned aversive stimuli (e.g., mild electric shocks) than 
fear-irrelevant stimuli, such as flowers (see Öhman and Mineka 2001, for a review). 
Associations of fear-relevant stimuli with pain and fear seem to be more robust 
and less prone to extinction than associations with fear-irrelevant stimuli (Cook 
et al. 1986; Öhman and Mineka 2001). Furthermore, pictures of spiders and snakes 
are detected more quickly within large arrays of flower and mushroom distractor 
images than vice versa (Öhman et al. 2001). In the same study, it was found that 
fear of snakes or spiders specifically speeds up detection of the individually feared 
animals.

However, when working with adults, prior experiences with the stimulus catego-
ries can hardly be controlled for. It is possible that the participants have previously 
encountered spiders and snakes. More importantly, they have very likely perceived 
others’ reactions or attitudes towards fear-relevant stimuli. Prior observational 
learning and cultural knowledge (spiders and snakes are considered disgusting ani-
mals in many cultures and societies) may affect adults’ responses in conditioning 
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experiments and their performance when detecting fear-relevant stimuli in complex 
displays. Testing individuals without corresponding experiences and knowledge is 
therefore crucial in order to test the hypothesis that selective fear learning indeed 
relies on evolved mechanisms. If there is an evolved preparedness for fear learning, 
there should be evidence for it in very young infants without prior experiences with 
or knowledge about fear-relevant animals.

As reviewed above, many studies have tested social referencing and social learn-
ing about the valence of novel objects in infants and toddlers. There is conflicting 
evidence regarding the selectivity of social referencing effects for objects that are 
ambiguous or potentially threatening. In some studies, un-threatening toys were 
used (Mumme and Fernald 2003), whereas in other studies, target objects were 
described as threatening (Carver and Vaccaro 2007; Klinnert et al. 1986). Some-
times larger effects were observed for ambiguous or threatening objects than for 
unthreatening objects (Gunnar and Stone 1984). In general, it seems that by the end 
of the first year, infants avoid novel objects associated with the negative emotional 
reaction of an adult even if these objects are not inherently threatening. However, 
is there evidence that fear-relevant stimuli are associated with fear more easily than 
fear-irrelevant and unambiguous stimuli in infants?

Only very few studies have investigated preparedness for fear-learning in pre-
verbal infants. First, it was found that, just like adults, children and infants detect 
fear-relevant stimuli like snakes and spiders faster than other animals and objects 
(LoBue 2010; LoBue and DeLoache 2008, 2010). This attention bias may help hu-
mans to detect fear-relevant animals in complex visual environments from early on 
and may thus favor learning about these animals. But is there evidence that infants 
in fact associate spiders and snakes with fear more readily than other stimuli?

DeLoache and LoBue (2009) presented 7- to 18-month-old infants with films 
of snakes and films of fear-irrelevant exotic animals (e.g., giraffe, hippopotamus) 
that were shown simultaneously. Films were accompanied by tape recordings of a 
frightened or happy voice. Infants looked longer at videos of snakes when listening 
to a frightened voice than when listening to a happy voice. For fear-irrelevant ex-
otic animals, there was no effect of the emotional tone of voice on infants’ looking 
behavior. Thus, the presence of a fearful voice specifically increased infants’ visual 
attention to videos of snakes. This finding is interesting, but it does not inform us 
about infants’ learning about the animals, because animals and emotional voice 
were always presented simultaneously.

In another study, schematic fearful and happy faces were paired with fear-rel-
evant and fear-irrelevant stimuli in a habituation paradigm (Rakison 2009). When 
11-month-old females were habituated to a photo of a spider or a snake paired with 
a schematic fearful face they looked longer at test trials involving a novel spider or 
snake paired with a schematic happy face than at a novel fear-irrelevant stimulus 
(flower or mushroom) paired with a happy face. This suggests that female infants 
quickly and effectively associated the frightened expressions with the fear-relevant 
categories and were then surprised to see an exemplar of the fear-relevant category 
paired with a happy face. No such effect was found for boys and no effect was 
found when infants were first habituated to a fear-irrelevant stimulus paired with a 
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schematic fearful face. The selectivity of the effect for females may relate to females’ 
increased proclivity to develop specific phobias of snakes and spiders (Fredrikson 
et  al. 1996), but it is unclear whether this gender difference is already stable in 
infancy, since it was not found in the study by DeLoache and LoBue (2009).

Recently, we conducted a study using event-related brain potentials (ERP) to test 
for selective fear-associations in pre-verbal infants (Hoehl and Pauen in preparation). 
We presented 9-month-old infants with photographs of real faces looking at a spider 
or a flower with either a fearful or a neutral facial expression. After each presenta-
tion of a face looking at a fear-relevant or fear-irrelevant target, the respective target 
was presented again alone and infants’ brain responses were measured. Each infant 
received up to 160 trials presenting two different individuals (one male, one female) 
and several different flowers and spiders in alternation, and each infant received all 
of the four conditions in a within-subjects design.

We were particularly interested in the negative central (Nc) component of the 
infant ERP. The amplitude of this component has been related to the amount of 
attention infants direct toward a visual stimulus, with higher amplitude signaling 
increased attention (Reynolds and Richards 2005). Increased Nc amplitude has con-
sistently been observed in response to fearful compared to happy faces in infants 
by seven months of age (De Haan et al. 2004; Grossmann et al. 2011; Nelson and 
De Haan 1996). We hypothesized that increased attention toward a target cued by 
a fearful face would be indicated by an increased Nc relative to targets cued by a 
neutral face.

We found significantly increased amplitude of the Nc component for spiders 
that were previously looked at by a fearful face relative to spiders cued by a neutral 
face. For flowers, similar to a previous study with unambiguous toys (Hoehl and 
Striano 2010), no effect of emotional expression on infants’ responses to the stimuli 
was observed. Our findings suggest that 9-month-olds specifically direct increased 
attention toward spiders that were associated with a frightened facial expression. 
Although this temporary enhancement of attention may not suffice for building up 
long-lasting associations, it may facilitate the formation of stable fear-associations 
with fear-relevant targets.

It will be necessary to extend these findings to other fear-relevant categories 
such as snakes. Future studies should control for prior experiences with the stimulus 
categories, even when testing young infants, as previous experiences cannot com-
pletely be ruled out without at least asking parents about possible prior encounters 
(e.g., having spiders or snakes as pets or toys at home). It will be important to test 
whether infants’ sensitivity to fear-relevant animals is restricted to phylogenetic 
threats or whether it extends to other stimuli that are equally unfamiliar and am-
biguous to infants at this age. Furthermore, controlling for prior experiences allows 
for manipulating infants’ experiences, e.g., by providing them with exemplars or 
realistic toy replicas representing fear-relevant categories. Possibly, infants are less 
prone to associate a fear-relevant target with fear when they have encountered the 
animal in the form of a harmless toy prior to testing.

Finally, it will be interesting to assess how preparedness for fear learning relates 
to the theory of natural pedagogy. This theory postulates that emotional signals 
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directed at a target without communicative cues to an observer are interpreted as 
signaling individual attitudes of the model toward the target instead of generic 
knowledge about the general valence of this kind of stimulus (Gergely et al. 2007). 
Does this hold true when the target is a fear-relevant animal and the emotion direct-
ed at the target is fear or disgust? Or do infants “by default” associate fear or disgust 
with fear-relevant animals, even without the presence of communicative ostensive 
cues, and then expect other people to share this knowledge? These questions need 
to be clarified by future studies.

8.5 � Conclusions and Future Directions

This chapter summarized existing work on infants’ preparedness to learn about the 
world. More specifically, we looked at infants learning about fear-relevant objects 
in social contexts. As demonstrated by many studies, infants are born with quite 
sophisticated abilities to form object categories based on experiences with static and 
dynamic features. Even at a very young age, they can identify category membership 
of individual exemplars within milliseconds, provided that making a categorical 
contrast is relevant for infants’ survival. Infants also come equipped with competen-
cies to identify faces, to read emotional expressions, and to pay increased attention 
to gaze-information. These are necessary prerequisites for following the attentional 
focus of an interactive partner and to learn about objects and their emotional value 
via observing others. As has been shown by multiple behavioral as well as neuro-
physiological studies, object processing is influenced by (a) categorical identity of 
the target object, (b) gaze-information, and (c) the emotional facial expression of 
the interactive partner. Until today, the complex interplay between these different 
aspects is still not fully understood. When trying to explain the emergence of fear-
responses towards stimuli such as snakes or spiders that provided a great threat to 
the survival of our ancestors, but have only little relevance today, it seems as if 
evolution has prepared us to learn about such stimuli from our conspecifics with 
increased sensitivity.

We conclude that infant research can inform us about which type of information 
has been relevant for the survival of our ancestors and that evolutionary theory can 
inform us about potentially relevant core knowledge and/or knowledge acquisition 
devices. By combining these different lines of research, much can be learned about 
our human nature and how we became what we are today.
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9.1 � Introduction

Major depression is a surprisingly common, unipolar mood disorder, characterized 
by episodes of extraordinary sadness and dejection. Although its frequency varies 
across cultures, it is rather ubiquitous, with lifetime prevalence rates usually in the 
range of 8–12 % (Andrade et al. 2003). According to the WHO, depression affects 
more than 350 million people of all ages worldwide, making it one of the leading 
causes of disability, and the WHO predicts that by the year 2020, depression will 
be the second most common chronic health issue in the world. According to the 
Diagnostic and Statistical Manual of Mental Disorders (DSM)-IV-TR, a diagnosis 
requires a major depressive episode, initially or recurring, during which subjects 
have to exhibit at least five of nine symptoms within a period of 2 weeks. The symp-
toms must include a depressed mood or a loss of interest or pleasure for nearly the 
whole day on most days as well as other possible indicators such as physiological 
(e.g., weight changes, sleep disturbances, psychomotor agitation, or retardation), 
behavioral (e.g., fatigue), or psychological (e.g., excessive guilt, suicidal tenden-
cies, feelings of worthlessness, concentration disorders, indecisiveness) ones. Ma-
jor depressive episodes can last from a few weeks to years and often recur (e.g., 
Spijker et al. 2002).

A variety of proximal biological, genetic and neurochemical, environmental, and 
psychological causal influences on depression have been found. Family, twin, and 
adoption studies suggest a moderate genetic influence (e.g., Nes et al. 2013): Com-
pared to nonbiological siblings, for instance, biological relatives are eight times 
more likely to develop unipolar depression (Wender et  al. 1986). Several genes, 
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gene–gene, and gene–environment interactions have been said to increase the risk 
of experiencing depression (e.g., Kim-Cohen and Gold 2009). One gene polymor-
phism that possibly contributes to this risk increase lies in the promoter region of 
a gene coding for the serotonin transporter (5-HTT) responsible for removing se-
rotonin in the synaptic cleft. That promoter region comes in short (s) and long (l) 
variants, where long alleles result in the production of more transporters than short 
ones. The higher the number of stressful live events an individual experiences, the 
likelier are ss carriers to experience depression compared to sl carriers, while the 
ll carriers are least likely to experience depression (Caspi et al. 2003); in all cases, 
however, the likelihood increases with the number of stressful life events, i.e., the 
s allele only predisposes individuals to be more vulnerable to stress. Other etio-
logically relevant factors include an elevated response of the hypothalamic–pitu-
itary–adrenal (HPA) axis to stress, resulting in elevated cortisol levels (e.g., Gotlib 
et al. 2008),1 and a lowered activity of the hypothalamic–pituitary–thyroid axis that 
influences metabolism by secreting thyroid hormones (e.g., Garlow and Nemeroff 
2003). Among the suggested neurochemical factors, reduced serotonin functionality 
plays an important role, as well as abnormal norepinephrine and dopamine levels 
(e.g., Southwick et al. 2005), and some brain regions—including the prefrontal and 
anterior cingulate cortex, the hippocampus, and the amygdala—respond differently 
in depressed subjects (e.g., Davidson et al. 2002). Other biological and environmen-
tal factors associated with depression include disturbances in sleep and circadian 
rhythms (e.g., Germain and Kupfer 2008) and changes in sunlight and seasons (e.g., 
Lambert et al. 2002).

Psychologically, most depressive episodes are preceded by major stressful life 
events. In particular, relationship and interpersonal loss stressors have been said to 
play a crucial role, with early adversity possibly moderating the response. Stressful 
dependent life events that at least partly hinge on the subject’s own choices better 
predict the onset of depression than independent ones that would have occurred 
regardless of the subject’s behavior or personality (Hammen 2005). A tendency to 
attribute negative events to internal, stable, and global causes (as opposed to exter-
nal, unstable, and specific causes) is also characteristic of depressive subjects (e.g., 
Sweeney et al. 1986), as are psychological traits like perfectionism (e.g., Shafran 
and Mansell 2001) and introversion (e.g., Janowsky 2001).

Interesting and important as these insights into the proximal mechanisms of de-
pression and more distal explanations of the ontogenesis of depression are, they 
provide answers only to two of Tinbergen’s (1963) famous four questions, viz., 
What are the mechanisms of a trait? and How does it develop?, but leave unad-
dressed the ultimate causes of depression, i.e., Tinbergen’s other two questions: 
What is the function of a trait? and What is its phylogenetic origin? They fail to 
explain why, on the one hand, only a minority of people develops depression when 
facing the same challenges and why, on the other hand, the minority is still so large, 
given the apparently maladaptive effects. Evolutionary accounts of depression ar-

1  A higher HPA axis reactivity is associated with the ss polymorphism, which suggests a possible 
mechanism for its risk effects.
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gue that depression is an adaptation that serves some evolutionarily important func-
tion or other. In this chapter, we will be primarily concerned with the hypothesis 
that depression is an adaptation for fighting and preventing infections, evaluating 
the suggestion that this function could be achieved by cytokines, messengers of the 
immune system.

Section 9.1 argues that the mere fact that depression has mostly harmful effects 
and is found only in a minority of people does not show that it cannot be an adap-
tation. Section 9.2 surveys some evolutionary accounts of depression. Section 9.3 
introduces the infection–defense hypothesis and argues that the evidence for it is at 
best incomplete. Section 9.4 shows that supplementing the infection–defense hy-
pothesis with the cytokine hypothesis—i.e., with an account that bridges the gap be-
tween ultimate and proximal causes by detailing exactly how the alleged evolution-
ary function of depression may actually be achieved at the level of neurobiological 
mechanisms—results in a plausible overall account. Section 9.5 sums up the results 
and makes some concluding remarks.

9.2 � Can Depression Be an Adaptation?

Although there is room for cultural variation and environmental influences, depres-
sion is found ubiquitously in all cultures and in nonhuman animals as well.2 Indi-
viduals having to cope with the symptoms of depression have thus been subjected to 
selection forces for quite some time. Why, then, did natural selection not eliminate 
depression, given its detrimental effects that impair functioning and so apparently 
reduce one’s fitness, in the worst case leading to suicide? And if for some reason 
depression was indeed selected for, then why is it not even more prevalent?

Notoriously, however, evolution and natural selection are much more complex 
than these simple questions suggest. The mere fact, for instance, that depression 
sometimes leads to suicide does not entail that it is not an adaptation, i.e., a trait 
we today have because it was adaptive in our ancestors’ evolutionary environment. 
Although 30 % of all suicides occur during a depressive episode, suicide is still 
comparatively rare (and apparently influenced by many other factors: In Iran, for 
example, the prevalence of depression is high, but that of suicide is low; Keedwell 
2008, p. 10), and while most suicide attempts occur between age 18 and 24, most 
successful suicides are committed by those aged 65 and older (Butcher et al. 2013, 
Chap. 7). That some depressed subjects commit suicide is thus no reason to think 
that depression cannot be an adaptation: Since those few most likely to commit 
suicide are most likely to already have offspring, suicide is shielded from natural 

2  For instance, primates show reactions comparable to depressive behavior in humans when sepa-
rated from socially important individuals (see, e.g., Comer 2013, Chap. 8), and they also exhibit 
“learned helplessness” (i.e., upon learning that they cannot change the outcome of an unpleasant 
event, they stop trying to do so), a feature often associated with depression (e.g., Abrahamson 
et al. 1978).
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selection in a way similar to Alzheimer and other old age diseases which are not 
selected against because they do not affect reproductive success.

Moreover, the mere fact that a state is distressing and (thus) potentially disad-
vantageous in the short run does not mean it is necessarily detrimental in the long 
run, all things considered (see, e.g., Keedwell 2008): For instance, feeling sick and 
vomiting after food poisoning or during the first months of pregnancy is certainly 
distressing and temporarily reduces functioning, but it is still adaptive and arguably 
an adaptation for protecting the individual or the fetus (e.g., Profet 1992). Similarly, 
the sadness and other adversary effects of depression are unpleasant and maybe 
even temporarily maladaptive, but precisely this unpleasantness may be an impor-
tant motivation to avoid or better cope with comparable situations in the future (in 
particular, given that these are most likely dependent life events over which the 
subject has some control).

Another uncompelling argument is that if depression was selected for, it should 
eventually be reliably triggered in appropriate circumstances in virtually everyone, 
and that since this is not the case, it is not an adaptation (Nettle 2004). Depression is 
obviously not universally and reliably triggered: While a liability to depression is to 
some extent heritable and many people indeed suffer from depression at some point 
in their life, most do not, and while the majority of depressive episodes are pre-
ceded by stressful major life events, most people do not respond to such events with 
depression. However, since there is no reason why adaptations or adaptive traits 
should be driven to universal fixation, this does not show that depression is not an 
adaptation or fails to be adaptive. First of all, the adaptive value of a trait can be fre-
quency dependent, i.e., a trait may be adaptive as long as it is a “minority strategy,” 
but become evolutionarily neutral or even maladaptive once present with a certain 
frequency.3 According to the social navigation hypothesis (Sect. 9.2.3), for instance, 
depression serves to elicit supportive behavior. If this is true, then depression may 
be selected for as long as there are enough nondepressed helpers, but become mal-
adaptive once its adverse consequences are no longer counterbalanced because too 
many members of the population are depressed and thus unable to provide help. 
Second, given that depression vulnerability is influenced by pleiotropic genes, it 
may be adaptive and yet fail to be driven to universal fixation because other traits 
associated with these genes are selected against. The ss polymorphism of 5-HT-
TLPR, for example, is not only associated with depression, but also with aggression 
(e.g., Gonda et al. 2009). Thus, if aggressiveness is both selected for and against in 
different contexts, resulting in a balanced selection in which it is advantageous to 
have different polymorphisms, this will also affect depression: If, say, aggression is 
favored in war times, but not in times of peace, depression vulnerability will vary, 
too, regardless of the potential adaptive value of depression.

And finally, adaptations need not necessarily be currently adaptive (e.g., 
Tooby and Cosmides 1990). That we do many things detrimental to survival and 

3  As long as the chances of encountering other psychopaths are low, for instance, psychopathy 
can be an adaptive social strategy, but as more and more come to adopt this strategy, the negative 
effects start to outweigh its benefits due to the increased risk of costly interactions with other psy-
chopaths (see, e.g., Mealey 1995).
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reproduction (we use contraceptives, consume unhealthy doses of fatty food, and 
blow ourselves up in the middle of crowded market places), while at the same time 
refraining from activities that would be conducive to survival (eat healthy, exercise) 
or boost our reproductive success (donate sperm or eggs to cyrobanks) therefore 
does not show that our behavior is not the result of cognitive adaptations. Adap-
tations are present today because of their past selective advantage and our past 
environment differed notably from the modern metropolis in which we have been 
living for little more than 100 years in unprecedented large groups, consume fast 
food, and use contraceptives. Compared to this, our ancestors spent an unimagin-
ably long time (roughly a period spanning 1.8 mya to 10,000 years ago) in small 
nomadic hunter–gatherer bands. The cognitive mechanisms produced by natural se-
lection are adaptations for producing adaptive behavior in these circumstances, not 
for playing chess, navigating through lower Manhattan during rush hour, keeping 
an ideal weight in an environment full of fast food restaurants, or coping with all the 
other challenges of a globalized, fast-moving, technology-based, and increasingly 
anonymous world (Cosmides and Tooby 1994), which is why current maladaptivity 
does not indicate the absence of an adaptation.

9.3 � What May Depression Be an Adaptation for?

Assuming that there is no good reason to deny that depression can be an adaptation, 
the next question is: What may it be an adaptation for, i.e., what may be the evolu-
tionary function of depression?

9.3.1 � Recovery After a Depressive Episode

Buist-Bouwman et al. (2004) compared a cohort of 164 subjects who had experi-
enced a major depressive episode and a control group of 4178 subjects who had not 
during a 2-year period (between 1996 and 1998) with regard to various levels of 
functioning before,during and after the episode (according to the Short-Form-36 
Health Survey which is used to measure a subject’s level of physical functioning, 
physical role functioning, vitality, pain, psychological health, psychological role 
functioning, social functioning, and general health). The depressed cohort fared 
worse than the controls at all times and with regard to all factors, except for psycho-
logical role functioning (problems related to job, family, and other daily activities 
as a consequence of emotional problems). While psychological role functioning in 
the cohort became worse during the depressive period, it improved again afterwards 
(compared to pre-episode scores) and was eventually no longer significantly differ-
ent from the respective scores of controls. And while the psychological health scores 
(feelings of depression or nervousness) of the cohort never quite reached those of 
the controls and initially declined during the depressive episode, they afterwards on 
average also exceeded pre-episode scores. Depressive episodes thus worsen func-

9  Depression as an Adaptation
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tioning in many areas, but on average seem to enhance psychological health and 
role functioning. However, in order for this to be taken as evidence that depression 
serves to improve psychological health and role functioning, one would need to 
know exactly why this warranted the significant worsening of general health, vital-
ity, and physical functioning in our ancestors’ social and natural environment (e.g., 
Richardson 2007).

9.3.2 � Analytical Rumination

Some indication as to why improved psychological competences might have out-
weighed deterioration in other areas comes from the observation that depression 
is often caused by analytically difficult problems whose solution requires atten-
tion and analytical skills, skills which benefit from the rumination and the intense 
focus on a problem characteristic of depressive episodes (Andrews and Thomson 
2009). The dependent stressful social life events that frequently trigger depression 
are typically multifaceted and require complex solutions that involve intricate trade-
offs, taking into account multifarious implications for one’s relationship to the other 
members of one’s social environment. If their tendency for rumination helps depres-
sive subjects to analytically solve these problems, it becomes clear why depression 
is more typically associated with dependent problems: Ruminating over a problem 
that arose for reasons independent of one’s own behavior or personality is a waste 
of resources.

There is some introspective evidence from reports of depressed subjects for the 
analytical rumination hypothesis (e.g., Lyubomirsky et al. 1999; see Andrews and 
Thomson 2009, p. 626). Andrews et al. (2007) sought empirical evidence by testing 
whether having to complete the Raven’s Advanced Progressive Matrices (RAPM) 
task—an analytically difficult task invoking working memory and many other 
cognitive abilities—induces a depressive affect that in turn facilitates solving the 
RAPM. After their initial depressive affect was measured, participants were given 
some practice questions, then their depressive affect was measured again, and fi-
nally they had to complete the RAPM. In subjects with an initially low depressive 
affect, depressive affect increased and a stronger increase corresponded to a better 
RAPM performance; in contrast, for those with an initially high depressive affect, 
depressed affect decreased. According to Andrews and his colleagues, this is in line 
with the analytical rumination hypothesis: The analytically complex task triggered 
a depression-like state that focused the participant’s resources on the RAPM, thus 
enhancing performance, while those who already were in a depressed state before-
hand may have been focused on the problem causing their depression, so that the 
forced focus on another problem decreased depressive affect.4

4  Note that as evidence for the analytical rumination hypothesis, the demonstration that depressive 
affect enhances performance on artificial tasks like the RAPM is less convincing than possible 
evidence that the rumination caused by depression helps to solve the kind of ecologically valid 
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One of the biological mechanisms through which depressive affect may boost 
performance on analytically difficult tasks is via the left ventrolateral prefrontal 
cortex (VLPFC), a brain area known to be involved in attentional control. There is 
evidence that the VLPFC is more active in depressed subjects and that increased 
activity in the VLPFC is indeed correlated with better RAPM performance (Gray 
et al. 2003; see Andrews and Thomson 2009, pp. 630–632). Another way in which 
depressive affect may enhance problem solving performance is via anhedonia: By 
making other activities less pleasurable, anhedonia makes it easier to focus on the 
depressogenic problem, and by making subjects weigh immediate rewards less, it 
supports a more unbiased rumination style (Watson and Andrews 2002). Similarly, 
the preference to evade social interaction during depressive episodes can help avoid 
distracting stimuli. Even anorexia and psychomotor retardation could have a simi-
lar function, given that oral or buccal activity potentially disrupts stimuli process-
ing (e.g., Jacobs and Fornal 1999) and that reduced motor activity frees cognitive 
resources for rumination. Finally, Andrews and Thomson argue that a disturbed 
sleep pattern, specifically insomnia, is an adaptive feature of depression because 
“sleeping is not conducive to analytical processing” (2009, p. 632). This, however, 
can be contested. By means of its role in associating and integrating memories, 
for instance, sleep can improve performance in analytically complex problems like 
a number reduction task (e.g., Wagner et al. 2004). From this perspective, a lack 
of sleep would actually seem to be disadvantageous. On the other hand, however, 
negative memories appear to be more resilient to negative effects of sleep depriva-
tion than positive memories (Walker 2009) and the resulting bias towards negative 
memories may serve to elicit rumination and a focus on the problem. Sleep depri-
vation may thus indirectly promote rumination while at the same time worsening 
analytical skills and making valuable insights less likely. In any case, depression is 
associated with both insomnia and hypersomnia, the latter being one of the defining 
features of atypical depression (see, e.g., Angst et al. 2002).

9.3.3 � Social Navigation

The social navigation hypothesis (Watson and Andrews 2002) suggests that the 
function of depression is to elicit supportive behavior from others, both by sig-
naling a need for help and by extortion: Depression signals that one is in serious 
trouble and in need of support, and its grave and adverse effects ensure that the 
signal is “honest” (Zahavi and Zahavi 1997)—the most drastic measures of “honest 
signaling” being suicide attempts. In addition to informing those who are already 
prepared to help, depression may also elicit help from those potentially unwilling 
to provide it: Social networks rely on “interacting reciprocal exchange contracts” 
(Watson and Andrews 2002, p. 8), and the fact that depressed subjects are unable to 

problems that are known to trigger depressive episodes (for a review of allegedly relevant empiri-
cal evidence, see Andrews and Thomson 2009).

9  Depression as an Adaptation
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fulfill their social obligations extorts others to help in an attempt to alleviate pres-
sures on the group, including themselves. Depressive behavior may also function to 
lessen the risks of social rank or power loss or social exclusion. According to the so-
cial risk hypothesis (Allen and Badcock 2006), depression serves to avoid risks and, 
thus, potential further damage, by triggering an increased sensitivity in perceiving 
social risks, signaling the need for support and making risky behavior unlikelier. 
The compliant behavior and the longing for solitude characteristic of depression, 
for example, function as de-escalation strategies: In fights or other social confron-
tations, the loser can avoid potential further damage, both physical and social, by 
showing subordinate behavior, withdrawing from the group, etc. Several biologi-
cal mechanisms for how risk sensitivity and de-escalation behavior are achieved 
have been suggested (Allen and Badcock 2006). The amygdala, for instance, has 
been shown to be hyperactive during depression and is associated with evaluating 
threats and complex social judgments so that it may be involved in the detection 
of potential risks (e.g., Vorhold et al. 2007). Once risks are detected, they have to 
be avoided. A hypoactivation of the prefrontal cortex leads to less accurate predic-
tions of future rewards and, thus, to a stronger focus on immediate rewards, which 
renders risky future goals less attractive (see Allen and Badcock 2006). While this 
seems to be at odds with Andrews and Thomson’s claim that depression improves 
attentional control by an increased activity in the VLPFC, both claims may be com-
patible if risk aversion effects do not arise ventrolaterally, but from other parts of 
the prefrontal cortex.5

According to the evolutionary accounts introduced in this section, the cognitive 
and behavioral symptoms of depression serve to improve psychological function-
ing, the detection and solution of complex, typically social problems, to avoid fur-
ther, typically also social, perils and damage or to elicit support from one’s social 
community. Another interesting hypothesis is that the function of depression is to 
fight or prevent infections.

9.3.4 � The Infection Hypothesis

It has been suggested that depression is an adaptation for fighting infections, avoid-
ing the contamination of others, and protecting the subject from further pathogens 
when already infected or when in circumstances in which there is a heightened risk 
of infection, including psychologically stressful situations that potentially impair 
immune functioning (Anders et al. 2013; Kinney and Tanaka 2009). What renders 
this infection–defense hypothesis plausible is the apparent similarity between the 
symptoms of depression and general sickness (e.g., Schiepers et  al. 2005). Sick 
people show signs of anorexia, weight loss, fatigue, somnolence, retardation, de-
creased locomotor activity, indifference, avolition, a diminished libido, impaired 

5  For example, damage to the ventromedial cortex seems to lead to abnormal performance on tasks 
requiring the evaluation of future consequences (Bechara et al. 1994).
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cognitive abilities, dysphoria, or anhedonia, and the function of those symptoms 
is generally thought to be the conservation of energy expenditure for an adaptive 
febrile response and immunological activity, i.e., the allocation of the resources still 
available to the fighting of pathogens (see, e.g., Dantzer et al. 2007; Rabin 1999, 
Chap. 3). Since depression is characterized by the same symptoms, it is only natural 
to assume that they also serve a similar function. A reduced interest in social and 
sexual activity, psychomotor retardation, fatigue and hypersomnia, for instance, al-
low depressed subjects to allocate more energy to their immunological activity, a 
lack of appetite reduces the intake of food, and so the risk of infection (food being 
a major source of parasites), indecisiveness and a lack of confidence render injuries 
less likely and help the immune system by reducing psychological stress, etc. More-
over, while a negative body language, anhedonia, irritability or angry outbursts may 
signal a need for help (Sect. 9.2.3), they also create an aura of unapproachability 
that makes others less likely to want to get in contact, thereby making exposure to 
(further) pathogens less likely and at the same time protecting kin, friends, and other 
members of the social group from a potential contamination.

While the infection–defense hypothesis is an interesting alternative (or supple-
ment; see Sect. 9.5) to the evolutionary accounts discussed in Sect. 9.2, it is not 
without problems. For instance, although the hypersomnia associated with atypi-
cal depression conserves energy and reduces social contacts, the insomnia that is 
extremely prevalent in major depression obviously does not. In an effort to explain 
why insomnia is so ubiquitous in depressed subjects, given its apparent disadvan-
tages (compared to hypersomnia) with regard to disease avoidance, Kinney and 
Tanaka argue that insomnia is not a symptom of depression, but rather a cause or 
protective hypervigilant behavior (2009, p. 564). But as we will see, the causal rela-
tion, i.e., what exactly causes what, is not easy to establish.

Kinney and Tanaka also argue that the kind of agitation characteristic of depres-
sion and the excessive restlessness associated with it leads to an increased motor ac-
tivity, which is important for immune functioning and counterbalances the negative 
effects of lethargy, while at the same time the subject does not actually have to go 
out and risk physical injury and social contact and, thus, infections and contamina-
tions (Kinney and Tanaka 2009, p. 563; Anders et al. 2013). However, restlessness 
is also characteristic of normal, nonpathological anxiety (e.g., Gross and Hen 2004) 
and there it is quite unlikely to serve the prevention or fighting of infections.

The hypothesis is that depression makes exposure to pathogens less likely and 
restricts the spread of an infection by inducing social avoidance and isolation. But is 
depression really disadvantageous for social relationships? According to the social 
navigation hypothesis, for instance, it actually fosters helping behavior among mem-
bers of a social group, and someone who is infected needs social support regarding 
protection, food, and the provision of other material resources.6 And according to 
the social risk hypothesis, depression helps de-escalate potentially harmful social 
encounters, thereby again securing social harmony rather than having a negative 

6  This may be one of the reasons why people in a bad mood behave less generously and less altru-
istically (Kirchsteiger et al. 2006).
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impact on social relations. Moreover, it is far from clear that isolation is adaptive 
for an infected individual, all things considered. The psychological stress induced 
by isolation may do more harm to the functioning of the immune system than good, 
for example by increasing the susceptibility to the common cold (e.g., Cohen et al. 
1991). Moreover, there is evidence that within systems of close social relationships, 
depression actually lessens the level of aggression of those interacting with a de-
pressed subject and thus fosters improved social relationships (e.g., Sheeber et al. 
2001).

Finally, while food avoidance decreases the amount of contaminated food and 
the intake of nutrients necessary for the proliferation of pathogens (e.g., Yirmiya 
et al. 1999), it clearly also has negative effects on immune functioning. And even if 
it is true that one can minimize the risk of contamination by restricting food intake 
to certain kinds of food, say a diet high in carbohydrates (Kinney and Tanaka 2009, 
p. 564), then why did natural selection not favor this more selective strategy? And 
how are we to make evolutionary sense of the fact that while most subtypes of de-
pression are characterized by a loss of appetite, atypical and seasonal versions are 
actually characterized by an increased appetite (see, e.g., Parker et al. 2002)?

Empirical evidence for the infection–defense hypothesis comes primarily from 
correlation studies. For example, infectious diseases like herpes simplex, West Nile 
encephalitis, HIV, and hepatitis C as well as other medical conditions that impair 
the functioning of the immune system, like various types of cancer, cardiovascular 
diseases, autoimmune disorders, omega-3 fatty acid deficiency, chronic pain, psy-
chological stress, and chronic sleep deprivation, are associated with higher rates 
of depression, and depression indeed occurs more often in populations with low 
economic status and higher social stress, which are more prone to immune defects 
(Kinney and Tanaka 2009). The infection–defense hypothesis can also explain why 
premenstrual syndrome, premenstrual dysphoric disorder, postpartum depression, 
and seasonal affective disorder often go along with depressive episodes, given that 
under these circumstances, the immune system is clearly more vulnerable (Doyle 
et al. 2007; see Kinney and Tanaka 2009, pp. 564–565). However, such correlations 
between diseases and immunological vulnerability on the one hand and depression 
on the other do not show that the infection–defense hypothesis is not just another 
of those prima vista plausible, but eventually unjustifiable Panglossian “just-so sto-
ries,” of which evolutionary psychology has so often been accused (e.g., Gould 
1997). The problem is that these correlations alone do not tell us whether depres-
sion is indeed a consequence of infections, or even a cause, or maybe just a causally 
unconnected byproduct. Psychological stress, for example, could easily be a con-
founding variable: If psychological stress both induces depression and simultane-
ously, but independently, makes the body more susceptible to infections, this would 
lead to the observed correlations, although the function of depression could then 
of course not be what the infection–defense hypothesis says it is. Another possible 
confounding variable is childhood maltreatment. Rather than depression being a 
response to inflammation, both inflammation and depression may be consequences 
of childhood maltreatment. For instance, Danese et al. (2008) found a significant 
correlation between elevated inflammation markers (high-sensitivity C-reactive 
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protein, fibrinogen, and leukocytes) and depression, controlling for medical re-
cords of recurring depression, socioeconomic status in childhood and adulthood, 
cardiovascular risk factors, smoking, and medications. However, once childhood 
maltreatment was taken into account, the correlation between elevated inflamma-
tion markers and depression became insignificant: Those who were depressed and 
maltreated were twice as likely to have clinically relevant elevated high-sensitivity 
C-reactive protein levels as the nondepressed controls.

What is therefore needed is evidence for an appropriate causal connection be-
tween infections and depressive episodes. As we will see, such evidence comes 
from the cytokine hypothesis, which can therefore supplement the ultimate account 
of depression offered by the infection–defense hypothesis with a proximal account 
at the level of neurobiological mechanisms that shows how infections manage to 
elicit depressive behavior.

9.4 � The Cytokine Hypothesis

According to the cytokine hypothesis, pro-inflammatory cytokines released by the 
peripheral and perhaps the central immune system causally influence the develop-
ment of depressive symptoms (Schiepers et al. 2005). As indicated at the end of 
Sect. 9.3, the cytokine hypothesis can supplement and support the infection–defense 
hypothesis by providing valuable insights into the neurobiological mechanisms, by 
means of which depression manages to fulfill its alleged evolutionary function. Un-
fortunately, some neurobiological details are unavoidable to fully understand the 
interplay between these two approaches.7

9.4.1 � Cytokines and their Biological Influence on Brain  
and Behavior

Cytokines are signaling molecules secreted by leukocytes and used to regulate im-
mune activity. They either increase inflammation, as in the case of interleukin (IL)-
1↑, IL-6↑, interferon (IFN)-γ↑, and tumor necrosis factor (TNF)-α↑, or decrease 
inflammation, as in the case of IL-4↓, IL-10↓, and IL-13↓.8 The neuroendocrine sys-
tem can influence cytokine levels. The hypothalamus is able to increase the amount 
of corticosteroids like cortisol through the HPA axis as part of the stress response. 
This response has both immune enhancing and suppressing effects, which can be 
adaptive or pathological (e.g., Dhabhar 2009); psychological stress specifically can 
also suppress inflammatory activity. For instance, in one study those participants 

7  Unless otherwise noted, the following details about the workings of cytokines are taken from 
Schiepers et al. (2005).
8  “↑” indicates that the cytokine is pro-inflammatory, “↓” indicates that it is anti-inflammatory.
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who showed a greater cortisol response to mental stress tasks also displayed a lower 
IL-6↑ and IL-1↑ reactivity (Kunz-Ebrecht et al. 2003). The autonomic nervous sys-
tem can also regulate immune responses.

The blood–brain barrier generally does not permit the crossing of relatively 
large hydrophilic molecules like cytokines. However, more permeable sites exist 
and cytokines can enter the brain via circumventricular sites as well. Trauma and 
diseases like multiple sclerosis can make the blood–brain barrier more permeable 
to cytokines, too, and there are also special proteins that carry cytokines across 
the blood–brain barrier. Moreover, the brain itself produces cytokines, for example 
when encountering an infection in case of brain damage. Finally, cytokines can 
also influence the brain “from a distance”: Cerebral vascular endothelial cells can 
bind with cytokines, release nitric oxide, and prostaglandins, which in turn affect 
the brain, and the vagus nerve relays information of cytokine releases in immune 
organs to the nucleus tractus solitarius.

While cytokines have been linked to the development of the neural system, IL-
1↑ can also damage neurons. Cytokines also influence neurotransmitter activity: 
IL-1↑, IL-2↑ IL-6↑ are able to increase serotonin, IL-1↑ additionally noradrenaline 
and dopamine, whereas IL-6↑ can lower dopamine levels. Moreover, cytokines can 
activate the HPA axis, albeit only to a certain degree, since the activation is coun-
tered by an inhibitory feedback mechanism (Sect. 9.4.4). When cytokines lead to an 
excessive production of corticosteroids, receptors in the hypothalamus and pituitary 
register the elevated levels and lower the production of corticosteroids.

High cytokine levels, as a result of a peripheral infection or a deliberate admin-
istration, can induce symptoms of general sickness. The impairment of cognitive 
abilities, for example, may be due to the uptake of Il-1↑ in the brain and its activa-
tion of the HPA axis (Banks et al. 2002).

9.4.2 � Correlations Between Cytokine Action and Depression

The fact that the symptoms of general sickness and depression overlap significantly 
(Sect. 9.3) raises the question whether the immune mechanisms leading to sickness 
behavior are also involved in depression. Indeed, higher lymphocyte and phago-
cytic levels as well as increased amounts of the cytokines IL-1↑, IL-2↑, IL-6↑, and 
IFN-γ are found in patients with major depression. Furthermore, there seems to be 
a correlation between IL-1↑ and IL-6↑ concentration, the severity of depression, 
and the degree of activation of the HPA axis, and genetic polymorphisms encoding 
TNF-α↑ and IL-1↑ may predispose one to depression (Maes et al. 1995; Jun et al. 
2003; see Schiepers et al. 2005, pp. 207–208).

Immune activity differs for different types of depression. Whereas nonmelan-
cholic depression is characterized by increased leukocytes levels, melancholic de-
pression is associated with normal concentrations and decreased cytokine activity 
(Rothermundt et al. 2001). Most studies, however, do not differentiate between dif-
ferent subtypes of depression, which may distort the findings. Another caveat is that 
while numerous studies show a correlation between the levels of a specific cytokine 
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and depression, there are also studies that do not find significant correlations, and 
standard deviations are often large. In their recent meta-analysis, for example, 
Dowlati et al. (2010) did not find a significant correlation between most cytokines 
(IL-1β↑, IL-2↑, IL-4↓, IL-8↑↓,9 IL-10↓, IFN-γ↑) and depression. Only TNF-α↑ and 
IL-6↑ were significantly correlated with depression. However, the highly variable 
results of the study suggest that TNF-α↑ and IL-6↑ activation cannot be responsible 
for depressive symptoms in all cases.

Like Kinney and Tanaka (2009), Schiepers et al. (2005) also argue that the fact 
that certain medical conditions tend to be accompanied by depression supports the 
claim that immune activation leads to depression. Once again, however, mere corre-
lations between cytokine levels and depression say nothing about whether cytokines 
are causally involved in the etiology of depression in a relevant way (see Sect. 9.3).

9.4.3 � Causal Evidence Through Systematic Manipulation

Important support for the cytokine hypothesis comes from experimental studies in 
which cytokine levels are artificially and systematically manipulated and a causal 
relationship between them and depression is established on the grounds that an 
artificial decrease or increase of cytokines results in a corresponding decrease or 
increase in depressive symptoms: Administration of cytokine synthesis inhibitors, 
cytokine antagonists, or cytokine gene manipulation can alleviate depressive symp-
toms, whereas activation of the immune system by endotoxins or cytokine admin-
istration intensifies them (Reichenberg et al. 2001; Schiepers et al. 2005, p. 208; 
for an overview of psychological side effects associated with cytokine therapy, see 
Kronfol and Remick (2000)).10

Interestingly, artificial stimulation of cytokine activity, while inducing depressive 
symptoms, need not also induce physical sickness symptoms (see also Maes et al. 
2012). Reichenberg et al. (2001) used an endotoxin (lipopolysaccharide) that is not 
infectious but nevertheless invokes a response from the immune system, including 
flu-like symptoms with fever, uneasiness, and cytokine activity. They lowered the 
dose to a point where there was no sign of physical sickness symptoms, but still a 
rapid induction of cytokine activity, and administered this dose or a placebo to male 
subjects. The endotoxin increased heart rate and body temperature, but the subjects 
did not rate their physical symptoms worse. TNF-α↑ and IL-6↑ reached their peak 
quickly within 2 h, IL-1↑, cortisol, and temperature somewhat later. Measured anxi-
ety and depressive mood strongly correlated with cytokine secretion. However, the 
fact that there was also a correlation with the cortisol level once again raises the 
question what caused the psychological responses, the cytokines or the cortisol. 
Since anxiety was already present before the increase in cortisol, anxiety indeed 
seems to have been caused by cytokine activity, which increased faster than cortisol 

9  IL-8 can act both pro- and anti-inflammatorily.
10  For the philosophical details of this kind of manipulationist or interventionist account of expla-
nation and causation that underlies such studies, see, e.g., Woodward (2003).
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and can therefore better account for the response. With regard to depressed mood, 
however, Reichenberg and his colleagues conclude that the cytokine activation and 
the HPA axis were independently involved in causing the feelings ( Reichenberg 
et al. 2001, p. 449).

Such studies suggest that cytokine activation is directly responsible for at least 
some depressive symptoms, thereby backing the interpretation that the correlations 
between cytokine levels and depression are indeed indicative of the fact that depres-
sion is a causal response to increased cytokine activity. Since psychological stress 
does not seem to play a crucial role in such studies, they may also be used to show 
that cytokine activation alone is causally sufficient to develop depression. However, 
almost everybody experiences at least some psychological stress most of the time, 
and it is impossible to rule out that the participants in these studies thought about 
potential troubles in their life or that the experimental setting itself was a stressor. 
One can of course exclude participants with depressed affect, but that still leaves 
the possibility that elevated cytokine levels make humans more sensitive to stress, 
stress which without elevated cytokine levels would not cause depressive behavior. 
Hence, increased cytokine levels alone may not be sufficient for triggering depres-
sion all by themselves, although they clearly exert an empirically verifiable causal 
influence.

9.4.4 � Mechanisms of Cytokine Induced Behavior Change

Exactly how do cytokines causally affect depressive symptoms? Depression is usu-
ally associated with a decreased activity of serotonin, and cytokines can influence 
the activity of neurotransmitters by increasing their turnover, synthesis, reuptake, 
or receptor changes (Schiepers et al. 2005, pp. 209–210). Serotonin is synthesized 
from the precursor tryptophan. Cytokines like IL-6↑, for example, can activate the 
enzyme indoleamine-2,3-dioxygenase (IDO), which metabolizes tryptophan or 
uses tryptophan for synthesis of acute-phase proteins whose concentrations change 
during an immune response. This results in a decrease of tryptophan, which usually 
passes the blood–brain barrier and eventually becomes serotonin and thus leads to a 
shortage of newly synthesized serotonin. Moreover, cytokines increase turnover of 
serotonin by modifying its transporter and the amount and sensitivity of serotonin 
receptors. The increased turnover, combined with deficient renewal, leads to low 
serotonin levels. IDO may not only be responsible for deficient neurotransmitter 
synthesis, but also lead to the production of the metabolites 3-hydroxy-kynurenine 
(3OH-KYN) and quinolinic acid, neurotoxic substances known to be associated 
with anxiety and depression (e.g., Wichers and Maes 2004). 3OH-KYN has two 
effects: It increases reactive oxygen species, which changes the viscosity of seroto-
nergic and catecholaminergic receptor membranes and thus potentially disturbs and 
lowers the activity of serotonergic pathways. And it increases monoamine oxidase 
activity, which in turn lowers the concentration of serotonin.

Cytokines do not only affect neurotransmitters, they also modulate the activity of 
the HPA axis, leading to the excessive production of cortisol that is typically linked 
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to depression (see, however, Cowen 2002). As mentioned above (Sect.  9.4.1), a 
negative feedback loop is supposed to prevent the overproduction of cortisol, but 
immune activation can reduce its efficiency by manipulating corticosteroids recep-
tors (e.g., via quinolinic acid).

Finally, cytokines can contribute to depression by decreasing neurogenesis in 
the hippocampus (Dowlati et  al. 2010) and may thus be responsible for the loss 
of hippocampal volume observed in depression (e.g., Carroll 2004). For instance, 
neural progenitor cells have IL-6↑ and TNF-α↑ receptors, and Dowlati et al. (2010) 
suggest that IL-6↑ and TNF-α↑ negatively affect the proliferation of those progeni-
tor cells, such that heightened levels of IL-6↑ and TNF-α↑ during depression could 
have an effect on a reduction of hippocampal volume.

9.4.5 � The Effect of Antidepressants on Immune Functioning

If cytokines play an important causal role in the development of depression, then 
the question is whether antidepressants at least in part also lead to a modulation of 
immune activity instead of only affecting neurotransmitters. The evidence available 
so far is ambiguous (Schiepers et al. 2005, pp. 210–211). On the one hand, sickness 
behavior and neuroendocrinic changes in rats induced by lipopolysaccharides de-
creased or vanished completely as a result of the administration of antidepressants. 
In another study, the selective serotonin reuptake inhibitor paroxetine mitigated the 
risk of developing depression during IFN-α↑ therapy in humans (Musselman et al. 
2001). On the other hand, however, IL-1↑ and IL-3↑ production increased after a 
treatment with clomipramine in a small study with depressed subjects (Weizman 
et al. 1994), and antidepressants in general do not seem to have an effect on IL-6↑.
While these latter results are prima facie at odds with the cytokine hypothesis, it 
may be that instead of lowering the number of cytokines, antidepressant medication 
is just inhibiting their influence.

9.4.6 � Cytokine Activity in Bipolar Disorder

According to the cytokine hypothesis, elevated cytokine levels are causally respon-
sible for depressive symptoms. While mere correlations between elevated cytokine 
levels and depressive episodes (Sect.  9.4.2) and the effect of antidepressants on 
the immune system (Sect. 9.4.5) provide hardly any credible evidence, the system-
atic dependence of depressive symptoms on the manipulation of cytokine activity 
(Sect. 9.4.3) is a compelling reason to accept the cytokine hypothesis. At this point, 
then, it is tempting to ask exactly how specific the association between cytokines 
and depression is and to have a look, for instance, at the cytokine profiles associated 
with manic episodes in bipolar disorder, which in a sense are the exact opposites 
of depressive episodes. According to DSM-IV, bipolar disorder I is a disorder that 
features manic episodes or mixed episodes and, often, depressive episodes as well. 
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Manic episodes are characterized by an elevated, expansive, or irritable mood last-
ing for at least a week; symptoms include inflated self-esteem, decreased need for 
sleep, flight of ideas, distractibility, psychomotor agitation, and an excessive indul-
gence in pleasurable activities. In light of the radically different symptoms (elevated 
mood vs. dejection, high vs. low self-esteem, seeking pleasurable activities, both 
social and sexual, vs. anhedonia, and avoidance of social and sexual activity etc.), 
there should be no elevated cytokine levels during manic episodes if cytokines are 
indeed causally responsible for developing depression. Strikingly, however, elevat-
ed levels of pro-inflammatory cytokines and decreased levels of anti-inflammatory 
cytokines have been found during manic episodes in clients with bipolar disorder 
(e.g., Barbosa et al. 2012; Brietzke et al. 2009). Ortiz-Domínguez et al. (2007) have 
investigated phasic differences between manic and depressive episodes. They found 
that TNF-α↑ was similarly elevated during depression and mania, IL1-β↑ levels 
were similar during depression and healthy controls, but lower during mania when 
compared to both other conditions, IL-6↑ was higher in depression, but lower than 
in healthy controls and during mania (in fact, it was not detectable anymore dur-
ing the manic episode), healthy controls had higher IL-2↑ levels than both bipolar 
phases, and the anti-inflammatory cytokine Il-4↓ was elevated during mania when 
compared to depression and healthy controls, which had similar levels. The fact 
that the level of IL1-β↑, IL-6↑, IL-2↑ was lower in mania is entirely in line with 
the claim that pro-inflammatory cytokines cause depression. What is perplexing is 
that TNF-α↑ was elevated. As mentioned above, elevated levels of TNF-α↑ are one 
of the most consistent findings in depression. Is it possible to explain the elevated 
cytokine levels without having to abandon the cytokine hypothesis?

Assuming that the cytokine levels found by Ortiz-Domínguez et al. (2007) are 
indeed characteristic of subjects with bipolar disorder,11 one possible explanation 
is that TNF-α↑ accompanies depression, but is not causally involved in causing 
depressive symptoms. In this case, TNF-α↑ could be associated with manic epi-
sodes because of high cortisol levels due to a dysregulated HPA without causing 
depressive symptoms (Ortiz-Domínguez et al. 2007, p. 600). However, this seems 
implausible when considering evidence from TNF-α↑ administration in rats. After 
injection, these animals clearly showed depressive symptoms (e.g., Dantzer et al. 
2008), suggesting that TNF-α↑ is indeed causally involved in inducing depressive 
symptoms.

Another possible explanation is that subjects with bipolar disorder react differ-
ently to TNF-α↑. Compared to major depression, bipolar disorder is much less fre-
quent and has a high genetic component: The prevalence rate is around 1 % and her-
itability estimates are around 70–90 % for bipolar disorder and mania (e.g., Cardno 
et al. 1999; Weissman et al. 1996; interestingly, some of the genes associated with 
the risk for bipolar disorder I have also been associated with the immune system; 
e.g., Brietzke et al. 2011). One speculation is thus that genetic factors underlying 
bipolar disorder are responsible for a different reaction to TNF-α↑ in subjects with 

11  Their study took into account only 20 subjects with bipolar disorder. Further research is needed 
in order to see whether their findings can be replicated in studies with larger groups.
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bipolar disorder, compared to humans and other animals without the disorder. It 
seems unlikely that some would react so drastically different compared to the rest 
of the population, with the opposite behavior to the same cytokine. Instead, subjects 
with bipolar disorder may simply not react (as strongly) to TNF-α↑ with depressive 
symptoms, which would mean that TNF-α↑ does not counteract the mechanisms 
producing manic symptoms.

Finally, the available evidence suggests that instead of a single cytokine level 
that predicts and explains depressive symptoms, specific profiles of different cy-
tokines as a whole are responsible: For example, while TNF-α↑ may trigger de-
pressive symptoms when other cytokines are normal, it may not be able to induce 
depressive symptoms when IL1-β↑, IL-6↑, IL-2↑ are lower, etc. Therefore, ratios 
to other cytokines, possibly also between pro-inflammatory and anti-inflammatory 
cytokines, could be more relevant for inducing depressive symptoms than absolute 
levels of single cytokines, making it necessary to take into account whole cytokine 
patterns and ratios in future research, instead of just comparing single cytokine lev-
els in depressed subjects and healthy controls.

9.5 � Concluding Remarks

While the infection–defense hypothesis, especially in combination with the cyto-
kine hypothesis, offers a plausible evolutionary account of depression, some aspects 
of it are clearly problematic. It is obvious why the avoidance of normally pleasur-
able activity, the loss of self-esteem, a greater risk adversity, etc. are advantageous 
when it comes to avoiding infections, fighting them and preventing their spread, but 
the social isolation characteristic of depression may potentially be detrimental with 
regard to the subject’s social relations and with regard to immune functioning, both 
directly and indirectly (Sect. 9.3). It is not at all clear whether the adaptive value of 
avoiding (further) infections and possible contaminations of others counterbalances 
these negative effects, and in particular, whether it did so in the evolutionary envi-
ronment of our ancestors (Sect. 9.1). One interesting possibility, of course, is that 
there is just no such thing as the evolutionary function of depression, and that the 
infection–defense hypothesis has to be combined with other evolutionary accounts. 
For example, both the infection–defense hypothesis and the social navigation/risk 
hypothesis emphasize that depressive behavior minimizes risky behavior, where 
the former focuses on physical dangers and the latter additionally takes into account 
social risks. To the extent that it is important during an infection to gain social sup-
port and lower both physical and psychological stress (Sect. 9.3), these hypotheses 
are thus perfectly compatible: Depression may be an efficient means of fighting 
infections, not only by leading to anhedonia, somnolence, dysphoria, and all the 
other symptoms that conserve energy expenditure for an adaptive febrile response 
and an appropriate immunological activity, but also by minimizing social problems 
through social risk avoidance, through signaling the need for support, and may-
be even through better problem solving abilities due to an increased tendency for 
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rumination, given that these latter factors help reduce physical and psychological 
stress and secure social support, both of which are potentially crucial for a speedy 
recovery. Moreover, while the infection–defense hypothesis can explain why de-
pression is preceded by major stressful life events, it fails to account for the fact that 
dependent stressful life events are much more important, given that the dependent/
independent distinction should make no difference to immune functioning. The ana-
lytical rumination hypothesis, however, has a plausible explanation to offer: If the 
function of depression is indeed to facilitate problem-solving processes, then it does 
of course make more sense to concentrate on those problems upon which one has at 
least some influence (Sect. 9.2.2).

There are, however, also reasons why integrating the different evolutionary ac-
counts may not be easy. To consider just one example, there seems to be a potential 
conflict between the infection–defense hypothesis and the analytical rumination hy-
pothesis with regard to the fact that depression seems to improve attentional control, 
for instance in connection with the RAPM. In the study of Andrews et al. (2007), 
subjects with preexisting depressive affect experienced a decrease in depressive af-
fect, whereas those without a significant preexisting depressive affect experienced 
an increase, which in turn was correlated with improved RAPM performance. Pri-
ma facie at least, the former seems to be at odds with the infection–defense hy-
pothesis: Since the RAPM, due to the stress it induces, is potentially weakening the 
immune system, a preexisting depression should not led to a decrease in depressive 
affect. The neurobiological mechanisms of cytokines, however, appear to be in line 
with the biological explanations Andrews et al. (2007) offer for the observation that 
an increase in depressive affect is correlated with improved RAPM performance. 
Andrews and Thomson (2009, pp. 631–632; see also Morris et al. 1999) suggest that 
tryptophan depletion leads to greater activity of the dorsal raphe nucleus, which in 
turn increases attentional control. According to the cytokine hypothesis, cytokines 
may deplete tryptophan by activating IDO (Sect. 9.4.4) and may thus also foster 
attentional control. Observations of cytokine level changes after taking an exam 
(e.g., Dobbin et al. 1991) and improvements in working memory after endotoxin 
administration (Cohen et al. 2003) suggest that the immune system may indeed be 
relevant for the cognitive capacities involved in the execution of complex tasks.

Be that as it may, since it seems clear at the moment that none of the evolution-
ary hypotheses can account for all aspects of depression, it is a worthwhile future 
research endeavor to try to find out to what extent and in which way they might be 
rendered compatible. While, as we saw, such reconciliation is by no means straight-
forward, it is certainly not out of bounds either. In light of the above discussion, it 
will thereby be important to not focus solely on the evolutionary accounts, but to 
combine this research with the search for proximal accounts that are able to explain 
by means of which mechanisms depression can possibly fulfill all the various evo-
lutionary functions attributed to it.12

12  For example, in order to see to what extent the combined infection–detection/cytokine hypoth-
esis is compatible with other evolutionary explanations, one may investigate whether cytokine 
induced depressive affect has features that are also said to be advantageous according to other 
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How can a representation lead to a successful action? It is widely taken for granted 
that a representation has to be true in order to be successful (e.g., Shea 2007; Mil-
likan 1989; Whyte 1990; Ramsey and Moore 1927; Blackburn 2005). Consider for 
instance, how could a person successfully sit down on or avoid a chair, unless she 
has a true visual representation of the chair’s shape and position? Or, to make use 
of an example by Ramsey (1927): How can the belief of a chicken, that a certain 
caterpillar is toxic be useful, unless the caterpillars are actually toxic? It even has 
been proposed that ‘[t]ruth just is the property of a belief that suffices for your get-
ting what you want when you act upon it’ (Whyte 1990, p. 149). Although this no-
tion of truth being a prerequisite for success has a high face validity, we shall argue 
that it is wrong to suppose that all successful actions require true representations. 
Success does not require truth in all cases. Under certain circumstances, false repre-
sentations can systematically cause successful actions. The goal of the chapter is to 
demonstrate what these defined circumstances are.

10.1 � Success Semantics

Throughout this chapter, we assume a naturalistic theory of semantics, where repre-
sentations, their content, their truth or falsehood are defined without recurrence to 
terms which themselves are already intentional. Our argumentation is invariant to 
what exact version of naturalized semantics is assumed (e.g., Fodor 1990; Millikan 
1989; Papineau 1984, 2003; Dretske 1981). Now, what does it mean for a represen-
tation to be true versus false or successful versus unsuccessful?
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10.1.1 � Representation

We understand that observer O has representation r, if and only if (iff) r is a (physi-
cal or biological) state or signal within O, which has the property of being about 
something else, that is to have content. To have content can be considered as a map-
ping from a set of representations R1 (of which r is an element) to a specific set of 
states in the world external to the observer, the target domain T.2

� (10.1)

Together with the content mapping, when an observer O has representation r R∈  
and cont r t( ) *=  it is possible to state: Observer O has a representation r the con-
tent of which is t*, or O believes that T is t*.4 Using this notation for content, it is 
possible to dissociate two aspects of ‘aboutness’ (or ‘intentionality’): First, a set of 
representations R is about a specific set of world states T (the domains of the content 
mapping cont) and not about a different set of states, say T’. For instance, a specific 
representation R is about the velocity of an object and not about its size. This first 
aspect of ‘aboutness’ specifies which measurement unit the representation’s content 
has (e.g. [m/s] or [m]). Second, a specific representation r R∈  has the specific 
content cont r t T( ) .*= ∈  To use a neurophysiological example, neuronal activity 
in orientation columns in primary visual cortex (of, e.g. cats or primates, including 
humans) would be a set of representations R, which is about the angular orientation 
(e.g. vertical or horizontal) of line segments and not about their colour (e.g. Hubel 
and Wiesel 1974). A specific pattern of neuronal activity then represents a specific 
angular orientation (e.g. horizontal) and not any other orientation (e.g. vertical).

10.1.2 � Truth

In order to talk about the truth or falsehood of a representation, it is required to 
determine one further component: the actual state of the world, t T∈ . Remember, 
when the content of a certain cell assembly in a cat V1 is ‘horizontal’ (i.e. 0°) it is 
possible to state that the cat believes that the bar is horizontal. This belief is true, 
in case the actual state of the world (that is the line segment’s orientation) indeed is 
‘horizontal’ ( )*t t= , and false, in case it is not ( )*t t≠ :

Representation r R∈  is true:

1  Capital letters here denote variables. A variable is a set of possible values together with a mea-
surement operation which allows determination of what value currently is the case. For instance, 
the size of an apple can be considered as a variable S. The possible values of S are within the 
interval between zero and infinity. The measurement is a ruler, which also determines the quality 
of the variable, namely [cm] or [m].
2  Here, we consider only first-order representations, the content of which is situated in the observ-
ers’ external environment. In principle, representations can also be meta-representations, i.e. about 
other representations.

cont R T: →
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� (10.2)

10.1.3 � Success

Now, when is a representation successful? A representation is considered successful 
if it is useful for actions (Ramsey 1927), if it allows desires to be fulfilled (Black-
burn 2005; Whyte 1990), or if it is causally effective in increasing the organism’s 
fitness, i.e. the expected value of the number of reproducible offspring (e.g. Mil-
likan 1989). A frequent assumption is that representations are successful if and only 
if they are true: for any representation r R∈ , and the actual state of affairs t T∈ , an 
operation to determine the success of action a, successful, and the content mapping 
cont between R and T:

� (10.3)

that is the content of the representation is equal to the actual state of the world 
(10.2).3

Until here, truth and success have been introduced as binary. However, the termi-
nology until now can also include gradual cases: For instance, a deer wants to jump 
over a 1.2-m-wide ditch when trying to evade a predator. If its internal representa-
tion of the ditch’s width is true, it can plan its jump and successfully reach the other 
bank. If its internal representation however is false, it can be so in many ways. The 
width-representation’s content can for instance be 1.199 m, which is false. Still, 
the evading jump could be successful. If the representation’s content is for instance 
1.1 m, the deer could still evade the predator, but twist its ankle. If its content is 
0.5 m, its desire to evade the predator will most probably turn out not to be fulfilled. 
This example illustrates that for states of the world T for which an ordinal scale of 
measurement exists, the deviation from truth can be rank ordered, i.e. for two false 
representation one can be ‘more false’ than the other. That is, even though logical 
truth is still binary, the falsehood of representations can be gradually qualified and 
differentiated. Also, success can be used as a binary term. Therefore, it is necessary, 
to introduce a further term, which quantifies the outcome of each action combined 
with each state of the world T. Applied to the deer example, a jump of any length 
a, under the condition of any width of ditch, t, has a certain consequence, hence 
termed utility.4 Thus, for a given length of jump a, the result differs in utility de-
pending on the actual width of the ditch t. Utility should be maximal for that width 

3  Although it might be debated whether the truth of a representation ‘guarantees’ success (see 
Nanay 2013; Blackburn 2005), there is general consensus that a false representation is incapable 
of generating a successful action other than accidentally.
4  Utility is used in a similar sense in evolutionary biology (e.g. Reeve and Sherman 1993; Fox and 
Westneat 2010). In decision science it is frequently termed pay-off, (cost) value, or reward (e.g. 
Green and Swets 1966; Gold and Shadlen 2007). It can be quantified in cardinal or ordinal scale.

cont r t( ) .=

( ( )  ) ( )  successful a r a cont r t∧ → ⇔ =
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of ditch, which corresponds to the length of jump, i.e. for a = t. An action a is called 
successful, if its result has the highest utility, given the current state of affairs, t, 
compared to all other possible actions.

A requirement is that utility can be assigned an at least ordinal scale, where the 
outcome of an action can differ in its results. For instance, biological fitness meets 
this requirement. The relationship between truth and success (10.3) in this case 
would state that a representation is true iff it causes the most utile action.

Consequently, independent of how utility is defined in detail, it at least com-
prises a measure which can be assigned to each action/world combination, because 
the utility of an action is always relative to what state the world is currently in. Ap-
plied to the deer example, for each width of ditch (states of the target domain T) and 
each jump length (set of actions A), a (for instance real) measure can be assigned 
quantifying the action’s utility given the current state of the target domain:5

� (10.4)

For the deer example, the utility surface is depicted in Fig. 10.1. For each state of 
the world, T, the width of ditch in the deer example, utility is maximal for a jump 
of the corresponding length (i.e. where the width representation is true), which is 
in line with success semantics (10.3) the successfulness of an action, successful, in 
Eq. (10.3) is defined using the construct of utility. An action ′ ∈a A is successful for 
a given t T∈  if ′a  has the highest utility value compared to all other a A∈  given t:

�
(10.5)

Now, if there were a one-to-one mapping between the target domain and represen-
tations, all representations would always lead to maximally utile, i.e. successful 
actions, because every ditch width t would invariably lead to the true representation 
r. That is, there would be no chance of misrepresentation. In such a situation, in in-
formation theoretic terminology, the mutual information between the target domain 
T and the set of representations R would be equal to T’s entropy, that is, there would 
be no loss of information. Generally, information between T and R is lost, if R is not 
solely causally affected by T, but also by any other source, Z (see Fig. 10.1).

10.2 � Optimal Bias: No Challenge to Success Semantics

Let’s apply this abstract conception to an example provided by Godfrey-Smith 
(1991), which has been first discussed by Millikan (1989; see also Usher 2001) and 
which has been considered as a potential counterexample for success semantics. A 
hunting tiger sees a movement of the grass. Either, the grass is moved by prey or by 
the wind, and the carnivore has to make the decision whether to jump and attack or 

5  Assuming that a representation invariably causes the same action, in the present case, a represen-
tation of x meters always leads to a jump of x meters.

: ; ( , ) ( , ).A T a t a tΩ × → ω� �

( ) : ( , ).asuccessful a a argmax t a= ω′ ′
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not. That is, the target domain set T consists of the elements {prey, non-prey}, the 
set of actions A of the elements {jump, ignore}.

Let X denote a signal in the tiger’s visual system, the strength of which is pro-
portional to the vehemence with which the grass is disturbed. The outcome of the 
tiger’s decision about presence of prey is a representation R, the content of which 
is T, that is either prey or non-prey. As a simplification, following Godfrey-Smith, 

Fig. 10.1   This (hyper)-surface denotes the utility relationship between width of ditch, t ( x-axis) 
and length of jump a ( y-axis) on utility (vertical z-axis). One can observe that for each width of 
ditch, there is one length of jump, for which utility is maximal, represented by the white line on 
top of the surface and its projection onto the T × A plane. This maximal utility (i.e. success) is 
achieved for correspondence between width of ditch and jump, respectively, i.e. a = t. Jumping too 
short ( a < t) leads to less utility than jumping too far ( a > t); the latter only causing waste of energy, 
the former potential injuries or capture. The surface is not restricted to continuous variables of 
T and action A. For, e.g., dichotomic variables, the surface would consist of four points where, 
again, for each action the largest utility value is present at the true representation (see, for instance, 
Table 10.1)

 

Table 10.1   Utility values ω for each combination of t and a for the tiger example
Target Action

Jump Ignore
Prey + 20 (hit) − 0.1 (miss)
Non-prey − 5 (false alarm) − 0.1 (CR)
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let’s assume that there is an invariable link between R and the tiger’s action A: It 
always jumps when it believes that prey is present and ignores non-prey. How does 
the utility surface look like? First, the surface can be represented as a matrix, be-
cause both T and A are dichotome. Jumping when prey is present ultimately leads 
to feeding which here is assigned + 20 in arbitrary units of utility. Jumping when no 
prey is present leads to a waste of energy and is assigned a utility of − 5. The utility 
of ignoring is independent of whether prey is indeed present or absent and set to 
− 0.1.6 This reflects the fact that due to metabolic loss of energy continuous ignoring 
will lead to starvation. In general, the utility values for combinations of the target 
domain T and actions A are shown in Table 10.1.

Now, not only prey can disturb the grass, but also the wind. That means the in-
formation flow between the presence of prey T and the sensory state X is reduced by 
the disturbance (denoted Z in Fig. 10.2). The disturbance can have a source external 
to the organism (e.g. wind moving the grass) or internal to it (i.e. neuronal noise). 
In case no information is lost, there are no errors. In case of information loss, the 
animal has to balance which type of mistake to make: Should it be unbiased and 
equally often jump at non-prey as it ignores prey? Such a decision scheme would in-
tuitively seem disadvantageous, given that jumping at non-prey is more costly7 than 

6  The exact numerical values are arbitrary.
7  Costs can be defined in two ways. First, negative entries in the utility matrix can be considered 
costs. The definition we are using in the subsequent chapter is the following: The incorrect action 
has less utility than the correct action. We understand as cost the amount of how much less util-
ity an incorrect action has, compared to the correct action. That is, the ‘costly’ action can have a 
positive entry in the utility matrix, but we would still speak of cost, as utility would be positive but 
smaller than for the correct action.

AQ2

Fig. 10.2   Variables are denoted by circles, arrows denote causal connections. The dashed line 
denotes the boundaries of the organism O, which has representation R. R is about the state of the 
world T, external to O. T affects O’s sense organs producing sensory evidence X. R causes one of 
a possible repertoire of actions A. Ω denotes the utility of each action A combined with each state 
of the world T
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ignoring prey (see Table 10.1). Indeed, decision-theoretic calculations confirm that 
the tiger acts optimal if it is biased towards jumping rather than ignoring, because 
the cost of a false decision is greater in case prey indeed is present compared to 
when prey is absent (e.g. Godfrey-Smith 1991). Thus, an optimistic tiger through-
out life gains more calories than its sceptic fellow tiger.

The opposite is true for beavers (using an example by Millikan 1989): Optimistic 
beavers which, when the grass is disturbed, assume it to be the wind rather than a 
predator have a shorter life expectancy than skittish beavers which raise alarm and 
hide at the slightest disturbance of grass. Here, the cost of a false decision in case a 
predator is present is greater than the cost in case no predator is present.

Decisions can be (optimally) shifted not only depending on the cost functions but 
also on the base probability of events T. Consider a bear that is foraging at a river 
full of salmon, optimally has a very liberal criterion and claws the water at the mer-
est indication of a flicker in the water. When fish are scarce, it is optimal to require 
more visual evidence for making a fishing attempt (for optimal foraging behaviour, 
see, e.g. Stephens and Krebs 1987).

The conclusion to be drawn from these examples is twofold. First, there can be 
calculated decision criteria, which are optimal in the sense that they maximize the 
expected value of utility, taking into account the cost of different types of errors and 
the a priori frequencies within the target domain.8 Second, this optimal criterion 
can be biased favouring one type of mistake (false alarm or miss) over the other, in 
cases, where both errors differ in cost, or where the a priori base rate of events is 
not uniform.

Would such optimally biased decision criteria challenge success semantics? 
One could argue that a bear foraging at a river rich in fish should be credulous 
rather than sceptic. Its overall utility is maximized if it frequently falsely believes 
fish to be present rather than impartially or sceptically evaluating visual evidence. 
Couldn’t one now argue that the falsity of the bear’s beliefs leads to maximal util-
ity? Although this argument, to our knowledge, has never been proposed, it has 
been discussed and refuted (Millikan 1989; Godfrey-Smith 1991; Usher 2001). The 
refutation argument is as follows: A high proportion of false beliefs can lead to 
maximal utility in case a lot of situations are aggregated (i.e. in average). However, 
in each specificinstance, the bear can feed iff its belief about the presence of fish 
was true. Also, each false alarm in every specific instance leads to a loss of energy. 
The fact that on average false alarms are rare, because the river is packed with fish, 
thus cannot challenge the close coupling between truth and success of a single rep-
resentation. This coupling is reflected in the utility matrix, where for each action the 
utility is maximal iff the representation is true, and the utility matrix itself remains 
unaltered even if the a priori base frequencies of events change. Consequently, even 
though frequent misrepresentations are optimal, they are no challenge to success 
semantics (10.3).

8  Cf. Godfrey-Smith (1991) for the analytic derivation of the optimal decision criterion. An alter-
native (and equivalent) approach has been described by Bischof (1998).
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10.3 � False Representations Which Lead to Success

Here, we demonstrate that it is indeed possible that a false representation systemati-
cally causes successful actions—not only on average but also in specific instances 
(building upon an example first presented by Bischof 2009). Above, we have sum-
marized that frequent false representations are optimal (i.e. maximizing average 
utility) under specific conditions: First, there has to be information loss between 
the target domain and the biological signals, based on which representations are 
formed. Second, there has to be present at least one type of asymmetry: Either the 
a priori frequency of events in the target domain is not uniform or the utility matrix 
Ω has to be asymmetric. We now argue that in cases where actions are based on 
indicator representations, success semantics can be violated.

10.3.1 � Indicator Representations

In order to describe what we mean with indicator representations, let’s sketch out a 
further example of monkeys in presence of toxic and harmless snakes (cf. Bischof 
2009). First, without considering indicator representations, the target domain of the 
representation is the snake’s toxicity, Tt = {toxic, non-toxic}. The monkey’s repre-
sentation Rt of the fact also is binary and can cause the actions A = {eat, run} (see 
Fig. 10.3).

The utility matrix is represented in Table 10.2. Trying to eat a toxic snake is not 
assumed to be deadly, but to have severe fitness consequences. Eating a snake has 
moderate gain. Here, success semantics (10.3) is satisfied: For each action, utility is 
maximal iff the mediating representation is true.

Now, the monkey does not have a poison detector, but snakes come in different 
colours and nature has it that toxic snakes are coloured bluish, whereas harmless 
snakes are of a greenish colour. That is, the snakes’ colour can be used as an indica-
tor for their toxicity. The snakes’ colour Tc is assumed to vary continuously between 
saturated blue and saturated green, including a completely desaturated (i.e. greyish) 
colour. Therefore, Tc varies between −∞ and ∞, where 0 stands for grey, negative 
values for a blue hue, positive values for a green hue and its absolute value for the 
colour’s saturation. As the monkey has a colour detector, the activity of which is 
denoted Xc (see Fig. 10.3), it still is able to distinguish toxic from harmless snakes 
and act accordingly. However, again, there is information loss between the actual 
colour Tt and sensory evidence Xc. Specifically, the sensory evidence for each co-
lour tc is assumed to be normally distributed around xc. As a consequence, there 
is uncertainty, given a specific value of sensory evidence what the snake’s colour 
actually was (see also Fig. 10.4, left panel).

But how does the monkey decide upon its action, given its visual input? First, it 
forms an indicator representation of colour, Rc, about Tc, based on sensory evidence 
Xc and finally, depending on the colour representation, a representation of the toxic-
ity Rt is triggered (with blue snakes always being treated as toxic, that is leading to 
a ‘run’ action). A snake is assumed to be toxic, if the colour representation indicates 
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a blue hue, i.e. for all rc  0 representation rt = toxic is formed. For all rc ≥ 0, the rep-
resentation rt = non-toxic is formed. The whole causal setup is depicted in Fig. 10.3.

This setup differs from the thought experiments presented above in one impor-
tant aspect: It is no longer assumed that there is a direct causal connection from the 
fitness-relevant feature (the toxicity of the snake) to the sensory apparatus of the 
monkey. Rather, a different feature, in this case colour, is picked up by the observer 
and used as an indication for the success-relevant feature, which is possible if there 
is a correlation between the indicator feature Tc and the success-relevant feature 
Tt. The subsequent discussion does not depend on there being no causal connec-
tion between Tt and Tc. It could well be that the poison within the snake causes the 
production of a molecule within the snake’s skin, making it appear blue. The crucial 
difference is that there is no direct causal route from the success-relevant feature Tp 
to sensory evidence, but only an indirect one via Tc (and thus Xc).

10.3.2 � Plausibility Check

Before discussing the impact of indicator representations on success semantics, let’s 
first check their plausibility. In fact, there are natural examples in abundance, where 
indicator representations are used by organisms, because frequently they do not 
possess sense organs which are directly causally affected by those features that are 
relevant for the success/utility of actions, such as fertility of a mate, nutritiousness 

Table 10.2   Utility matrix Ω for the monkey example
Toxicity Action

Eat Run
Toxic − 1 0
Non-toxic 0.5 0

Fig. 10.3   The notation is equivalent to Fig. 10.2. New variables are Tc and Rc which denote a state 
of the world external to the organism and its representation. The dotted line between Tc and Tt 
indicates at least a correlation, possibly a causal connection
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of food or danger of a predator. Consider for instance the tiger in the example by 
Godfrey-Smith (1991): It uses disturbances of the grass as an indicator for pres-
ence of prey. Consider alternatively the famous example by Dretske (1986): There 
exist prokaryotes which have a cell organelle responsive to magnetic north. Those 
anaerobic prokaryotes with a habitat in the northern hemisphere align themselves to 
drift north, in the southern hemisphere to drift south (Blakemore 1975; for a recent 
review see Bazylinski and Frankel 2004). In both habitats, the organisms drift into 
deep waters containing less oxygen. Here, magnetic north is used as an indicator for 
oxygen, because the utility of their alignment action depends on the oxygen level 
of the waters they are drifting into, not on their magnetic properties. Let’s briefly 
touch on a couple of further examples. Frogs and toads are known to snap at small 
dark moving objects or longish things moving along their long axis, respectively 
(Lettvin et al. 1968; Ewert 1974; Borchers et al. 1978), indicating presence of prey. 
Sickle-back males show behaviour of territory defense when confronted with an 
oval, medium-sized dummy with a red lower half (Tinbergen 1951) and sickle-back 
females show courtship behaviour for dummies of correct hue, contrast and con-
figuration (Baube et al. 1995), i.e. they use visual configurations as indicators for 
presence of rivals or mates. Finally, vervet monkey sentinels can issue alarm calls 
based on which other vervets in the vicinity perform an evading action fitting to the 
type of attacker indicated by the alarm call. In this case, the reacting vervets have 
potential sensors for detecting predators, but they use the alarm call as an indication 
of predators’ presence, even though these are currently out of their sensory range 
(e.g. Seyfarth et al. 1980).

Fig. 10.4   The left panel presents toxicity Tt, colour Tc and sensory evidence Xc according to the 
thought experiment. Tt and Tc are perfectly correlated with snakes of a completely desaturated 
colour being non-toxic. In the figure, the snake’s colour’s hue is represented by texture and satura-
tion by luminance. Toxic snakes have a blue hue ( right tilted texture), and non-toxic snakes have 
a green hue ( left tilted texture). White colour in the figure denotes completely desaturated colour 
of the snake. The top of the figure displays two possibilities of how a colour representation Rc 
can be formed based on Xc: unbiased, where the colour grey leads to representations with content 
blue and green with equal probability, or blue-biased, where grey mostly leads to representations 
with content blue. The right panel presents an analogous example, where snakes differ in size and 
snakes smaller than 20 cm are toxic. Rc are again presented for the unbiased and the biased case
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Each of these examples (summarized in Table 10.3) can be mapped upon the ar-
chitecture as presented in Fig. 10.4: There is a success-relevant variable Tt for which 
there is no direct sensor that Tt would directly causally affect.9

However, there is a sensor Xc for something else, an indicator feature Tc, which 
is frequently correlated with Tt. In each of these cases, the class of objects trig-
gering an action (‘real things plus dummies’) is greater than the class for which 
the reaction leads to success (‘only real things’). Snapping at small dark moving 
objects does not feed the frog—snapping at flies does. Also, in all of these cases, 
in the environment of evolutionary adaptiveness, frequent presence of the indicator 
coincides with the presence of the success-relevant object. Importantly, the success 
of actions triggered by Rc does depend solely on Tt, nor on Tc. To refer to the main 
example of this chapter, the success of running away only depends on the snake’s 
toxicity—not on its colour.

In sum, the present setup exemplifies a rather large class of cases, where a suc-
cess-relevant variable is picked up by an organism only indirectly, using an indica-
tor variable and thus the consequences for success semantics, as developed below, 
are relevant for a rather large class of cases as well.

10.3.3 � Optimal Mutations

As outlined above, in the presence of information loss between the target domain 
and sensory evidence, and if costs of misrepresentations are unequal or the a priori 
probabilities within the target domain are not uniform, average utility can be opti-
mally increased when there are frequent misrepresentations. In the setup discussed 
until now (e.g. Godfrey-Smith 1991; see Fig. 10.2) misrepresentations could be in-
troduced at the transformation of sensory input into a representation. In the presence 

9  In the following, we keep the indices c for indicator and t for success-relevant representations 
maintaining continuity with the main example without implying restriction to that specific ex-
ample.

Table 10.3   Summary of biological examples in which successful actions are triggered by indica-
tor representations
Example Action Tt: success relevance Tc: indicator
Monkey Locomotion Toxicity Colour
Tiger Attack Nutritional value Visual configuration
Beaver Locomotion Danger of bodily harm Visual/auditory 

configuration
Magnetotactic bacteria Locomotion Oxygen Magnetic north
Frog Feed Nutritional value Visual configuration
Toad Feed Nutritional value Visual configuration
Sickle-back male Defend Competitor for 

resources
Visual configuration

Sickle-back female Court Fertility of mate Visual configuration
Vervet Locomotion Danger of bodily harm Alarm call
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of indicator features/representations, there are two possible loci, where misrepre-
sentations can be introduced: first, as in the simpler setup, at the transition to Rt, or 
second at the transition from Xc to Rc. The relation to success semantics of these two 
possibilities will be discussed in turn.

10.3.3.1 � Rt Shift

As in the absence of an indicator representation, introduction of misrepresenta-
tions between the representation Rc of the indicator Tc, and the representation Rt of 
the success-relevant domain Tt, can increase average utility: Treating even slightly 
greenish snakes as toxic may be unsuccessful in each specific instance, but on aver-
age, utility can be maximised, because less errors of the costly type (trying to eat a 
toxic snake) are less frequent than errors of the harmless type (running away from 
a non-toxic snake). In this case, success semantics still holds, because each specific 
action is successful iff Rt is true.

10.3.3.2 � Rc (Indicator) Shift

Crucially, consider that there are genetic variants of the monkey, shifting its colour 
representation Rc. These variants, when encountering a grey snake, would believe it 
to be of a certain shade of blue, in case Rc is shifted towards a bluish bias, or would 
believe it to be of a certain shade of green, in case Rc is shifted towards a green-
ish bias. The saturation of Rc when encountering a grey snake would correspond to 
the colour bias ranging from some negative to some positive constant. Which one 
of these variants would have the greatest fitness, the highest number of surviving 
offspring? Let us first consider a slight greenish bias. Then, slightly bluish snakes 
( Tc < 0) would lead to greenish colour representations ( Rc > 0). Such a monkey would 
frequently try to eat toxic snakes—especially more frequently than its relative which 
has an unbiased colour representation. Second, let us consider a slight bluish bias. 
Such a monkey would frequently believe a slightly greenish (and thus harmless) 
snake to be blue, and thus try to evade it. However, it is conceivable that due to 
this slight misrepresentation of colour, it makes more mistakes trying to eat slightly 
bluish snakes, as its colour representation Rc amplifies the actual blue colour of the 
snake ( Tc). Even though it thus misses more slightly greenish snakes, overall, it 
should have a higher accumulated utility than its unbiased relative, because mistak-
ing a green colour for blue has more harmless consequences, than mistaking a blue 
snake for green. Further mutations, which have a very strong blue bias, would try 
to evade nearly every snake, except the deep green ones. Although such a monkey 
would never get bitten by a toxic snake, it also would fail to feed on the harmless 
snakes. Consequently, there seems to be some slight bias of bluish tint for Rc, which 
would have the highest fitness value: higher than unbiased mutations and higher than 
mutations with an even stronger bias of blue. Before quantitatively demonstrating 
that this argumentative, qualitative reasoning is indeed correct within a computation-
al, evolutionary simulation, let’s explore the consequences for success semantics.
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10.3.4 � Consequences for Success Semantics

For the optimal misrepresentation of colour, i.e. grey having a slightly bluish tint, 
so far, success semantics still holds, because misrepresentations of Rc in these cas-
es leads to misrepresentations of Rt and consequently to unsuccessful actions, in 
each specific instance. Crucially, however, as both the indicator feature Tc and its 
representation Rc are continuous variables, there are cases, where blue snakes are 
misrepresented as bluer than they actually are, and green snakes as less green than 
they are. In both of these cases, toxic snakes lead to a successful evasion action and 
non-toxic snakes are eaten. That is, even though the colour representation is false, 
the resulting action is successful, in a systematic way—violating the core assump-
tion of success semantics (10.3) that in order to systematically cause a successful 
action, a representation has to be true.

Let’s be even more concrete. The misrepresentation of colour can be quantified 
with a value of b, such that the content of the colour representation is that of the 
actual colour, shifted by b:

for a representation rc ∈ Rc. That means, a completely desaturated colour, tc = 0, leads 
to a representation rc = b, which is true in case b = 0, and which corresponds to satu-
ration corresponding to the absolute value |b| of b of green in case b > 0 and of blue 
in case b < 0. Consequently, colours in the range of −b < tc < b lead to unsuccessful 
misrepresentations Rc, because green snakes are mistaken as blue, and vice versa, 
and consequently toxic snakes are treated as non-toxic, and vice versa. However, 
for snakes of colour |tc| >b, even though the colour representation is wrong (indeed 
wrong by the amount b), green snakes are treated as harmless and blue snakes as 
toxic. The exact value of b of course depends on the probability distribution of Tt, 
the asymmetry of the utility matrix and the amount of information loss between Tc 
and Xc. The following section presents an evolutionary simulation of the monkey/
snake example in order to validate the qualitative argumentation presented above.

10.4 � Simulation

10.4.1 � Description of the Situation

The following simulation will be used to illustrate the impact of information loss 
(e.g. sensory noise), asymmetry of the utility matrix and misrepresentation on the 
utility of an action. The scenario of monkeys and snakes given above will be used 
as illustration. Recall that the monkey can encounter non-toxic snakes, which can 
be eaten and increase the monkey’s reproductive success. The toxic snakes attack 
monkeys that try to eat them with a poison that makes them infertile for some time. 
The skin colour can be used as a cue for the type of a particular snake: The skin of 

cont r t bc c( ) ,= +
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healthy snakes has a slight green tint, and the skin of the toxic snakes has a slight 
blue tint (see Fig. 10.4).

Some monkeys are born with a minor genetic defect that causes them to misper-
ceive the colour spectrum in a way that everything gets a blue tint. In this case, white 
will be perceived as blue, which in the case of snakes is a conservative perception 
(the monkey rather runs away from a white healthy snake than getting bitten). The 
simulation aims at demonstrating the impact of sensory noise and the amount of 
misrepresentation on the fitness of the monkeys.

10.4.2 � Method and Results

As an indicator for the monkey’s fitness, the number of expected descendants is 
computed (‘lifetime reproductive success’; Abrams 2012). The following numbers 
were used for the simulation:

•	 Maximum life duration of a monkey: 5 years
•	 Average number of descendants in the monkey population: one per year
•	 Encounters with a snake (of unknown type): once a year
•	 Probability of encountering a toxic snake: 50 %
•	 Trying to eat a toxic snake leads to −  1 descendants in that year (resp., in the 

“strong toxic” case, to −  2 descendants)
•	 Eating a healthy snake increases the number of descendants in this year by 0.5

The simulation had two experimental factors. On the one hand, four subpopulations 
of monkeys with different sensory fidelity were simulated by adding Gaussian noise 
with M = 0 and SD = 0, 0.1, 0.2, 0.3 to the true colour signal.10 On the other hand, the 
level of misrepresentation was varied by inducing a sensory shift in Rc ranging from 
b = − 0.6 to b = 0.2. Negative levels correspond to the induction of a blue tint, leading 
to the misperception that a whitish healthy snake (with a colour value of 0.05, for 
example) is perceived as a toxic snake.

For each experimental condition, the life courses of 10,000 monkeys were simu-
lated and the average number of descendants computed as a measure of fitness. The 
results are displayed in Fig. 10.5. The x-axis shows the amount of colour misrep-
resentation, the y-axis the fitness and different line types show different levels of 
noise. The left panel shows a situation with high asymmetry of utility, and the right 
panel low asymmetry. The asterisk marks the optimal sensory shift for each level 
of sensory noise.

One can clearly see that for noise levels  0 the optimal fitness is achieved with 
a misrepresented colour. Increasing noise levels lead to increasing shifts in sen-
sory perception. Not surprisingly, the overall maximum of reproductive success is 
achieved with the most accurate perception (lowest noise). Hence, selection pres-

10  The general conclusions do not depend on the specific numbers used in the simulation.
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sure should favour better sensors, and better sensors should go along with a more 
accurate representation.

Given an asymmetric utility matrix and noise, fitness is optimized at some de-
gree of misrepresentation  0. Increasing noise levels are compensated by increasing 
shifts of representation.

Concerning the truth of a representation Rt, however, increasing levels of mis-
representation lead to a decreasing number of correct action, as can be seen in 
Fig. 10.6. In contrast to the utility, the number of wrong decisions is independent 
of the utility matrix and therefore symmetric around the zero point. With negative 
shift values, costly errors (missed toxic snakes) are reduced, but the less costly er-
rors are disproportionately increased, leading to an increased overall level of false 
representations Rt.

In other words, if the representational shift is treated as the free parameter, one 
can predict that at least three factors lead to stronger misrepresentations: higher sen-
sory noise, stronger asymmetry in the utility matrix and a higher prior probability of 
encountering the more detrimental world state.11

11  The last point is not shown in the simulation. Increasing the probability of encountering a toxic 
snake to values greater than 50 % leads to lower overall levels of fitness and to a greater shift of 
representation. Probabilities smaller than 50 % have the reverse effect.

 

− − − − − −

Fig. 10.5   Average fitness of monkeys, depending on sensory accurateness ( noise), shift of repre-
sentation and asymmetry of utility matrix (strong vs. weak toxic effect). The asterisk marks the 
optimal shift of representation for each noise level
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10.5 � Discussion

First, we discuss the generality of our proposal, specifically prerequisites and exam-
ples from illusions. Second, we discuss the relation to evolutionary epistemology, 
specifically as presented in Vollmer (1975) and Bischof (2009).

10.5.1 � Generality

10.5.1.1 � Omnipresence of Indicator Representations

The success of a false representation is not confined to the present example. Rather, 
it is a general phenomenon based on a generic principle. For the case without indi-
cator variables (Fig. 10.2), Godfrey-Smith (1991) and Bischof (1998) have demon-
strated analytically, based on signal detection theoretic (Green and Swets 1966) and 
game-theoretic (von Neumann and Morgenstern 1947) considerations, respective-
ly, that average utility can be maximised for systematically false representations. 
These false representations, however, in specific instances are in line with success 
semantics. However, when the success-relevant feature has no direct causal impact 
on the organism’s sensory system, indicator variables are used to form intermediate 

 

Fig. 10.6   Overall number of correct decisions, depending on the amount of shift of representation
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indicator representations, and false representations of the indicator variables can 
cause successful actions.

It seems to be rather easy to find examples, where indicator representations are 
used, i.e. Tc ≠ Tt (Fig. 10.3), compared to finding cases where the success-relevant 
feature is directly sensed (Fig. 10.2). Even in very simple organisms, for which the 
complete set of sensors, the set of behavioural repertoire and most of the internal 
neuronal wiring is known, such as nematodes ( Caenorhabditis elegans; Faumont 
et al. 2012), the sensory modalities such as touch to different parts of the organ-
ism’s shape, chemotaxis (oxygen or carbon dioxide) or temperature are not the 
success-relevant features for different sets of behavioural actions, such as ingestion, 
defecation, feeding or escape. The only example we were able to think of, where 
the success-relevant variable is identical with the indicator feature (i.e., Tt = Tc), is 
phototaxis in photosynthetic organisms (for a review, see Jékely 2009). Phototaxis 
is a ‘behavioral migration response of an organism toward a change in illumination 
regime’ (Hoff et al. 2009, p. 25). Positive phototaxis is a migration towards the light 
source, which is a successful action for photosynthetic organisms. It seems that 
apart from photosynthetic organisms, light sensors (such as eyes) rather generally 
produce indicator representations (similar to sound waves picked up by ears, or 
odours picked up by olfactory sensors).

10.5.1.2 � The Role of Learning

Now, a large number of the indicator examples presented in the present chapter 
could be summarised as fixed action patterns (instincts) where a sign stimulus or 
releaser signal acts as an indicator to trigger a certain action which is adaptive for 
situations that frequently correlate with the indicator in the environment of evolu-
tionary adaptiveness (e.g. Tinbergen 1951; Lorenz 1937; for a review see Schleidt 
1962). Beyond such fixed (innate) or acquired fixed action patterns, in associative 
learning in classical or operant conditioning, arbitrary coupling of any Tt with nearly 
any Tc (for limits see Breland and Breland 1961) can be generated by an organism. 
For instance, drooling in dogs is an appropriate (successful) response to the pres-
ence of food, but ringing a bell (as an indicator feature; Pavlov 1927/2010) has no 
influence on drooling’s success. In general, learning allows ontogenetic adaptation 
to the statistical properties of dynamically changing and unforeseen configurations 
of the environment. Thus, a flexible mechanism would possibly be implemented. In 
case misrepresentations in such learned contexts are optimal (i.e. in the presence of 
asymmetric priors or costs), misrepresentations should presumably happen between 
Rc to Rt. In the size version of our snakes example (Fig. 10.4, right panel), a mon-
key could learn that small snakes are toxic and treat snakes as toxic up to a size of 
25 cm, even though the true cut-off was 20 cm. These cases would be no challenge 
to success semantics. However, the present chapter aims at demonstrating that there 
are cases where there is little flexibility of changes in Rc.

AQ4
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10.5.1.3 � The Case of Illusions

The examples provided in this chapter mainly stem from the animal kingdom. Thus, 
two examples of misrepresentations are presented to demonstrate that systematic 
misrepresentations stably exist in humans for primary qualities (i.e. size and lo-
cation), and can serve multiple action purposes: the Ebbinghaus size illusion and 
visual capture of sound.

In the Ebbinghaus (or Titchner) illusion, the relevant physical property is a disk’s 
size S and a corresponding representation of size RS in humans (see Fig. 10.7). Spe-
cifically, the representation of size depends on the central disk’s context: In case the 
central disk is surrounded by large circles, it is represented as being smaller and in 
case of small disks in the surrounding as being larger. The surrounding changes the 
size representation in the range of 5–10 % (cf. Franz et al. 2000).

The (mis-)representation of size, RS, is a multipurpose representation that is 
causally involved in several different tasks/actions (Aglioti et al. 1995). Concerning 
perception, the context determines how big humans see the disk. When asked to 
match another disk to the size of the central disk (‘perceptual matching’), humans 
over- or underestimate the disk size. The same happens when they are asked to show 
the disk size with their thumb and finger. And finally, when asking to grasp the 
central disk, the maximal grip aperture, that is the maximal opening of thumb and 
index finger when the hand is en route to the target, is also modulated by context 
(for a review, see Franz 2001). Physical size linearly affects maximal grip aperture 
as well (Castiello 2005). Finally, even though the wrong representation of size, 
RS, has a causal influence on the grasping action, it is successful in picking up the 
central disk. Thus, it seems possible to successfully grasp a disk even though the 
representation of its size is false.

The second systematic misrepresentation in humans presented here concerns the 
primary quality of location in space. Consider watching TV or a movie where a 
person speaks. Then, the mouth has a certain location in space. Simultaneously with 
the lip movements, speech utterances are audible. What usually happens is that the 
speech is perceived as originating from the speaker’s mouth, even though it actu-
ally originates from loudspeakers to the left and right of the screen. Here, there is a 
false representation of the sound’s origin in space, specifically, the sound’s origin is 

Fig. 10.7   The apparent size 
of the central disc depends on 
the size of the surrounding 
disc, even though it is of the 
same size in both cases (when 
measured with a ruler)
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mislocalized to the location of the moving lips (which also allows ventriloquists to 
do their trick). In general terms, vision’s representation of spatial origin captures the 
auditory representation of spatial origin (e.g. Pick et al. 1969; Warren et al. 1981). 
Recently, it has been demonstrated that sound can capture vision if sensory noise in 
vision is increased (Alais and Burr 2004) in such a way that the integration of con-
flicting information about an event’s location of vision and space are combined op-
timally, depending on the levels of noise in both modalities (Ernst and Banks 2002).

These examples foremost serve the purpose of demonstrating that systematic 
misrepresentations are present in humans for primary qualities (such as size and lo-
cation) even in situations where the respective representations are causally involved 
in a wider range of different types of actions. However, these examples also serve 
a second purpose: Based on the conceptual framework of the present chapter, it is 
possible to ask why such illusions (i.e. systematic misrepresentations) have stably 
evolved in human evolution. Remember, we could demonstrate that misrepresenta-
tions maximise fitness under certain conditions: (1) presence of sensory noise, (2) 
asymmetry in priors or cost of errors and possibly (3) the presence of indicator 
representations. Consequently, the framework presented here provides a heuristic 
for asking, whether these prerequisites are met in the case of the presented illusions. 
Note that it is possible that the Ebbinghaus or ventriloquist misrepresentations are 
not themselves maximising fitness but caused by a different organetic or other con-
straint.

10.5.2 � Evolutionary Epistemology

In the previous sections, we argued that there can be situations where our represen-
tations systematically deviate from an objective reality. From a first-person point 
of view, however, it is not evident for a specific situation whether we misrepresent 
or not, as has been illustrated by several illusions. Given this situation, we can ask: 
What can we know about the world at all? Or, put in other words: What are the 
epistemological consequences of misrepresentations?

Evolutionary epistemology12 (Lorenz 1973; Vollmer 1975) maintains the idea 
that our perception and representations have adapted to the (hypothesized) real 
world. From this general point of view, several deductions can be made. On the 
one hand, our representations can be expected to be quite reliable and objective in 
domains which are highly fitness-relevant. From the same theoretical framework, 
one can also conclude that our representations will not be perfect: ‘In evolution, that 
is under competition, it pays to recognize outside objects more or less correctly. But 
it would not pay to aim at or to reach perfection’ (Vollmer 2010, p. 1652). Finally, 
for domains which are not fitness-relevant at all or where no potentially success-

12  The term ‘evolutionary epistemology’ has been used in at least two different ways (Bradie 
1986). Popper and others used the term to describe the growth of human knowledge by the (non-
genetic) evolution of ideas and theories (Popper 1972). In this chapter, we use it only in the sense 
of Lorenz (1973) and Vollmer (1975).
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ful actions can be performed by the organism, no selection pressure existed which 
would have shaped humans’ sensory abilities or representations towards objectivity.

Based on this general framework, several conclusions concerning misrepresenta-
tions have been drawn by Vollmer (1975) and Bischof (2009), as will be shown in 
the next paragraphs.

10.5.2.1 � Micro-, Meso- and Macrocosm

Domains of human knowledge which somehow relate to fitness-relevant domains of 
the external world can be shaped by evolution towards objectivity (Vollmer 1975). 
There are, however, domains of knowledge which are completely unrelated to the 
external world (e.g. mathematical symbolic systems). There is no way to falsify 
or verify representations and beliefs within such symbolic systems by recurrence 
to the external world. Likewise, there are physical domains of the external world 
which have not been fitness-relevant in our history of evolution (e.g. strong atomic 
radiation). Without selection pressure, no detectors could have evolved for such 
physical domains, even if they have become fitness-relevant nowadays.

Fitness-relevant physical phenomena are predominantly located in a rather nar-
row range of physical scales: The retina is only sensitive to a small band of electro-
magnetic frequencies, size estimates below 0.5 mm and above some kilometres are 
nearly impossible, and time spans of nanoseconds or geological history are hard to 
imagine.

Based on this observation, Vollmer (1975) categorized the physical phenomena 
into three ‘cosms’, (a) microcosm, which subsumes phenomena that are on a too 
small scale to be fitness-relevant (e.g. subatomic structures), (b) mesocosm, which 
describes phenomena on a medium scale and (c) macrocosm, which describes very 
large physical scales (e.g. cosmologic dimensions). Whenever knowledge domains 
exceed the mesocosmic scales to which our sensory apparatus and representational 
categories are adapted, these categories might be suboptimal or misleading. As a 
consequence, our intuitive sense of such phenomena can lead us astray. For exam-
ple, it is hard to grasp the wave-particle dualism of electrons, even for experienced 
physicists.

To summarize, Vollmer’s framework of micro-, meso- and macrocosm gives 
some guidelines for where to expect objectivity in human perception and in which 
domains our adapted senses and categories might be bad guides.13

13  Note that an analogue distinction has also been proposed by Bertalanffy: ‘The popular forms of 
intuition and categories, such as space, time, matter and causality, work well enough in the world 
of “medium dimensions” to which the human animal is biologically adapted. Here, Newtonian 
mechanics and classical physics, as based upon these visualizable categories, are perfectly satis-
factory.’ (Bertalanffy 1968, p. 241, see also Bertalanffy 1955).
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10.5.2.2 � Meta-, Para- and Orthocosm

Bischof shares the general framework of evolutionary epistemology with Vollmer, 
but he suggested an alternative classification of the ‘cosms’. According to Bischof 
(2009), it is not necessary to distinguish micro- from macrocosm. Both categories 
are completely irrelevant to fitness and therefore can be combined into a single 
category which he calls metacosm. The metacosm describes all phenomena which 
are fitness-irrelevant, beyond their location on a physical scale. For example, the 
question of whether ‘Beauty and Truth are the same’ is hardly fitness-relevant, and 
it cannot be expected that encounters with the real world can give any evidence for 
or against that idea.

Furthermore, Bischof proposed to divide the mesocosm based on the symmetry 
of the utility surface (given that evolution does not favour ‘over-optimal’ sensors, 
it is assumed that always some level of noise is present). The orthocosm describes 
all phenomena with a symmetric surface—representational errors on both sides of 
the ridge have more or less the same costs in terms of fitness. For these phenomena, 
representations can be assumed to be shaped towards truth, as objective representa-
tions are optimal. Although we can never be sure whether we have reached objec-
tiveness (Vollmer 2010), we can expect a convergence towards objectiveness. The 
paracosm, in contrast, denotes phenomena with asymmetric utility surfaces. Based 
on the arguments given above, paracosm representations are expected to converge 
on a conservative level, shifted away from objectivity, as this is optimal. Bischof 
locates most social categories in the realm of paracosm, whereas domains which re-
quire a physical interaction with the external world, like tool usage, predominantly 
are in orthocosm. For a graphical comparison of Vollmer’s (1975) and Bischof’s 
(2009) categories of evolutionary epistemology, see Fig. 10.8.

10.5.2.3 � Increasing Objectivity: Multidimensional Utility Surfaces  
and Measurement Invariance

Both Vollmer and Bischof emphasize that multidimensional utility surfaces (‘utility 
hyper surfaces’) usually lead to more symmetry and consequently to more objectiv-
ity. In our example of monkeys and snakes it is possible that a shifted colour percep-
tion (which is optimal for snake encounters) has adverse impacts in other fitness-
relevant domains, for example ‘finding edible fruits’. If this is the case, the overall 
utility hypersurface is a weighted average of all fitness-relevant tasks that make use 
of this particular sensor. This multidimensional utility hypersurface typically (but 
not necessarily) is more symmetric than the utility surface of a single dimension.

As evolution shaped our cognitive apparatus towards optimality and not towards 
objectivity, representations of paracosmic phenomena are not objective. But how 
can we, at least, approach objectivity for the paracosmic domain? Both Vollmer and 
Bischof agree that additional sensors can increase the objectivity of a representa-
tion. If multiple methods of measurement converge on the same result this would 
be a sign of measurement invariance (Bischof 1966; Vollmer 2010). Our monkeys 
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have variance in colour perception in comparison to other measurement methods: 
Spectrometer measurements of the snake’s colour, or the perception of other species 
that are immune to these snakes, would not converge with our monkey’s percep-
tion. For Vollmer (2010), measurement invariance actually is the defining criterion 
for objectivity: ‘A proposition is objective if and only if its meaning and its truth 
is invariant against a change in the conditions under which it was formulated, that 
is, if it is independent of its author, observer, reference system, test method, and 
conventions’ (p. 1658).

Hence, probing the colour perception of our monkeys with additional devices, 
independent of any toxicity associations, can be the tool to assess the objectivity of 
a representation (Vollmer 2010). Although we can never be sure whether we have 
reached objectivity, invariance is the touchstone that tests for objectivity.

10.6 � Conclusion

As has been argued before, under some conditions, namely information loss plus 
either asymmetry of the utility surface or prior probabilities, misrepresentations (or 
criterion shifts) lead to optimal actions. Success semantics state that a representa-
tion is true iff it causes a successful action. When misrepresentations are optimal, 

Fig. 10.8   A graphical representation of Vollmer’s (1975) and Bischof’s (2009) epistemological 
categories
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does that violate success semantics? Not necessarily. Although the average success 
is optimized for shifted representations, for each single action still holds that only 
true representations lead to successful actions.

In contrast to that situation, however, we argued that there are conditions in which 
false representations systematically lead to successful actions—not only in aver-
age but also in single instances. Specifically, whenever (beyond information loss 
and asymmetry/different priors) the organism employs indicator representations as 
proxies for the actual success-relevant feature, systematically false representations 
in the indicator variable can lead to successful actions, and this situation indeed is a 
violation of success semantics. We provided examples suggesting that the usage of 
indicator variables is probably more the rule than the exception in living organisms.

Embedding these ideas in the context of evolutionary epistemology, it can be 
assumed that humans have knowledge domains that converge to the truth (‘or-
thocosm’), because the overall utility hypersurfaces are symmetric. However, hu-
mans might also have knowledge domains where representations systematically 
deviate from the truth (‘paracosm’), for asymmetric selection pressure.
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Tyger Tyger, burning bright, In the forests of the night;  
What immortal hand or eye, Could frame thy fearful symmetry?
William Blake

11.1 � Introduction

Imagine our dreams were more than mere messages from the unconscious. Imag-
ine they were windows into a long-ago past and something no archaeologist or 
palaeoanthropologist will ever find, no matter how modern and precise his radio 
carbon data are: hitherto-ignored prehistoric remains of how our hominid ancestors 
thought, what their psychic reality and subjective life was like. No bones and skulls, 
no tools and artefacts could ever tell us anything about this. What if our own dreams 
told us something about what was going on in their heads when they were awake? 
What if our way of dreaming resembles their way of thinking? If this were true, then 
our ancestors’ subjective life would still live within us and resurrect every night as 
soon as we close our lids. Our own dreams, then, would be windows into prehistory, 
and the analysis of their basic structures and constitutive processes would amount 
to a kind of mental archaeology that could teach us not only about the processes 
that gave rise to human thinking but also about the context in which they came into 
being: in rituals of human sacrifice.

Christoph Türcke suggests precisely this. According to Türcke, the principles 
and forces that constitute our dreams as described by Freud (1961 [1900]) in his 
ground-breaking book Die Traumdeutung were also at work when the early Homo 
tried to cope with experiences of traumatic shock via traumatic re-enactment in 
the form of rituals of human sacrifice. In his book Philosophy of Dreams (2013), 
Türcke offers a brilliantly written account of seductive plausibility. Yet, there are 

223© Springer Science+Business Media New York 2015
T. Breyer (ed.), Epistemological Dimensions of Evolutionary Psychology, 
DOI 10.1007/978-1-4939-1387-9_11



224 A. Mayer

points that raise questions and finally cast doubt on the claim that rituals of human 
sacrifice opened up mental life as we know it. This chapter therefore provides a 
critique and suggests an alternative pathway in which human sacrifice is not as 
important for the rise of human mental life as Türcke suggests. Before we focus on 
any critique, however, a summary of his account is necessary. This summary will 
also make clear how dreams and human sacrifice relate to each other.

After that, I will try to critically assess Türcke’s account in various steps. To 
begin with, I will try to assess the basic assumptions his account is built on. First, I 
will reflect on the assumption that only Homo sapiens was “nervous” enough to be 
affected by experiences of traumatic shock (ETS) in a way that forced him to trau-
matically re-enact and repeat these experiences in rituals of human sacrifice (RHS). 
Second, I will focus on Türcke’s (2011) use and interpretation of the German word 
Schrecken (horror, terror, fright; manifestation of something which terrifies, fright-
ens, shocks, scares).1 In the next step, I will introduce Michael Tomasello’s (1999, 
2008) very different view on the origins of human cognition and communication. 
Yet, although different, both accounts are not incompatible. For example, one might 
argue that the abilities identified by Tomasello as being specific and constitutive for 
our species might well have developed in parallel with or even as a result of RHS. I 
will then suggest an alternative, arguing that ecological changes forced our human 
ancestors to collaborate in qualitatively new ways when they had to defend them-
selves against predators in the open savannahs and finally started to hunt big game 
as well. Finally, I will suggest—and here, I lapse into pure speculation—that the 
forces at work in our dreams, which Türcke postulated to be characteristic of both 
RHS and primitive (hallucinatory) thinking, can also be detected and identified in 
the alternative scenario in which adapting to the new environment of the savannah 
was of primary importance.

Before getting started, however, be warned. Any theory that tries to describe how 
mental life came into being stands on very shaky grounds. We are dealing here with 
speculations rather than empirically testable theories. Türcke himself pleads for the 
vindication of speculation in science. Since this chapter deals with a speculative ac-
count, the following pages are inevitably as speculative as the book they are dealing 
with. Hopefully, they are also as plausible.

11.2 � Philosophy of Dreams—A Summary

Türcke’s book is full of ideas, hints, speculations and associations—this makes 
Philosophy of Dreams a very exciting reading, but a difficult one when it comes 
to breaking it down into clear-cut scientific hypotheses. Still, some ideas recur, 
although they are sometimes slightly varied.

1  Since the German term Schrecken captures aspects of both the English terms fright and horror, I 
will—to simplify matters—continue to use the German term as well as the corresponding adjective 
schrecklich throughout this text.
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First, Türcke (2013, p. 92) argues that traumatic shocks are the strongest expe-
riences human beings can make and that no other experiences have the power to 
arouse the nervous system in the same way.

Second, he argues that they were the only experiences with the power to arouse 
the nervous system in a way that forced early hominids to look for ways to cope 
with them and find relief. Since ETS are disturbing and difficult to get rid of, similar 
experiences were repeated and traumatically re-enacted—a desperate attempt of the 
organism to get them under control and to find relief (Freud’s traumatic repetition 
compulsion).

Third, Türcke argues that we can only imagine things we have previously 
perceived as being enacted. In the German version of the book ( Philosophie des 
Traums, 2011), Türcke plays with the word Vorstellung, which means both imagi-
nation and performance and which—in its verbal form ( vorstellen)—can be read 
as vor-stellen, i.e. to put something in front of someone or something (so that it 
can be observed). According to Türcke, only procedures and actions that have been 
repeatedly performed can give rise to their mental representation and, hence, to the 
realm of imagination. Repetition, however, is not sufficient in his view. Only pro-
cedures and actions that are experienced in the same intensity as traumatic shocks 
can, via repetition, become internalized and thus give rise to mental representation 
and imagination.

Fourth, RHS are controlled ways of repeating and performing ETS.
Fifth, RHS represent the original ETS, which were much more unforeseeable 

and uncontrollable. For RHS to represent ETS, three steps are necessary. The origi-
nal experience must be (1) displaced, (2) condensed, and (3) reversed. It must be 
displaced, i.e. shifted from specific places in time and space (where the original 
ETS has occurred) to the place where RHS take place. There, it must be condensed, 
i.e. the variety of possible ETS is reduced to a single phenomenon (human sac-
rifice), which can be structured and ritualized. The more chaotic elements of the 
original ETS event are thus eliminated. Finally, it must be reversed: The horror and 
shock that was experienced is now re-enacted in a safer environment and inflicted 
upon the sacrificial victim.

Sixth, since RHS is another—although controlled—experience of traumatic 
shock, early hominids sooner or later had to find a way to also get rid of the ritual 
itself. RHS, which were originally designed to cope with ETS, had become another 
traumatic aspect of life that had to be overcome. This happened via internalization 
and subsequent mental representation. Whereas RHS are very literally an internal-
ization (in the spatial sense of the term) of ETS into the ritualistic centre, the whole 
course of action and its relieving function must now be internalized mentally and 
hence be transformed into a mental function. This is to say that the forces that helped 
RHS to represent ETS became the cognitive abilities that displace, condense and 
reverse mental representations. Hence, this form of primitive thinking was made up 
by exactly the same forces Freud discovered to be at work in the dreams of modern 
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people.2 Our dreams are therefore windows into the beginnings of thinking, which 
started with the internalization of repeatedly observed performances (RHS) power-
ful enough to arouse the nervous system of early Homo. Vorstellungen in the sense 
of performances or performative representations thus became Vorstellungen in the 
sense of mental representations.

Seventh, the first word(s) and thus human speech came into being in the context 
of ETS. According to Türcke, these words could hardly have been anything else 
than exclamations like “Here!” and/or “There!”—demonstratives accompanying 
sudden shock in the face of Schrecken.

Summing up, Türcke considers condensation, displacement and reversal to be 
not only the formative principles of dreaming—in his view, these principles are key 
to the evolution of thinking, culture and civilization, and were originally manifest in 
rituals of human sacrifice. From this perspective, the forces that shape our dreams 
night by night are the same as the forces that made us human.3

11.3 � Early Homo as a Bag of Nerves

One of the first questions that come to mind when reading Philosophy of Dreams 
is “Why should only humans re-enact ETS by sacrificing conspecifics?” Türcke’s 
answer is simple and straightforward physiological: Humans were literally a “bag 
of nerves” and more aroused by traumatic shock because they had a larger brain and 
hence more nerves than any other species.

The problem with this assumption is, of course, that we do not know much about 
the early sensitivity and nervous vulnerability of early hominids. Türcke’s evidence 
comes from Freud’s observation of war survivors in the twentieth century. Freud 
was forced to postulate thanatos as a second drive since he was not able to explain 
the recurrent nightmares of traumatized soldiers in the terminology of eros and his 
psychosexual theory. But the mere fact that the nervous system of twentieth-century 
soldiers was so aroused by traumatic war experiences that they were compelled to 
repeat them in the course of the organism’s attempt to get rid of these memories 
does not necessarily tell us whether the nervous system of early hominids was as 
vulnerable as well. Türcke transfers the sensitivity of modern man and posttraumat-
ic stress symptoms onto early hominids, thus ignoring the possibility that traumatic 
reactions of the kind demonstrated by Freud’s patients might already be—at least 
partially—the product of a long cultural history and process of civilization, in which 

2  This early thinking was, according to Türcke, mainly hallucinatory. Although the following 
pages will not deal with this idea and the notion of hallucination among early Homo sapiens, it 
is worth mentioning that hallucinations get in the way of clear perceptions of reality. Therefore, 
continuous hallucination in daytime can hardly have been adaptive.
3  “My suspicion is that, taken together, condensation, displacement and the dark spot [Türcke 
refers here to reversal; AM] contain a lot more than the secret of dream construction—namely, 
nothing less than the secret of the construction of thought and culture and of the development of 
humanity” (Türcke 2013, p. 38).
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sensitivity and vulnerability were gradually increased by normative forces, shared 
values, religious and humanistic ideas, empathic practices, which had been exer-
cised for centuries and so forth. In doing so, Türcke’s starting assumption that early 
Homo was the only animal sensitive enough to be forced by nature to traumatically 
re-enact ETS is based on nothing more than a physiological fact. Since our fore-
bears’ brain volume was bigger than the brain volume of other species, they must 
have been more sensitive and thus more shocked by terrifying experiences than 
others. However, although brain size is known to be correlated with, for example, 
intelligence, there are factors that correlate higher with it, such as the number of 
cortical neurons and conduction velocity (Roth and Dicke 2005). Yet, since humans 
possess only marginally more cortical neurons than whales and elephants—animals 
also known for having complex emotions like grief and psychological pain, but 
not for ritualistic sacrifices of conspecifics—and since even less is known about 
the relationship between brain volume and psychological vulnerability, Türcke’s 
starting assumption is not fully convincing. What if it is nothing else than a projec-
tion of our current anthropocentrism onto our ancestors? Or, more precisely, our 
speciocentrism: Since we believe ourselves to be the most sensitive and emotion-
ally vulnerable species on the planet, our ancestors must have been as well. But 
neither the premise nor the conclusion can be taken for granted. Elephants and dogs 
appear to suffer from traumatic experiences in ways comparable to human beings 
(Bradshaw 2004; Nagasawa et al. 2012). The New York Times recently reported that 
military dogs show signs of combat stress, indicating that they suffer from traumatic 
experiences undergone in war zones.4 Military veterinarians are already speaking of 
canine posttraumatic stress disorder (PTSD) to refer to patterns of behaviour among 
dogs that were exposed to explosions, gunfire or other combat-related violence. 
The symptoms are strikingly similar to those of humans: hypervigilance, avoidant 
behaviour, changes in temperament, aggressiveness and so forth. According to this 
article, some dogs are even treated with the same medications used to treat panic 
attacks in humans. Moreover, dogs also dream, and there is no reason why traumatic 
experiences should not be repeated in their dreams as well. But we do not know 
for sure, simply because dogs cannot tell us. Yet, if military dogs should repeat 
traumatic experiences in their dreams, too, then traumatic repetition compulsion is 
not restricted to human beings and, hence, not necessarily to our forebears. More 
importantly, other species that do not sacrifice conspecifics in order to find relief 
would also be sufficiently “nervous” to (a) suffer from ETS, (b) develop symptoms 
similar to human PTSD and maybe (c) repeat the traumatic experiences in dreams.

Let us again have a look at the alleged relationship between brain volume and 
psychological vulnerability. About 4  million years ago, a variety of hominids 
known as Australopithecus lived in eastern and southern Africa. One subspecies, 
Australopithecus afarensis, was relatively closely related to Homo (“Lucy” be-
ing the most famous one). These early hominids were clearly bipedal, yet their 
brains “were little better than ape-sized” (DeSalle and Tattersall 2008, p.  118) 

4  http://www.nytimes.com/2011/12/02/us/more-military-dogs-show-signs-of-combat-stress.html?
pagewanted=all&module=Search&mabReward=relbias%3Ar&_r=0
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and “nothing in the record would allow us to infer that in early stages, at least, 
they had developed a level of intelligence significantly greater than that of our 
modern apes” (DeSalle and Tattersall 2008). Consequently, they were probably 
not sufficiently “nervous” to be forced to repeat ETS in RHS. What about more 
recent members of the Homo family? Of all extinct hominids, Neanderthals “are 
the ones who have left us with the richest record of themselves and their lives” 
(DeSalle and Tattersall 2008, p. 127). Interestingly, some authors argue that there 
is virtually no evidence for symbolic behaviour, although Neanderthals had brains 
as big as ours (DeSalle and Tattersall 2008, p. 129). If the mere amount of nerves 
should therefore have been responsible for the kind of nervousness that led to 
traumatic re-enactments in RHS, and if RHS were symbolic and led to mental rep-
resentation and other symbolic behaviours, then why should there be no evidence 
for any kind of symbolic behaviour among Neanderthals? What we know about 
Neanderthals casts doubt, albeit indirectly, on the idea that brain volume—the 
bag of nerves, so to speak—might have stood at the beginning of Türcke’s devel-
opmental trajectory from ETS via RHS to symbolic behaviours and full-blown 
mental capacities. DeSalle and Tattersall (2008) conclude that “it was evidently 
not the big brain of Homo sapiens that by itself made the competitive difference; 
it was symbolic thought, as substantiated by archaeological evidence of symbolic 
behavior” (p.  193). But, of course, the mere absence of evidence for symbolic 
behaviour does not prove that Neanderthals were not able to engage in these kinds 
of behaviours.

On Türcke’s account, everything begins with Homo having more nerves and thus 
being more nervous. At the end of a long historical process, language and culture 
had evolved. Finally, for the sake of completeness, let me just mention that some 
support the idea of an opposite trajectory. Hockett and Ascher (1964) argue: “For 
our ancestors of a million years ago the survival value of bigger brains is obvious if 
and only if they had already achieved the essence of language and culture” (p. 145). 
Since big brains are biologically very expensive (high percentage of blood sup-
ply, skull enlargement, difficulties during parturition, etc.), something must already 
have existed that led the ongoing enlargement of brain volume to continue. There-
fore, the authors argue, language and culture “selected for bigger brains” (Hockett 
and Ascher 1964, p. 146), and not the other way around.

11.4 � Schrecken and the Case of Cannibalism

A second critical remark concerns the nature of Schrecken, i.e. naturally occurring 
experiences of shock and horror. When Türcke speaks of the Urstrudel des Grauens 
(2011, p. 63; “original vortex of fright”, 2013, p. 48), one gets the impression that 
Türcke conceives of Schrecken in almost metaphysical or substantial terms—as an 
ens in se, so to speak. One is reminded of the last words of Joseph Conrad’s protago-
nist Marlow in Heart of Darkness: “The horror! The horror!” But what exactly was 
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the horror, what was so frightening that it shook our forebears to the core? Fortu-
nately, Türcke (2011, p. 133, 172, 181) repeatedly provides very concrete examples 
as well: volcanic eruptions, earthquakes, wild animals—especially snakes with 
their abrupt movements—thunderstorms and lightning. More generally, what char-
acterizes Schrecken is that it occurs all of a sudden and hence completely absorbs 
an individual’s attention (Türcke 2011, p. 181).

Let us take the example of wild animals. How do our closest living relatives, the 
chimpanzees, react towards dangerous animals? Chimpanzees’ behaviour towards 
predators is highly interesting. Although they are sometimes attacked by predators 
such as leopards, this does not prevent them from striking back. Hiraiwa-Hasegawa 
et al. (1986) report about a group of more than 30 chimpanzees in Tanzania observ-
ing a leopard den containing a mother and at least one cub, which they eventually 
dragged out and killed. Apparently, chimpanzees can defend themselves against 
a predator of up to at least the size of a leopard. Remember that Türcke lists wild 
animals in his ETS examples. But the present chimpanzees’ behaviour does not re-
ally support the idea that they are so severely shocked by irregular sudden attacks 
of predators. If so, would they strike back? Likewise, it might be that our human 
ancestors reacted in comparable ways, thus rendering the need to cope with ETS in 
RHS superfluous.

What about present hunter–gatherer societies? Of course, early Homo cannot 
be compared to present hunter-gatherers in almost as many ways as urban people. 
However, their environment and their resources to cope with nature’s Schrecken 
are comparable to a certain extent. Thus, sources for traumatic shock in former 
times should resemble those in present times in areas where people still live in 
comparable ways. The San of southern Africa or the Hazda of northern Tanzania 
live (at least until very recently) as hunter-gatherers in savannahs with dangerous 
predators, reptiles, snakes and scorpions. They have to face nature’s forces without 
the protecting technology and infrastructure present in urban areas. Nevertheless, 
they do not sacrifice other human beings in order to cope with traumatic experi-
ences. Also, there is, to my knowledge, no evidence that they suffer significantly 
more from nightmares in which ETS are traumatically repeated than any other 
people. But why do these people not suffer as intensely as Türcke claims for our 
forebears? Türcke would probably give an answer in line with one of his central 
arguments: They do not suffer as much because—apart from the fact that nature is 
more under control nowadays—mental representations have an appeasing, calm-
ing effect. And like all present Homo sapiens, hunter-gatherers have a long history 
in which traumatic re-enactment has already helped them to dampen traumatic 
shocks via performative representation ( Vorstellung in the sense of performance) 
and finally mental representation ( Vorstellung in the sense of imagination). If one 
looks at present hunter-gatherer societies, however, one does not get the impres-
sion that nature is as terrifying and shocking to them at all. Looking at both our 
closest living relatives and at people who still live in a traditional way gives rise to 
the possibility that the everyday life of our ancestors might not have been as hor-
rible as Türcke suggests.

AQ2



230 A. Mayer

But let us again focus on the idea that the ability to imagine things and to men-
tally represent them helped early Homo to cope with traumatic shock. What about 
the opposite effect? What if the level of mentalization our species acquired in the 
course of phylogeny has made us more vulnerable and sensitive? The gradual 
mentalization and increasing intelligence of Homo sapiens, in this perspective, did 
not only help to “buffer” ETS—it did also increase vulnerability and enhance cre-
ativity in ways which gave human beings the power to be even more schrecklich as 
the original natural horrors.

On the one hand, increased mentalization and intelligence might also increase 
vulnerability via various forms of perspective taking. Perspective taking allows 
individuals to compare their fate with the fate of others, to view their own lives 
from a bird’s eye perspective and to engage in empathy. All this adds something 
to the dimension of physical pain. Whereas without perspective taking, an indi-
vidual suffers only physiologically, perspective taking opens up a more psycho-
logical source for suffering which might not simply buffer, but also add to the 
physiological one.

On the other hand, the enhancement of intelligence and mentalization also in-
creased the potential for Schrecken by enabling humans to “invent” ETS that are at 
least as uncontrollable and unforeseeable as the original natural horrors. The orga-
nized cruelty in Nazi Germany, the genocide in Rwanda, the experiences of child 
soldiers, the history of torture methods or the recent reports on torture camps on the 
Sinai peninsula are just a few random examples to demonstrate that the increased 
ability to mentally represent what another person experiences can also be used 
for malicious purposes, i.e. in order to increase Schrecken and produce traumatic 
shocks which are probably at least as arousing as the ones experienced by early 
hominids (just imagine a skilled and creative torturer).5

If we, with regard to the situation of early Homo, have to infer the intensity of 
traumatic shocks and their impact on early hominids on the basis of RHS, which are 
their traumatic re-enactments and hence expressions of it, then we are also allowed 
to infer and comparatively evaluate the intensity of traumatic shocks and their im-
pact on the human psyche in present times on the basis of the various traumatic 
re-enactments we can witness today (forms of torture, sadism, violence, etc.). If 
we do so, we confirm the presence of the traumatic repetition compulsion—yet the 
idea that the ability of Homo sapiens for mental representation somehow softens 
the impact of ETS in modern humans loses its plausibility. Since today’s traumatic 
re-enactments are not necessarily less cruel than in former times, this would mean 
that ETS are still experienced as schrecklich as ever.

Finally, I will finish my reflections on Schrecken with some considerations of 
a phenomenon that is considered to be a paradigmatically horrific one: cannibal-
ism. Evidence for cannibalism is as old as 800,000 years (Carbonell et al. 2010), 
much older than any evidence for RHS. Türcke is certainly right in saying that 

5  http://sz-magazin.sueddeutsche.de/texte/anzeigen/40203/Im-Reich-des-Todes; http://www 
.bbc.co.uk/news/world-africa−22575182; http://www.theguardian.com/world/2012/jul/17/eritrea- 
people-trafficking-arms-sinai.

http://www
.bbc.co.uk/news/world-africa<2212>22575182
http://www
.bbc.co.uk/news/world-africa<2212>22575182
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the killing or sacrificing of conspecifics and cannibalism were not separate from 
each other in the beginnings of human sacrifice—yet evidence for cannibalism is 
not an automatic evidence for co-occurring sacrifice. The human remains found in 
Spain do not show a specific distribution, they appear “mixed with lithic tools and 
bones of other taxa” and both “nonhuman and human remains show similar evi-
dence of butchering process” (Carbonell et al. 2010, p. 539). In other words, there 
is no evidence that human remains were treated differently, which we would ex-
pect if cannibalism had been integrated into a ritualistic context. Since cannibal-
ism is common among many different animal species—among them our closest 
relatives, the chimpanzees (Goodall 1977)—it is a practice that certainly preceded 
sacrifice. Moreover, it is very probable that cannibalism among our human ances-
tors is much older than 800,000 years. From our present point of view, cannibal-
ism with prior killing is as cruel as the practice of human sacrifice. So what about 
cannibalism among the hominids and earliest representatives of Homo? Should 
we interpret its repeated occurrence already as a form of traumatic re-enactment, 
as a compulsion to repeat ETS? With regard to the omnipresence of cannibalism 
in the animal kingdom, it is more plausible to interpret cannibalism in less men-
talistic and more parsimonious terms: Cannibalism was not the rule, but it was 
part of everyday life and probably not experienced as schrecklich as we perceive 
of it today (which would again support the view that our sensitivity towards ETS 
might have increased despite increasing capacities for mental representation). If 
this is true, then the appearance of human sacrifice could not have had its catalys-
ing function, since there is no reason to assume that RHS were more horrifying 
than the already existing cannibalism. Another historical trajectory seems more 
probable: Killing conspecifics only became a terrible and horrifying experience 
after something has made our ancestors more sensitive. We are left, then, with two 
possible scenarios:

1.	 Cannibalism was a traumatic experience for Homo antecessor, leading to more 
ritualistic forms of cannibalism and killing of conspecifics: RHS. As a conse-
quence, Homo antecessor found relief and the capacity for mental representation 
developed.

2.	 Cannibalism was not a traumatic experience for Homo antecessor, and there was 
no need to find relief in RHS. However, other developments led to a qualitative 
leap in thinking and sensitivity; thus, the cruelty of the old practice was recog-
nized and needed justification. This led to RHS, in which existing practices of 
cannibalism were ritualized and endowed with meaning.

While Türcke appears to support the first scenario, I suggest that the second might 
be a plausible alternative.

My critical remarks on Türcke’s conceptualization of early hominids as bags of 
nerves and Schrecken are far from being strong enough to refute his account. Rath-
er, they are suggestions to rethink and fruitfully discuss some of his assumptions. 
However, they make clear that if we follow Türcke’s line of argumentation, we do 
so on the basis of two starting assumptions that, although plausible to a certain ex-
tent, cannot be taken for granted.
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11.5 � Origins of Human Cognition and Communication 
from a Comparative Perspective

We do not know when our ancestors sacrificed a conspecific for the first time. Mas-
sacres and subsequent cannibalism differ from ritualistic sacrifices. The latter took 
place at a specific location and the course of events was structured and controlled. 
The majority had to agree on someone who was going to be sacrificed, they had 
to collaborate in order to bring the victim under control, and they had to jointly 
attend to the following events and stick to their ascribed role as either participant, 
observer, dancer, priest or any other part. Therefore, RHS required some basic abili-
ties, namely, the ability for joint attention, the ability for social reference, since the 
group had to refer to “the chosen one”, and the ability for cooperation. In other 
words, the group had to be able to work on and bring about a joint goal. Suppose 
that the first ritualistic form of sacrifice took place before Homo had acquired a 
conventional language, then the choice of the victim could only have come about 
via gestures and gaze following.

According to the developmental and comparative psychologist Michael Toma-
sello (2008), these are precisely the abilities that distinguish humans from their 
primate relatives. The greatest difference between young children and great apes 
lies in children’s ability to share attention and to cooperate. Tomasello’s account is 
based on numerous empirical studies in which social-cognitive abilities of human 
children were compared to those of their closest living relatives like chimpanzees 
( Pan troglodytes), gorillas ( Gorilla gorilla) and orang-utan ( Pongo pygmaeus). In a 
nutshell, the guiding principle of this research program is the following: If all great 
apes and humans are comparable with respect to certain abilities and differ with 
respect to specific others, which only humans but none of their primate relatives 
exhibit, then it is reasonable to assume that these very abilities must have played an 
important role in the phylogenesis of Homo sapiens.

For Tomasello (1999, 2008), the most human-specific activity distinguishing our 
species from others is our ability and inclination to jointly attend to something in a 
very specific way. While chimpanzees understand that another chimpanzee attends 
to something, only humans share the fact that they share attention and only humans 
are willing to collaborate, for example, when it comes to pursuing a goal that was 
formerly jointly established. This view is derived from a vast corpus of comparative 
data. In this sense, it has a stronger empirical basis than Türcke’s account. Since at 
least ritualized forms of sacrifice certainly required forming a joint goal as well as 
joint attention, the question arises whether the species-unique abilities identified by 
Tomasello did not develop phylogenetically prior to RHS.

Let me briefly summarize some of Tomasello’s ideas developed in Origins of 
Human Communication (2008). Tomasello argues that we have to look for the ori-
gins of language in gestural communication. Both great apes and humans engage 
in intentional communication using gestures. Apes use gestures very flexibly in 
order to request or demand something from others. They use intention movements 
in order to demand a specific action directly—for example, they approach another 
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individual with their back first in order to be groomed. Moreover, they use atten-
tion-getters in order to direct the other’s attention. For example, they throw objects 
or slap on the ground. According to Tomasello, human cooperative communication 
is more complex because humans do not only understand individual intentionality 
but also shared intentionality, with recursive mindreading being its cognitive basis. 
Whereas chimpanzees see what others see and understand their gaze as intentional, 
i.e. as being directed towards something, children go beyond this: They understand 
that others see themselves seeing. This recursiveness opens up the possibility for 
sharing. While chimpanzees only use the pointing gesture to request something, 
young children already use it for more collaborative purposes: They inform others, 
and they point at something in front of someone else because they want the other to 
attend as well. Importantly, they do not only point for someone else in order to get 
their help for an egocentric goal but also because they enjoy the sharing of attention 
as a means in itself.

Apart from pointing gestures, humans use iconic gestures, i.e. pantomiming, to 
direct others’ imagination. According to Tomasello, more arbitrary communicative 
and linguistic conventions rely on the same “cooperative infrastructure” (Toma-
sello 2008, p. 322) as the more natural human gestures (pointing and pantomim-
ing). As neophytes acquire the use of iconic gestures whose iconicity is not fully 
grasped, they drift, so to speak, to the arbitrary. For example, if someone makes 
gestures as if he had a spear in his hands in order to communicate to others that 
some antelopes are at the nearby lake (since they use spears to hunt antelopes), 
and if children or others who are not familiar with this communicative relationship 
observe all the other people leaving, they might conclude that the gesture simply 
stands for the act of leaving and consequently start to use the same gesture in 
this way. The gesture is thus shifted to the arbitrary and becomes more and more 
abstract and symbolic (Tomasello 2008, p.  323). Although Tomasello does not 
overtly speculate about what the first words might have been, Türcke’s intuition 
that they could hardly have been anything else than demonstratives6 would prob-
ably be supported by Tomasello: “The ontogenetic transition from gestures to lan-
guage demonstrates the common function of (i) pointing and demonstratives (e.g., 
this and that); and (ii) iconic gestures and content words (e.g., nouns and verbs)” 
(Tomasello 2008, p. 324).

Tomasello repeatedly stresses that both the skills and motives for shared inten-
tionality “arose initially within the context of mutualistic collaborative activities” 
(Tomasello 2008, p. 324). Only the cognitive underpinning of shared intentionality, 
i.e. recursive mindreading, could have led to the formation of a joint goal, which 
is only truly joint if both collaborators know about having and pursuing the same 
goal. According to Tomasello, this ability to participate in collaborative activities 

6  Türcke seems to suggest that both pointing and exclamatory vocalisations with demonstrative 
meaning appeared for the first time in the face of Schrecken (2013, chapter “Primal words”). Yet, if 
ETS were really as shocking as Türcke suggests, it is doubtful that our ancestors were still capable 
of pointing. In a true situation of shock, one might be too paralysed and absorbed by the experience 
to engage in pointing.
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is not present among the great apes (Tomasello 2008). Both pointing and panto-
miming “arose as ways of coordinating the collaborative activity more efficiently” 
(Tomasello 2008, p. 324).

Summing up, Tomasello offers a plausible account of how language might have 
evolved from nonverbal abilities for the purpose of shared intentionality and joint 
collaborative action. However, he does not say very much about the phylogenetic 
origins of shared intentionality. Why were our ancestors motivated to share atten-
tion? What made recursive mindreading possible? And what if the species-specific 
abilities present in young children, but not or less so in other living primates, devel-
oped in the course of RHS? One might argue that they were results or by-products 
of RHS rather than prerequisites. In the same way as unsystematic massacres de-
veloped to more ritualistic forms, collaboration, joint goal formation and joint at-
tention became more necessary and might have developed in parallel. How can we 
know whether the abilities identified by Tomasello evolved in RHS or somewhere 
else?

11.6 � Into the Wild

Our ancestors did certainly not begin to share attention and cooperate out of bore-
dom, fun or sheer curiosity, but because they were forced to do so. Sharing attention 
and cooperation must have been important for survival. The questions are then:

1.	 What forced early hominids to jointly attend to some object while—and this is 
the important part of it—being aware that (a) both are attending to it and (b) both 
are attending to each other’s attention (recursive structure of joint attention: I 
attend to your attention to my attention to your attention, and so forth, ad infini-
tum; see Tomasello 2008), thus allowing for truly shared attention and joint goal 
formation?

2.	 What forced early hominids to collaborate?

As we have seen, shared intentionality is based on the ability for recursive min-
dreading. Without it, we might have the same goal, but not a joint goal. Was this 
ability necessarily a part of RHS? What could have forced our human forebears not 
only to re-enact ETS, i.e. to sacrifice conspecifics, but also to be aware of others’ 
attention towards one’s own attention? Why should recursiveness be important for 
RHS? According to Türcke, RHS are traumatic re-enactments that provided relief as 
well as a sense of control. Schrecken, normally unforeseeable and uncontrollable, is 
now enacted in a ritualistic, i.e. more structured way, so that things can be foreseen 
and controlled. If this was the main function of RHS, then the mere observation of 
and participation in RHS should be sufficient for an individual to find relief. We 
might also put it as follows: If forming a joint goal is a prerequisite of RHS, then 
recursive mindreading must have its origins somewhere else. On the other hand, if 
it did not require forming a joint goal, then recursive mindreading was not neces-
sary and therefore RHS were no acts of shared intentionality—participants had the 
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same goal (observing and enacting something which repeats Schrecken in order to 
find relief), but not a joint goal. And since, according to Tomasello’s view, shared 
intentionality is a key feature of what distinguishes us from other primate relatives, 
the questions still remain the same: What forced our ancestors to go from individual 
intentionality to shared intentionality and recursive mindreading? What forced them 
to collaborate in less individualistic ways than the great apes?

During the East African Miocene, about 7 million years ago, large areas formerly 
covered by fairly dense and continuous rainforest, dried out due to climatic change, 
converting tropical forest into open savannah. As a consequence, members of the 
primate family, including both hominids and apes, had to spend more time on the 
ground and adapt to open savannahs (DeSall and Tattersall 2008, p. 113). In other 
words, they were displaced. This new situation was threatening:

Treeless country holds discomforts and dangers. There may not be much food, at least not 
of a familiar sort. There may be little available water, for the trees tend to cluster where the 
water is more abundant. And there are fleet four-footed predators, as well as herbivorous 
quadrupeds big and strong enough to be dangerous at close quarters. (Hockett and Ascher 
1964, p. 140)

Adapting to this new environment was not simply uncomfortable and difficult, it 
was a matter of life and death: “It is a wonder that any of the waifs of the Miocene 
savannah survived at all” (Hockett and Ascher 1964). In this situation, headquar-
ters were “the safest place to be, if for no other reason than the safety of numbers” 
(Hockett and Ascher 1964). Later, these places became fortified and turned into 
locations where things were kept or stored. Many aspects of life, which in the times 
of hominids’ arboreal existence were not restricted to a specific locale, were now 
confined by a probably circular demarcation: Home was displaced and aspects of 
life condensed—they were literally internalized spatially into something we would 
nowadays call home.

Note that Türcke (2013, p. 120) considers wild animals as sources of traumatic 
shock as well. The German word for animal is Tier. Fierce and dangerous animals 
are sometimes called Bestie. In English, both words are still close to their Latin ori-
gins animal and bestia. Interestingly, the word animal also points to the word anima, 
which is the Latin word for soul. Beasts are usually representatives of Schrecken. It 
is a rather long shot, but what if wild animals were actually both representatives of 
Schrecken and key to the emergence of the soul, or, more precisely, to those mental 
capacities Türcke considers to develop in RHS?

In the open savannah, our ancestors had to either hunt dangerous animals or pro-
tect themselves against them. My suggestion is that the cooperative infrastructure 
described by Tomasello (2008) might have evolved in this context. We do not know 
precisely when our human forebears began to hunt big game. About 2 million years 
ago, hominids were armed primitively, if they were armed at all, and evidence for 
meat consumption is therefore evidence for scavenging rather than hunting (Isaac 
1978; Shipman 1986). But both hunting and protecting probably required a new 
form of collaboration.



236 A. Mayer

11.7 � From Prey to Predator

According to Türcke, displacement, condensation and reversal are not only the 
constitutive principles of dreaming, but of early thinking as well. In the scenario 
outlined above, we have already stumbled upon two different cases of displacement 
and condensation than the ones described by Türcke regarding RHS: when early 
hominids had to survive in the open savannahs. What about the third principle? 
As Türcke says, wild animals were sources of traumatic shock. If this is true, then 
hunting animals that are potentially life-threatening can be interpreted as a way of 
coping or: reversal. Although we do not exactly know when Homo began to hunt 
big game, we know for certain that this kind of reversal took place. In Türcke’s 
interpretation of RHS, Schrecken was reversed and could lead to mental representa-
tion because of the repeated, structured and arousing features of the ritual. Group 
hunts, too, were regularly done. In the case of big game hunts, these hunts were 
probably based on a specific strategy and might well have been accompanied by 
hunting rituals. In other words, they had a certain structure, too. And they were cer-
tainly arousing. According to Burkert (1997, p. 27), the ideal man is even nowadays 
considered to be brave precisely because men must have been brave in former times 
in order to be a hunter. In an almost poetical style, Burkert reflects on the greatness 
of the point in time when our ancestors succeeded in taking over the role of the wolf 
and transformed from prey to predator.7 Hockett and Ascher (1964) describe the 
reversion as follows: “Thus the hunted became the hunters, and weapons of defense 
became weapons of offense” (1964, p. 141). According to Burkert (1997, p. 27), 
hunters must be able to voluntarily delay their gratification and to be true to their 
word. The latter idea is central to the question we are still trying to answer: What 
forced early Homo to go from individual intentionality to shared intentionality (re-
cursive mindreading being its cognitive basis) and to cooperate in order to achieve 
a joint goal? When our human forebears had to adapt to the savannah, they were 
more exposed to predators. No matter whether they hunted predators or protected 
themselves against them—for the group to survive, its individual members had to 
rely on each other in a qualitatively new way. Collaboration might have been the 
only way to survive.

One possible objection, of course, is that some believe hunting activities of wild 
chimpanzees to be cooperative as well (Boesch 2005). If this were true, then coop-
eration could not have been the basis for our human-specific abilities. Whether or 
not hunting activities of chimpanzees are cooperative in the sense that chimpanzees 
have a shared goal (and not simply the same goal) and know about having this 
same goal, is hotly debated (Boesch 2005; Tomasello 2008). At this point, I want to 
suggest a potential solution that might be able to explain the different developmen-
tal pathways of humans and chimpanzees even if chimpanzees’ hunting activities 
were cooperative. The idea is that there is a clear difference between chimpanzees’ 

7  “Welch ein Erlebnis mußte es sein, als es dem Verwandten des Schimpansen gelang, die Macht 
des Todfeindes, des Leoparden, an sich zu reißen, in die Maske des Wolfes zu schlüpfen, vom 
gejagten Wild zum Jäger zu werden!” (Burkert 1997, p. 26).
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hunting activities and the hunting of our human forebears, at least to those that had 
already developed weapons efficient enough for big game hunt.

Chimpanzees hunt smaller monkeys, i.e. prey that is not dangerous to an in-
dividual chimpanzee. In contrast, big game hunted by our human forebears was 
much more dangerous and could easily kill an individual human. Therefore, coop-
eration and fulfilling one’s role in the hunt were much more important than among 
chimpanzees: They were a matter of life and death. Each hunter had to rely on the 
other hunter(s). Yet, what is reliance if not a recursive form of expected on-going 
cooperation? I am confident that you will think of me and help me when I am in 
danger during the hunt, because I know that you have the same confidence in me 
when you end up in a dangerous situation. If collaborative hunting (or collaborative 
defense) was indeed important for the survival of our human forebears in the open 
savannahs of Africa, then we are justified in assuming that they were indeed forced 
to cooperate in a much more reliable way than, for example, chimpanzees. Big 
game hunt usually provides more meat than the hunters can consume. Therefore, 
meat was shared—again with the expectation that others will share their meat in the 
future as well. All these abilities belong together. Sharing food might have helped 
to transform pointing gestures that were used to request something into pointing 
gestures that were used to share something, for example knowledge, attention or 
information. Such sharing was crucial for joint hunting activities to be successful.

11.8 � An Alternative Story

The aim of this chapter was to critically discuss Türcke’s account outlined in Phi-
losophy of Dreams. His ideas are highly interesting and original. The aim of this 
contribution was not to discard his account—on the contrary, it deserves much fur-
ther attention. At the same time, it is an account that is in need of further clarifica-
tion, discussion and critical comments. In order to start such a discussion, I have 
developed some arguments that lead to a different story. In this story, RHS might 
still have served to cope with ETS, and they might well have been traumatic re-
enactments. But they are not at the core of what makes us human. Türcke suggests 
that sensitivity or “nervousness” led to RHS. Bearing in mind the long history of a 
comparably cruel behaviour like cannibalism, however, it was suggested that—due 
to specific socio-cognitive abilities—Homo became more and more aware of the 
cruelties that already had been part of everyday life for many thousands of years. 
I suggested that joint hunting activities or joint defense activities might have pro-
vided a plausible context for shared intentionality, recursive mindreading and joint 
collaborative goal formation to evolve. Yet, as soon as recursive mindreading is 
practiced, it gives rise to a completely new perception of other individuals. Recur-
sive mindreading allows for forms of inter-individual perspective taking that were 
formerly impossible. Cruelties that had been practiced up till then are now not only 
perceived from the outside but from the perspective of the victim as well. Therefore, 
instead of suggesting that our species-specific abilities evolved in the course of 
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RHS, I suggest that these abilities had a different origin. They led to the recognition 
of existing behaviours that were eventually perceived as more arousing than previ-
ously. RHS, then, were already attempts to “make it better”: whereas cannibalism 
and prior killing had no meaning, meaning was now urgently needed and projected 
onto RHS. But what distinguishes us from our primate relatives was already present 
in our human ancestors before they began to sacrifice conspecifics.
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