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Preface

This volume includes the papers selected from the World Conference on Acoustic

Emission—2013 (WCAE-2013) that was held on Oct. 30th–Nov. 2nd in Shanghai,

China. WCAE was the formal conference of the International Society on Acoustic

Emission (ISAE). WCAE-2013 was jointly organized by Chinese Society for

Non-destructive Testing (ChSNDT) and China Special Equipment Inspection and

Research Institute (CSEI). This was the second of such event of ISAE following its

inaugural one in 2011 in Beijing, China. WCAE is aimed at providing a platform to

scientists and practitioners in both academia and industry in the field of acoustic

emission and exchanging research and application information, with particular

emphasis on scientific and technical development and cooperation worldwide.

The WCAE-2013 consisted of four invited keynote lectures, and nine oral and

one poster sessions. It covered all major the areas of acoustic emission applications,

including Instrumentation, Signal processing and analysis, Material characteristics,

Structure, Condition Monitoring and diagnosis, and Miscellaneous.

WCAE-2013 received 84 submissions, which were documented in the extended

abstracts of WCAE-2013. 67 full papers were submitted for the consideration of

achieved formal proceeding. After peer reviews, 61 were included in this volume.

We are grateful to all the members of the committees who contributed their

efforts to review the manuscripts. We would also like to express our sincere

gratitude to Chinese Society for Non-destructive Testing (ChSNDT) and China

Special Equipment Inspection and Research Institute (CSEI) for their enormous

supports. Last, but not the least, we thank the contributions of all the delegates who

participated in WCAE-2013.

Beijing, China Gongtian Shen

Beijing, China Zhanwen Wu

Beijing, China Junjiao Zhang
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Part I

Instrumentation



Development of High-Speed Wi-Fi Wireless

Acoustic Emission System

Gongtian Shen, Yajing Zhang, Yibiao Dong, and Shifeng Liu

Abstract In order to satisfy the requirement of AE testing and monitoring for

pipeline, large pressure vessel, large crane and amusement device, a new

16-channel high-speed Wi-Fi wireless acoustic emission system based on GPS

and Wi-Fi techniques was developed. The test results indicate that this system

possesses very high function and can satisfy common AE applications. The theo-

retical maximum distance between wireless controller and wireless AE acquisition

units is up to 10 km. Three kilometers testing has been carried out at present. The

transmitting rate is 7,000 hits/s or 3.6 Mbps between wireless controller and

wireless AE acquisition units. The clock synchronization accuracy based on GPS

can be up to 3 μs. It realizes time difference AE source location in real time. The

system maximum error for steel plate is 77 mm. This accuracy can meet the

requirements of most AE testing applications.

1 Introduction

Acoustic emission (AE) technique has been widely applied in materials testing,

structure testing and evaluation of integrity for pressure equipment, bridges, cranes,

buildings, and condition monitoring and fault diagnosis for bearings [1, 2]. As the

transmission of AE signals needs cables for common commercial AE instruments,

it is very inconvenient for the AE testing and monitoring of bridges, pipelines, large

G. Shen (*)

China Special Equipment Inspection and Research Institute, Beijing 100013, China
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steel structures, railway tunnels, buildings, amusement rides, etc. In recent years,

some papers have reported the development of wireless AE instruments and

applications [3–5]. A few wireless AE instruments have been offered for sale in

the market. But so far, the wireless acoustic emission instruments in the market

have not the function of time difference source location due to low transmitting rate

and lack of synchronous clock.

In order to satisfy the requirement of AE testing andmonitoring for pipeline, large

pressure vessel, large crane and amusement device, China Special Equipment Inspec-

tion and Research Institute and Beijing Soundwel Technology Corporation Ltd. have

jointly developed a new multichannel wireless acoustic emission system with large

transmitting rate and synchronous clock based on theWi-Fi and GPS technique. This

paper reports the details of the developed wireless acoustic emission system.

2 Design of the New Wireless Acoustic Emission System

2.1 General Design

In order to satisfy the requirement of AE testing and monitoring for large structure,

the new developing wireless AE system must possess the following functions:

1. Wireless transmitting distance of AE signals is longer than 1,000 m.

2. The channels are at least 12 in number.

3. It can make time difference source location.

4. The transmitting rate of AE signals can insure the real time analysis and display

of AE parameters and source location for all channels.

5. The transmitting rate of AE signals can insure the real time analysis and display

of waveforms of AE signals for at least one channel.

Figure 1 shows the functional block diagram of the new wireless acoustic

emission system. It includes sensors, wireless acoustic emission acquisition units

PC
Long distance 
wireless model 
No.1

Long distance 
wireless model 
No.2

Switch Wireless AE 
acquisition Unit

Sensor 

Sensor 

Sensor 

Sensor 

Sensor 

Sensor 

Switch

Wireless AE 
acquisition Unit

Wireless AE
acquisition Unit

Wireless AE
acquisition Unit

Wireless AE
acquisition Unit

Wireless AE 
acquisition Unit

Fig. 1 Functional block diagram of new wireless acoustic emission system
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(built-in GPS antenna), switch, two Wi-Fi long distance wireless models, and

one PC. The dotted line in Fig. 1 means double-way wireless communication and

solid line, cable connection. In order to extend the transmitting distance and increase

the transmitting rate of AE signals, a new high-speedWi-Fi wireless communication

system is applied here. Transmission of the operating instruction parameters

from PC to the wireless AE acquisition unit includes five steps. First, set operating

parameters of data acquisition for the wireless AE acquisition units in PC. Second,

transmit the operating parameters of the units to No. 1 Wi-Fi wireless model by

network cable. Third, the No. 1 Wi-Fi wireless model transmits the operating

parameters to No. 2 Wi-Fi wireless model. Fourth, the No. 2 Wi-Fi wireless model

transmits the operating parameters to a switch via a network cable. Fifth, the switch

transmits the operating parameters to the wireless AE acquisition units. If the

wireless AE acquisition units locate to a far place from the switch, another switch

or more are required. The switches can transmit data to each other.

Transmission of AEData from the wireless AE acquisition unit to PC includes six

steps. First, AE signals detected by sensor are sent to the AE acquisition unit by a

signal cable. Second, the unit acquires the AE signal according to the operating

parameters set by PC software. Third, the unit transmits the AE data to a switch

wirelessly. Fourth, the switch transmits the AE data to the No. 2 Wi-Fi wireless

model. Fifth, the No. 2Wi-Fi wireless model transmits theAE data to theNo. 1Wi-Fi

wirelessmodel. Sixth, theNo. 1Wi-Fi wirelessmodel transmits theAE data to the PC

by network cable.

2.2 Design of the Wireless AE Signal Acquisition Unit

Figure 2 shows the function block diagram of the wireless AE signal acquisition

unit. The unit includes a box and a few connecting devices including one AE sensor,

one GPS antenna, one Wi-Fi transmitting antenna, and one external parameter input

interface. There are nine modules inside the box. These modules respectively are

filter, preamplifier, signal processing, ADC, FPGA, GPS, DSP, ethernet interface,

and wireless receiving and sending module. In order to implement clock synchro-

nization, GPS technology is employed.

The working procedures in the wireless AE acquisition unit from AE signal

detection to sending out include eight steps. First, the acoustic emission signal

FPGA

Built-in 
preamplifier

Signal 
processing

ADC

wave

Digital filter

Threshold 
comparative

feature

GPS

Wireless 
receive/send model

Ethernet 
interface

DSPFi l t erSensor 

Fig. 2 Function block diagram of the wireless AE signal acquisition unit
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detected by the sensor is sent to an analog filter. Second, the AE signal filtered by

the analog filter is transmitted to the built-in preamplifier for amplifying. Third, the

signal amplified by the preamplifier is initially processed to satisfy the requirement

of ADC. Fourth, ADC transforms the analog AE signal to digital AE signal

according to the time given by the GPS and transmits it to the FPGA chip. Fifth,

the FPGA chip carries out digital filter, threshold comparative, waveform drawing,

AE feature parameters producing for the digital wave according to the setup of the

PC software and transmits data to DSP chip. Sixth, the DSP chip converts the data

to the format which can be identified by ethernet interface, and transmits the data to

the ethernet circuit. Seventh, the ethernet interface converts the data to signals

which can be received and sent by the wireless module. Eighth, the data is

transmitted to the switch wirelessly.

2.3 Selection of Wireless Data Communication Technique

Bluetooth, Wi-Fi, IrDA, and Zigbee are all near distance wireless communication

techniques which are widely used at present. Bluetooth technique uses a frequency

range of 2.4 GHz and only provides maximum 1 Mbps transmitting rate and 10 m

transmitting distance. Wi-Fi technique uses a frequency range of 2.4 GHz. Its

maximum transmitting rate is 54 Mb/s and maximum transmitting distance of the

basic module is 100 m, and the remote module can be up to 10 km. IrDA is used

only to communicate between two devices. Its transmitting rate is only 115.2 kb/s

and transmitting distance is 1 m. The transmitting rate of Zigbee technique is only

10 ~ 250 kb/s and its effective transmitting distance is from 10 to 75 m.

For most of acoustic emission testing applications such as pipelines, bridges, and

large steel structures, the data transmitting rate needs several hundreds of AE hits

per channel per second and wireless communication distance requires at least a few

hundreds of meters. This equals to a data transmitting rate of several Mb/s. For this

reason, the Wi-Fi technique was selected to be applied for the newly developed

wireless acoustic emission system.

3 Development and Testing of the New Wireless Acoustic

Emission System

3.1 The Developed New Wireless Acoustic Emission System

Finally, a high-speed Wi-Fi wireless acoustic emission system with 16 channels

was developed. Figure 3 shows the photograph of the developed wireless AE signal

acquisition unit. Figure 4 shows the switch and No. 2 long distance wireless model.

Figure 5 shows No. 1 long distance wireless model and PC.
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3.2 Communication Distance Testing

In the open field without any barrier, four sensors were coupled on one steel plate.

The communication distance was tested by using broken lead as AE simulation

source, as shown in the Fig. 6. The test distances between PC and the four wireless

AE signal acquisition units are respectively 100, 200, 500, 1,000, 2,000, and

3,000 m. The testing results show that the PC could receive the broken-lead signals

for every distance. Due to the limit of the testing site, further distance testing has not

been carried out.

Fig. 3 The wireless AE

signal acquisition unit

Fig. 4 The switch and long distance wireless model
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Fig. 5 The long distance

wireless model and PC

Fig. 6 Broken-lead testing



3.3 Data Transmitting Rate Testing

Using the same equipment in Fig. 6, the data transmitting rate was tested by use of

an AE standard signal generator. The operating parameters of the AE signal

acquisition units were set such that sampling rate was 10 MHz, sampling length

(points) was 2,048, Hit Definition Time (HDT) was 0, and Hit Lockout Time (HLT)

was 0. AE standard signal generator emitted continuous sine signal with 150 kHz to

the excitation sensor. The testing results show that the continuous data transferring

rate of wireless acoustic emission system can be over 7,000 hits/s or 3.6 Mbps for

300 m communication distance and 6,000 hits/s or 3.1 Mbps for 3,000 m commu-

nication distance.

3.4 Time-Difference Location Testing

The testing devices were the same as above in Fig. 6. An emitting sensor of

simulation AE signals was put in the center of the steel plate. It was first confirmed

that the four wireless acoustic emission acquisition units can receive GPS signals.

Then, the simulation AE signals were emitted by an AE sensor excited by a sine

signal per second generated by an AE standard signal generator. Four sensors

detected the AE signals and separately transmitted them to the four wireless

acoustic emission acquisition units. The test was carried out in one hour. The

arrival time and time differences of AE hits from the four units were observed.

The testing results show that the time differences of two different channels were

between 5 and 24 μs. As the acoustic velocity is about 3,200 m/s for the steel plate,

the maximum location error of the system is 77 mm. This location error is the same

level for the common AE instrument.

4 Testing in Pressure Vessel

In order to test the comprehensive performance of the newly developed wireless AE

system, a scrapped 10 m3 petroleum liquefied gas (LPG) tank was tested by

hydraulic test. The size of the tank is Ф1,600� 5,000� 12 mm. The material of

the tank is 16 MnR carbon steel. The design pressure of the tank is 1.6 MPa.

Figure 7 is the photograph of the AE testing of the LPG tank by use of the newly

developed 16-channel wireless AE system. A total of 16 sensors were mounted on

the tank and divided into two groups for time-difference source location. Triangle

source location was used. Figure 8 shows the placement of the sensors. One place

was mounted with two sensors.
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4.1 The Setup of Operating Status for the AE Unit

Sampling frequency is set to 10 M. Sampling length is 2,048. Peak Definition Time

(PDT) is 1,000 μs. Hit Definition Time (HDT) is 2,000 μs. Hit Lockout Time (HLT)

is 20,000 μs. Location HLT is 1,000 μs. Hit-data threshold is 40 dB. Analog and

digital filter were all ignored.

4.2 Sensitivity Testing of Channels

2H Ф0.3 mm pencil lead breaking was used as the simulation AE signal source to

test the sensitivity of the channels. Table 1 lists the testing results of the sensitivity

for the 16 channels. The minimum is 96.7 dB, the maximum is 98.5 dB, and the

average is 97.8 dB. The result is very good.

Fig. 7 The AE testing of LPG tank

Fig. 8 Placement of the sensors
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4.3 Attenuation Testing

The AE attenuation of the tank was tested for channel No. 3. The simulation AE

signal source is the same as above. The maximum distance between sensors in one

triangle group is 4,500 mm. The attenuation of maximum 5,000 mm distance was

tested. Table 2 lists the testing result. According to this result, the threshold was set

to 40 dB for all channels.

4.4 Source Location Testing

The sound velocity tested by this wireless AE system was 3,180 m/s. The time-

difference source location testing was performed by use of this sound velocity. We

got one lead breaking and one source location. Figure 9 gives the testing results of

source location for channel Nos. 2, 4, 9, 10 and 12.

4.5 Background Noise Testing

The background noise was tested by gradually decreasing threshold. The back-

ground noise levels were between 30 and 34 dB for the 16 channels. According to

this and attenuation testing result, the threshold was set to 40 dB for all channels.

Table 1 Sensitivity testing of channels

Channel No. Sensitivity (dB) Channel No. Sensitivity (dB)

1 98.2 9 98.1

2 97.6 10 96.7

3 98.0 11 98.5

4 96.7 12 98.1

5 98.4 13 97.2

6 97.4 14 97.8

7 96.9 15 98.4

8 97.2 16 97.6

Table 2 Attenuation testing of the tank

Distance of AE

source (mm)

Distance of AE

source (mm)

Distance of AE

source (mm)

Distance of AE

source (mm)

100 98 3,000 63

500 87 4,000 61

1,000 73 5,000 59

2,000 66
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4.6 AE Testing During Pressurization

The pressurization from 0 to 4.0 MPa was carried out with 5 min pressure hold for

each 0.5 MPa step. The list of AE parameters, waveform of AE signals, correlation

diagrams of the AE parameters, and time difference of AE source location could be

observed in real time during the test. Figure 10 gives the example of display of AE

signals between 3.5 and 4.0 MPa pressurization.

Fig. 10 Display of AE signals between 3.5 and 4.0 MPa pressurization

Fig. 9 Source location testing
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5 Conclusion

A new high-speed Wi-Fi wireless acoustic emission system with 16 channels was

developed. The test results indicate that this system possesses very high level and

can satisfy common AE applications. The key function and parameters of the

system are as follows:

1. The theoretical maximum distance between wireless controller and wireless AE

acquisition unit is up to 10 km. Three kilometers testing has been carried out at

present.

2. Point to multi-point Wi-Fi communication speed between wireless controller

and wireless AE acquisition units is 7,000 hits/s or 3.6 Mbps. When the com-

munication distance is 3,000 m, continuous data transferring rate can be over

6,000 hits/s or 3.1 Mbps.

3. The clock synchronization accuracy based on GPS can be up to 3 μs. It realizes
time difference AE source location in real time. The system maximum error for

steel plate is 77 mm. This accuracy can meet the requirements of most AE

testing applications.
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State-of-the-Art Wireless Acoustic Emission

System for Structural Health Monitoring

Jason Dong, Ed Lowenhar, Valery Godinez, and Mark Carlos

Abstract In recent years, there has been an increasing demand for wireless

operation and sensor fusion for structural health monitoring on aged infrastructures.

Although advanced wireless and sensor fusion technologies have made it possible

to develop equipment for such an application, there are some critical issues for such

equipment to be effectively and reliably used in infrastructure sites. This paper

addresses these critical issues and introduces solutions and state-of-the-art features

implemented in a wireless AE system. Laboratory and field tests have been

conducted to prove the necessity and effectiveness of the measures taken in the

design of wireless AE systems.

1 Introduction

Wireless techniques have been intensively used in a wide variety of areas of civilian

life, science academy, and industry. Accordingly, there is also a demand and desire

for wireless technology to be used in acoustic emission (AE) structural health

monitoring. This demand is very obvious as wiring and powering are big and

time-consuming issues in any online structural health monitoring projects.

Certainly, wireless is an ideal solution for resolving many structural health moni-

toring problems. Several researchers [1–5] have conducted projects to develop

wireless AE systems for structural health monitoring. Although each development

has its own unique features, it lacks functional consolidation and robust design for a

sensor fusion system to be effectively and reliably used in actual structural sites.
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Actually, there are many critical issues that have to be resolved before a wireless

system can be effectively used in structural healthmonitoring sites. Valery et al. [6, 7]

have reported a NIST sponsored project on an energy harvesting wireless AE system

for structural health monitoring (NIST-TIP Grant #70NANB9H007), this paper

extends Godinez et al.’s [6] work to address the critical issues of developing a

wireless AE system and introduces the state-of-the-art features used in a commer-

cially available wireless AE system. Specifically, the system powering, data storage,

sensor fusion, preamplifier power, front end data filtering, AE event location, auto

sensor checking, alarm, wireless protocol, data transfer rate, data transfer distance,

system interface and wireless base station, etc. are discussed. Finally, laboratory and

field test results are given to demonstrate the success of using the developed wireless

AE system for structural health monitoring.

2 Configuration of Wireless AE System

Configuration of a simple four-channel wireless AE system is shown in Fig. 1.

It consists of four sensors, a four-channel wireless AE node (model number 1284),

a base station, and a control laptop. The wireless AE node does signal conditioning,

amplification, data acquisition, AE feature extraction, signal processing, data stor-

age, and wireless communication and data transfer with the base station. The control

software of the wireless system, e.g., AEwin, is installed in the laptop which controls

the data acquisition and wireless data transfer through the base station.

The core of the wireless system is a four-channel wireless AE board as shown in

Fig. 2. It consists of microprocessor, data storage SD card, wireless signal trans-

mitter and receiver module, power module, filters, amplifiers, parametric signal

conditioners, FPGA based AE feature extraction and signal processing module, etc.

In considering of the needs for crack detection and event location in 2D, e.g., welds,

or 3D, e.g., concrete beam, structures, four AE channels are integrated into one

wireless AE node which allows time synchronization between the four AE channels

so that accurate location can be performed. Actually, each of the channels includes

1284 
Wireless AE

Laptop

Base Station

Sensor Array

a
b

Fig. 1 Configuration of one node wireless AE system (a) Block diagram of a wireless AE system,

(b) illustration photos of a wireless AE system
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signal conditioning, analog high pass and low pass filters, digital filters, and data

acquisition or A/D module.

Though it is a wireless AE system, there is a necessity to use wired AE sensors

which should be located around the monitoring area. In the 1284 wireless AE

system, each channel is designed to be able to support both internal and external

preamplifiers. With the internal preamplifier setup, general AE sensors can be used.

Amplification circuit in the wireless AE board is used to amplify the signal with

26 dB gain. In the case that sensor location is very far from the wireless AE node, an

external preamplifier or a sensor with integral preamplifier can be used. The

wireless AE node provides 5 V DC power to the external preamplifier so that

the sensor cable can be driven longer distances, e.g., over 100 m. The DC power and

the AE signal share the same coaxial cable in this case.

Besides the four AE channels, the wireless AE board has also integrated eight

parametric channels; one of them is a dedicated strain gauge channel with full

bridge circuit so that a strain gauge can be connected to the system directly without

having an external conditioner. Another parametric input is also used to monitor the

battery level when an internal battery pack is used. The remaining six parametrics

can be used for monitoring load, pressure, temperature, wind, etc.

The wireless AE board is enclosed in an IP-67 NEMA box so that it can be used

in outdoor environments.

The base station is a wireless signal receiver module and is connected to a

control laptop or PC through a USB port. Zigbee wireless protocol is used for

wireless communication. Wireless data receiving and signal processing software

(AEwin) is installed in the laptop which can control the start and stop of data

acquisition of the wireless AE node.

The hardware setup of the 1284 wireless AE node can also be remotely con-

trolled from the laptop. The wireless AE node can be set to allow AE features and

waveforms to be transferred to the laptop and displayed in real time. In considering

Fig. 2 Photo of a four-channel wireless AE board
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the speed limit of the Zigbee wireless data transfer, the 1284 wireless AE node

allows waveform data to be stored in the local SD card so that to avoid congestion

of wireless data transfer.

In Fig. 1, no power connection is shown. Both 1284 and laptop can be run with

internal battery power. The powering mechanism of the 1284 is specifically opti-

mized to prolong battery life and to use self-powered energy, e.g., portable solar or

portable wind power generator, whenever it is possible.

3 State-of-the-Art Features

In structural health monitoring, although AE is the most important method inte-

grated into a wireless sensor network, other signals, e.g., strain, temperature, load,

pressure, and tilt, are also important for correlation analysis and structure integrity

assessment. Some critical issues, e.g., sensor fusion, power consumption, sensor

self-diagnosis, local data storage, wireless communication, have to be properly

considered in the design so that a functionally consolidated reliable system can be

used at the structural health monitoring site. Bear these in mind, the design and

development of the 1284 wireless AE system has integrated some state-of-the-art

technological features as summarized below.

• Sensor fusion. The 1284 is actually a wireless sensor fusion network; not only it

includes four AE channels but it also integrates totally eight parametric channels

that can measure strain, temperature, load, battery power, pressure, vibration,

and tilt signals in the same time with AE.

• Strain gauge conditioner. Besides direct voltage input from parametric channels,

the 1284 has included a specific built-in strain gauge conditioner, and a full

bridge circuit has been built into the system. It made doing wireless strain

measurement without using any other conditioner or instrument convenient.

• Low power consumption design. Power consumption of the unit depends on the

acoustic emission activity being detected, the rate at which external parametrics,

particularly the strain gauge channel, are recorded, and whether the captured

data is being transferred to the base station or just saved into the SD card. To

optimize the system power performance, not only the 1284 wireless system was

designed to use minimum power, but also several strategies are adopted to

minimize the use of power, such as sleeping mode with parametric triggering

wakeup, using low power sensor and user definable front end filters etc. The

power consumption could be as low as 36 mW in the sleeping mode and 360 mW

in low rate (4 hit/s) monitoring and data transfer.

• Dual power inputs. Low power consumption, extended battery life, and self-

power harvest are critical for sustained use of the wireless sensor network in the

field. The 1284 uses two power sources: One is the internal battery pack which is

functional when no external power is available. Another one is external power

source which can be either from a constant AC/DC source or a self-power
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harvest device, e.g., portable solar or wind power generator. The dual power

sources can be automatically switched whenever a power source is stronger than

the other. For the internal battery pack, either a rechargeable battery pack or a

non-rechargeable battery pack can be used. Since the system was designed with

extreme low power consumption, a battery pack with 8 D-Cell battery has

enough power to perform one-month continuous monitoring. Additionally, one

parametric input is dedicated to monitor the remaining battery power so that an

alarm will be sent out in low power status.

• Automated sensor checking. During long term structural health monitoring, it is

very important to assure that sensors are always properly attached and AE

channels are functioning well. This can be done through the auto sensor testing

function built within the 1284. Each channel of the 1284 is equipped with a tone

burst signal output circuit. When required, a tone burst, at a selected frequency

and number of cycles can be sent out to the sensors in a regular time interval to

verify the performance of the sensors and related channel paths. In addition, this

function can also be used for acousto-ultrasonic test; when a high energy tone

burst signal is sent out from any one of the channels, all three other channels can

serve as receivers, and therefore any change between the cross sensor paths of

the material structure can be monitored.

• Use of sensor types. The 1284 can use two types of sensors, i.e., a sensor without

integral preamplifier and a sensor with integral preamplifier. This is achieved

with a design of an internal preamplifier and a phantom power output circuit.

A jumper is available to select either internal preamplifier or external preampli-

fier which allows very long signal cable from the sensor to the 1284.

• Real time waveform capture and feature extraction. The 1284 can not only do

real time waveform capture but also extract the following AE features simulta-

neously, i.e., Time of Arrival, Peak Amplitude, Energy, Rise Time, Duration,

Counts, ASL, RMS, Absolute Energy, and Time to Peak.

• Data storage. In order to buffer the possible large amount AE data, an SD

memory card is available in the 1284. The capacity of the data storage depends

on the capacity of the SD card. So far, up to 32 GB SD cards have been tested.

• Optimization of data saving and wireless data transfer. Due to the bandwidth

limit of the Zigbee protocol used in the wireless sensor network, it is not possible

to transfer all AE data including AE features and waveform data to remote

computer in real time. Some of the data, especially the waveform data, have to

be saved in local storage or SD card. Therefore, data transfer mechanism has

been optimized in the 1284 to allow AE feature data to be transferred to the

remote computer in real time, but all AE feature data and waveform data are

actually saved in the local SD memory card simultaneously. The data files can be

wirelessly or physically transferred to the base station computer later when the

system is not busy.

• Event based front end filtering. In order to effectively remove noises and to

reduce the amount of data stored or transferred, digital filtering and hit based

front end filters are available in the 1284, as well as a special event based front
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end filter is employed. This filter only allows saving and/or transfer of a

sequence of AE hits or waveform data, resulting from an AE event.

• Data Logger. The 1284 can not only be used as a remote wireless sensor network

but also as a data logger. The data acquisition can be started in two ways, i.e.,

controlled by a remote computer or self-start with power on. In the second case,

no computer control is needed so that the unit can be left on test site to collect

data as a data logger. Additionally, even if a start of data acquisition is initiated

by the remote laptop, a discontinuation of the remote wireless connection

between the 1284 and the laptop shall not affect the work of the 1284 which

will continuously work as a data logger.

• Zigbee wireless protocol. Many wireless protocols are available in the market.

However, considering power consumption, data transmission distance, capabil-

ity of creating a mesh network and reasonable data transmission speed, Zigbee

wireless protocol is used in the 1284. This made the 1284 to have very low

power consumption (<0.5 W in continuous data collection and transmission),

high hit transmission rate (250 hits/s), and long distance communication (up to

500 m depending on the site condition).

• Alarm output. The 1284 wireless system provides the capability of alarming

based on user defined criteria obtained after careful review of AE data captured

from a baseline response of damage detection and other system parameters like

strain, load, temperature, and other quantities recorded by the instrument.

Whenever the alarm criterion is met, the 1284 sends an alarm message to the

base station wirelessly in conjunction with AE data.

• Weather protection. The 1284 has been designed to operate in a wide tempera-

ture range, �35 to +65 �C. All electronic circuit components are enclosed in an

IP-67 NEMA box. So it can be used in varying weather environments without

degrading the performance.

4 Examples of AE Test Results

The 1284 wireless AE system has now been substantially tested by some users in

both laboratories and structural health monitoring sites. Here are two graphic

examples of the test results.

The first example is a hit vs. time graph (Fig. 3) in a four-point bending test of a

reinforced concrete structure. Cyclic load was applied to the structure, and it shows

continued AE signal when the load is up. The AE hit activity is quiet when the load

is at low level.

The second example is a waveform capture in crack detection test of steel

material. Figure 4 shows a waveform and its spectrum acquired by the 1284

wireless system and transferred to the wireless base station. Since the sensor used

is a 150 kHz low power integral preamplifier type, the spectrum clearly shows the

peak frequency around the 150 kHz.
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Fig. 3 Amplitude vs. time

plot of a four-point bending

test [7]

Fig. 4 AE waveform and power spectrum acquired by 1284 [6]



5 Conclusions

Though wireless AE system is very attractive in structural health monitoring

because of its advantages in no cabling, there are many challenges before a wireless

system can be reliably used in actual field sites. Sensor fusion, power availability

and management, self-sensor checking, data storage, front end filtering, wireless

communication and data transmission, etc. are of major concerns. This paper has

addressed solutions to these concerns and described state-of-the-art technological

features that have been implemented in a commercial wireless AE system. With the

added state-of-the-art features, the developed wireless AE system has passed some

laboratory and field tests conducted by several institutes and industrial users, and it

has proven to be sustainable in field use.
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Some Benefits of Storing AE Data

in a Modern Database Format

Hartmut Vallen, Thomas Thenikl, and Gabriel Corneanu

Abstract During the development of our first AE system in the mid-1980s, we

decided to store AE data in a binary file format. Back then, this was the best solution

since data could be accessed randomly, not only sequentially, and stored to disk at

highest speed and compactness. Several tasks can read the data simultaneously for

online analysis. Since then the raw hit and parametric data are stored to a file with

extension PRI. Waveform data and features extracted from it are stored to files with

extension TRA and TRF, respectively. The fact that this format is still in use today

speaks for its advantages. Its capability of simultaneously storing and reading of

over hundred thousand hits per second during online analysis is still unsurpassed. A

bottleneck is caused by the complexity of managing rather different kinds of data,

such as hit driven and time driven features, waveforms, external parameters, labels,

and others. This bottleneck makes it difficult to add new features and functions, and

to give other parties’ software read-access to all kinds of AE data in real time.

Meanwhile the development in PC technology as well as in data management

presents some nice alternatives in storing and organizing acquired AE data. The

most flexible way in overcoming the limitations of the current file format and to

address the upcoming challenges lies in using a database engine that organizes and

manages measurement data. Trials have proven that performance of certain data-

base engines satisfies our expectations and requirements with regard to speed,

safety, and efficiency. These results as well as the upcoming challenges convinced

us to start with the development of a new file format based on a modern SQL

(Structured Query Language) database engine. SQLite is now implemented in our

latest software release (R2013.0809) with excellent stability and maturity. Online

analysis of over 100,000 hits per second is ongoing supported. It was never before

so easy to support new features and functions by an AE data file format. The update

to the new file format is included in the normal yearly update rate. Interested parties

are invited to request an evaluation key that allows trying out the new software.
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1 Introduction

The data acquisition unit of an acoustic emission (AE) system receives and

measures AE signals from any number of AE sensors, converts the measurement

results into digital data sets, and transfers them to the memory of the PC that

controls the data acquisition. From the memory, data is stored to a permanent

storage device, usually a hard disk, and also used by online analysis software,

that performs a number of steps like data rejection based on filter criteria, AE source

location, clustering statistical data processing, and data visualization in graphical

and numerical form.

Only data stored on file can be processed during post analysis. The data format,

written during data acquisition, determines important performance parameters, e.g.,

speed of data storage and analysis in terms of hits and waveforms per second,

accuracy, resolution and dynamic range of measurements and time stamps, data

volume in terms of bytes per hit and waveform, the versatility of using AE data in

many different applications, and the accessibility of AE data by third-party software.

2 Previous Binary Data Format

Using the previous binary data format and a modern PC one can store, analyze, and

visualize the results of more than hundred thousand hits per second in real time. The

binary format creates very compact data files, compared to readable text format,

and allows for fastest random access to any data set on the file, e.g., to start an

analysis process at any desired data set.

2.1 Requirements on the AE Data Format

The data format must be able to store and read different kinds of data, e.g.,

• Hit driven AE feature data

• Time driven AE status data

• External parameter data

• System driven labels

• User entered labels

• Hit or time driven AE waveforms

• Features derived from AE waveforms after data acquisition.

Furthermore, the data format must allow for simultaneous access of data by

different analysis tasks during data acquisition.

All these requirements lead to a considerable complexity that makes it difficult

to extend the functional range and to implement new features and new kind of data,

for example external data from a weather station.
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2.2 Limitations of the Previous Binary AE Data Format

The main limitations of the previous data format were:

• Either “True Energy” (from squared AE signal) or “Signal Strength” (from

rectified AE signal) must be selected prior to data acquisition.

• Only eight external parametric inputs were supported.

• Only 26 characters user-text per Label (unlimited numbers of labels) were

supported.

• Dynamic range of time stamp was limited to about 280 days at 100 ns resolution

(70 days at 25 ns resolution).

• Same waveform record time for short and long hits.

2.3 Consequences

A new modern AE data format would significantly shorten the efforts for the

implementation of new functions and features.

A more flexible data format could accelerate the progress in AE technology!

The implementation of a new data format was one of our essential objectives

over the past few years. It has already been implemented in the current software

release R2013.0809 issued in August 2013.

3 Online Data Processing and Data File Types

Figure 1 shows the interrelation between real-time processes and involved types of

data files in previous software versions:

After installing the new software release all data processing output file exten-

sions have “dB” appended to it. This is the main difference the user will encounter.

Fig. 1 Online data processing and data file types (previous versions)
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Figure 2 shows the changed file extensions in their context. Each file with extension

PRIDB, TRADB, and TRFDB contains a complete self-describing database struc-

ture which can be easily modified to match the requirements of new challenges.

VisualAE, VisualTR, and VisualClass are still able to read and process the previous

file format as shown in Fig. 3, as well as the new format. For projects in which TRF

files are exchanged among the partners, we recommend all partners either to change

to the new file format at the same time or to postpone the installation of the new

version until the project is completed.

For the convenient conversion of any number of data files acquired by a previous

software version to the database format, the conversion tool PRI2DB is provided.

Fig. 2 Online data processing and data file types (new database version)

Fig. 3 In offline mode VisualAE can still process the previous binary format and export filtered

data in new database format
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4 Alternative Data File Formats

In the course of our analysis of the alternative data formats, we selected two as most

promising: SQLite and HDF5.

4.1 Library and Data File Format HDF5

HDF5 is a multipurpose data file format and a software library for the storage of all

kinds of scientific data (see [2]). But we recognized two essential limitations with

HDF5 in the tested version:

First, the internal structure works with constant data set lengths, meaning that it

would not become possible with HDF5 to store short compact waveforms of short

hits and long waveforms of long hits.

Second, HDF 5 does not support the access of multiple simultaneously running

analysis tasks to the file currently written by a data acquisition task.

4.2 Database Engine SQLite and Data File Format SQLite3

According to [1] SQLite is the most widely deployed “Structured Query Language”

(SQL) database engine in the world. The source code for SQLite is in the public

domain.

SQLite offers following advantages over the previous format:

• The language SQLite is very powerful, easy to learn and makes a self-describing

data structure possible.

• Access is easier, compared to HDF5.

• There are a lot of free-of-cost tools available that let one examine the data

structure and contents.

• SQL is used in thousands of applications, means it is very stable and mature.

We found very few disadvantages of SQLite:

• SQLite requires more data processing power than the binary file; however,

hundred thousand hits per second online data analysis performance is still

possible when using a Dual Core CPU.

• SQLite data files are a little bigger than the previous binary files.

5 Benefits of SQLite in Favor of AE Technology

Data transparency: Data can be read and analyzed by proven and widespread tools

like MATLAB without the need of a prior conversion. Free-of-cost tools make it

possible to examine the structure and contents of internal tables. Figure 4 shows
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a screen dump of “SQLite Expert” one of the mentioned free-of-cost tools. On

the right of Fig. 4 you see a table showing the supported variables and their

conversion rules to obtain values in physical units from the internally used

integer format. All data measured are provided in tables of raw integer format

as well as in tables of values converted in physical units.

Flexibility: Implementing new functions and features becomes easier, and progress

in AE technology becomes accelerated.

True Energy (E) and Signal Strength (SS) are acquired and can be shown simulta-

neously. Previously the operator had to select either E or SS prior to starting data

acquisition (see Fig. 5).

Variable storage length of waveform data: can be adapted to the length of a hit.

Short hits, short waveform length, less memory occupation, long hits, long

waveform length, more memory occupation. (Complete realization planned

for 2014).

Fig. 4 Free-of-cost tool “SQLite Expert” shows structure (tables on the left) and content of one

selected table (on the right)
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Self-describing names for Waveform features extracted by TR feature extractor.

Previously, one had to assign one of the names FEx08 to FEx15 to one of

38 offered waveform features in the TR Feature Extractor program in order to

get this waveform feature visualized in VisualAE. Now one can select a self-

describing name, e.g., “T2_SR5” for “Spectral Ratio of time segment 2 and

frequency segment 5” and gets this name offered by VisualAE for data visual-

izing or filtering.

Any number of external parameters can be supported. The current version supports
16 external parameters (PA0 to PA15, can be expanded to any desired number in

near future).

New data integrity check: A manipulation of stored data during or after data

acquisition will be discovered and indicated by VisualAE (Fig. 6).

6 Compatibility with Previous Software Releases

Profound changes in software are sometimes met with resentment. We wish to

avoid this by making the transition easy and safe. As it can be seen in the sequence

of Figs. 1–3, the user realizes the transition just by the modified file extensions

PRIDB, TRADB, and TRFDB. The “DB” in the extension gives the hint that each

file is a complete and transparent database.

VisualAE, VisualTR, and VisualClass can read the previous as well as the new

file format. There is no need to reinstall previous software just for being able to read

data acquired in the past. But the client should be aware that data generated by the

new software cannot be read by previous software releases.

In Vallen Control Panel (Fig. 7) you find the new tool “PRI2DB.” This tool

converts any number of PRI and TRA files in one step to PRIDB and TRADB files.

Fig. 5 True Energy (E) and Signal Strength (SS) can be shown simultaneously
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7 Prospect

The Implementation of the new data format has been a serious concern for us over

the last few years and a challenging task. The new data file format gives us the

chance to realize a number of new features addressed by our customers that could

not be done in an efficient manner with the previous data file format.

The new format allows read-access of all kind of stored data by third-party

software, even during data acquisition. Customers can now, independently of us,

develop their own software and perhaps develop new markets for the AE testing

method.

Our sincere intention was that the new data file format will contribute to the

success of our customers and to further progress of the AE testing technology.

Fig. 6 Parameters not required can now be switched off from data acquisition in order to save

space and processing power
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Calibration Principle for Acoustic Emission

Sensor Sensitivity

Dingguo Xiao, Zhaona Zhang, Huiling Ren, Bo Yang, Qinxue Pan,

and Chunguang Xu

Abstract Acoustic emission sensors are the most important part of an acoustic

emission detection system, which directly determines the validity and accuracy of

the detection result. In order to improve the reliability of acoustic emission test

results, the sensor’s sensitivity must be calibrated ahead of time. This chapter

investigates the face-to-face secondary calibration method and presents the laser

vibrometer primary calibration method for acoustic emission sensor sensitivity.

A sensor sensitivity calibration system was built. Calibration experiments have

been carried out. Finally, measurement uncertainty was analyzed.

1 Introduction

Acoustic emission (AE) has been defined as the spontaneous release of elastic

energy by material when it undergoes deformation [1]. As one of the nondestructive

testing methods, AE technique has been widely used in different areas such as

petrochemical, aerospace, transportation, metal processing, material testing, and

structural health monitoring [2–4].

However, acoustic emission sensors (AE sensors) without calibration cannot

ensure results’ reliability of the acoustic emission test [5]. With the advance of

acoustic emission detection technology, sensitivity calibration of acoustic emission

sensor technology has also developed rapidly as an important prerequisite for the

former. Sensor sensitivity is the basic information for checking sensor performance,

making acoustic emission quantitative detection and tracing quantity.
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The calibration signal should be characteristic of the parameters determined in the

time and frequency domains and be as close to the AE signal as possible [2, 6, 7].

So it is necessary to produce a pulse of strictly determined and repeatable AE

parameters.

The existing measurement techniques of acoustic emission sensor sensitivity

include the reciprocity technique [8], laser vibrometer technique [9, 10], and

surface pulse technique [11]. However this chapter develops a method of acoustic

emission sensor sensitivity calibration, which takes a broadband ultrasonic trans-

ducer as an acoustic emission source and makes acoustic emission sensor face to

face coupled to it. One is the standard acoustic emission sensor whose sensitivity

has been surveyed, and the other one is a measured acoustic emission sensor. Then

it is called face-to-face secondary calibration method.

2 Acoustic Emission Sensor Sensitivity

and Its Calibration Method

2.1 The Sensitivity Definition of an Acoustic
Emission Sensor

The input of an acoustic emission sensor is force, displacement, or speed, and the

output of it is voltage [12]. The sensor can be regarded as a linear system. The sound

pressure is often considered as input when sound-transmitting medium is liquid,

and the pressure sensitivity is used to describe the characteristics of the sensor:

Up ωð Þ ¼ Hp ωð ÞP ωð Þ: ð1Þ

When sound-transmitting medium is solid, the particle velocity is used as the

input, and the particle velocity sensitivity is used to describe the characteristics of

the sensor:

Uv ωð Þ ¼ Hv ωð Þv ωð Þ, ð2Þ

where Up(ω) and Uv(ω) are output voltage of the sensors, Hp(ω) and Hv(ω)
are transfer functions of the sensors, P(ω) is the input sound pressure to the sensor,

and v(ω) is the input particle velocity to the sensor, and the relation between P(ω)
and v(ω) is

P ωð Þ ¼ v ωð Þρc, ð3Þ

where ρ is the density of the sound propagation medium, and c is the sound velocity
of the propagation medium. Generally, the amplitude spectra of a sensor transfer

function is defined as its sensitivity, namely
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Sp ωð Þ ¼ Hp ωð Þ�� �� ¼ Up ωð Þ�� ��
P ωð Þj j ð4Þ

Sv ωð Þ ¼ Hv ωð Þj j ¼ Uv ωð Þj j
v ωð Þj j , ð5Þ

where Sp(ω) is the sound pressure sensitivity, and Sv(ω) is the particle velocity

sensitivity.

2.2 Primary Calibration and Secondary Calibration

There are two calibration methods of acoustic emission sensor sensitivity, that is,

primary calibration and secondary calibration [13–17]. For primary calibration, input

and output of the sensor need to be measured directly, and pressure sensitivity or

particle velocity sensitivity are worked out by Eq. (4) or (5). For secondary calibra-

tion, a standard sensor with its sensitivity calibrated is used. Under the same acoustic

emission source, output voltage of the standard sensor and that of the sensor to be

tested are measured; sensitivity of the sensor to be tested is calculated based on the

sensitivity of the standard transducer and output signals of the two sensors.

The reciprocity method and the surface pulse method can be used for primary

calibration, but it is not suitable to use in the industry due to its complexity. Therefore,

the secondary calibration method is mostly used in the industry. There are industrial

standards to guide the sensitivity calibration of acoustic emission sensor.

GB/T 19800-2005/ISO 12713:1998 nondestructive testing—First calibration of

acoustic emission testing transducer [12] provides a primary calibration method for

the acoustic emission sensors, which takes the impact force produced by capillary

glass tube rupture as a sound source to measure the impact and acoustic emission

sensor output voltage and then calculate particle velocity sensitivity. This standard

applies to the calibration of the standard sensor used for secondary calibration and

high-performance sensors used for detection.

GB/T 19801-2005/ISO 12714:1999 nondestructive testing—Secondary calibra-

tion of acoustic emission testing transducer [13] provides a secondary calibration

method for acoustic emission sensors; a standard sensor and a tested sensor are

placed in the symmetry location from the sound source in a measurement device,

which receives solid medium surface elastic waves. The output signals are

processed to calculate sensitivity of the tested sensor. This standard applies to the

calibration of the sensors used for detection.

This chapter investigates a secondary calibration method to measure acoustic

emission sensor sensitivity, where a broadband ultrasonic transducer is taken as a

sound source and couples to the acoustic emission sensors face to face. The method

has the features of low cost, simplicity of operation, and suitability for industry.

Meanwhile, the laser vibrometer primary calibration method is also used to measure

the sensitivity, and then, it is compared with the face-to-face secondary calibration

method. Finally, the secondary calibration method is confirmed to be correct

and feasible.
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3 The Calibration Method

3.1 The Laser Vibrometer Primary Calibration Method

In the primary calibration method, a broadband ultrasonic transducer is used as

sound source. A laser vibrometer is used to measure the vibration velocity v(t) of
the source transducer. As shown in Fig. 1, the output voltage u1(t) of the vibrometer

represents the vibration of the source transducer. If an AE sensor to be calibrated is

coupled to the source transducer and its output voltage u2(t) is measured. Suppose

the sensitivity of the laser vibrometer is Sl(ω) and the Fourier transforms of u1(t)
and u2(t) are U1(ω) and U2(ω), the sensitivity of the AE sensor can be obtained as

St ωð Þ ¼ U2 ωð Þ
U1 ωð Þ Sl ωð Þ: ð6Þ

Take 1 V/(m/s) as reference sensitivity; the sensitivity of the AE sensor to be

calibrated can be expressed by decibel as

St ωð Þ ¼ 20lg
U2 ωð Þ
U1 ωð Þ
����

����Sl ωð Þ ¼ 20lg
U2 ωð Þ
U1 ωð Þ
����

����þ 20lgSl ωð Þ: ð7Þ

3.2 The Face-to-Face Secondary Calibration Method

In this method, a broadband ultrasonic transducer is also used as sound source.

The acoustic emission sensor is face to face coupled to the source transducer, as

shown in Fig. 2.

Broadband ultrasonic transducer would generate sound vibration of good repro-

ducibility with velocity v(t) on its surface under the excitation of repetitive electric

signals, and then make the standard sensor with known sensitivity and the sensor to

u1(t)
1 2

3

v(t)

u2(t)

Fig. 1 The primary calibration method. 1—Sound source transducer, 2—laser vibration sensor

head, 3—Acoustic emission sensors

1 2 3

4
ut(t)

us(t)
Fig. 2 Transducer

coupling. 1—Sound source

transducer, 2—coupling

agent, 3—standard sensor,

4—tested sensors
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be calibrated by face to face coupled to the source transducer, respectively; the

output voltage signals us(t) and ut(t) are measured.

Set the sound source signal spectrum as V(ω), the spectrum of acoustic emission

sensor output signals us(t) and ut(t) as Us(ω) and Ut(ω), respectively, and the

transfer function of the standard sensor and the tested sensor as HS(ω) and Ht(ω),
according to linear system theory:

Hs ωð Þ ¼ US ωð Þ
V ωð Þ ð8Þ

Ht ωð Þ ¼ Ut ωð Þ
V ωð Þ : ð9Þ

Combining Eqs. (8) and (9),

Ht ωð Þ ¼ Ut ωð ÞHs ωð Þ
Us ωð Þ ð10Þ

Ht ωð Þj j ¼ Ut ωð Þ
Us ωð Þ
����

���� Hs ωð Þj j: ð11Þ

According to the definition of sensitivity, the sensitivity of the standard sensor is

Ss(ω)¼ |Hs(ω)|, the sensitivity of the sensor to be calibrated is St(ω)¼ |Ht(ω)|, and

then St ωð Þ ¼ Ut ωð Þ
Us ωð Þ
��� ���Ss ωð Þ. Take 1 V/(m/s) as reference sensitivity; the sensitivity of

the sensor to be calibrated can be expressed by decibel as

St ωð Þ ¼ 20lg
Ut ωð Þ
Us ωð Þ
����

����Ss ωð Þ ¼ 20lg Ut ωð Þ=US ωð Þj j þ 20lgSs ωð Þ: ð12Þ

By measuring output signals of the standard sensor and the tested sensor under

the action of broadband ultrasonic transducer sound source, the sensitivity St(ω) of
the tested sensor can be calculated by the means of time-frequency domain trans-

form and the known sensitivity of the standard sensor.

For the above two methods, the time-domain signal collected should undergo

process of de-noising, windowing, and DC removing. The narrowest main lobe

width and larger side lobe attenuation can be obtained as much as possible by

windowing, Blackman window is chosen to reduce leakage. Being the DC compo-

nent, Fourier transforming has the characteristics of low frequency and harmonicity,

whose leakage will affect the low-frequency part of the spectrum curve; the signal

needs to be DC-removed. As discrete data sampling leads to spectrum leakage and

aliasing, and windowing does not ensure side-lobe disappearance completely, a

low-pass filter must be used to reduce the error.

Calibration Principle for Acoustic Emission Sensor Sensitivity 37



4 The Calibration System of AE Sensor Sensitivity

As shown in Fig. 3, the calibration system of AE sensor sensitivity is based on the

platform of an industrial computer, which consists of ultrasonic transducer excita-

tion device, sensor coupling device, laser vibrometer, and signal acquisition device.

The signal generated by arbitrary waveform generator card will motivate source

ultrasonic transducer. The amplified output signals from standard AE sensors and

tested AE sensors, which couple to source ultrasonic transducer, will be sampled

and quantified into digital signals by the signal acquisition card, by which the

computer software will work out the sensitivity by face-to-face calibration. For

the primary calibration, the laser vibrometer is used to measure the vibration signal

of the sound source transducer. Then output signal of the evaluated sensor is

surveyed by secondary calibration. Finally, the sensitivity based on the primary

calibration method is calculated by the software.

To make the sound source signal stable, the calibration system uses arbitrary

waveform generator card to produce sweep frequency signal, which is a stable and

repetitive signal, and can ensure the consistency of the multiple excitation signals.

The standard sensor sensitivity has been calibrated by the US National Institute

of Standards and Technology, which can meet the requirements of the secondary

calibration and is appropriate to the secondary calibration system.
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Laser vibrometer is manufactured by Polytec GmbH. It consists of a laser

sensing head and a vibrometer controller. It can measure the velocity or the

displacement of the source ultrasonic transducer.

The acquisition card is a high-speed, low-noise card, with variable gain amplifier

and filter; its sampling rate is up to 40 MHz. The card has four high-pass and six

low-pass filter selections totally under software control.

5 Calibration Experiments and Result Analysis

5.1 AE Sensor Sensitivity Measuring Experiment

The source transducer employed in the devices is a wideband ultrasonic transducer.

Its resonant frequency is 500 kHz. Therefore, the transducer can produce sound

wave with frequencies in the range of 0–1 MHz. The standard sensor is an NIST-

calibrated R15-type AE sensor made by Physical Acoustic Corporation (PAC).

Firstly, the standard sensor is tested by the primary calibration method with laser

vibrometer in order to validate this primary calibration method. The result com-

parison is shown in Fig. 4.

From Fig. 4, the result of the laser vibrometer primary calibration method is

basically consistent with that given by NIST. In the resonance frequency, the

difference of sensitivity between two methods is 0.8 dB. In the low and high

frequency, the sensitivity tested by the laser is higher than that given by NIST.
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Given unknown method by NIST, the fact that the laser vibrometer has very high

sensitivity is the prime reason to cause errors. Therefore, the laser vibrometer

primary calibration is feasible.

Many sensitivity measurement tests are conducted with face-to-face secondary

calibration method and the laser vibrometer primary calibration method for various

AE sensors, including R15 (SN:DB05), R15 (SN:DB19), R30 (SN:410), and R50

(SN:568) made by PAC company. The sampling frequency is set to 10 MHz that is

significantly greater than 1 MHz; the resonant frequency of these sensors ranges

from 0 to 1 MHz. The results of the two calibration methods are compared in Fig. 5.

From the figures, it can be seen that the variation trends of the two sensitivity

curves achieved by the two methods are extremely consistent. The resonant

frequency and its sensitivity value from two methods are listed in Table 1.

According to relevant standard [16], 95 % of the calibration frequency response

data must agree with the primary calibration data within an error band defined by

�(U + 1.5). From these figures and the table, the face-to-face calibration method

is very practical.

5.2 Measurement Uncertainty Analysis

The identification of uncertainty causations should embark on the analysis of the

measurement process, which means to start a detailed study on the measurement

method, measurement system, and measurement procedure.

There are several uncertainty sources in face-to-face calibration, including the

inherent random causations, uncertainty of repeated measurements, uncertainty of

the standard sensor sensitivity, uncertainty introduced by the preamplifier, and

uncertainty caused by signal acquisition.

From these sensors, R15 (SN:DB05) is chosen to calculate its measurement

uncertainty. It is measured ten times and the results are shown in Table 2.

According to Table 2, the mean value and standard deviation of sensitivity

measurement used in face-to-face calibration method can be calculated, and the

results are shown in Eq. (13):

S ¼ �61:36 dB

σ ¼ 0:006 dB:

�
ð13Þ

Uncertainty of repeated measurements is computed by Eq. (14):

σv ¼ σffiffiffiffiffi
10

p ¼ 0:006Vffiffiffiffiffi
10

p ¼ 0:0019 dB: ð14Þ

Table 3 lists all uncertainty components analyzed. Uncertainty causations are

independent of each other and thus, the combined uncertainty is obtained by

Eq. (15):
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Fig. 5 The comparison of sensitivity of sensors. (a) R15(SN:DB05), (b) R15(SN:DB19), (c) R30

(SN:410), (d) R50(SN:568)
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u ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 xð Þ þ u2 Sð Þ þ u2 Sð Þ þ u2 Pð Þp

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:00192 þ 0:2752 þ 0:12 þ 0:2892

p
¼ 0:41 dB:

ð15Þ

Taking confidence probability P¼ 95 % [17], coverage factor k¼ 2; thus,

the expanded uncertainty of sensitivity calibration is

U ¼ ku ¼ 2� 0:41 dB ¼ 0:82 dB: ð16Þ

Table 1 Sensitivity value and resonant frequency from two methods

Sensors Item Face to face Laser Difference (%)

R15 (SN:DB05) Value (dB) –61.69 –60.7 1.63

Frequency (kHz) 130 128 1.56

R15 (SN:DB19) Value (dB) –61.89 –61.88 0.02

Frequency (kHz) 130 127 2.36

R30 (SN:410) Value (dB) –67.53 –68.18 0.95

Frequency (kHz) 272 275 1.09

R50 (SN:568) Value (dB) –63.77 –62.97 1.27

Frequency (kHz) 183 184 0.54

Table 2 Repeatability

measurements of R15

(SN:DB05)

No. Frequency (kHz) Sensitivity (dB)

1 131 �61.40
2 130 �61.37
3 131 �61.34
4 130 �61.35
5 131 �61.35
6 131 �61.35
7 130 �61.37
8 130 �61.34
9 131 �61.35
10 130 �61.34

Table 3 Uncertainty component list

Components Evaluation method Distribution Uncertainty (dB)

Repeated measurements A Normal 0.0019

Standard sensor sensitivity B Normal 0.275

Preamplifier B Normal 0.1

Acquisition card B Uniform 0.289
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6 Conclusion

This chapter proposes a face-to-face secondary calibration method and a laser

vibrometer primary calibration method for acoustic emission sensor sensitivity

measurement. In this secondary calibration method, a broadband ultrasonic trans-

ducer is taken as a sound source and couples to acoustic emission sensors face to

face. The standard sensor is calibrated by the primary calibration method, and then

its sensitivity is almost the same to that of NIST. The primary calibration is

extremely practicable. After that, the two calibration methods are compared, and

they are very consistent. Given the popular use and price, the face-to-face calibra-

tion method is more cost effective than the laser vibrometer primary calibration.

The calibration system has been constructed that adapts to these two methods. It has

stable performance and is easy to operate. And this technology for the sensitivity

calibration of acoustic emission sensor can be popularized.
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Development of a Pipeline Leakage Location

Instrument Based on Acoustic Waves

Gongtian Shen, Shifeng Liu, and Zhenlong Hu

Abstract A pipeline leakage location instrument based on acoustic method and

correlation location of continuous signals was developed. This instrument uses a lot

of advanced electronic techniques such as low-frequency acoustic emission sensor,

high-speed acquisition of waveform of leakage signals, wireless data communica-

tion based on Internet, data high-speed communication-based USB, and time

control based on GPS positioning. The real-time leakage location test and remote

wireless leakage location test are realized for different kinds of pipelines with

different medium leak. The testing result proves that this instrument can detect

the leakage of 1 mm hole far from 50 m and 2 mm hole far from 100 m for steel

pipeline under 0.4 MPa compressed air.

1 Introduction

Underground pipelines are widely used for water and gas supply in the world. The

leakage accidents continually happen due to the corrosion for the steel pipeline. It is

very important quickly to test and accurately to locate the leakage point for the

disposal of leakage accident. Several models of the leakage location testing instru-

ments based on acoustic waves for water pipeline have been developed and sold in

the market. But these instruments are not applicable to test and locate the leakage

point of gas [1]. This chapter introduces the development of a new gas pipeline
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leakage location testing instrument based on correlation of acoustic waves

produced by gas leakage.

Figure 1 is the principle of the gas pipeline leakage location testing. The signals

produced by gas leakage are continuous signals for pipeline. The main frequency

range is within 5–60 kHz for gas leakage of pipeline. Through performing corre-

lation between waveforms of sensor A and sensor B, the time difference Δt between
sensor A and sensor B can be obtained [2, 3]. The coordinate X of leakage point

could be calculated as follows:

X ¼ D� V � Δtð Þ½ �=2: ð1Þ

2 Design of the Pipeline Leakage Testing Instrument

Figure 2 is the designed configurable chart of the gas pipeline leakage testing

instrument. Low-frequency acoustic emission sensors detect the leakage signals.

Data acquisition modules collect the waveforms of leakage signals. After testing,

all data of the waveforms collected by data acquisition modules are transmitted to a

computer. The correlation analysis and location calculation are performed for the

waveforms of two adjacent sensors by the use of the software in the computer.

Sensor BSensor A

Leakage point

D

X

Fig. 1 Principle of leakage point location for pipeline

Fig. 2 The configurable chart of the instrument
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The acquisition module of leakage signals is controlled by a Single Chip

Micyoco (SCM). It includes in A/D cell, data memorizer cells, trigger cell, batte-

ries, time-receiving cell from GPS, USB communication cell, and wireless emitter

control circuit. The trigger is responsible for activating the acquisition module

according to preestablished time. A/D cell transforms the analog signals to digital

data. The digital data are saved in data memorizer. There are three ways for data

transmission from acquisition module to computer. The first method is to use USB

cable directly. The second method is to use wireless digital transmitter–receiver.

The third method is to use wireless CDMA to send the data to Internet, the computer

go to internet to download the data.

In order to realize the location of leakage point, it is very important to get the

accurate time difference between two sensors. But the clock of different acquisition

modules are very difficult to be synchronous. In order to solve this issue, the common

accurate clocks are obtained through GPS antenna for different acquisition modules.

3 The Development of the Instrument

In order to develop the gas pipeline leakage testing instrument, the following key

techniques have been solved:

1. Design and fabrication of low-frequency and high-sensitive sensors

2. The collection and disposal of the waveforms of leakage signals

3. The acquisition of accurate synchronous clock for different data acquisition

modules

4. The transmission techniques of data of waveforms

5. The correlation techniques for continuous signals

Figure 3 shows the picture of one set of the developed new gas pipeline leakage

testing instruments. There are two acquisition modules of acoustic waves and one

Fig. 3 The developed gas leakage testing instrument
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computer in this picture. There are one sensor, one GPS antenna, and one trans-

mitter antenna for each acquisition module.

One set of software was developed for the correlation analysis and location

calculation of the leakage signals. The main functions of the software are as follows:

1. Viewing of the original waveforms

2. Analyzing of frequency spectrum of the waveforms by use of Fourier transform

3. Correlation analysis between waveforms from two acquisition modules

4. Calculating and showing the location of the leakage point

5. Giving the intensity of leakage with RMS

The time difference of two adjacent sensors can be obtained through correlation

analysis of waveforms from two acquisition modules. The coordinate of

the leakage point can be calculated by Eq. (1). The sensitivity of leakage detection

can be heightened by the use of wavelet analysis based on waveforms of

leakage signals.

4 The Experimental Results by

the Use of the Developed Instrument

After developing the testing instrument, a series of experiments have been done for

several kinds of under steel pipeline. Since attenuation is the main factor influenc-

ing sensitivity and testing distance, the attenuation character of gas leakage signals

was tested for an underground steel pipeline. Because the propagation velocity of

acoustic waves is the key factor for calculating the location of the gas leakage point,

it was tested for different sizes of underground pipeline.

4.1 The Attenuation Testing of Gas Leakage Signals

One underground steel pipeline with size of Ф159 mm� 6 mm� 65 m was used to

test the attenuation of gas leakage signals. The buried depth is 500 mm for the

pipeline. The compressed air with 0.4 MPa pressure was put inside of the pipeline.

The attenuations of leakage signals for 1 mm diameter hole and 2 mm diameter hole

were separately tested.

Figure 4 is the RMS attenuation curve of gas leakage for 1 mm diameter hole and

Fig. 5 is the RMS attenuation curve of gas leakage for 2 mm diameter hole. The

RMS value at 25 m is clearly higher than back noise for 1 mm hole. The RMS value

at 45 m is also clearly higher than back noise for 2 mm hole.
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4.2 Propagation Velocity Testing of Acoustic Waves

The noise signals produced by leakage will propagate with air inside the pipeline

and with the wall of the pipeline. The signals detected by sensors are the mix signals

of these two propagation models. The propagation speed of leakage signals should

be between the velocity of the sound in air (340 m/s) and the velocity of the

transverse wave in the wall of pipe (3,200 m/s). The actual propagation velocities

were tested for two kinds of underground steel pipelines and one type of under-

ground cast iron pipeline.

For the underground steel pipeline of sizeΦ159 mm� 6 mm� 65 m with buried

depth of 0.5 m and pressure air of 0.4 MPa, the tested average velocity is 950 m/s.

For the underground steel pipeline of size Φ89 mm� 3 mm� 39 m

+Φ273 mm� 8 mm� 73.6 m+Φ133 mm� 5 mm� 31 m with buried depth

of 1–5 m and pressure air of 0.4 MPa, the tested average velocity is 880 m/s. For the
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underground cast iron pipeline of size Φ300 mm� 10 mm� 43.5 m with buried

depth of about 1 m and pressure natural gas of 0.04 MPa inside, the tested average

velocity is 650 m/s.

4.3 Location Testing of Leakage Point

The location testing experiment of leakage point was performed for two kinds of

underground pipeline. For the underground steel pipeline of size

Φ159 mm� 6 mm� 65 m with buried depth of 0.5 m and pressure air of

0.4 MPa, 1 mm diameter hole leakage could be located for 50 m distance between

leakage point and the sensor. The location error was smaller than 0.5 m. Figure 6

shows the waveforms from two sensors and the location result for 1 mm hole.

For the underground steel pipeline of size Φ89 mm� 3 mm� 39 m

+Φ273 mm� 8 mm� 73.6 m+Φ133 mm� 5 mm� 31 m with buried depth of

1–5 m and pressure air of 0.4 MPa, 2 mm diameter hole leakage could be located for

100 m distance between leakage point and the sensor. The location error was

smaller than 1 m. Figure 7 shows the waveforms from two sensors and the location

result for 2 mm hole.

Fig. 6 The correlation located result for Φ1 mm hole leakage
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5 Conclusion

According to the testing results, we can get the conclusion as follows:

1. A new testing instrument for leakage point location of pipeline was developed

and successfully used. This instrument can detect the leakage of 1 mm hole far

from 50 m and 2 mm hole far from 100 m for steel pipeline under 0.4 MPa

compressed air.

2. Correlation analysis is an effective location method for leakage point of pressure

pipeline.

3. The wavelet analysis based on waveforms of leakage signals can heighten the

sensitivity of leakage detection.

4. Themain frequency range applied for leakage point location of pipeline is 5–60 kHz.

5. The acoustic waves produced by leakage spread through the wall of pipe and the

medium inside pipe. The integrated wave speed is in the range of 880–950 m/s

for steel pipeline.

6. If the pressure is steady-going, the intensity of the leakage signals enhances with

the increasing of the size of the leakage hole.

7. For the same leakage hole, the intensity of the leakage signals increases with the

increasing of the pressure.

Acknowledgment This study was financially supported by Chinese 12th five-year science and

technology supporting project 2011BAK06B01.

Fig. 7 The correlation located result for Φ2 mm hole leakage
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Part II

Signal Processing and Analysis



On Assessing the Influence of Intermittent

Acquisition and Moving Window

on the Results of AE Measurements

Ming Fan, Yan Gong, Yuxin Qi, and Gang Qi

Abstract In this chapter, to address dilemma in the stage of data collection,

we establish the archetype of observation window (i�w, δ diagram), and the

intermittent and continuous acquisition can be represented using such a window

function. Also, the multiscale analysis and entropy are employed as measurements

to evaluate the intermittent acquisition in time domain. Our data showed that the

intermittent acquisition and measurement only depends on the history within the

moving window, and it can be sampling from ones with minimum moving step,

δmin, and the relative entropy was effective to assess the distance between adjacent

windows.

1 Introduction

Measurements of acoustic emission (AE) acquisition were widely used to character-

ize the behavior and performance of material, mechanical, and civil infrastructural

health monitoring. These measurements are in assisting crucial decision-making

matters such as life saving and cost reduction [1, 2]. They, often, involve the

acquisition of a massive volume of data that demands, consequently, high-

performance hardware and strong robust software configuration, particularly in
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the circumstances where online monitoring is required. The dilemmas, faced by we

engineers, are the following:

1. In the stage of data collection, the acquisition of AE signals can be executed

continuously, which may be limited by various reasons. The acquisition can also

be obtained intermittently, which may be dependent on the establishment of

criteria of the intermittent measurements.

2. In the stage of data processing, the features of the acquired can be extracted

either in the time-domain analysis, i.e., analyses of amplitude, relevant domain

analysis, waveform, and other parameters [3–6], or in the frequency domain

analysis, i.e., power spectrum, maximum entropy spectrum, and envelope

spectrum [7–9]. The analyses can be done also in the time–frequency analysis,

i.e., STFT (short-time Fourier transform), wavelet transform, and Wigner–Ville

distribution [10–12], specifically, however.

3. In the stage of data analysis, AE signals may be processed by multiscale scheme,

referring to heterogeneous responses of material mechanical behavior to the

applied stress. These responses are particularly important in integrating

the microdamage into the evaluation of material behavior that promotes the

predictive models.

There have been no established approaches to address such dilemmas. In this

work, we shall focus on the understanding of the first dilemma; the main goal is to

assess the influence of the acquisition scheme on the results of ultimate measure-

ments. Presently, the measurements are not capable of accurately quantifying

non-stationary features and statistics of AE acquisition.

The objectives of this chapter are to (a) establish an archetype of intermittent and

continuous acquisition, (b) study the variation of parameters in the archetype and their

influence on the measurements when the multiscale analysis in time domain were

employed, and (c) determine a quantitative criterion to assess thementioned influence.

2 Materials and Experiments

The sample material of VersaBond™ bone cement (Smith & Nephew, Inc.,

Memphis, TN, USA) consists of the powder, polymethyl methacrylate (PMMA),

and liquid monomer, methyl methacrylate (MMA). The liquid contains also small

particles of BaSO4 to make the material opaque to X-rays. The PMMA powder and

MMA liquid are mixed to polymerize. Eighteen specimens were subject to uniaxial

quasi-static tension. They were loaded continuously to rupture at a crosshead dis-

placement rate of 1 mm/min using a materials testing machine as shown in Fig. 1.

Three AE sensors (Nano 30, Physical Acoustics, Inc., Princeton, NJ) were

attached to the specimen surface. The sensor’s resonant and the operating frequency

ranges are 140 kHz and 125–750 kHz, respectively. The acoustic signals

were preamplified at 40 dB using an AEP4 preamplifier (Vallen-Systeme GmbH,

Germany) with a band-pass filter of 2.5 kHz to 3.8 MHz. The signals were then fed

to an AE system (ASMY-5, Vallen-Systeme GmbH, Germany).
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3 Methods

3.1 Observation Window and i�w, δ Diagram

Let the observation window be

W i;w; δð Þ ¼ Δ ið Þ�� i� 1ð Þδ � Δ ið Þ < wþ i� 1ð Þδ� �
,

i ¼ 1, 2, . . . ,M, w > 0, δ � 0 and w, δ∈ℝþ,
ð1Þ

where i is the index of observation window, i increases to represent the window

moving, and M is the total number of observation windows. w is the width of

window. δ is the moving step, which is the distance between two adjacent windows.

Δ is a specific testing variable such as load, time, or other related variables, and

Δ determines the physics unit of w and δ.
Hence each window, W(i, w, δ), is an interval of the endpoints of [(i�1)δ,

w + (i�1)δ]. The diagram of observation window (i�w, δ diagram) is shown

in Fig. 2.

Fig. 1 Quasi-static tension tests (each xi represents an AE event, and it was captured by AE

system)
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In the practical process of data collection, each acquisition was obtained in each

W(i, w, δ), and there are two typical acquisitions:

1. Intermittent acquisition, which is obtained within a window with fixed w and

δ> 0, and the window is denoted as WI. Especially, if δ<w, we say that the

acquisition is intermittent and dependent, and the adjacent acquisitions are

overlapped. If δ�w, we say that the acquisition is intermittent and independent.

For instance, Δ is stress (MPa), and gives rise to w¼ 4 MPa and δ¼ 1 MPa;

hence, window sequences are

W 1; 4; 1ð Þ ¼ Δ 1ð Þ��0 � Δ 1ð Þ < 4
� �

,

W 2; 4; 1ð Þ ¼ Δ 2ð Þ��1 � Δ 2ð Þ < 5
� �

,

W 3; 4; 1ð Þ ¼ Δ 3ð Þ��2 � Δ 3ð Þ < 6
� �

, . . . :

2. Continuous acquisition is within a window with an incremental w and δ¼ 0, and

such a window is denoted as WC. Especially, when w is expansible by fixed

increments w0(w¼ iw0) Eq. (1) can be simplified as

WC i;wð Þ ¼ Δ ið Þ��0 � Δ ið Þ < i � w0
n o

, i ¼ 1, 2, . . . ,M, ð2Þ

where w0 is the incremental width between neighboring window. Obviously, the

acquisitions are mutually dependent.

Fig. 2 i�w, δ diagram
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For instance, w¼ 2 MPa, and the window sequences are

W 1; 2ð Þ ¼ Δ 1ð Þ��0 � Δ 1ð Þ < 2
� �

,

W 2; 4ð Þ ¼ Δ 2ð Þ��0 � Δ 2ð Þ < 4
� �

,

W 3; 6ð Þ ¼ Δ 3ð Þ��0 � Δ 3ð Þ < 6
� �

, . . . :

The above mentioned two instances and the corresponding schematic diagram

of intermittent and continuous observation window are shown in Fig. 3.

3.2 Multiscale Analysis in Intermittent
and Continuous Acquisition

In our previous work, we introduced the concept of multiscale analysis and

probabilistic entropy as the measurement of acquisitions in time domain analysis

[13–16]. In this chapter, the concept was employed to assess the impact of the above

mentioned acquisition.

An AE event, x, in the AE acquisition, can be represented in multiscales with

respect to its amplitude. Meanwhile, it can be expressed as x ∈ W(i) when it is

observed in specified observation window W(i). In Fig. 4, the intermittent and

continuous acquisitions with multiscale are demonstrated.

In the intermittent acquisition of AE, all events within WI(i) can be categorized

as N different scales depending on their characteristic parameters, for instance, the

amplitude. Such an intermittent acquisition is expressed as

Yi :¼ αi1 αi2 . . . αij . . . αiN
� �

, ð3Þ

Fig. 3 i�w, δ diagram of intermittent and continuous acquisition. (a) Intermittent acquisition,

w¼ 4 MPa and δ¼ 1 MPa, (b) continuous acquisition, w0 ¼ 2 MPa
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where N is the number of multiscale subintervals, the index of window, i, is the
order of WI(i), and the index of subintervals, j, is the order of subintervals that

divides the AE amplitude bandwidth.

The element αij in Eq. (3) is determined by an index function of x as follows:

αij :¼ Index xf gij, wherexij ∈WI ið Þ, ð4Þ

where function index {.} counts for the number of the acquired events, x, in WI(i),
and places it according to its amplitude scale. Thus, αij is a numerical collection of

individually detected x of specified amplitude scale, j, within an observation

window, WI(i). It may be normalized by the volume of the gauge section to

eliminate the size effects of the specimen.

Fig. 4 Intermittent and continuous acquisition with multiscale. (a) Intermittent acquisition,

w¼ 5 MPa and δ¼ 5 MPa, (b) continuous acquisition, w0 ¼ 5 MPa
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With the observation window moving (i is increasing), Eq. (3) evolved into a DA

matrix as

DA :¼ αij
� �

M�N
¼

α11 . . . α1N
⋮ ⋱ ⋮
αM1 � � � αMN

0
@

1
A: ð5Þ

DA is, hence, an intermittent collection of intensive AE data. Its columns are

vectors of the scaled acquisitions according to the amplitude of AE events, whereas

the rows are vectors of the spectrum of AE events observed in intermittent obser-

vation window. Hence, we define DA to be multiscale and spectrum matrix of

random damage.

By the same token, we construct continuous matrix as

DB :¼ βij
� �

M�N
¼

β11 . . . β1N
⋮ ⋱ ⋮
βM1 � � � βMN

0
@

1
A, ð6Þ

where βij counts the number of AE events in subinterval, j, and within incremental

window, WC(i;w). If w¼ iw0 and βij ¼
Xi
i¼1

αkj the corresponding probabilities are

estimated by

pA
ij :¼

αij
Li

, ð7Þ

where Li :¼
XN
j¼1

αij: Replacing αij by pij in Eq. (5), the corresponding probability

space of DA will be

DA ¼ pA
ij

h i
M�N

¼
pA
11 . . . pA

N1

⋮ ⋱ ⋮
pA
M1 � � � pA

MN

0
@

1
A: ð8Þ

By the same token, we can also construct continuous probability space of DB.

3.3 Entropy Measurement

Since both DA and DB (DA and DB) are two-dimensional data matrices, a quanti-

tative assessment is demanded to determine the statistical significance that may be

used to evaluate the state of random damage of specimen from the spectrum or the

probability distribution of random damage. In our previous work, the concept of

probabilistic entropy of a statistical ensemble was introduced to summarize the
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damage spectrum and probability space. Thus, we recall here only the salient

features and the probabilistic entropy is

si ¼
XN
j¼1

pijln
1

pij

 !
� lnN: ð9Þ

Each si is used to evaluate the acquisition in W(i).

4 Results

4.1 Continuous Acquisition and Measurements

The accumulative measurement of AE acquisition, which counts the number of AE

events continuously and accumulatively, is widely used in AE applications. Figure 5

illustrates such a measurement based on the continuous acquisition, and the mea-

surement can be expressed as the function of w (w is incremental by w0 ¼ 1 MPa).

In each observation window, the number of AE events is counted and the measure-

ments increased with the observation window expanding. Results according to

Fig. 5 point out that the increasing of AE events is slow when w< ~12 MPa;

however, the increase rate became faster when w exceeded ~12 MPa.

Fig. 5 The conventional measurements of continuous AE acquisition
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4.2 Multiscale Measurements

Figure 6 shows the surface plot of intermittentDAmatrices ofmultiscalemeasurements

of AE acquisition (N¼ 10). These plots were with the identical window width

(w¼ 4 MPa) and different moving steps. It can be seen that the distribution of AE

events maintained the same in each individual scale, just possessed a high resolution

when the moving step was small.

4.3 Entropy Measurements

The entropy, which was used to assess the multiscale matrix in Fig. 6, was presented

in Fig. 7.

The case of intermittent measurements (w¼ 4 MPa, δ¼ 5 MPa) was added to

demonstrate the tendency when δ�w, and the results showed that the value of

entropy maintained the same.

5 Discussion

5.1 Sampling of Observation Window

Assuming that δmin is the minimummoving step, and the corresponding observation

window isW0(i;w, δmin). In other cases, δ is an integral multiple of δmin; let μ be the

multiple and δ¼ μδmin, and the observation window is W(i;w, μδmin). The relation-

ship between W and W0 is

W i;w, μδminð Þ ¼ W
0
μi� μþ 1;w, δminð Þ: ð10Þ

W(i;w, μδmin) is concerned with the selection of a subset of W0(i;w, δmin); this

results in the acquisition obtained inW, and is the sampling of the acquisition inW0.
Therefore, the measurements of multiscale matrix (Eq. (5)), probability space

(Eq. (7)), and entropy (Eq. (8)) with δ are the sampling of corresponding measure-

ments with δmin.

5.2 Distance Between Adjacent Windows

Although acquisitions and measurements can be sampling from the obtained value

within W0, the distance between adjacent windows is different with respect to δ.
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In order to verify whether δ is reasonable to use in practical process, the relative

entropy is employed to evaluate the distance between adjacent windows as follows:

R i; kð Þ ¼
XN
j¼1

pA
ij ln

pA
ij

pA
kj

, ð11Þ

where R(i,k) is the relative entropy between adjacent observation window i and k.
For the reason of R (i, k) 6¼R (k, i) and considering the practical purpose, which

attaches more importance to the impact of a priori observation on the posteriori one,

only k�i¼ 1 is considered in the following.

Figure 8 shows the relative entropy between adjacent windows when the w was

fixed at 4 MPa and δ was increased. As we can see when entropy s significantly
increased (σ< ~12 MPa in Fig. 7), R value increased with large δ; this is because
with the larger value of moving step, the more “new” damage information was

included in the adjacent observation window. Whereas when s was almost invari-

able (σ> ~12 MPa in Fig. 7), R remained unchanged at ~0 value, which means that

no “new” damage information can be extracted from a posteriori observation and

measurements based on our multiscale method are independent to δ. We also infer

that the choice of the δ is highly depended on the loading type and characteristic of

materials, and a lot more work will go into and release as well.

Fig. 7 The entropy of intermittent measurements (w¼ 4 MPa and δ¼ 1 MPa, δ¼ 2 MPa,

δ¼ 3 MPa, δ¼ 4 MPa, and δ¼ 5 MPa, respectively)
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6 Conclusion

In this work, we established the archetype of observation window and the intermit-

tent and continuous acquisition can be represented using such a window function.

Also, the multiscale analysis and entropy were employed as measurements to

evaluate the intermittent acquisition in time domain. Our data showed that the

intermittent acquisition and measurement only depend on the history within the

moving window, and it can be sampling from ones with δmin, and the relative

entropy was effective to assess the distance between adjacent windows.
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Robust Broadband Adaptive Beamforming

Based on Probability Constraint

Yan Wang, Wenfeng Wu, and Guolong Liang

Abstract Broadband adaptive beamformers suffer from severe performance

degradation in the presence of array imperfections. To solve this problem, a robust

broadband beamforming algorithm based on probability constraint is proposed.

Firstly, steering vector error model is established under the hypothesis that array

steering errors follow the Gaussian distribution. Secondly, the cost function is

constructed by minimizing the array output power while guaranteeing the array

response undistorted with sufficiently high probability, which could assure the

robustness and ability of suppressing interference. Lastly, we show that the design

problem can be formulated as the second-order cone programming (SOCP), which

could be solved efficiently via the well-established interior point method. Com-

pared with the worst-case optimization algorithm, the parameters in the proposed

algorithm can be better specified by chi-square distribution table, which led to

higher performance. Theoretical analysis and simulation results show the effective-

ness of the proposed method.

1 Introduction

Adaptive beamformers have better resolution and much better interference rejec-

tion capability than the data-independent beamformers [1]. Like narrowband adap-

tive beamformer, the performance of broadband adaptive beamformers degrades

sharply due to the inevitable mismatch between the presumed and actual signal

steering vectors [2, 3]. Therefore, the need for robust broadband beamformer arises

in many practical applications.
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In recent years, many algorithms have been proposed to improve the robustness

of the broadband beamformer against the steering vector error. Among these

approaches, diagonal loading is the most popular approach, which is extended

from narrowband beamformer [4]. However, selecting the loading factor remains

a crucial problem. A diagonal loading approach using spectral averaging in the

presence of correlated interferences and look direction uncertainties for broadband

beamformer is proposed in [5]. In this method, loading factor is calculated using

array steering uncertainty. The beamformer of [6] proposed by Yan She-feng

improves the robustness of the beamformer by constraining the norm of its weight

vector, which works effectively in the case of pre-delayed error. The robust

presteered broadband beamforming based on worst-case performance optimization

using convex optimization techniques has been proposed in [7, 8]. However, the

constraints in this method are so rigorous that the performance of the algorithm

deteriorates in the practical applications.

In this chapter, we propose a robust broadband beamformer based on probability

constraint. Probability constraint used in robust beamforming is firstly proposed in

[9]; the derivation process of this idea is advanced in this chapter, and then extended

to broadband adaptive beamformer. Similarly, we assume that the mismatch vector

is drawn from Gaussian distribution. This chapter is organized as follows. Section 2

discuses the problem formulation. The robust broadband beamformer against

steering vector error is proposed in Sect. 3. Simulation results are provided in

Sect. 4. Section 5 concludes the chapter.

2 Background

A broadband element antenna array processor is shown in Fig. 1, which comprises

N sensors followed by an L-order finite impulse response (FIR) filter. The common

tap delay is chosen as Ts¼ 1/fs, where the sampling frequency fs is chosen to avoid

aliasing. A group of pre-delays Tm¼� τm(θ0) and m¼ 1, . . .,M are attached after

the sensors, where τm(θ0) is the propagation delay between the mth sensor and the

reference point associated with look direction θ0. Here, the pre-steering delays are

used to align the signals to the look direction [10].

Let a( f, θ) denote the array manifold vector and the adjustable weights of the

FIR filter following behind the mth sensor be

hm ¼ hm1; hm2; . . . ; hmL½ �Τ, m ¼ 1, 2, . . . ,M ð1Þ

The array response (frequency-wavenumber response) of the broadband

beamformer can be written as follows:

p f ; θð Þ ¼ hΤu f ; θð Þ ð2Þ
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where h¼ [hΤ1 ,h
Τ
2 , . . .,h

Τ
M]

Τ stacks the weight vectors of FIR filters on top of each

other. We define u( f, θ) as the array manifold vector corresponding to the stacked

vector h, which is different from a( f, θ). � denotes the Kronecker product and ∘
denotes the Hadamard (i.e., element-wise) product of two vectors. It has been

assumed in [11] that

u f ; θð Þ ¼ e fð Þ � a f ; θð Þ∘κ½ � ð3Þ

e fð Þ ¼ 1, exp �j2πf Tsð Þ, . . . , exp �j2πf L� 1ð ÞTsð Þ½ � ð4Þ

κ ¼ exp �j2πf T1ð Þ, . . . , exp �j2πf TMð Þ½ � ð5Þ

Assume that D + 1 broadband plane waves impinge on the array from directions

[θ0, θ1, . . ., θD]. Suppose the signal of interest (SOI) comes from θ0. The time series

received at the mth sensor can be modeled as

xm tð Þ ¼ s0 t� τm θ0ð Þð Þ þ
XD
d¼1

sd t� τm θdð Þð Þ þ nm tð Þ ð6Þ

where {sd(t)}
D
d¼ 0 is the waveform of the D + 1 source signals, nm(t) is the additive

noise at the mth sensor, and τm(θd) is the propagation delay between the mth sensor
and the reference one point associated with the dth source.

x1(n)

x2(n)

xM(n)

y(n)

T1

TM

T2

Ts Ts
x11 x12 x1L

h11 h12 h1L

Ts Ts
x21 x22 x2L

h21 h22 h2L

Ts Ts
xM1 xM2 xML

hM1 hM2 hML

Fig. 1 Structure of Frost beamforming
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The input of the lth(l¼ 1, . . .,L ) tap following behind the mth sensor is given by

xml ¼ xm t� Tm � l� 1ð ÞTsð Þ ð7Þ

Let xm¼ [xm1, xm2, . . ., xmL]
Τ, x¼ [xΤ1 , x

Τ
2 , . . ., x

Τ
M]

Τ, and R̂ denote the ML�ML
data covariance matrix. The frequency spectrum of the received data is limited to

[fl, fu]. Then the optimization problem of Frost beamformer can be written as

min
h

hΤR̂ h∗ s:t: uΤ f ; θ0ð Þh ¼ 1, 8 f ∈ f l ; f u½ � ð8Þ

where (�)∗ denotes the conjugate, and (�)Τ denotes the transpose. The Frost

beamformer is very sensitive to array steering vector errors. To solve this problem,

a new robust broadband adaptive beamforming based on probability constraint is

proposed.

3 Proposed Beamformer

In the presence of array perturbations and/or calibrated errors, the actual steering

vector a f ; θ0ð Þ differs from the ideal one a( f, θ0) by an error vector Δa( f )

a f ; θ0ð Þ ¼ a f ; θ0ð Þ þ Δa fð Þ ð9Þ

We assume that Δa( f ) has circularly symmetric complex Gaussian distribution

with mean vector 0 and covariance matrix Cδ, i.e., Δa( f )�Nc(0,Cδ). The actual

array manifold vector of the desired signal has been explicitly modeled as

u f ; θ0ð Þ ¼ u f ; θ0ð Þ þ e fð Þ � Δa fð Þ∘κð Þ ð10Þ

Since Δa( f ) is drawn from a complex Gaussian distribution, Δa( f ) ∘κ is drawn

from the same distribution. Eq. (10) can be written as

u f ; θ0ð Þ ¼ u f ; θ0ð Þ þ V fð ÞΔδ fð Þ ð11Þ

where V( f )¼ e( f )� IM, IM is the M�M identity matrix, and Δδ( f )¼Δa( f ) ∘κ.
The essence of probability constraint is to maintain the beamformer

distortionless response only for the incidents with high probability; in other

words, ignore the incidents with small probability. This constraint can be written as

Pr hΤ u f ; θ0ð Þ þ V fð ÞΔδ fð Þð Þ�� �� � 1
� � � p, 8f ∈ f l; f u½ � ð12Þ
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where Pr{·} stands for the probability operator, and p is a probability value set by

the user. The frequency range [ fl, fu] is usually discredited into finite frequencies

fk(k¼ 1, . . .,K ). Under the probability constraint, Frost beamformer Eq. (8) can be

rewritten as

min
h

hΤR̂ h∗ s:t: Pr hΤ u f ; θ0ð Þ þ V fð ÞΔδ fð Þð Þ�� �� � 1
� � � p, 8f ∈ f l; f u½ � ð13Þ

Considering the frequency fk, it is easy to verify that

Pr hΤ uþ VΔδð Þ�� �� � 1
� � � Pr hΤu

�� ��� hΤVΔδ
�� �� � 1

� � ð14Þ

If kΔδ( fk)k is small enough (i.e., if jhΤuj � jhΤVΔδj), Signs θ0 and fk are omitted

for the sake of brevity. An important observation is that the cost function in Eq. (12)

is unchanged when h undergoes an arbitrary-phase rotation. Thus, we can, without

loss of generality, choose h such that

Re hΤu
� � � 0 ð15Þ

Im hΤu
� � ¼ 0 ð16Þ

Combining Eqs. (14) and (15), the constraint for the frequency point fk is

inverted to

Pr hΤVΔδ
�� �� 	 hΤu� 1

� � � p ð17Þ

Since Δδ is a Gaussian variable vector, the real and imaginary parts of hTVΔδ
are real Gaussian distributed, that is

Re hΤVΔδ
� � � Nr 0, C

1=2
δ VΤh

��� ���2
�

2

� �
ð18Þ

Im hΤVΔδ
� � � Nr 0, C

1=2
δ VΤh

��� ���2
�

2

� �
ð19Þ

where Nr{·} stands for real Gaussian distribution. We observe that

hΤVΔδ
�� ��2

C
1=2
δ VΤh

��� ���2
�

2

¼ Re hΤVΔδ
� �2

C
1=2
δ VΤh

��� ���2
�

2

þ Im hΤVΔδ
� �2

C
1=2
δ VΤh

��� ���2
�

2

ð20Þ

Obviously, each one of the polynomial on the right side of the equation obeys

standard normal distribution, i.e., Nr(0, 1). Therefore, the left side of the equation

obeys chi-squared distribution with 2 degrees of freedom, i.e., χ2(2).
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Let hΤu� 1¼ b, we can replace Eq. (15) by

Pr
hΤVΔδ
�� ��2

C
1=2
δ VΤh

��� ���2
�

2

� b2

C
1=2
δ VΤh

��� ���2
�

2

8>><
>>:

9>>=
>>;

� 1� p ð21Þ

For given constant p, the χ2 value of χ2(2) can be found using chi-square

distribution table. Let C denote this χ2 value; the constraint in Eq. (21) can be

written in the following form:

ffiffiffiffiffiffiffi
c=2

p
C

1=2
δ VΤh

��� ��� 	 hΤu� 1 ð22Þ

Using Eq. (22), the problem Eq. (12) can be expressed as

min
h

hΤR̂ h∗ s:t:
ffiffiffiffiffiffiffi
c=2

p
C

1=2
δ VΤ f kð Þh

��� ��� 	 hΤu f k; θ0ð Þ � 1, k ¼ 1, . . . ,K ð23Þ

Note that if h0 is the optimal solution of Eq. (21), the constraints in Eq. (16) are

automatically met with appropriate rotation of h0. Therefore, there is no need to add

them to Eq. (23). Let R̂ ¼ UU be Cholesky factorization. Then

hΤR̂ h∗ ¼ U∗hk k2 ð24Þ

We can rewrite Eq. (22) as

min
h

τ s:t: U∗hk k 	 τffiffiffiffiffiffiffi
c=2

p
C

1=2
δ VΤ f kð Þh

��� ��� 	 hΤu f k; θ0ð Þ � 1

k ¼ 1, . . . ,K

ð25Þ

Eq. (25) is the standard second-core program problem (SOCP), which can be

solved using highly efficient interior-point method [12]. The MATLAB toolbox

such as Sedumi or CVX is available for Eq. (25). It can be seem from Eq. (25) that

the expression of the probability constraint method is almost same as the worst-case

optimization, except some parameters. Under the assumption of Gaussian

mismatch, the parameter values in the proposed method are more suitable than

the worst-case optimization in most cases. This will improve the statistical perfor-

mance of the proposed method.

3.1 Excess Illustrate

The robust broadband beamforming proposed in [13] uses a common upper bound

on the 2-norm of the mismatch vector for all frequency values. This method leads to
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a better performance as compared to the use of multiple frequency-dependent

parameters. Similarly, we use sole Cδ for all frequency values. We assume [14]

Δa � Nc 0, δ2IM

 � ð26Þ

where δ2 denotes the maximal variance of the steering vector mismatches for all

frequency values.

Unlike the process in [9], the chi-squared distribution is adopted to obtain

the upper bound on the norm of the steering vector mismatch. The χ2 value can

be found from the table of χ2 value versus p-value, where p-value is given by

subtracting the specified probability P from 1.

4 Simulation Results

Consider a uniform linear array of 12 sensors with L¼ 8 delay sections in each FIR

filter. The normalized design band is [0.16fs, 0.32fs], where fs is the sampling

frequency. The interval between sensors is half-wavelength spacing at the upper

frequency. We assume a far-field signal and a single far-field interference. The

signal and interference impinge on the array from the directions 10
 and �40
. The
interference-to-noise ratio (INR) is set to 30 dB. The background noise of the array

is spatially white Gaussian noise. We test the performance of the following methods

with the theoretical array covariance matrix as same as [10]. For obtaining each

point in the curves, 100 independent runs are used. However, the beampatterns are

obtained from one Monte-Carlo realization only. The proposed beamformer is

compared with the following methods: (1) the Frost beamformer, (2) the diagonally

loaded beamformer (RB-DL), and (3) the worst-case-based beamformer (RB-WC)

[13]. Diagonal loading factor of the RB-DL is selected as 20 times of the noise

power; the value ε¼ 3 is used for the worst-case beamformer. The probability value

used in our algorithm is set as 0.9.

4.1 Beam Pattern

The assumed steering vector a( f ) is perturbed by white Gaussian noise such that

the actual steering vectors are a( f ) +Δa, where Δa�Nc(0, δ
2
IM). We set δ¼ 0.1

(i.e., the standard deviation of the error corresponds to 10 % of the complex gain of

each array element). The signal-to-noise ratio (SNR) is set to 10 dB. We consider

the case when the direction of interesting signal is known exactly. Figures 2 and 3

display the beampatterns of the Frost and the proposed beamformer. Figure 4

illustrates the resultant beam pattern of the proposed algorithm. We note from

Fig. 2 that even a relatively small perturbation can cause a significant degradation
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Fig. 2 Array patterns of the Frost beamformer in the presence of random steering vector error
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of the Frost performance. The SOI is considered to be interference by Frost and

hence it is suppressed. As can be seen from Figs. 3 and 4, the proposed algorithm

does not have null at the direction of arrival of the interference as deep as the Frost.

However, the main lobe of the proposed algorithm point at the direction of SOI and

the side lobe level is lower than that of the Frost.

4.2 Comparison of Output SINR

Next, we consider the statistical performance of all beamformers. The simulation

condition is same as 3.1. The desired signal SNR is changed from �10 to 20 dB.

Figure 5 shows the average output signal-to-interference-plus-noise ratio (SINR)

for different algorithms versus SNR of the desired signal. It can be seen from Fig. 5

that the proposed method has better performance in output signal to interference

and noise ratio. These performance improvements are especially significant at high

SNRs. Although the essence of the proposed algorithm is same as worst-case

optimization, the choice of steering vector uncertainty set in our algorithm is

more advisable than the latter algorithm.
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Fig. 4 The resultant beam pattern of the proposed algorithm
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5 Conclusion

In this chapter, a robust broadband beamforming based on the probability constraint is

proposed. With the prior information of the distribution of the steering vector

mismatch, the radius of the steering vector uncertainty set can be better specified by

chi-square distribution table. As a result, the proposed algorithm achieves higher

output SINRcomparedwith theworst-case optimization algorithm.Also, the proposed

algorithm can be formulated as the SOCP problem and solved using the well-

established toolbox. Simulation results show the improved performance of the pro-

posed algorithm as compared to several robust broadband beamformers. This chapter

is based on the hypothesis that themismatch vector hasGaussian distribution; the cases

of other distributions need to be researched further.
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Near-Field Noise Source Localization

in the Presence of Interference

Guolong Liang and Bo Han

Abstract In order to suppress the influence of interference sources on the noise

source localization in the near field, the near-field broadband source localization in

the presence of interference is studied. Oblique projection is constructed with

the array measurements and the steering manifold of interference sources, which

is used to filter the interference signals out. 2D-MUSIC algorithm is utilized

to deal with the data in each frequency, and then the results of each frequency

are averaged to achieve the positioning of the broadband noise sources. The

simulations show that this method suppresses the interference sources effectively

and is capable of locating the source which is in the same direction with the

interference source.

1 Introduction

Interference suppression was one of the central problems in array signal processing

[1–3]. There were some interference sources with prior knowledge, whose positions

were available. Chen and Su [4] presented jamming jam method (JJM) to filter out

the far-field interference whose information was known. In [5], a method called

null-forming weights based on Bartlett beamforming was developed to suppress

interference. However, these methods only applied to the far-field interference

sources. For flank array sonar, the interference sources in the moving platform

were within near field, and the prior knowledge could be obtained easily. Such

interferences would have an adverse impact on near-field source localization, which
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needed to be suppressed by some methods. In [6], the null-forming weights method

based on Bartlett beamforming was extended to the application of near-field

underwater acoustic image measurement. The method, in its essence, used the

orthogonal projection of the interference array manifold to form directivity zero

point. Because the method was based on Bartlett beamforming, the resolution was

coarse and the zero point resulted in the nearby side lobe-level rising. The oblique

projection was a branch of projection theory. Behrens and Scharf [7] presented the

application of oblique projection in signal processing, and deduced the formula of

oblique projection to the column space. Tian [8] applied the oblique projection

operator to compressive sensing to complete compressive-domain filtering. Some

algorithms combining oblique projection with MUSIC were presented to estimate

the DOAs of sources [9, 10].

In this chapter, we present a new method used to localize near-field broadband

sources in the presence of near-field interference sources. Oblique projection is

constructed to eliminate the interference. After projecting, 2D-MUSIC is used to

deal with each frequency component, and then the results of all frequency compo-

nents are averaged to achieve near-field broadband source localization. The pro-

posed method can suppress interferences effectively. When the signal and

interference are in same direction, this method is still capable of locating the

near-field source. Finally, the effectiveness of the proposed method is proved by

computer simulations.

2 Signal Model

Consider that K near-field signal sources and P near-field interference sources

impinge onto a uniform linear array (ULA) of 2N+ 1 omnidirectional sensors, the

distance between adjacent elements is d, and all the sound sources are uncorrelated
with each other, as shown in Fig. 1.

Compute DFT of the array data to divide the concerned band into M sub-bands,

so the m th sub-band component is given by

Fig. 1 The geometric

schematic diagram of signal

and interference sources in

the near field
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X f mð Þ ¼ ΑK f mð ÞsK f mð Þ þΑP f mð ÞsP f mð Þ þ n f mð Þ ð1Þ
AK f mð Þ ¼ a f m; θ1; r1ð Þ, � � �, a f m; θk; rkð Þ, � � �, a f m; θK; rKð Þ½ � ð2Þ

a f m; θk; rkð Þ ¼ e fmβ�Nkð Þ; � � �; e f mβnkð Þ; � � �; e fmβNkð Þ
h iT

ð3Þ

βnk ¼ �j
2π

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2k þ idð Þ2 � 2rkid sin θk

q
� rk

� �
ð4Þ

sK f mð Þ ¼ s1 f mð Þ, � � �, sk f mð Þ, � � �, sK f mð Þ½ �T ð5Þ

nK f mð Þ ¼ n�N f mð Þ, � � �,nn f mð Þ, � � �,nN f mð Þ½ �T ð6Þ

In the equations above, AK( fm) is the array manifold matrix, whose k th is the

array steering vector a( fm, θk, rk), and sK( fm) and nK( fm) are the K� 1 signal vector

and the (2N + 1)� 1 noise vector, respectively. In Eq. (1), what ΑP( fm) and sP( fm)
denote are similar to Eqs. (2) and (5), and need not be repeated here.

3 Near-Field Noise Source Localization Based

on Oblique Projection

3.1 Oblique Projection Operator

Oblique projection operator is an extension of orthogonal projection operator. Like

orthogonal projection operator, it is idempotent, but the difference is that it is not

symmetric. Consider two full column rank matrixH and S with the same number of

rows, and oblique projection operator EHS is given by [7]

EHS ¼ H HHP⊥
SH

� ��1
HHP⊥

S ð7Þ

where P⊥
S is the orthogonal projection of S, and (•)� 1 and [ ]H denote inverse

operation and conjugate transpose; we can obtain the following properties by Eq. (7):

EHSH ¼ H EHSS ¼ Ο ð8Þ

So, by oblique projection, we can retain the desired subspace and remove the

undesired subspace.
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3.2 Proposed Method

For ease in writing, we omit the symbol fm in the derivation process below.

Construct the oblique projection EΑPΑK
with steering manifolds of signal sources

and interference sources:

EΑPΑK
¼ ΑP ΑP

HP⊥
ΑK
ΑP

� ��1

ΑP
HP⊥

ΑK
ð9Þ

With the constructed EΑPΑK
, we can obtain

Y ¼ EΑPΑK
X ¼ ΑPSP þ EΑPΑK

n ð10Þ

Then, signal components are filtered out, and interference components are

invariable. Subtracting Eqs. (1) and (10), Z can be obtained:

Z ¼ X� Y ¼ ΑKSK þ I� EΑPΑK
ð Þn ð11Þ

So, we apply the oblique projection to R as follows:

RZ ¼ E ZZH
	 
 ¼ I� EΑPΑK

ð ÞR I� EΑPΑK
ð ÞH ð12Þ

where R is the original data covariance matrix. Using the eigenvalue decomposition

(EVD) to RZ, signal sources can be localized by some subspace methods. However,

we can see that there is a difficulty in obtaining EΑIΑS
by Eq. (9), because the array

manifold matrix ΑS is unknown. In practice, the oblique projection operator EΑPΑK

can be estimated by [9]

EΑPΑK
¼ ΑP ΑP

HRþ
ΑΑP

� ��1
ΑP

HRþ
Α ð13Þ

where RΑ¼R� σ2nI¼UAΛAUA
H, UA, is the signal subspace, ΛA is a diagonal

matrix whose diagonal elements are the large eigenvalues of R, and (•)+ denotes

the operator of pseudoinverse. Replace EΑPΑK
in Eq. (12) by the estimated oblique

projection in Eq. (13), and using EVD to RZ, the MUSIC spectrum can be obtained:

P f m; θ; rð Þ ¼ 1

a f m; θ; rð ÞHUn f mð ÞUn f mð ÞHa f m; θ; rð Þ ð14Þ

where Un( fm) is the noise subspace of RZ. Because it is difficult to obtain the ideal

value of Rþ
Α, to ensure that EΑPΑK

does not make the array manifold vector distort

Eq. (14) should be modified as
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P f m; θ; rð Þ ¼ b f m; θ; rð ÞHb f m; θ; rð Þ
b f m; θ; rð ÞHUn f mð ÞUn f mð ÞHb f m; θ; rð Þ ð15Þ

where b f m; θ; rð Þ ¼ I� EΑPΑK
ð Þa f m; θ; rð Þ. Averaging all results of each frequency

component, we can obtain the bearing-range spectrum of near-field broadband

sources:

P θ; rð Þ ¼ 1

M

XM
m¼1

P f m; θ; rð Þ ð16Þ

Now, the following steps summarize the proposed method.

1. Compute the temporal DFT of the array data to divide all bands of signal into

M sub-bands.

2. Use EVD to the array covariance matrix of m th sub-band component, compute

Rþ
Α( fm), and then construct the oblique matrix by Eq. (13).

3. Obtain RZ by applying the oblique projection to the original data covariance

matrix.

4. Estimate the noise subspace Un( fm) and compute 2D-MUSIC spectrum using

Eq. (15).

5. Average all results of each frequency component and estimate θ̂ and r̂ by Eq. (16).

4 Simulation Results

In this section, we present simulation results to illustrate the performance of the

proposed method. Considering a ULA of 11 sensors (N¼ 5), and all the near-field

signal sources and interference sources radiate Gaussian white noise, the frequency

range is fl�fh¼ 1, 000�3, 000 Hz, the space noise is additive Gaussian noise, and the

speed of sound is c¼ 1, 480 m/s. Broadband incoherent processing methods have

some ability to avoid ambiguity, so the distance between adjacent elements is d¼ 2λh,
where λh denotes the corresponding wavelength of fh. The number of snapshots is

500, and the length of sliding window and sliding step are 300 and 4, respectively; in

other words, the number of frequency-domain snapshots is 50. The positions of the

two interference sources are set as (30 m, 18�) and (30 m, 20�). INR is 30 dB.

Simulation 1. Consider two near-field broadband signal sources with SNR¼ 20 dB

impinge onto the array, and they are placed at (60 m, 10�) and (45 m, 8�). Figure 2
shows the localization result using the null-forming weights method based on

Bartlett beamforming (hereafter referred to as NWMBB). We can see that the

interferences are suppressed, whereas the two signal sources are merged. Figure 3

shows the localization result using the proposed method. It can be seen that our

method not only suppresses the interferences but also resolves the two sources.
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Simulation 2. The other conditions are the same except that the position of source

2 is set as (45 m, 18�), that is, to say source 2 and one of interferences are set in the
same direction. The results are showed in Figs. 4 and 5. NWMBB and the proposed

method are both able to localize source 1, but only our method is capable of

achieving the localization of source 2. Figure 6 shows the spatial spectrum slice at

18�. We can see that both of the methods can form null at the interference position.

However, for localizing source 2 which is in the same direction to the interference

source, NWMBB loses efficacy and generates a fake peak at (17 m, 18�), while
the proposed method has an excellent performance.

Simulation 3. Under the condition of Simulation 2, we perform 200 independent

Monte-Carlo simulations. For source 2, only the performance of proposed method

Fig. 2 Source localization

in the presence of near-field

interference sources by

NWMBB

Fig. 3 Source localization

in the presence of near-field

interference sources by the

proposed method
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Fig. 5 Source localization

in the same direction with

interference sources by

the proposed method

Fig. 6 The spatial

spectrum slice at 18�

Fig. 4 Source localization

in the same direction with

interference sources by

NWMBB



is showed. Figure 7 shows the RMSE of bearing angle versus SNR. For source

1, NWMBB performs slightly better than the proposed method in low SNR, while

our method has advantage over NWMBB in high SNR; the RMSE is less than 0.03�

for SNR> 15 dB. For source 2, the RMSE is less than 0.2� by our method. Figure 8

shows the RMSE of range versus SNR. For source 1, the performance of the

proposed method is better than the one of NWMBB when SNR is over 5 dB, and

the RMSE is less than 1.5 m for SNR> 15 dB. For source 2, the result is acceptable;

the RMSE is less than 2 m for SNR> 20 dB.

Fig. 7 RMSE of bearing

angle versus SNR

Fig. 8 RMSE of range

versus SNR
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5 Conclusion

In this chapter, a new near-field source localization method in the presence of

interference is presented. This method suppresses near-field interferences by

oblique projection, and improves the localization performance. Simulation results

confirm that the proposed method is capable of filtering the near-field interferences

out and estimating the source position reliably. It is noting that our method can

localize the source which is the same direction with interference.
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Noise Diagnostics at AE Monitoring

of Hazardous Industrial Assets

T.B. Petersen, V.V. Shemyakin, and V.Y. Chernigovsky

Abstract This chapter considers the acoustic emission (AE) signal-noise

discrimination problem that arises at AE monitoring of polymerization reactor.

Different kinds of AE data including AE hit sequences, waveform set, and noise

RMS (root mean square) samples were recorded and processed both in time and

frequency domains to solve the problem. It was found that at a signal-to-noise ratio

exceeding 6–10 dB most of the operation noises can be discriminated from AE data

by means of AE parameter prefilters and rather simple post-processing recognition

procedures. It was shown, however, that in the case of distant AE sources, when the

characteristics of true and noise signals are similar, additional information can be

successfully extracted from RMS data, particularly when a random wideband noise

is modulated by the low frequencies related to the working equipment. Such

RMS-based information not only helps to interpret results but also can be used

for the purposes of diagnostics of asset-operating condition. Alternative method is

proposed, in which the correlation analysis of AE hit sequences is used to determine

the operating noise resonances responsible for the formation of false AE hits; that

is, in this case relevant information is extracted directly from AE hit data.
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1 Introduction

Application of acoustic emission (AE) method for integrity condition monitoring of

hazardous facilities faces some more problems than in the case of traditional short-

time AE testing. Without considering technical aspects of the problem, the main

challenges of continues AE monitoring of pressure vessels/components during the

operation are the presence of high operating noise and the difficulties or even inability

to verify the obtained results by complementary testing methods as appropriate.

Generally background noise at the operation of pressure vessels represents

complex interrelated thermal, acoustics, and mechanics processes. Mechanical

noise signals are often hardly distinguished from true AE signals by traditional

discrimination methods; particularly it concerns the distant AE sources. Besides, it

was shown earlier that even uncorrelated spatially not localized noise can create

clusters of events in the centers of symmetry of sensor arrays, which can be

mistaken for genuine AE sources [1]. All this requires a new comprehensive

approach for AE data analysis.

The objective of the study was to choose optimal acquisition parameters to

obtain appropriate signal-to-noise ratio and to develop the processing procedures

of both AE and noise data analysis in order to improve the assessment and

interpretation of AE monitoring results, and thus to enhance the confidence of

monitoring.

2 Reactor of Polypropylene Production: Technology

Study concerns the initial stage of AE monitoring of polymerization reactor of

polypropylene production. Reactor block includes two reactors and the

corresponding main and auxiliary equipment.

Polymerization occurs at a temperature of about 60 �C and a pressure of about

2.0 MPa. At a normal working reactor temperature and pressure propylene in the

reactor exists in the two states of aggregation (gas, liquid). The reaction of propyl-

ene in the gas phase and a catalytic agent produces solid particles of polypropylene

powder (PP), which then is discharged from the reactor. In normal operation, each

reactor is filled halfway by polypropylene powder, that is, 25–30 t. PP powder is

continuously mixed by means of a rotating stirrer that is shown in Fig. 1.

Fig. 1 Reactor stirrer
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The reactor itself is a static asset, which comprises dynamic equipment, namely

the stirrer and a compressor pump. These apparatus produce high-level

audible noise extending also to the ultrasonic range, perceived by AE device.

Characteristics of reactor dynamic equipment are the following: reactor stirrer:

height—3,029 mm, length—19,481 mm, weight—35,000 kg, constant rotor speed

15 rpm (0.25 Hz); the recycle gas compressor pump has a rotational speed

of 1,500 rpm (25 Hz).

A horizontal stirrer comprises the sets of blade pairs (four in a set) arranged on a

rotor, which extends along the entire length of the reactor and rotates at a rate of

0.25 Hz (15 rpm—revolutions/min). Each pair of blades rotates at a rate of 0.5 Hz,

and the whole set of blades (eight blades) at a rate of 2 Hz.

Possible failures of the equipment are the following:

– Failure of the pump P

– Failure of the recycle gas compressor K

– Propylene leak from the system separator S

– Formation of agglomerates in the layer of polypropylene powder in the

reactor R*

– Formation of agglomerates in the domes of the reactor R*

Note that the starred types of faults are the most likely to occur meaning that they

have to be controlled with a special attention.

3 Data Acquisition and Processing Methods

AE data were collected using the Sensor Highway II System™, which is a

multichannel AE-monitoring system produced by MISTRAS Group, Inc. AE sen-

sors were mounted on the reactor surface at a distance of 3–4 m from each other,

forming a regular AE array.

Three types of acoustic data were recorded by each of the multiple AE channels

during the acquisition stage: AE hit and waveform sequences, and noise RMS (root

mean square) sample. 150–500 kHz filters were used, sampling rate was set up to

1 MHz, and noise RMS subsampling was provided by 10 ms discretization that

basically allows analyzing noise frequencies up to 50 Hz. Taking into account the

characteristic frequencies of the auxiliary mechanisms, such noise discretization is

considered to be acceptable when attempting to extract and study these particular

frequencies.

Data-processing methods used in the study include spectral and correlation

methods [2], digital filtering, and digital simulation.
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4 Principal Problems of Data Processing

and Interpretation at a Continuous AE Monitoring

Main problems at AE monitoring are known to be the following:

1. Numerous but incomplete data and a lack of sufficient computing time for

thorough data processing

2. Difficulties in verification of the obtained results by complementary NDT

methods

3. Presence of high operating noise, causing:

– High threshold level reducing the likelihood of low-amplitude signal

detection

– Erroneous interpretation of the results obtained

– Principal difficulties at the rejection of mechanical noise, having the same

physical nature as true AE

– In particular, difficult discrimination of true AE and mechanical interference

waveforms in the frequency domain at a distance from the sources

The presence of high-level noise at AE monitoring is considered to be a main

factor leading to decrease in the quality and the validity of the control. The

mentioned difficulties at data processing are the mechanical nature of true sources

and acoustic interferences as well as signal distortion at wave acquisition and

propagation.

In fact, true AE signal, e.g., from rapid cracking or PLB (pencil lead break)

imitator, is known to have rather wide spectrum, up to frequencies of ~1/T, where
T equals to input duration. However, as high frequencies attenuate more than low

ones at wave propagation the spectrums tend to shift left in frequency direction for

the distant sources.

As an example, the typical patterns of signals obtained nearby and at a distance

of 10 m from AE source are shown in Fig. 2a, b, correspondingly. Signals were

produced by PLB on a 700 mm diameter and 10 mm width empty steel tube. Signal

spectrums are given in Fig. 2c, curves 1 and 2, correspondingly.

Again, though some types of interferences can be discriminated rather easily by

standard recognition methods (e.g., electrical, EMI) however, both the localized

mechanical noise and genuine AE are produced by a material deformation. Basi-

cally these sources can be recognized by the use of informative frequency features

when the sources are placed close to the sensors because mechanical interferences

have lower frequency range due to larger duration of the effect; however, signal

differences reduce at a distance.

Coming around to the reactor noise, which is produced by collisions of bulks of

numerous solid particles of PP against a reactor surface during a stirring of the

product, let us consider impacts as mechanical interferences and compare typical

patterns of a pencil lead break and an impact of a steel sphere against a steel plate,
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given in Fig. 3a, b, correspondingly. Acquisition parameters were set as follows:

sampling rate Fs¼ 2 MHz; filters: HPF and LPF 1–1,000 kHz; and resonance-type

sensor—R15 (resonance frequency 150 kHz).

One can see that the impact produces rather high-frequency signals, which,

however, can be rather easily distinguished from PLB both in time and frequency

domains.

In fact, as it was shown in [3] high-frequency tract of acoustic emission

apparatus transforms initial impact perturbance into two separate signals, arriving

with delay exactly equal to impact duration that can be calculated using Hertz

theory of elastic impacts [4]. AE signals are generated at the moments

corresponding to derivative discontinuities of surface displacement function of

Fig. 2 PLB waveforms and spectrums recorded by R6 sensor: (a) PLB waveform recorded near

the source, (b) PLB waveform recorded at a distance of 10 m from the source, (c) spectrums

of (a) curve 1 and of (b) curve 2
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colliding bodies, i.e., at the initial moment of loading and the final moment of

contact. Typical signals from PLB and collision of steel 8 mm sphere against a steel

10 mm width plate are given in Fig. 3.

The perceptible difference between PLB and sphere impact spectrums obtained

near the sources can be observed in Fig. 4. However, e.g., at the distance of 920 mm

these spectrums become rather similar, which results from attenuation of high

frequencies at wave propagation. In time domain the difference neglects in a case

Fig. 3 Waveforms recorded at a distance R¼ 5 mm. (a) Source is PLB, (b) source is the impact of

8 mm steel sphere against vertical steel plate

Fig. 4 Frequency spectrums of PLB and impact of steel sphere (a, b) near the sources, (c, d) at a

distance of 920 mm from the sources
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of inelastic impact, when a colliding body does not recoil, thus producing a single

signal very similar to PLB. It was found out that the less is a weight of a colliding

body and the more is a distance from source the less is the difference between PLB

and impact signals.

Above considerations confirm that discrimination of random noise fluctuations

is a complex problem at AE testing, which has to be solved by thorough analysis of

noise waveform/spectral features and further reduction of signal-to-noise ratio.

5 Noise Assessment

Preliminary analysis of noise waveforms recorded with the help of wideband sensor

showed that in the examined high frequency band noise can be considered as the

so-called colored noise giving a power dependence of PSD (power spectral density)

on frequency and decreasing rather abruptly, by about 25 dB per octave.

Such frequency dependence of sensitivity of background noise was used at the

determination of system acquisition parameters that provided reduction of ampli-

tude threshold by more than 10 dB.

It was found taking into account the frequency response of the sensor that the

observed noise does not have particularities in the examined frequency band, as

well as genuine AE, which is broadband on its nature, and also do not have specific

features. It means that these two kinds of sources are unlikely to be distinguished

in the frequency domain in the chosen frequency range without making phase

analysis. Noise streaming study shows that the described colored noise is a high-

frequency noise, modulated by the low frequencies; see Fig. 5a. As the low

frequencies were filtered from the waveforms at HP filtration during data acquisi-

tion (150 kHz high-pass filter cutoff), it means that they do not exist separately from

high-frequency wideband noise, which serves as a carrier to them. To extract low

frequencies a detection procedure, e.g., squaring, has to be applied to the sampling

data. Time-driven RMS data, which is provided by subsampling of initial digitized

data, include all the features required for extraction of low modulation frequencies

from the high-frequency data. Really, its sample length is large enough to include

several periods of low harmonics and besides, RMS is obtained by squaring (and

subsequent rooting) of the decimated data.

6 Discussion of the Results

It was found that at an appropriate signal-to-noise ratio, when AE peak amplitude

exceeds a threshold by more than 6–10 dB, most of background noise can be

discriminated from AE data by means of prefilters and simple post-processing

recognition procedures.

Noise Diagnostics at AE Monitoring of Hazardous Industrial Assets 99



However, the periodically recorded noise, which generally serves just as

accompanying information at AE testing practically, carries relevant data, so it

can be analyzed together with AE hits and waveforms and used for diagnostic

purposes.

At the study of RMS recorded during AE monitoring of reactor it was found out

that in spite of high-frequency filtering (150 kHz cutoff frequency) applied at data

acquisition, RMS samples show the presence of low frequencies (0.5, 2, and 25 Hz);

see Fig. 6.

Such an effect can be explained considering that the observed AE hits are formed

by random wideband noise modulated by low-frequency external forces, here

rotation of mechanisms and pump vibrations. Modulations apparently result from

nonlinear interaction of the physical processes, which take place during the oper-

ation of reactor, namely collisions of PP powder during its mixing and vibrations.

To obtain the characteristic operating frequencies directly from AE data quasi-

autocorrelation function of hit sequences was estimated. The pattern of this function

Fig. 5 Noise characteristics: (a) Noise streaming, Fs¼ 1 MHz, t~ 6 s; (b) noise waveform:

Fs¼ 2 MHz, N point¼ 6� 1,024; (c) power spectral density—original (given by points) and

recovered (curve)
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presented in Fig. 7 shows the periods specific to rotation of blade pairs (0.5 Hz) and

a set of eight blades (2 Hz). The obtained autocorrelation curve shows that the

recorded hits/waveforms correspond to nothing else but to the background noise

produced by dynamic mechanisms.

7 Conclusions

To avoid false interpretation of AE data the periodically recorded noise data, e.g.,

RMS, can be analyzed together with AE hits and AE waveforms, both in time and

frequency domains, indicating whether a signal or, what is more important, a cluster

of signals relates to genuine emission or noise/interference source.

The obtained resonances of low-frequency noise can serve as the monitoring

diagnostic features.

Some harmonics of operating noise responsible for AE hit formation can be

obtained directly on the base of correlation analysis of AE hit sequences.

Simultaneous noise diagnostics and AE control using the same data acquisition

channel can be a useful practice increasing the confidence level of the correct

assessment of asset-operating condition during AE monitoring.

Fig. 6 (a) Noise RMS, (b)

noise spectrum in 0–4 Hz

frequency band, (c) filtered

noise spectrum in 15–

35 Hz band
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AE Source Location on Irregular-Shaped

Objects Using 3D Grid Method

Alexey B. Samokhvalov

Abstract The 3D model based on regular cubic cell grid is presented, allowing to

perform AE source location on irregular-shaped objects with arbitrary complex

geometry.

1 Introduction

Location of AE sources is usually based on simple geometric models: plane,

cylinder, sphere, and cone. However, in practice this approach does not always

give good results for the following reasons:

1. In many cases irregular and complicated geometry of an object cannot be

reduced to simple shapes.

2. The presence of internal medium or devices.

3. The inhomogeneity of material.

4. The complex character of acoustic wave propagation.

Therefore the simple location schema on irregular-shaped objects often results in

chaotically placed AE sources (“star sky”).

To enhance AE source identification on real objects, besides simple schemata,

three-dimensional grid (mesh) models are used. They allow to take into account

different details of geometry and design of the object as well as its operation

conditions.

There are different approaches to build 3D location models, e.g., surface

fragment-based models [1, 2, 3].
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Nevertheless such models are not widely used yet in practice of AE data

analysis. That is why the goal was set to develop special location methodic which

would be practical enough and appropriate for complex industrial structures with

irregular shapes—the area where the application of grid models is most promising.

2 Requirements to the Model

While defining requirements to the model the following considerations were put

forward.

The model should reflect modern knowledge about the nature of sound waves

and the character of their propagation.

The ability should be provided to model object components with different

conditions of sound propagation; the model should be able to combine together

parts made from solid materials, like vessel walls, and internal volumes filled with

fluid; parts of object can differentiate one from another by attenuation characteris-

tics and sound speed.

There should be no restriction for the representation of arbitrary object shape;

both thin-wall and massive elements could be modeled; the same refers as well to

rectilinear and curved shapes.

The model should be reasonably simple from technological point of view, easy

to use, and user friendly. Since complex forms often consist of parts with simple

regular forms combined together, there should be opportunity to quickly build the

model from such parts, wherein the ability to conveniently define the characteristics

of joint between parts should be provided.

The model should offer the convenient way to enter the positions of sensors and

other characteristic points.

Thus, taking into account these requirements, the 3D grid model based on

regular cubic cells was offered.

3 Model Principles

The model is based on the following principles.

The entire space is divided by cubic cells of the same size. Thus, for any point in

the space with (X, Y, Z ) coordinates the relevant cell is immediately found. Cell can

be either empty or belonging to the object. If cell belongs to the object, it can

transduce sound impulse to neighbor cells.

In the model the sound impulse propagates by centers of cells, from one point

to another; in other words, for sound propagation the 3D grid of cells’ center points

is used.

In Fig. 1 the schema of propagation of sound from the cell to its neighbors

is shown. This is flat representation of the model, but the same principles are

easily extended for 3D grid. The cell (x2, y2) is the current source of sound impulse.
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It can reach, first, its immediate neighbors (first layer)—cells (x1, y1), (x2, y1), (x3,

y1), (x1, y2), (x3, y2), (x1, y3), (x2, y3), and (x3, y3). Of course, the sound would

go there only if that cell belongs to object, i.e., is not void. The check of the cell—if

it belongs to object or not—is quickly done by its (x, y, z) index. The distance

between source cell and neighbor is also immediately determined by their relative

position, which depends, in its turn, on their indices.

Meanwhile, it could be easily noticed that this rule yet would give

significant error in distance for propagation in direction lying between directions

to immediate neighbors. For example, if sound propagates from cell (x2, y2) to

cell (x3, y4) through cell (x2, y3), it passes 1.08 times more distance than

direct pass from (x2, y2) to (x3, y4)—see Fig. 2. To reduce this effect these

Fig. 1 Propagation of

sound in 3D grid model

Fig. 2 Propagation

shortcut
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shortcuts were included in the model: The rule was applied that if cell from

second layer from source cell touches filled cell in the first layer, it is reached

by direct shortcut.

4 Building of the Model

Building the model means to define which cells are filled and what sound speed and

attenuation they have. This could be done by different ways. The good practical

approach which was used in application of the model consists in the following: first

split original object by simple parts, then represent each part by cells, and then

combine parts together.

Simple parts that compose the object are the following: cylinder, sphere and

demisphere, demi-ellipsoid (commonly used for representing vessel head), cone,

frustum, and box. Flat fragments, if necessary, are derived from these: plane is flat

box, and disc is demisphere with zero height (disc could be used as flat vessel head).

Each simple part could be considered as (1) hollow inside (filled with gas),

(2) massive, or (3) hollow, but filled with fluid.

Joints between parts could be of two types: (1) “Nozzle”: The smaller part enters

another and they have common internal space inside, like nozzle entering the shell

of vessel or one pipe composing T-joint with another. (2) “Adjacent volume”: This

type of joint leaves the wall separating internal spaces of two parts.

When building the model the following algorithm is applied: (1) the appropriate

step is selected which is smaller than the size of cell; (2) the surface of component is

represented as the set of points in such a way that the distances between neighbor

points are less than step; (3) for each point the corresponding cell is found; the set

of these cells composes the representation of the surface in 3D grid model. Thus

the original surface is wrapped by cells, composing regular grid. This is illustrated

by Fig. 3.

Fig. 3 Presentation of

original curved surface in

the model
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After the shape of the object is wrapped by cells, the next task in building the

model is to determine the positions of sensors and other characteristic points. This

could be done analytically, of course, but on curved surfaces like ellipsoids the true

position of sensors often could be defined only approximately; also usually the

labels with lines are drawn as well for better visualization and understanding of 3D

drawing. So for the purpose of convenience the following supplementary technique

was used (see Fig. 4): two points were analytically defined which served as the

beginning (Point 2) and the end of line (Point 1). The label was placed near Point

2, and the Point 1 is closer to the surface. To determine the cell where sensor

(or other characteristic points) is placed the program starts to move probing point

along the ray from Point 2 to Point 1 and stops, when first cell of the surface is hit.

The surface in the cell model, unlike original surface, is not smooth. Neverthe-

less, the essential assumption of the model is that the distances, calculated between

original points of the object and between corresponding cells, do not differentiate

too much for the purpose of AE source location. The research was carried out to

evaluate the precision of the model and to define recommendations on the selection

of its best parameters, namely the size of cell.

5 Evaluation of the Model

In Fig. 5 two variants of cell model are shown for the same spherical vessel with

14.0 m diameter; the first is built with cell side 1.0 m, and second—0.2 m. It is

obvious that decreasing of the cell side makes the model more realistic looking and

potentially more precise.

We have investigated the preciseness of model by the following procedure: the

precise theoretic distances from the points on the surface of ideal shape (sphere,

cylinder), corresponding to known cells, to sensors were compared with distances

calculated solely by cell model. The result for the same sphere as in Fig. 5b is shown

in Fig. 6. The error of the distance evaluated by the model foreseeably is greater at

small distances, and it is derived from the roughness of cell model. The maximum

error is determined by the size of cell. At the distance more than 2.0 m relative

errors are less than 20 %, and at more than 3.0 m—less than 10 %.

Fig. 4 The placement of

sensor (characteristic point)

on the surface
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Fig. 5 The representation

of the sphere vessel with

D¼ 14.0 m in the model:

(a) Cell side is 1.0 m,

786 cells in the model;

(b) cell side is 0.2 m, 21,288

cells in the model

Fig. 6 Relative error of

distance from surface points

to sensors on sphere

(D¼ 14.0, cell side is 0.2 m)
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Meanwhile, the error in distance evaluation is not the same as the error in source

location, since location algorithm takes into account several hits on different

sensors and thus counterbalances individual distance errors. To evaluate the

preciseness of model for location, we have simulated AE events by software

model, located them by cell model using pattern recognition algorithm, and com-

pared the result with original event source location. The plot of location error

(in absolute distance from original source) against the distance from source to

closest sensor is shown in Fig. 7. This plot shows results for the same sphere and

model as in Fig. 5b; the number of simulated events is 30,883 (each of them is

presented as point on this plot).

From this plot we see that absolute majority of errors is less than 0.5 m, which is

quite acceptable for such a structure. At the same time we see the characteristic

outburst of large errors rising from the beginning of the plot with right slope.

Investigation has shown that this burst of errors belongs to specific zones near

sensors, oriented inside triangles built between adjacent sensors (Fig. 8). The zones

of high location errors are thus likely connected with “equal delay” hyperboles, so

they derive more from the nature of location algorithm than from the model itself.

The statistic characteristics of location preciseness, evaluated by simulation for

the same sphere with 14.0 m diameter for two cell sizes—0.2 and 0.4 m—are shown

in Table 1.

It is interesting to note that median absolute error in location for cell size 0.2 m is

0.19 m, which is near the cell size itself, and for cell size 0.4 m it is 0.29 m, which is

even less than cell size: thus the effect of counterbalancing of location algorithm

becomes apparent.

The natural testing of the model was performed on vertical cylindrical vessel

(H¼ 1.5 m) with nozzles. AE sources were simulated by signal generator, placed on

the inner surface of the shell. 3D view of vessel with located sources is shown in

Fig. 9; the envelop view of the shell is presented in Fig. 10.

Fig. 7 Location error,

calculated using

AE event simulation

AE Source Location on Irregular-Shaped Objects Using 3D Grid Method 109



Table 1 Statistic of

location precision
Characteristic

Cell size

(0.2 m) (0.4 m)

Number of cells in the model 21,288 5,239

Number of events simulated 30,883 15,530

Number of sources located 30,770 15,467

Minimum absolute error, m 0.0005 0.0012

Maximum absolute error, m 3.65 3.79

Median absolute error, m 0.19 0.29

95 % of errors less, m 0.4 0.6

Fig. 8 Zones of location

error concentration

Fig. 9 Cylindrical vessel

with located sources,

colored by amplitude
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6 Application Details

The method produces geometrical model that could be used in different ways.

The appropriate grid is formed after the comprehensive evaluation of the object.

The decision is made about the degree of shape simplification and grid roughness.

By means of event simulation in every node, the calculations are carried out to

determine which pattern of hit parameters is expected at each sensor. Then test data

is processed in order to search the correspondence between actually recorded

signals and theoretically simulated events prototypes.

The main stages of application of 3D grid method are the following.

6.1 Preparatory Stage

1. Preliminary analysis of the object.

2. Determination of sound speed and attenuation (possibly with differentiation by

directions and object’s parts).

3. Sensor positioning (if not predetermined).

4. The building of geometrical model: partition of the surface by fragments,

determination of coordinates for vertices.

5. Calculation of the model: building of the shortest path map; here well-known

search “in breadth” algorithm could be used.

6. Determination of the discrete set of characteristic events for each source.

7. Determination of expected signal image on sensors for each characteristic event.

6.2 Actual Data Processing Stage

1. Determination of possible groups of hits as potentially belonging to one event:

All possible hit groups are considered in the scope of event determination time.

2. Distribution of hit groups by event groups: Similar hit groups are assigned to one

event group.

Fig. 10 Envelop view of

shell with located sources
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3. Analysis of event group statistics and selection of event groups which are of

interest for further consideration (by intensity or trend).

4. Assigning of selected event groups to supposed sources (vertices on the grid

model): Here the matching of actual and theoretic hit images is done. The event

group is linked with the source by similarity criterion.

5. Considering of the event groups for which characteristic sources were not found:

To resolve this uncertainty the following can be done: (1) refine the model, e.g.,

change cell size and orientation; (2) change supposed hit images, e.g., increase

the number of considered wave modes and consider obstacles; (3) make simi-

larity criterion less strict.

The sample model, built for real industrial structure (regenerator on oil refinery

plant) with location results, is shown in Fig. 11.

7 Conclusions

AE source location on industrial structures using the modeling of design component

geometry by means of 3D grid is considered.

The 3D model based on regular cubic cell was developed to perform AE source

location on different structures with arbitrary complex form.

This technique allows not only locating AE sources on thin-wall shapes filled

with gas, but also in massive 3D structures, in multilayer constructions with

different characteristics of layers and/or structural parts, and in objects filled with

liquid (tanks, oil reservoirs).

Fig. 11 AE location results

(located sources are shown

as green, yellow, and red,
according to the source

amplitude; lines with
numbers show position

of sensors)
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The results, obtained using this methodic, essentially supplement results

obtained by traditional location techniques.

The methodic was applied for AE diagnostic of complex structures in oil refinery

and chemical industry.
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Numerical Simulation of Wave-Guiding

Properties and Optimization Design

for Wave-Guiding Rod

Junpeng Zhou, Ying Zhang, Guang Dai, and Meiping Song

Abstract Wave-guiding rod is an auxiliary detection tool of acoustic emission

(AE) testing under special conditions and plays the role of transmitting AE signals.

But the AE signals propagating in the wave-guiding rod will produce attenuation,

which will affect the test result. In response to this problem, according to the theory

of stress wave propagation in the wave-guiding rod, we adopted the ABAQUS

software and set up a numerical model of wave-guiding properties to simulate the

influences of wave-guiding rod to stress characteristics. The wave-guiding rods are

designed in different lengths, diameters, and boss types. By comparing the simula-

tion results, we draw the conclusion that wave-guiding rods of 6 mm in diameter, no

more than 0.5 m in length with a plate-shaped boss type, will have the minimum

attenuation and basically have no impact on the strength of AE signals.

1 Introduction

Acoustic emission testing technology has widespread applications, but restricted by

factors like high temperature, extremely low temperature, radiation, ground-bury

and sensor conditions, etc.; the technology can’t be effectively employed. In order

to achieve the desired result, the wave-guiding rod is often used as an auxiliary tool

for acoustic emission detection [1]. One end of the wave-guiding rod is fixed on the

surface of the object to be measured either through welding or the connecting

mechanism; the other end is connected to a sensor. In the process of detection, stress

wave travels through the waveguide rod and is later received by the sensor.

Influenced by the geometry size of the wave-guiding rod, the stress wave will

J. Zhou (*) • Y. Zhang • G. Dai • M. Song

Northeast Petroleum University, Daqing 168813, China

e-mail: jpzhou0844@139.com

G. Shen et al. (eds.), Advances in Acoustic Emission Technology: Proceedings of the
World Conference on Acoustic Emission-2013, Springer Proceedings in Physics 158,

DOI 10.1007/978-1-4939-1239-1_11, © Springer Science+Business Media New York 2015

115

mailto:jpzhou0844@139.com


produce attenuation and finally affect the testing result. Therefore, wave-guiding

properties of the wave-guiding rod are the main factors which will affect its

design [2].

In this paper, finite element method and ABAQUS software are introduced to

simulate the stress wave propagation in the wave-guiding rods. The paper analyzes

the influence factors like different lengths, diameters, and boss structure types to

stress wave propagation. According to the simulation results, it also optimizes the

design of wave-guiding rod so as to suggest the appropriate geometry and size of

wave-guiding rod.

2 The Basic Theory on Wave-Guiding Properties

of Wave-Guiding Rod

Under a transient load, stress waves are produced at the end of the wave-guiding

rod. The propagation of stress wave in wave-guiding rod is shown in Fig. 1. When a

uniformly distributed compressive stress σ is suddenly imposed on the left end of

the rod, even compression will be produced in the finite layer on the left end, and

the compression will be passed on to the adjacent layer in turn.

After time interval dt, part of the length on the left end of wave-guiding rodwill be
compressed, while the rest of the part where the stress wave does not reach is still in

the static stress-free state [3]. According to Newton’s second law, the wave equation

of stress wave propagation in the uniform diameter wave-guiding rod is as follows

∂2
u

∂x2
¼ 1

C2
0

∂2
u

∂t2
: ð1Þ

When the stress wave propagates in the wave-guiding rod with a variable cross

section, the wave equation is

∂2
u

∂x2
þ 1

A

dA

dx

∂u
∂x

¼ 1

C2
0

∂2
u

∂t2
: ð2Þ

In Eq. (2): u—displacement of particle, x—displacement of wave propagation,

C0—velocity of stress wave, E—modulus of elasticity, ρ—density, t—propagation

time of the stress wave, A—cross-sectional area of the wave-guiding rod.

Fig. 1 The impact

compression of the wave-

guiding rod
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3 Model of Numerical Simulation on Wave-Guiding

Properties of Wave-Guiding Rod

ABAQUS software is used to carry out numerical simulation of wave-guiding

properties of wave-guiding rod. This software is suitable for analyzing complex

solid mechanic system [4]. Unidiameter round bar is usually used in acoustic

emission testing. Figure 2 is the geometry model of wave-guiding rod without

boss structure. C3D8R is selected as a unit type to realize mesh generation of the

whole wave-guiding rod.

Stress wave is generated by a plurality of point acoustic sources of elastic wave,

and in the simulation the initial acoustic source is a point source. Through the

analysis of point acoustic source, we can get stress wave propagation characteristics

of the wave-guiding rod. The signal frequency of AE sources ranges widely. The

frequency selected in this simulation is 100 kHz. Select half sine type as initial

source, as shown in Fig. 3, maximum intensity of the acoustic source for 1� 105 Pa.

The longitudinal wave propagation velocity is 5,064 m/s in the wave-guiding rod

and transverse wave velocity is 3,230 m/s. Since the particle displacement caused

by longitudinal wave is much greater than by transverse wave, ignoring the

influence of transverse wave, this paper only studies the propagation laws of stress

wave in wave-guiding rod along the Y direction.

Take a wave-guiding rod (length of 0.5 m, diameter of 6 mm) as an example. By

the action of acoustic source, we analyze the stress waveform at point A, the circle

point of the other end, in the X axis, Y axis, and Z axis direction, as shown in Fig. 4.

The stress wave propagation time in the wave-guiding rod is 0.01 s.

As shown in Fig. 2 the initial acoustic source direction parallels to the Y axis. As

the stress wave will produce waveform transformation in the process of propaga-

tion, the stress wave shifts are produced in all the axial direction of wave-guiding

rod: stress wave caused by the load in the Y direction is the longitudinal wave, while

in the X and Z direction is transverse wave, as shown in Fig. 4. Since the particle

Fig. 3 Type of load applied

on the wave-guiding rod

Fig. 2 The wave-guiding

rod model of numerical

simulation
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displacement caused by longitudinal wave is much greater than by transverse wave,

ignoring the influence of transverse wave, this paper only studies the propagation

laws of stress wave in wave-guiding rod along the Y direction.

4 The Numerical Simulation Analysis of Stress Wave

Propagates in the Boss Structure

For cylindrical wave-guiding rod, the diameter and length are the main factors that

affect the propagation and attenuation of the stress wave, wave-guiding rod without

boss structure as the research object. This paper stimulates the wave-guiding

Fig. 4 Waveform diagram of point A at the end of wave-guiding rod (a) Y axis direction,

(b) X axis direction, (c) Z axis direction
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rod with the different lengths and diameters and analyzes their impacts on the

waveguide. Combined with actual using requirement of wave-guiding rod, try to

find the optimal diameter and length of wave-guiding rod.

4.1 The Impact Analysis of Diameter on Wave-Guiding
Properties of Wave-Guiding Rod

Under the condition of same length, wave-guiding rods of diameter 6 mm, 8 mm,

10 mm, 12 mm, and 14 mm, respectively are chosen to analyze the impact of

diameter on wave-guiding properties. When the length is 0.5 m, the maximum

intensity of the acoustic source is 1� 105 Pa, propagation time is 0.01 s, and the

waveform of the center point A at the end of wave-guiding rod is shown in Fig. 5.

Waveforms at the end of the wave-guiding rod with same length and different

diameters are roughly the same; after multiple reflection the displacement error

approaches to zero gradually. The relationship between the diameter and the initial

time magnitude of displacement of stress wave obtained at the center particle of

point A at the end of the wave-guiding rod is shown in Fig. 6.

As the graph shows, after receiving p-wave, the displacement magnitude of the

center particle of surface A increases with the diameter of wave-guiding rod, but not

too much.

In view of material-saving, portability, and stability of the wave-guiding rod, it is

better to choose a wave-guiding rod with a diameter of 6 or 8 mm.

4.2 Impact of Length on Wave-Guiding Properties
of Wave-Guiding Rod Without Boss

The stress wave will be attenuated with propagation in the wave-guiding rod, so

selected a diameter of 6 mm and long of 10 m wave-guiding rod model, to analysis

the attenuation situation of stress wave propagation. According to wave propaga-

tion theory, the maximum axis Y displacement of the central particle at distances

0 m, 0.25 m, 0.5 m, 1 m, 1.5 m, 2 m . . . 10 m from end B is obtained and its

relationship with distance is shown in Fig. 7.

Figure 7 shows that the maximum amplitude of particle vibration reduces as

the propagation distance increases when the stress wave propagating in the

wave-guiding rod, which shows there exists attenuation in the wave propagation,

and the farther it spreads the more it attenuates. There is an index relationship

between the maximum amplitude of the stress wave and the propagation distance,

fitting equation:
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Fig. 5 The relationship

between displacement and

time of wave-guiding rod

with different diameters in

the Y-axis direction (a)

Φ6 mm, (b) Φ8 mm, (c)

Φ10 mm, (d) Φ12 mm,

(e) Φ14 mm
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y ¼ 8:53e �x=2ð Þ þ 8:57: ð3Þ

Stress wave propagation in the wave-guiding rod attenuates exponentially,

which is consistent with the theory of stress wave attenuation. So the shorter the

length of the wave-guiding rod is, the smaller the stress wave attenuation effect

is. According to the testing conditions, shorter wave-guiding rods are preferred

when choosing wave-guiding rod.

5 The Impact and Selection of Different Boss Structures

on Wave-Guiding Properties of Wave-Guiding Rod

The diameter of commonly used acoustic emission sensor is 16 or more, if using the

diameter of wave-guiding rod for Φ6 or Φ8, which will influence the coupling

between the sensor and the wave-guiding rod and is not easy to install. To solve the

problem, we can design the starting end of wave-guiding rod as a boss type and

change the cross-sectional area. The wave equation (2) is applicable when the stress

wave propagates in the wave-guiding rod with a boss structure.
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Fig. 7 Max-amplitude in

the communication process
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5.1 Types of Boss Structure and the Simulation
of the Initial Conditions

Boss structure of wave-guiding rod can be designed into four types as shown in

Fig. 8 [5]. The wave-guiding rods with the length of 0.5 m and diameter of 6 mm are

chosen; the initial acoustic sources imposed on the end of the wave-guiding rod are

1� 105 Pa, and the wave propagating time is 0.01 s, as shown in Fig. 2.

5.2 Analysis of Simulation Result

Using the finite element method to simulate the stress wave propagation by four

forms of wave-guiding rod with boss types, the relationship between the end

displacement and time changes can be obtained. Compare it with the curve of

wave-guiding rod without boss type, as shown in Fig. 9. As can be seen from Fig. 9,

amplitude of stress wave signal received by wave-guiding rods with or without a

boss structure is basically the same; wave-guiding rod with boss structure has

certain impact of attenuation. For different wave-guiding rods, those with short

boss structure are recommended, such as the plate-type boss structure.

Attenuation of non-fixed emission frequency is smaller than that of fixed

emission frequency, because acoustic waves of non-fixed emission frequency

are composed of high frequency and low frequency components; high frequency

Fig. 8 Models of wave-guiding rod with boss structures (a) Short cone boss structure, (b) Long

cone boss structure, (c) Arc boss structure, (d) Flat boss structure
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components attenuate faster, low frequency components attenuate slower, and

spread farther.

The relative error between theory and experiment of fixed emission frequency is

smaller than that of non-fixed emission frequency, but both of them can provide

basis for sensor layout scheme and the acoustic source judgment of composite

cylinder state detection.

The higher the fixed emission frequency of acoustic wave is, the faster the

attenuation is. When an attenuation experiment with fixed emission frequency

dummy source is conducted, the proper frequency should be chosen, and the

frequencies of no higher than 0.15 MHz are recommended.

6 Conclusion

By using the finite element method to simulate and analyze the wave-guiding

properties of wave-guiding rods with different diameters, lengths, and boss struc-

ture types, the conclusions are as follows:

Amplitudes of the stress waves received by the wave-guiding rods with same

length, different diameter, and no-boss structure are basically the same. This means

that the diameter of the rod has little impact on acoustic emission signal. To save

material, it is recommended for AE signals with frequency of the order of 100 kHz

that the wave-guiding rod diameter should be 6 mm.

Amplitudes of the stress waves received by the wave-guiding rods with same

diameter, different length, and no-boss structure vary greatly. The stress wave

produces attenuation when travels in the rod and the longer the length of the

wave-guiding rod is, the greater the attenuation will be. So wave-guiding rod

with short length is recommended in the process of detection.

Boss structure has little impact on the amplitude of stress wave signal. Amplitude

of stress wave signal received by wave-guiding rods with or without a boss structure

is basically the same, but different types of boss structure will lead to certain

attenuation, so wave-guiding rod with short boss structure is recommended, such

as the plate-type boss structure.

In this paper, the simulation results and experimental results are in good consistency

[4]. In practice, it is suggested to use wave-guiding rod of 6 mm in diameter, less than

0.5 m in length, and with a plate-type boss structure to carry on acoustic emission

(AE) testing.
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Near-Field Beamforming

Performance Analysis for Acoustic

Emission Source Localization

Based on Finite Element Simulation

Haisheng Yu, Tian He, and Denghong Xiao

Abstract This paper attempts to study the localization performance of a near-field

acoustic emission (AE) beamforming method by changing some parameters, such

as beamforming array types, localization velocity, and the sensors spacing. To

investigate how those factors affect AE source localization accuracy, it’s necessary

to get the AE signals with high signal-noise ratio. The finite element method (FEM)

is introduced to model the propagation of AE signal in a steel plate structure. The

influences of some parameters on the resolution of AE source localization are

discussed. The results provide a reference for the selection of parameters when

the beamforming is used to identify AE source.

1 Introduction

Acoustic Emission (AE) is a phenomenon of stress wave radiation caused by a

dynamic reconstruction of material’s structure that accompanies processes of

deformation and fracture. AE signals usually arise from internal changes of a

structure, such as propagation of crack, twinning, slip, dislocation movements

[1]. Material deformation under stress and crack propagation is an important

mechanism of structural failure. The source directly associated with deformation

and fracture mechanisms is known as AE source [2]. Modern AE technique, in the

early 1950s, starts with Kaiser’s research done in Germany. And in the following

decades, AE technique has developed rapidly. Now, AE technique is used as a

nondestructive testing tool to evaluate structural damage and has its potential

advantages in dynamic damage monitoring and source localization, such as fatigue
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crack growth [3, 4]. Due to its potential advantages in kinematic damage monitor-

ing and source localization, AE technique has led to many applications in a variety

of fields such as petrochemical industry, aerospace industry, and detection of metal

processing [5, 6].

The ability to localize the AE source is an important step in whole damage

identification process, by which the accurate AE source location can indicate

information about the characteristic of the damage and even the size of the crack

with relatively few sensors on large and complex structures. Current localization of

AE sources is normally performed by using the time difference of arrival (TDOA)

technique which uses the propagation velocity in a material to derive the source

location in one, two, or three dimensions from the arrival delay between sensors

based on first threshold crossing. However, when the AE wave propagates in the

solid medium, the signals may be significantly affected by multi-mode, dispersion,

energy attenuation, and other factors, which make it difficult to accurately determine

the arrival time. Besides, when there is more than one AE source, the arrival time

information may be confused, which is also one key problem of TDOA [7, 8].

To make the localization simple but effective, AE beamforming method is intro-

duced to localize AE source in structure [9]. Although beamforming has been

successfully used in damage localization by many scholars, its performance has

not been studied in depth. Because the propagation mode of AE signal is different

from noise signal and the receiving signal method of AE beamforming is also

different from noise beamforming, the array parameters of AE beamforming play

a very important role in localization result. However, this work has not been reported

so far. This article will discuss how beamforming with different array types affects

localization accuracy and algorithms. In order to study AE beamforming localiza-

tion performance, FEM is applied to get pure AE signal and analyze the propagation

mode of AE signal.

2 Methods

2.1 Description of AE Signal Simulation Model

The model is simulated by FE analysis in the general three-dimensional domain

implement using the commercial package ABAQUS. The respective AE signals are

obtained from the surface displacements at the positions marked by sensors.

The rectangular plate is assumed to be a specimen with 1,000 mm� 800 mm

edge length and 5 mm thickness.

The AE waves in plates are generated passively using a mechanical pencil lead

break input, and actively using a surface bonded piezoelectric actuator [10].

To model impact, delamination, or crack propagation, a transient excitation such

as a delta or step function is needed. In order to excite an AE signal, in the following

a triangular forcing function f(t) is applied (Fig. 1). In the present configuration, the
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total distance of the two points acting as buried dipole source is 1 mm with 1 N

force magnitude [11, 12].

The FE simulation model is a homogeneous plate with properties of steel

and specifically elasticity modulus, and parameters are set as follows:

E¼ 209� 109 N/m2; Poisson’s ratio υ¼ 0.3; density ρ¼ 7,800 kg/m3. These values

lead to longitudinal and shear wave velocities ( cL and cs) of 5,940 m/s and 3,230m/s

respectively.

In the frequency range of interest, only the zero-order symmetric mode, S0,
and anti-symmetric mode, A0, are present. These two modes are selectively

excited in the model by applying appropriate nodal loads. For a maximum

frequency of 200 kHz, the minimum wavelength is for A0 and it is given by

λmin¼ cs/fmax¼ 15.7 mm, considering a theoretical phase velocity of

cs¼ 3,230 m/s. In the present study the value of λmin is assigned as 20 mm.

To avoid numerical instability, ABAQUS/EXPLICIT recommends a stability

limit for the integration time step Δt equal to

Δt ¼ λmin=cL: ð1Þ

The maximum frequency of the dynamic problem, fmax, limits both the integra-

tion time step and the element size. A good rule is to use a minimum of 20 points per

cycle at the highest frequency, that is:

Δt ¼ 1= 20fmaxð Þ: ð2Þ

The size of the finite element, le, is typically derived from the smallest

wavelength to be analyzed, λmin. For a good spatial resolution 20 nodes per

wavelength are normally required:

le ¼ λmin=20: ð3Þ

From Eq. (3), the corresponding limit on the element size is le¼ 1 mm.

According to Eq. (2), this transient problem is solved with an integration time

step, Δt¼ 0.25 μs. The chosen excitation time is 5 μs, so the time domain of 5 MHz

is sufficient to resolve the observed signals frequency content in the range up to a

maximal frequency of 0.2 MHz [13]. Simulation results are shown in Fig. 2.

f

0.25 0.5

1

f

t

f

Fig. 1 The acting forces

and time function of

applied load
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2.2 Delay-and-Sum Beamforming

Delay-and-sum is a simple and effective array signal processing algorithm utilized

in beamforming techniques [14].

Considering the distance between AE source and array of sensors, the analysis

schemes based on beamforming techniques can be divided into near-field and

far-field methods. A common rule of thumb is that the near-field sources are located

at a distance of

r � 2L2=λ, ð4Þ

where r is the radial distance from an arbitrary array origin, L is the largest array

dimension, and λ is the operating wavelength [15]. The acquired wavefront from the

sound source, in such conditions, is assumed spherical due to the transmission

characteristics of waves. The far-field sources refer to those at locations r larger

than 2L2/λ, of which the wavefront is usually assumed planar.

Fig. 2 FE simulation results of AE signal: (a) Wave packets received by one sensor; (b) Wave

propagation scenes at 50 μs; (c) Wave propagation scenes at 400 μs
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The goal of present study is to estimate the source location of thin plates or shells

in aviation fields. The beamforming analysis for such structures is usually catego-

rized into near-field, based on the aforementioned rule. The basic principle of near-

field beamforming based on the delay-and-sum algorithm is illustrated in Fig. 3.

The incident waves are spherical and thus the array output of these waves can be

expressed by

b r
!
; t

� �
¼ 1

M

XM

m�1
wmxm t� Δm r

!� �� �
, ð5Þ

where r
!
represents the distance of the focus to the reference point. The reference point

may be arbitrary and it is the first sensor point on the left side in Fig. 3.M is the number

of the sensors and wm is the weighting coefficient applied to the channel of sensor m.

The variable xm(t) represents the signal acquired from the No. m sensor and Δm r
!� �

indicates the individual time delay of No. m sensor to the reference point. Though

differentwm are adopted in the formula to control the beamwidth and sidelobes of the

sensor array, a constant wm� 1 is used in this work. And the time delay Δm r
!� �

is

adjusted in delay-and-sum beamforming in such a way that signals associated with a

spherical wave, incident from the real source, are aligned in time before they are

summed when the focus is located at the real source [16]. Conversely, signals are not

able to be aligned before summation if positions of the focus and real source are not

coincident. As shown in Fig. 3, the time delay Δm r
!� �

is obtained by

Fig. 3 Illustration

of delay-and-sum

beamforming
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Δm r
!� �

¼
r
!��� ���� r

! � r
!

m

��� ���
c

ð6Þ

where r
!
m represent the distances of reference point to No. m sensor, and c is the

propagation velocity of sound.

3 Results

The sampling frequency in FE simulation is 5 MHz. The steel plate specimen has

the dimensions of 1,000 mm length, 800 mm width, and 5 mm height. Figure 4

shows the different arrays of sensors with spacing of 30 mm. Coordinate system is

established with x and y, and origin of coordinate is on the center of the leftmost

sensor. The AE sources are respectively marked with 1# (30 mm, 300 mm), 2#

(90 mm, 600 mm), and 3# (380 mm, 300 mm).

The propagation velocity of the AE signals recorded by TDOA method is

5,300 m/s. The waveforms and frequency spectrum of one signal acquired by FE

simulation are shown in Fig. 5. It can be seen that in the frequency domain most

signal energy is concentrated in the range of 0�0.4 MHz. Consequently, it has been

known that most waves transmitted in a thin steel plate are A0 and S0 waves.

Figure 6 shows the relation between frequency and group propagation velocities

of S0 and A0 waves.

This article employs delay-and-sum beamforming to localize the source of AE only

with S0 wave which can be obtained by setting a small threshold. And beamforming

localization performance is discussed from the following three aspects.

2#
( 90,600 )

1# (30,300)

3#
( 380,600 )

y

x

Sensors 
arrays 

AE Sources

Steel
plate

Fig. 4 Arrangements

of sensor and positions

of AE source
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3.1 Beamforming Array Types

Conventional beamforming has the following basic array types: linear array, circular

array, cross array, and rectangular array. This paper mainly studies localization

performance of the first three array types in the condition of only one AE source.

The parameters of different array types are given in Table 1. Using the proposed

delay-and-sum beamforming method for AE source identification, the localization

Fig. 5 The waveforms

and frequency spectrum

of AE signal received

by one sensor

Fig. 6 Dispersion curves of S0 and A0 waves in 5 mm steel plate
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results of three AE sources identified by different array types are given in Table 2.

The localization results of AE source 1# with linear array are given in Figs. 7 and 8.

The contour plots in figures represent the outputs of AE beamforming based

analysis and the maximal output regions denoted by the dark line are the identified

AE source regions, in which the focused positionwithmaximum energy output is the

AE source.

Table 1 The parameters

of different array types Array types

Number

of sensors

Maximum

diameter (mm)

Linear array (large) 7 180

Linear array (small) 5 120

Cross array (large) 13 180

Cross array (small) 9 120

Circular array (large) 8 180

Circular array (small) 8 120

Table 2 The localization

results of different array types Array types

AE source

location

Identification

result (x, y) (mm)

Linear array (large) 1# (20, 300)

2# (90, 580)

3# (390, 620)

Cross array (large) 1# (25, 300)

2# (90, 590)

3# (390, 610)

Circular array (large) 1# (20, 300)

2# (90, 580)

3# (390, 620)

Fig. 7 Energy output

contour of linear array

on AE source 1#
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It is clearly seen from Table 2, that in the same array diameter, and the

parameters of the same case, all three types of the array can more accurately

localize the true AE sources. The cross and circular array types have better

localization performance. However, the linear array with a minimum number of

sensors and good performance has more advantages than the circular array and

cross array in practical engineering applications.

3.2 The Impact of Selected Velocity
on the Localization Results

In this paper, the AE signal is obtained by finite element simulation, in which the

velocity of main frequency components can be calculated exactly, but in practical

engineering applications, the velocity of calculation sometimes is not very accurate.

From Eq. (6), Δm r
!� �

is effected by velocity, c. Therefore, it is necessary to know

how velocity selection affect the localization accuracy. Figure 9 shows the

localization results of linear array at AE source 2# with different velocities. It can

be seen from the figure that the x-direction is almost unaffected (of course, to take

into account AE source 2# is on the centerline of the array, the accuracy of

x-direction is excellent, so we compared the localization results of AE sources 1#

and 3#, then got the similar conclusion). However, the accuracy of y-direction is

greatly affected. For cross array and circular arrays, the localization accuracy is also

affected by selected velocity, but is weaker than the linear array.

Fig. 8 Comparison

between identified

and real AE source

1# of linear array (big)
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3.3 The Maximum Diameter of the Sensors Spacing

The maximum diameter of the sensor spacing is an important parameter affecting

the localization accuracy. Figures 10, 11, and 12 show that localization results of

different array types with big and small sizes in the condition of AE source 3#. It is

seen clearly that, for these three array types, the larger maximum dimension of the

array form is, the better localization accuracy will be. However, large size means to

increase the number of sensors, so these factors should be considered in practical

engineering applications.

Fig. 9 Comparison between different localization velocities: (a) localization with accurate

velocity; (b) Deviation from accurate velocity with 500 m/s

Fig. 10 Localization results comparison between large and small size of linear array:

(a) Localization results of linear array (small) is (360 mm, 570 mm); (b) Localization results

of linear array (large) is (390 mm, 620 mm)
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4 Discussion

According to the above simulation results, the following conclusions can be

obtained:

1. When there is only a single AE source, all three kinds of array forms can get a

better accuracy. The linear array with a minimum number of sensors and good

Fig. 11 Localization results comparison between large and small size of cross array: (a)

Localization results of cross array (small) is (360 mm, 570 mm); (b) Localization results of cross

array (large) is (390 mm, 610 mm)

Fig. 12 Localization results comparison between large and small size of cross array: (a)

Localization results of round array (small) is (350 mm, 570 mm); (b) Localization results of round

array (large) is (390 mm, 620 mm)
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performance has more advantages than the circular array and cross array in

practical engineering applications.

2. When using the linear array localization, especially AE source is farther away

from the array center, selected velocity have some influences on the localization

results.

3. For these three array types, the larger maximum dimension of the array type is,

the better localization accuracy will be.

So, by establishing the finite element model of AE signal propagation in the

plate, the AE propagation characteristics are analyzed. On this basis, the influences

of some parameters on the resolution of AE source localization are discussed

through simulation of AE signals, such as the type of the AE sensor array, the

distance from array center to AE source, and the maximum diameter of the AE

sensor array. The results can provide a theoretical foundation for the selection of

parameters when using beamforming to do AE source localization.
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Intelligent Evaluation Method of Tank

Bottom Corrosion Status Based on Improved

BP Artificial Neural Network

Feng Qiu, Guang Dai, and Ying Zhang

Abstract According to the acoustic emission information and the appearance

inspection information of tank bottom online testing, the external factors associated

with tank bottom corrosion status are confirmed. Applying artificial neural network

intelligent evaluation method, three tank bottom corrosion status evaluation models

based on appearance inspection information, acoustic emission information, and

online testing information are established. Comparing with the result of acoustic

emission online testing through the evaluation of test sample, the accuracy of the

evaluation model based on online testing information is 94 %. The evaluation

model can evaluate tank bottom corrosion accurately and realize acoustic emission

online testing intelligent evaluation of tank bottom.

1 Introduction

The condition of tank bottom corrosion is themain indicator to guide themaintenance

of tank; however, the special operating environment of tank bottommakes it difficult

to detect. At present, the acoustic emission testing is used as the major testing

technology to detect the tank bottom corrosion international [1]. The technology

has a history of nearly a decade inChina; it is widely used in the testing of tank bottom

corrosion in the petrochemical industry. But the current application of acoustic

emission online testing technique to evaluate the tank bottom corrosion mainly

depends on the experience of inspectors [2].

According to the tank bottom online detection of acoustic emission technology,

combining the experience, confirming related characterization factors of tank
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bottom corrosion, three kinds of BP artificial neural network models on intelligent

evaluation, artificial neural network prediction, and evaluation methods of tank

bottom corrosion status based on online detection information are established to

guide the assessment of tank bottom corrosion. Comparing with the result of

acoustic emission online testing through the evaluation of test samples, the model

can evaluate tank bottom corrosion accurately and realize acoustic emission online

testing intelligent evaluation of tank bottom.

2 Basic Theory of Artificial Neural Networks

Artificial neural network is the human brain function in the computer. Artificial

neuron is the basic processing unit of the neural network; it is a mathematical model

of approximate biological neurons, and it receives information through the

connected other neurons. Neural network is a wide parallel interconnection network

which is composed of many simple units; its organizations can simulate biological

neural system and make interactive response to real-world objects, and is a large-

scale continuous time dynamic system which is highly nonlinear; it plays a network

of global role, and has the ability of massive parallel distributed processing and

associative learning.

Neural networks can simulate almost any complex nonlinear system; it can

approximate any nonlinear mapping function with any accuracy [3]. So it is

considered that neural network can be applied to implement tank bottom corrosion

status intelligent evaluation. In many neural network models, BP network is the

most widely used and successful. BP network is a kind of multilayer feed-forward

network accorded to the error back propagation algorithm training [4], without prior

reveal described the mathematical equations of the mapping relationship. Its learn-

ing rule is to use the steepest descent method, and it adjusts the network weights and

threshold constantly by error back propagation, and minimizes the network error

sum of squares. BP networks can have several layers; three-layer structure is shown

in Fig. 1.

Weights change of input layer, the output weight from the j input of hidden layer
to the k output of output layer is

Input layer hidden layer output layer

I

I

I

I

M M M

M M
O

O

i j

k
W W

Fig. 1 The structure

of three-layer BP neural

network
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Δωkj ¼ �η
∂E
∂ωkj

¼ η Dk � Xkð Þf 02 sð Þ � Sj ð1Þ

Weights change of hidden layer, the output weight from the i input of input layer
to the j output of hidden layer is

Δωji ¼ �η
∂E
∂ωji

¼ η � Xi

X

k

Dk � Xkð Þf 01 sð Þ ð2Þ

In Eqs. (1) and (2), E—cost function of error, ω—connection weight coefficient,

η—learning rate, Xi—input of input layer, Dk—expected output, Xk—actual output,

f(s)—activation function, and Sj—output of hidden layer [5].

3 Artificial Neural Network Intelligent Evaluation Method

of Tank Bottom Corrosion Status

3.1 Definition Standards of Models

According to “Nondestructive testing—Acoustic emission testing and evaluation of

atmospheric pressure metal storage tanks,” tank bottom corrosion status evaluation

hierarchy standards are confirmed [6]. This standard makes tank bottom corrosion

status hierarchy for very little, little, medium, dynamic, and high dynamic V grades.

Considering the actual maintenance of the tank, selecting the method of more

security, combining high-risk level (IV and V grade level) in consideration, the

tank bottom corrosion evaluation of neural network is divided into four levels.

Table 1 shows the specific classification.

3.2 Data Selection and Preprocessing

180 tank testing data with different characteristic grades from the tank testing

database founded by laboratory are selected to establish the original data samples.

The database includes acoustic emission testing data, open tank testing data,

and experience ranks. 130 pieces of data are selected as training samples randomly;

Table 1 The artificial neural network evaluation classification grades of tank bottom corrosion

Tank bottom corrosion status Very little Little Middle Dynamic High dynamic

Acoustic emission evaluation level I II III IV V

Artificial neural network

evaluation grade

1 2 3 4 4
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the remaining 50 are the test samples. Because the orders of magnitudes in

some variable data which are defined and selected have great difference in this

chapter, and data characteristics influence the effect of artificial neural network

classification model, data are normalized, so that the effects on the model have the

same scale.

3.3 Establish Artificial Neural Network Intelligent
Evaluation Model of Tank Bottom Corrosion Status

(a) Intelligent evaluation model based on appearance inspection information

Through the exploration of tank bottom corrosion damage form and mechanism

and expert experience information, the related factors which influence the AE

level of storage tank bottom corrosion detection are medium type (X1), serve

time (X2), temperature (X3), condition of foundation (X4), surface corrosion

(X5), structure type (X6), and insulation construction (X7). Input variables are

constituted of seven factors; the neural network discrimination level (Z) is as

the output target, according to the established data samples; intelligent evalu-

ation model based on appearance inspection information (model I) is

established.

The output presents that training achieves the best effect when it goes six

steps; mse (mean square error) value is 0.17427. The mse can be close to 0.01

when training steps are 12, and average result is ideal. But the test result is

unsatisfied; it is hard to ensure the accuracy.

Through the improved BP neural network and many experiments, the net-

work has a faster convergence speed and higher accuracy when the number of

hidden layer neurons is 18. So it can be confirmed that the network structure of

model is 7� 18� 4.

(b) Intelligent evaluation model based on AE information.

The factors of Y1, Y2, Y3, Y4, and Y5 five acoustic emission standard factors

are confirmed according to the standard and location method. The factors of Y6,

Y7, Y8, and Y9 four acoustic emission signal characteristic factors are chosen

according to the acoustic emission signal analysis theory. Their definitions are

shown in Table 2. Input variables are constituted of the nine factors, and the

output target which is tank bottom corrosion status (Z) is acoustic emission

testing evaluation result. According to related data samples which have been

established, applying approved neural network programming and tank bottom

corrosion status evaluation model based on standard acoustic emission factors

is established, and the network structure is 9� 18� 4.

(c) Intelligent evaluation model based on online testing information

According to appearance inspection information and acoustic emission infor-

mation, Y1, Y2, Y3, Y4, Y5, Y6, Y7, Y8, Y9, X1, X2, X3, X4, X5, X6, and X7

are confirmed as input variables, and Z is the output target of artificial neural
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networks. Combining the data samples of appearance inspection factor and

acoustic emission factor, tank bottom corrosion status evaluation model based

on online testing information (model III), the network structure is 16� 18� 4.

3.4 The Evaluation Capability Analysis of Models

With the established three BP artificial neural network models which are based on

appearance inspection information, acoustic emission information, and online

testing information, 50 testing samples are evaluated, compared with the evaluation

results of acoustic emission testing experts; test sample evaluation results are

shown in Table 3.

Table 2 The selection and definition of acoustic emission factors

Tank bottom

corrosion status Definition

Y1 The quotient of the total hits and the number of channels in unit time

Y2 The standard deviation of each channel hits in unit time

Y3 The quotient of the number of the hits which are larger than the average

and the number of the channels in unit time

Y4 Positioning event concentration, draw the circle evaluation region of tank

bottom with the length not longer than 10 % of the diameter, the number

of positioning incidents occurring in unit time in the evaluation region

Y5 Positioning event density, the quotient of the number of positioning events

in unit time and tank bottom area (unit: m2)

Y6 The average count for each channel in unit time

Y7 The standard deviation of the channel counts in unit time

Y8 The average energy of each channel in unit time

Y9 The standard deviation of the channel energy in unit time

Table 3 Evaluation results Model Grade (Y) Accuracy (%)

Model I 1 75

2 81

3 77

4 67

Model II 1 86

2 85

3 77

4 100

Model III 1 100

2 92

3 85

4 100
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Tank bottom corrosion status evaluation model based on appearance inspection

information (model I) and tank bottom corrosion status evaluation model based on

AE information (model II) are established; the evaluation capabilities of models are

obtained through evaluating the test samples. The evaluation capability of model II

whose accuracy is 87 % is higher than that of model I whose accuracy is 75 % by

contrastive analysis; this illustrates that acoustic emission information is an impor-

tant considered factor. The prediction accuracy of grade 1 is lower than that of

grade 2 and grade 3 with model I; some tanks of grade 1 are predicted as grade 2 and

grade 3. So the prediction of model I is too reserved; redundant testing will be

promoted. The prediction accuracy of grade 3 is lower with model II, and the

prediction accuracy of grade 1 is exact; it is illustrated that the analysis of tank

bottom corrosion status is reasonable through AE information.

Combining appearance inspection factors and acoustic emission factors, tank

bottom corrosion status evaluation model based on online testing information

(model III) is established. Applying prediction samples, the evaluation capability

of prediction model is analyzed; the accuracy is 94 %; the evaluation of tank bottom

corrosion status can be realized with this model.

4 Conclusions

According to acoustic emission technology of tank bottom, combining expertise,

extracting the appearance inspection factors and acoustic emission factors related to

tank bottom corrosion status, using intelligent evaluation method of improved BP

artificial neural network artificial neural network intelligent evaluation model of

tank bottom corrosion status based on online testing information is established.

Through the evaluation of testing samples, comparing evaluation results of acoustic

emission testing, the accuracy of the evaluation model is 94 %. Comparing with the

other evaluation models, the accuracy of model III is higher. And the application of

artificial neural network intelligent evaluation method compared with Bayesian

network and other intelligent evaluation methods also can get tank bottom corro-

sion status grade accurately. So this intelligence evaluation model can be used to

realize corrosion status evaluation of tank bottom, reduce the dependence of testing

technology for practitioners’ experience, and realize intelligence evaluation of the

tank bottom acoustic emission online test.

Acknowledgment This work was supported in part by China national petroleum corporation

science and technology development projects under Grant No. 2011D-4603-0101.

146 F. Qiu et al.



References

1. P. Sosoon, K. Shigeo, K. Kenji et al., AE source and relation between AE activity and rate

of corrosion of oil tank bottom plate on acidic soils. Mater. Trans. 46(11), 2490–2496 (2005)

2. E 1930-02, Standard Test Method for Examination of Liquid-Filled Atmospheric and

Low-Pressure Metal Storage Tanks Using Acoustic Emission

3. W. Xinyi, S. Huang, W. Zhao, Characterizing magnetic flux leakage signal of cracks based

on improved BP neural network. Nondestr. Test. 31(8), 603–605 (2009)

4. B. Wei, X. Yang, G. Quan, The application of the fuzzy risk evaluation based on neural network

technology. Oil Gas Storage Transport. 28(2), 20–23 (2009)

5. X. Chen, L. Congda, Z. Liao, The improvement of BP algorithm and its implementation

in Matlab. Contr.. Eng. 12(5), 96–98 (2005)

6. JB/T 10764-2007, Non-destructive testing—acoustic emission testing and evaluation of

atmospheric pressure metal storage tanks

Intelligent Evaluation Method of Tank Bottom Corrosion Status Based. . . 147



The Research of Backward Deducing

the Peak Frequency of Acoustic Emission

Signals in Different Array

Feifei Long, Yang Song, Qiong Wang, Ruilong Dai, and Jianzeng Wang

Abstract This chapter puts forward the formula to calculate the deducing frequency

of acoustic emission source, and combines the theory of multi-agent multiple

sensors with the acoustic emission technique. Through the linear and circular

array AE experiments, it is shown that the mathematical algorithm is suitable

for deducing peak frequency of acoustic emission source and has a certain

application value.

1 Introduction

Acoustic emission refers to the phenomenon that material’s locals rapidly release

energy and produce a transient elastic wave; acoustic emission technology belongs

to the ultrasonic testing technical field, and is a dynamic nondestructive testing

technology [1]. One of the methods that analyze and evaluate acoustic emission

signals is characteristic parameters; among them peak frequency refers to the

largest amplitude corresponding to the frequency of spectrum distribution curve,

as shown in Fig. 1. Through the analysis of the acoustic emission signals’ distribu-

tion features of the frequency domain, we can effectively test and analyze targeted

signal processing [2].

The system of multi-agent is the collection of many agents; each agent is indepen-

dent; the purpose of the system is to make a large and complicated system to be a

small, coordinating, and easy-to-manage system [3, 4]. When testing the equipment,

the different distances of each sensor from the source means that the received signals
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represent different acoustic emission source information. When evaluating acoustic

emission source, we can select the optimal combination of sensor evaluation, in order

to more accurately evaluate acoustic emission source [5].

2 The Frequency Attenuation of the Acoustic

Emission Wave

Acoustic emission wave speed in the process of wave propagation in the medium is

not always constant; with the increasing wave propagation distance, the energy of

the signal will be weakened, and the phenomenon of wave velocity attenuation can

also appear. Velocity dispersion refers to the phenomenon that the speed of acoustic

emission wave travels in the actual medium changing with frequency and it is often

accompanied by the characteristics of the amplitude attenuation with the increasing

propagation distance [6]. Generally speaking, the phenomenon of velocity disper-

sion and attenuation in internal particles arranged evenly in non-flawed medium is

not obvious. Acoustic emission waves cross the gap and the particles may make

friction and energy loss that causes amplitude attenuation. Another important

reason is the wave-scattering, acoustic emission wave in the transmission process;

the original acoustic emission wave with the one-way transmission spreads out in

all directions, and the phenomenon is called scattering [7].

3 Calculating the Attenuation Value of Peak Frequency

In the characteristics study of rock on acoustic velocity dispersion and frequency

attenuation, upper limit and floor level velocities are often used as control param-

eters. And based on them, the last velocity loss formula is established as below [6]:

ΔV ¼ V1 � V0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V1 � V0

p : ð1Þ

Fig. 1 The signal’s

frequency spectrum
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With known characteristic frequency fc and the actual frequency of sound waves
f, frequency attenuation values could be obtained by the type [6]:

Δf ¼ V1 � V0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V1 � V0

p f=f c

1þ f=f cð Þ2 : ð2Þ

Acoustic emission wave spreads in metal construction, while the energy of the

wave attenuation, wave velocity, and peak frequency decreases, by the type (Eq. 2)

to calculate the peak frequency variation, comparing the numerical value with real

peak frequency varying widely. Combination of acoustic emission wave propaga-

tion theory research and large numbers of experiments, the following formula is

performed and is suitable for metal artifact sonic peak frequency variation:

Δf ¼ K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V1 � V0

V1 � V0

r
f1=f 0

1þ f1=f 0
: ð3Þ

V1 is the speed that wave spreads from the first sensor to the second sensor in the

selected sensor analysis array, V0 is the maximum transmission speed, f1 is

the maximum peak frequency of the sensor analysis array, and f0 is the minimum

peak frequency. K is the valued based on the sensor array; the value of K is 2 when

the sensors are linear array, and the value of K is 1.75 when the sensor array is

nonlinear.

The peak frequency of acoustic emission source could be known after calculat-

ing the peak frequency variation:

f ¼ f
/X þ Δf : ð4Þ

f is the peak frequency of acoustic emission, and f
/X is the middle peak frequency of

the selected sensor array.

4 Experimental Research and Validation

4.1 Experiment Device

The experiment is done in the steel plate; the length, width, and thickness of

the steel plate are 3,000, 2,000, and 10; the sensor model is R15, and the model of

preamplifier is 2/4/6, Acoustic emission data acquisition system is MICRO-II

made by American PAC company; the part that the sensor contacts with

the steel plate should be polished, using vacuum grease as couplant and using

magnetic to compact each sensor. Using the method of pencil lead fracture to

detect system and the sensor sensitivity correction, ensure that the system meets

the requirements.
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4.2 Experimental Scheme

4.2.1 Linear Array Test

To avoid edge effect, six sensors are arranged in the middle of the plate along a

straight line. Sensor spacing is 500 mm, as shown in Fig. 2, marking as 1–6 from

left to right as in the figure. Using lead fracture as acoustic emission source, the lead

fracture position is in the root of sensor 1, so regard the acoustic emission source

peak frequency measured by sensor 1 as acoustic emission source peak frequency.

The experimental peak frequency of sensor 1 is 164 kHz, and other channel data

are shown in Table 1.

1. Selecting 2, 3, and 4 sensors to make analysis array, the average speed that the

wave spreads from 2 sensor to 3 sensor is

V2�3 ¼ L2�3

T3 � T2

¼ 0:5

0:7907173� 0:7906180
¼ 5035 m=s:

V2�4 ¼ L2�4

T4 � T2

¼ 1

0:7908630� 0:7906180
¼ 4081 m=s:

Δf 2�3�4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V1 � V0

V1 � V0

r
f1=f 0

1þ f1=f 0
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5035� 4081

5035� 4081

r
� 157=17

1þ 157=17
¼ 132 kHz:

Table 1 The signal parameters received by each sensor

Sensor number The time receiving signal (μs) Peak frequency (kHz)

2 0.7906180 157

3 0.7907173 17

4 0.7908630 18

5 0.7910423 36

6 0.7910787 32

Fig. 2 Sensor is a linear

arrangement
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The middle value measured by the selected sensor analysis array is 18 kHz,

so the backward deducing peak frequency of acoustic emission source is

132 + 18¼ 150 kHz.

2. Selecting 2, 3, and 5 sensors to make analysis array, the attenuation value of peak

frequencyΔf2� 3� 5 calculated as (1) is 98 kHz, and the backward deducing peak

frequency is 98 + 36¼ 134 kHz.

3. Selecting 2, 3, and 6 sensors to make analysis array, the attenuation value of peak

frequency Δf2� 3� 6 calculated is 160 kHz, and the backward deducing peak

frequency is 160 + 32¼ 192 kHz.

4. Taking the average value of maximum and minimum peak frequency calculated

by (1), (2), and (3) f ¼ 134þ192
2

¼ 163 kHz, the value conforms to the peak

frequency of broken lead of 164 kHz.

If selecting other array analyses, sometimes it may appear in the phenomenon

that the value is very small or even negative, eventually leading to the calculated

peak frequency of the acoustic emission source varying widely with broken lead

values. Aiming at the condition of the linear array sensor, first, selecting two

sensors closest to the source as a benchmark, making analysis array with other

sensors, and taking the average value of maximum and minimum peak frequency

calculated by each analysis array, the average value is the peak frequency of

acoustic emission source. Table 2 lists the six groups of experiment backward

deducing the peak frequency of acoustic emission source and the peak frequency

of broken lead in each group.

Comparing the calculated peak frequency of the six experimental groups with

the broken lead peak frequency, the minimum error is 1 kHz.

5 Circular Array Test

This experiment uses six sensors arranged in a circular detecting array. The angle of

each sensor is 60�, the diameter of the circle is 1 m, and 7 sensor is in the circular

array, as shown in Fig. 3.

Pencil is broken beside no.1 sensor, the acoustic parameters received by the

other sensors in the array are listed in Table 3.

Table 2 The calculated peak frequency and broken lead peak frequency

Experimental number

frequency (kHz)

The calculated peak

of broken lead (kHz) The peak frequency

1 163 164

2 156 160

3 160 163

4 161 166

5 159 165

6 162 166
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To calculate the peak frequency, select the three closest sensors to the acoustic

emission source to make analysis array. Because the signal received by sensors

travels in different directions, the wave velocity between two sensors can only be

approximately calculated.

When the PLB test is at the base of sensor 1, the three sensors closest to

the source are 2, 3, and 4, and 3, 4, and 5. The distance of sensors 2 and 5 to the

source is the same; when this happens, adding the peak frequency is done by taking

the average value from each analysis array.

1. The distances of 2, 3, and 4 sensor to the source are L1� 2¼ 0.86 m,

L1� 3¼ 0.5 m, and L1� 4¼ 0.5 m, on the basis of 2 sensors, similarly to take,

V2�3 ¼ L1�2 � L1�3

T2�3

¼ 1423 m=s, V2�4 ¼ L1�2 � L1�4

T2�4

¼ 1016 m=s

Δf 2�3�4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V1 � V0

V1 � V0

0:57

r
f1=f 0

1þ f1=f 0
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1423� 1016

1423� 1016

r
� 90=35

1þ 90=35
¼ 75 kHz:

The calculated peak frequency is 75 + 86¼ 161 kHz.

2. In the same way, the peak frequency calculated by sensors 3, 4, and 5 is

148 kHZ.

Fig. 3 Sensors in circular

permutation

Table 3 The signal parameters received by each sensor

Sensor number The time receiving signal (μs) Peak frequency (kHz)

2 0.8644035 35

3 0.8641505 90

4 0.8640169 86

5 0.8645045 40

6 0.8647373 19

7 0.8646095 35
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3. The peak frequency getting from the two groups of analysis array is

f ¼ 161þ 148

2
¼ 155 kHz.

PLB in the root of sensors 2, 3, 4, 5, and 6 in turn, the peak frequency calculated

by each experiment, and the peak frequency of PLB are shown in Table 4.

As shown in Table 4, the minimum error that compares the calculating peak

frequency with the PLB test is 2 kHz.

PLB test at the base of sensor 7, backward deducing the peak frequency by the

sensors 2, 5, and 6 furthest to the sensor 7, and the experimental results are shown in

Table 5:

As shown in Table 5, the minimum error that compares the calculating peak

frequency with the PLB test is 3 kHz.

Comparing the minimum error of Tables 4 and 5 with Table 2, the data of

Table 2 is more accurate; this is because when the sensors test acoustic emission

source as the complex array, the signals received by each sensor are transmitted

along different directions, so when backward deducing the peak frequency of

acoustic emission source, it has certain error. Comparing the minimum error of

Table 4 with Table 5, the minimum error of Table 4 is lower than Table 5; because

the experimental data in Table 4 refers to the evaluated results of two sets of sensor

array, it can better reflect the information of sound source.

Table 4 The calculated peak frequency and broken lead peak

frequency

The breaking

lead sensor

The calculated peak

frequency (kHz)

The peak frequency

of breaking lead (kHz)

1 162 164

2 156 160

3 160 163

4 161 166

5 159 165

6 162 166

Table 5 The calculated peak frequency and broken lead peak

frequency

The experiment

number

The calculated peak

frequency (kHz)

The peak frequency

of breaking lead (kHz)

1 160 164

2 156 160

3 160 163

4 161 166

5 159 165

6 162 166
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6 Conclusion

In this chapter, using the theory of multi-agent and combining the theory and

experimental research with the acoustic attenuation problem in metal material,

the conclusions are as follows:

1. Through the linear array and circular array experiment on steel, the calculated

minimum error of peak frequency is 1 kHz; it means that the algorithm is

accurate.

2. The accuracy of backward deducing peak frequency of circular array is lower

than linear array, but it does not affect the judgment of source characteristics.

3. When using multi-agent theory and using the different sensor array to backward

deduce peak frequency, it can improve the accuracy of the results.
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Analysis and Research of Acoustic Emission

Signal of Rolling Element Bearing Fatigue

Hualong Jia, Xing Wu, Xiaoqin Liu, Chang Liu, and Zhihai Wang

Abstract Surface contact fatigue is one of the most common failures of rolling

element bearings. The initialization and propagation of subsurface cracks during

early fatigue damages produce acoustic emission (AE) signals. Hence it has the

advantage to detect early faults by acoustic emission monitoring technology. In this

chapter, acoustic emission signal and vibration signal were collected during fatigue

damage experiment of rolling element bearing in a self-made test rig. A number of

data-processing methods were used here, such as kurtosis, RMS, and information

entropy, to analyze the signal. The experiment indicated that the fault characteristic

frequency of AE signal is more significant than that of vibration signal, and AE

signal has a higher signal-to-noise ratio than vibration signal, so it is much earlier

and more sensitive in detecting the degradation of surface contact fatigue.

1 Introduction

Rolling element bearings are widely used as support components in many

rotating machines. They are very easy to be damaged in abominable industry

environment [1].

The main failure mode is fatigue damage in rolling contact surface which could

grow to pitting or spalling. The deformation or the crack propagation of bearing

material by periodic load in the early stage of fatigue releases strain energy by

elastic waves [2]. The elastic wave can be collected by acoustic emission sensors.

Vibration signal is too weak to detect the possible failure efficiently [3]. As acoustic

emission signal is high-frequency stress wave which comes from structure defect, it
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has a wider spectrum than vibration signal. The high-frequency property could help

avoid the interference of low-frequency vibration noise and promote the accuracy

of condition monitoring and diagnosis.

A lot of studies have been done in detecting rolling element bearing fault by

acoustic emission by international and domestic academics. Schoess [4] concluded

that acoustic emission detection has better ability in detecting train bearing failure

compared with other methods such as temperature, acceleration, Hall effect, and

stress measurement. Tondon [5] discovered that peak has great advantage than

ringing counts in detecting bearing failure of different conditions. Choudhury [6]

has analyzed the inner race and roller fault in different working conditions by the

distribution of ring down counts events and peak amplitude events. The result

shows that ring down counts was an effective parameter in detecting early fault.

The development tendency of bearing fault could be diagnosed and predicted by

events distribution. Abdullah’s [7] research shows that acoustic emission could not

only diagnose and recognize early fault but also provide information of the degree

of damage compared with vibration signal which was collected simultaneously.

Al-Ghamdi [8] further studied the kurtosis of acoustic emission signal and vibration

signal of outer race fault. He concluded that the variance of kurtosis of acoustic

emission signal could indicate the existence and size of the fault. Acoustic emission

signal has a higher anti-interference ability and it could diagnose fault earlier than

vibration signal [9]. Rujiang Hao [10] studies the acoustic emission signal

and vibration signal in different working conditions and different fault by the

parametric analysis method such as evens, amplitude, RMS, and kurtosis. Acoustic

emission signal is more obvious and accurate in revealing the feature of fault signal

in different testing environments compared with vibration signal.

Most academics studied on artificial defectswhich could not reflect the advantages

of AE in diagnosing the generation and propagation of cracks.

Health bearing (without artificial defects) has been run to failure by D. Mba [11].

He has proved that acoustic emission signal could diagnose the generation and

propagation of cracks. This chapter adds vibration signal for comparison analysis

and investigates the development of both signals in bearing fatigue wear.

In this chapter, acoustic emission and vibration signals were collected during

fatigue damage experiments of rolling element bearing in a self-made test rig.

Several data-processing methods were used to study the development of fatigue

signal, such as kurtosis, RMS, and information entropy. The result indicated that

acoustic emission signal was much effective and sensitive than vibration signal in

detecting the degradation of surface contact fatigue.

2 Fatigue Test

Thrust ball bearing (SKF 51207) fatigue test rig was built, as shown in Fig. 1.

The bearing is driven by an adjustable-speed motor. A torque sensor is applied to

the output side of the motor to monitor load torque. The rotation speed is 600 rpm,

and the rotational frequency is 10 Hz.
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The fatigue wear of a conventional bearing is quite slowly, so the out race is

replaced by a round steel plate (1045, 080M46) to accelerate bearing wear. Steel

plate is different from conventional bearing. A raceway will appear in the opera-

tion, while it will not happen to the bearing. Still the signal law has great reference

value for the conventional bearing as the fatigue damage mechanisms are similar.

Acoustic emission sensor (US, PAC, aR15) and vibration sensor (US, PCB,

333B30) were mounted at the back of the steel plate. Acoustic emission signals

were collected by high-speed data acquisition card (Taiwan, ADLINK, PCI9846H),

with sampling frequency of 1,000 kHz. Vibration signal is collected by dynamic

signal acquisition card (US, NI, USB9234), with sampling frequency of 25.6 kHz.

The data acquisition system recorded 5-s data at every 5 min. Visual check was

done for each hour. There were a lot of pittings in the raceway after 6-h operation.

3 Law of Signal Development

Four parameters were used including kurtosis, RMS, peak, and information entropy

to make trend analysis both of acoustic emission signals and vibration signals.

1. Kurtosis is a dimensionless parameter to demonstrate the deviation of probabil-

ity density of a signal from normal distribution. Kurtosis rises as the initiation

and propagation of fault which could increase the probability density of high

amplitude and the signal distribution deviates from the normal distribution.

Computational formula of kurtosis is

KU ¼ 1

N

XN
i¼1

χi � μ

σ

� �4

ð1Þ

χi is the signal sampling value; μ is the average value of signal; N is the sampling

length; σ is the standard deviation.

Fig. 1 The rolling bearing fatigue test bed by self-design
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2. RMS (root mean square) demonstrates the average power and strength.

Computational formula is

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

χi
2

� �
N

s
ð2Þ

χi is the signal sampling value; N is the sampling length.

3. Peak indicates the maximum amplitude within certain time range. The variation

range of peak may be quite large, so it is not very stable [12].

P ¼ max
�
χi
� ð3Þ

χi is the signal sampling value; P is the peak.

4. Information entropy (IE) is usually defined as an indicator of instability [13, 14].

The increase of frequency components in acoustic emission signal caused by the

deterioration of mechanical system and the initiation and propagation of fault

would reduce the regularity and increase the corresponding IE value. Divide all

data into n parts of the whole range. P is equal to the data number of each part

divide all data number N. With knowledge of the number of events (N) and the

probability distribution (Pi) of each event in a given AE signal, IE can be

calculated for a set of events using equation (5)

Pi ¼ ni
N

ð5Þ

IE ¼ �
XN
i¼1

Pi � log Pið Þ ð6Þ

The tendencies of kurtosis, RMS, peak, and IE both of AE signal and vibration

signal are shown in Figs. 2 and 3, respectively. The value of kurtosis, peak, and IE

value of both AE signal and vibration signal are quite large at the first 60 min. This

may be generated by the plastic deformation of steel plate at the beginning of the

test. Kurtosis and peak decreased quickly after 60 min, while the IE value still

stayed at a high level. This can be explained that IE value is more sensitive for the

plastic deformation of AE signal and vibration signal than the other indicators. All

the indicators show a rising trend, although they have fluctuation.

Kurtosis and RMS of AE signal stay a steady state within the 60th–120th minute.

The peak of AE signal has a big fluctuation. It falls back to the formal value at 120th

minute. It can be explained that the peak is easy to disturb by the impact of rolling

element and cage.

Within 120th–180th minute, the kurtosis of AE signal has a big fluctuation in the

beginning to 140th minute. RMS value of AE signal in 180th minute is bigger than

that in 120th minute and the peak has a small increase too. Within 140th–160th

minute, the IE, RMS, and peak of AE signal have an increasing tendency.
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It demonstrates that the AE activity is quite strong and it can be speculated that the

fatigue has been appeared at this period. However the kurtosis and RMS of

vibration signal remain stable. Peak shows a small increasing tendency while IE

decreases conversely. The vibration signal is less sensitive than AE signal, so it has

no response to the activity of bearing fault.

Within 180th–240th minute, kurtosis and peak of AE signal have a big fluctu-

ation and then ascend. RMS and IE of AE signal have little decrease. It was proved

that the AE activity is quite stable. It can be speculated as the fast propagation of

fault; this could be proved in Fig. 4a. The kurtosis, RMS, and peak of vibration

signal have a fluctuation at 220th minute. Kurtosis and peak have small increase,

RMS has a big increase, and IE decreased quickly in 220th–240th minute. It can

be inferred that vibration signal could detect the defect weekly after the appearance

of pitting.

Within 240th–300th minute, the kurtosis and peak of AE signal decreased

quickly, RMS has little increase, and IE has large increase. The kurtosis, peak,

and IE of vibration signal nearly stay constant, and RMS decreased quickly. It can

be inferred that the propagation of fault is relatively stable. This can be interpreted

as that the kurtosis, RMS, and peak are very sensitive as the presence of the defects

is pronounced; their values may decrease when the damage is quite critical.

The kurtosis, RMS, and peak of both AE signal and vibration signal increase

sharply at the period of 320th minute to the end of the test, while the IE of

vibration signal decreases. The final values of kurtosis, RMS, and peak of both AE

signal and vibration signal are quite big. RMS and IE of AE signal reach their

maximum value at the end of the test. Serious fault appears at the end of the test;

see Fig. 4b.

It can be concluded that AE signal could indicate the initiation of fault, while

vibration signal has no effect on this situation by analyzing kurtosis, RMS, peak,

and IE of both AE and vibration signal. AE signal could detect the propagation of

Fig. 4 Wear pattern. (a) Wear pattern at 4 h of operation. (b) Wear pattern at 6 h of operation
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fault, while vibration signal hardly detects small pitting that appears in the steel

plate. Both AE signal and vibration signal could detect the fault when large pitting

appears, but AE signal is more sensitive and obvious than vibration signal.

4 Spectrum Analysis

Rolling element bearing is constituted of inner ring, outer ring, cage, and rollers.

Repeat impacting from the fault such as cracks, pitting, and indentation in these

parts would produce periodical AE signal; in other words, as the characteristic

frequency of bearing fault would “knock” the AE sensor, different parts have their

unique characteristic frequency in operation [15].

The frequency of rolling element passing the fault which happens in inner and

outer raceway is

f 0 ¼ f 1 ¼
z

2
f s ¼ 70Hz

Z is the number of rolling element, z¼ 14.

For further comparison of the ability of fault source location of AE and vibra-

tion, the AE and vibration signals of 325th minute are analyzed by envelop

spectrum. The peaks are at 137.8, 344.5, and 620.2 Hz in the envelope spectrum

of vibration signal; see in Fig. 5a. They are two times, five times, and seven times of

characteristic frequency, respectively. The peak of 334.5 Hz is most significant,

while the others are quite low and close to noise frequency. The peaks are at 69.0,

137.8, 206.8, 275.6, 344.6, 413.4, 482.4, 551.2, and 620.2 Hz in the envelope

spectrum analysis of AE signal. The number of peaks is more than that in vibration

signal, and the values stand out of the noise frequency. The AE signal has a higher

signal-to-noise ratio than vibration signal, so it could be more efficient in fault

diagnosing.

5 Conclusion

The thrust ball bearing fatigue test was operated on a self-made test rig until the

bearing runs to failure. The result shows that the AE signal could detect fault more

quickly and effectively than vibration signal. Vibration signal has no response at the

initiation of bearing fault until pitting appears. The fault characteristic frequency of

AE signal is more significant than that of vibration signal, and AE signal has a

higher signal-to-noise ratio than vibration signal, so it could be more efficient in

fault diagnosing than vibration signal.
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Research on Compression Method

of Acoustic Emission Signal Based

on Wavelet Transform

Zhihai Wang, Xing Wu, Xiaoqin Liu, Chang Liu, and Hualong Jia

Abstract Long-term operation of the mechanical equipment leads to structural

fatigue damages. The damages always come with internal crack initiation and

propagation, which radiate acoustic emission (AE) signal. It is possible to monitor

the whole damage development process of mechanical equipment by AE technol-

ogy. AE signal is usually collected at a high sampling rate which leads to large data

sets, and occupying huge storage space. This goes against long-term online mon-

itoring. This research uses different threshold-level settings of wavelet transform to

compress raw AE signal. Compared with the original signal, the compressed signal

could retain key features including energy, rms, kurtosis, etc. The signal-to-noise

ratio (SNR) of the reconstruction signal also has been improved. This algorithm was

confirmed by AE signal of rolling bearing in a fatigue damage test.

1 Introduction

The transient elastic waves which are generated from the power of the local stress

concentration by the rapid release in the material are called acoustic emission (AE).

In the 1950s, Kaiser, the German scholar, discovered and named Kaiser effect,

wherein AE signal coming from a material is not generated when it is reloaded

before the stress value reaches the maximum of the last load stress. Thus, Kaiser

created the modern AE technique by his discovery. AE technique has been applied

to the petrochemical industry, power industry, material testing, civil engineering,

aerospace and aviation industry, metal processing, transportation, etc. constantly by

using this nature in materials in the past. There are many advantages compared with

Z. Wang • X. Wu (*) • X. Liu • C. Liu • H. Jia

Kunming University of Science and Technology, Kunming 650500, China

e-mail: wzh_kmust@163.com; xwu@kmust.edu.cn

G. Shen et al. (eds.), Advances in Acoustic Emission Technology: Proceedings of the
World Conference on Acoustic Emission-2013, Springer Proceedings in Physics 158,

DOI 10.1007/978-1-4939-1239-1_16, © Springer Science+Business Media New York 2015

167

mailto:wzh_kmust@163.com
mailto:xwu@kmust.edu.cn


the traditional means of nondestructive testing, such as AE can detect energy from

the measured object itself, is sensitive to the linear defects, generally evaluates the

status of the structural defects, and warns the premature failure. There are elastic

waves (i.e., AE signal) due to the injury inside the material. Then the elastic waves

transmit to the surface of the material and begin to reflex against the sensor. The

collected AE signal is the mixture of the elastic waves which overlay each other and

accompanied with a lot of noise [1, 2]. Since AE signal sampling rate is extremely

high, it could be acceptable in short-term monitoring. But in long-term monitoring,

AE signal will take a lot of storage space. It is necessary to remove redundant signal

in the collected AE signal and retain a valid signal. Then we could reach for the

purpose of AE signal compression and improved SNR and then it could save large

amounts of hard disk space. Compression of AE signal makes the long-term

monitoring to be true.

Since Burt and Adelson proposed multiresolution pyramid decomposition algo-

rithm [3] successfully instead of discrete cosine transform (DCT) [4–6], Mallat

proposed multiresolution signal decomposition technique based on wavelet trans-

form soon afterwards [7]. Their work drove wavelet multiresolution technique

maturity gradually. I. Daubechies [8], A.N. Akansu [9] and C.K. Chui [10] intro-

duced the signal processing method of multiresolution analysis which was based on

wavelet transformation respectively. And since the 1980s, the innovative work of

J. Morlet, the French engineer; A. Grossman, the physicist; and Y. Meyer, the

mathematician, etc., made wavelet a worldwide research hotspot quickly. Wavelet

compression technology has become a powerful tool for signal processing, which is

widely used in image processing and signal processing. It is possible to introduce

the idea of wavelet compression into AE field for a mount of experiences and

methods of wavelet compression technology were accumulated by the foregoing

scholars.

This study attempts to combine probabilistic method with wavelet compression

technology to compress AE signal of the rolling bearing and proposes a method of

layered secondary-threshold compression based on 3σ criterion combined with the

method of self-adaptive threshold. In the end, the effectiveness of the method in AE

signal compression processing is confirmed by contrasting with the characteristic

parameters of the signal.

2 Wavelet Compression

2.1 Wavelet Transform

Since 1910, Alfred Harr firstly proposed to make use of the telescopic and the

translation idea to construct the first orthonormal wavelet basis, after a large

number of scholars worked on wavelet theory, which led wavelet theory into

many application fields, such as signal analysis, image processing, quantum
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mechanics, the physical theory, military electronic warfare, computer classification

and identification, synthetic music and language, medical imaging and diagnostics,

seismic exploration, and mechanical fault diagnosis.

In wavelet theory, it introduces the elements which need wavelet transform into

Hilbert space, and then wavelet transform could be obtained by the inner product.

Gradually it developed continuous wavelet transform, discrete wavelet transform,

and multiresolution analysis algorithm, involving contents of functions of real

variable and functional analysis.

According to the theory of multiresolution wavelet analysis algorithm, no matter

how complex the signal is, no matter they are in the time domain or the frequency

domain, it can be decomposed as the combination of approximate signal and detail

signal. During the reconstruction of orthogonal wavelet transform, the character of

the general picture and the outline of the signal is enhanced step by step while the

details are reducing; the leading role is the basic characteristic if the scale is over a

certain level m0 (i.e., m is greater than m0), or above it which is the scale for the

basic feature extraction. Conversely, each scale below m0 is as the approximation

of the detail characteristics. The following form can be obtained from the basic

formula of wavelet transform:

Pm�1x tð Þ ¼ Pmx tð Þ þ Qmx tð Þ ð1Þ

where:

m—index of decomposition layer

Pm� 1x(t)—approximation part of the signal at m� 1 layer

Pmx(t)—approximation part of the signal at m layer

Qmx(t)—details part of the signal at m layer

which leads to Mallat algorithm:

amþ1 nð Þ ¼
Xþ1

l¼�1 am lð Þh l� 2nð Þ ¼ a�mg
� � � 2nð Þ ð2Þ

dmþ1 nð Þ ¼
Xþ1

l¼�1 am lð Þg l� 2nð Þ ¼ a�mg
� � � 2nð Þ ð3Þ

where am(n) is the signal that needs to be decomposed; am+ 1(n) and dm + 1(n) are the
approximate part and the detail part after am(n) was decomposed; h and g are the

filters of the two scale differential equations, h ¼ h �nð Þ, g ¼ g �nð Þ.
The reconstruction formula is

am nð Þ ¼
Xþ1

l¼�1 amþ1 lð Þh n� 2lð Þ þ
Xþ1

l¼�1 dmþ1 lð Þg n� 2lð Þ ð4Þ

2.2 The Principle of Wavelet Compression

In wavelet compression techniques, wavelet function, layers of wavelet decompo-

sition, threshold selection criteria, threshold level, etc. are always the subjects of
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research. Among them, research of threshold is always the focus of wavelet

compression technology.

According to the non-stationary AE raw data, the desired wavelet function is

selected. For non-stationary signal, it is good to choose a wavelet function with a

strong character of compact support; and it should choose the wavelet function with

strong regularity for stationary signal or regular periodic signal.

In this study, db4 wavelet is considered which has a strong comprehensiveness

as the mother wavelet of the wavelet compression arithmetic.

In the technology of wavelet analysis, it is very important to determine the

maximum decomposition level. The max number of the decomposing layer is

decided by the length of the raw signal data. The decomposition layer is denoted

as l, and the length of the raw data is denoted as N; l is less than or equal to log2(N ).

A large number of experimental studies have shown that when the decomposition

level is greater than 4, the effect of wavelet compression for the signal is tending

towards stability [11]; it will set 4 as the maximum decomposition level.

2.3 Typical Threshold Selection Criteria
and Selection Method

For the signal with white noise, four kinds of threshold selection rules mostly used

are as follows:

1. Adaptive threshold based on the principle of Stein’s unbiased likelihood esti-

mate (quadratic equation). If for a given threshold value, we can get its likeli-

hood estimate, then minimize the non-likelihood, and we could get the threshold.

F. Luisier, etc. used SURE method to decide an appropriate threshold by using

soft threshold method [12].

2. Use the form of a fixed value; the resulting threshold is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2log length Xð Þð Þp

(where X is a signal, length means the length of X).
3. Method of heuristic is optimal for low SNR signal with high SURE estimate

noise.

4. Use the method of the minimax principle to choose the threshold; it generates an

extreme value of the minimum of the mean square error; this extreme value

estimator can minimize the maximum of mean square error for a given function

in a focus set.

The threshold method includes the selection of soft or hard threshold and global

threshold or layered threshold method.

Soft threshold method compares the amplitude of the signal with the given

threshold. It is retained if the value of the signal amplitude is equal or greater

than it, while the rest parts are replaced as the value of the signal amplitude minus

the given threshold. Hard threshold method is similar to the soft threshold method;

it is also retained if the amplitude value of the signal is equal to or greater than the
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given threshold, while the rest parts of it are set to zero. Global threshold compres-

sion method takes the same threshold to process each layer of the wavelet com-

pression. Layered threshold compression method takes a different threshold to

process each layer of the wavelet compression.

Hard threshold method is common for data compression. The final nonzero value

is the valid data. The raw data is compressed. The selection of global threshold

method or layered threshold method is decided by the specific case of the original

data. Because of the different threshold from the same computing method for each

layer of wavelet coefficients of AE signal, this chapter uses layered threshold

method to compress AE signal data.

3 Wavelet Threshold Compression for AE Signal

The collected AE signal consisted of the effective AE signal and the noise. For this

research, the work of collecting AE signal was done in the lab, so the noise of the

collected AE signal is just made up of background noise in the lab. And environ-

mental noise is always present as the form of zero mean white noise throughout the

whole signal time domain; the case of AE signal in the time domain is shown in

Fig. 1 where V is the unit of voltage. Compared with the effective AE signal in the

mixed signal, the noise signal in the time domain is distributed relatively even. We

can also see from the power spectrum of the original signal that AE energy is

concentrated on certain frequency bands while the noise energy is uniformly

distributed in a broad band. The case of the raw signal power spectrum is shown

in Fig. 2. It is possible to conclude that the collected signal is a uniform distribution

in both time domain and frequency domain. The larger wavelet coefficients are

generally represented as the actual signal, while the smaller coefficients are

Fig. 1 The waveform

of the original signal

in the time domain
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generally from the noise signal greatly [13]; if the noise signal which distribution is

wide in each layer could be rejected by setting the threshold and retaining the

effective AE signal, the purpose of compressing AE signal and increasing signal-to-

noise ratio will come true. Taking into account this characteristic, it provides us an

idea of using the principle of probability of AE signal to choose the threshold rule:

firstly, to determine the maximum decomposition level and the selection of wavelet,

then using the probabilistic methods combined with self-adaptive threshold to

determine the secondary threshold for each level of the wavelet coefficient, and

lastly, using the hard threshold method to process wavelet coefficients in each level

and reconstruct the compressed signal.

3.1 The Situation of Wavelet Decomposition

In this research AE signal is collected from rolling bearing according to the

character of AE signal structure to decide the signal compression method by

using wavelet. The collected AE signal is taken from a rolling bearing fatigue test

bed by self-design; the case of the test bed is shown in Fig. 3. And firstly to take a

part of the data which was in the stage of pitting as the original signal, the case of

the original signal is shown in Fig. 1. In the end, the author takes some other kinds

of rolling bearing fatigue test AE signal to confirm the universality of this com-

pression algorithm. Then, a conclusion is made.

This research takes db4 wavelet as the mother wavelet. The case of four-layer

decomposition is shown in Fig. 4.

From the graph of wavelet decomposition (Fig. 4) we can see that the whole

graph is divided into five levels; in order to contract easily, the top layer of the

graphs (row a in Fig. 4) is time domain waveforms of AE signal of the original

Fig. 2 The power spectrum

analysis of the original

signal
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Fig. 3 The rolling bearing fatigue test bed by self-design

Fig. 4 Four layers of the approximation (left column) and the detail waveform (right column) of
wavelet decomposition of the original signal



collection. Below this figure is the diagram of the fourth layer of wavelet decom-

position from the first layer to the fourth layer sequentially; the left side are the parts

of the approximation of each decomposed layer, and the right side are the parts of

the details of each decomposed layer. From the left side of the exploded view of

each layer, compared with the original signal, we could see that, after every time of

the decomposition, the approximate parts have little changes, while from the right

side of the exploded view of each layer, the details parts change obviously. Thus,

during later threshold processing, approximation parts should be reserved, so the

final reconstructed signal could be mostly identical to the original signal.

3.2 A Combined Method to Determine the Threshold

From the probability theory, if σ is standard deviation of a function, the probability

of the function in the interval of [�3σ, 3σ] is 99.74 % [14, 15]. And the collected

AE signal just consists of the effective AE signal and zero mean white noise. This

could make a judgment by autocorrelation of each layer of the high-frequency

detail coefficients of wavelet decomposition. If the autocorrelation function gets the

maximum only at the zero position, it can say that the function has a great similarity

with zero mean white noise; then the threshold can be set to 3σ in this layer [13].

Then use hard threshold method to compress each layer. Because the effective AE

signal has the characteristics of period more or less, the autocorrelation function of

AE signal has the characteristics of approximate period; then the effective AE

signal needs to be completely retained.

Using 3σ criterion to do the autocorrelation analysis for the four levels of the

detail parts of wavelet decomposition is shown in Fig. 5.

By 3σ criterion, the noise can be reduced and SNR of AE is greatly improved.

The noise exists in the collected AE signal from beginning to end and distributes

over a wide frequency range. Effective AE signal, often as short-time pulses,

distributes more discretely in waveform. So we could decide the secondary thresh-

old by using self-adaptive threshold method. The wavelet coefficient of noise has a

large number and a smaller amplitude while the effective AE signal of it is small in

number and greater in amplitude. If there is noise signal, in the case of the threshold

value grown at a fixed value every time, each time the growth of the number of zero

value will be large and similar to each other. As the threshold value increases, if

there is little noise signal, the number of the zero value will become smaller each

time and there is a big gap between the growth in the number compared with the

signal with noise [16]; thus a critical value will be obtained to determine to stop or

continue to increase the threshold for the compression processing. The selected

fixed incremental value should be appropriate; if the incremental value is too large,

the threshold process will wipe off the effective signal of AE signal partially, while

if the increment value is too small, the threshold process will increase the compu-

tation time; thus a comprehensive measure should be taken. On this basis, in order

to explore the effective signal more and remove the noise more, this study considers
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the threshold which is calculated with 3σ criterion as the initial threshold based on

the characterization of the distribution of the noise signal and AE signal, and then

appropriately selects the threshold value increment and the termination conditions

to get the final threshold and to reach the purpose of increasing SNR of the

compressed signal greatly.

In order to be conservative, make one percent of the number level (that is 0.01)

of the original threshold (3σ threshold) as the fixed increment value; 0.0001 is the

fixed increment value for each namely, and take the half number of the first growth

of zero of the signal as the termination conditions of the threshold growth; the

calculations of each level are the same, and then take four calculated thresholds as

the final threshold for the detail coefficients of the original AE signal decomposition

at each level and according to hard threshold compression method. Finally,

Fig. 5 Four level of the high-frequency part of the wavelet decomposition (left column) and its

autocorrelation (right column)
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compare with the compressed signal to evaluate comprehensively in the compres-

sion ratio and the compression effect.

4 The Effect Evaluation of the Measured AE Signal Data

Compression of the Rolling Bearing

4.1 Compression Ratio Analysis

It can measure the power ability to compression of this arithmetic by calculating the

compression ratio. The compression ratio is the ratio of the original signal to the

compressed signal. The formula is shown as follows:

CR ¼ Sig=Sig C ð5Þ

where:

CR—Compression ratio

Sig—The original signal

Sig _C—The compressed signal

After the calculation, the final compression ratio is 14.33, and it is 8.22 by using

the common compression software; it achieves a satisfactory compression ratio

which increased nearly two times.

4.2 Compression Effect Analysis

The case of contrasting the characteristic parameters of the compressed signal and

the original signal is shown in Table 1.

The mean of the compressed signal changes 0.064%, mean square value changes

1.53 %, and variance changes 1.53 % by being compared to the original signal. The

compression of the two signals in the frequency domain is as shown in Fig. 6.

Kurtosis changes 2.89 %. The mean of the amplitude error changes 0.0681 %.

Table 1 The characteristic parameters of the two signal

Parameters Original signal Compressed signal Unit

Mean 0.00022008 0.00022022 V

Mean square value 0.01679 0.016533 V2/s

Variance 0.01679 0.016533 V2

Index of the power spectrum peak 1420 1420 N/A

Value of the power spectrum peak 19.507 19.507 V2/Hz

Kurtosis 30.7282 31.6149 N/A
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It can be seen from Fig. 6 that the power spectrum of the compressed signal is

nearly the same as the original signal. The position and the size of the peak in the

power spectrum have no change. Then, we calculate the error value of the com-

pression algorithm by using the original signal minus the compressed signal, which

is shown in the last row of Fig. 7.

From Fig. 7, the waveform display of the compressed signal and the original

signal is almost the same.

In the end, the author takes some extra different stages of rolling bearing fatigue

test AE signal to calculate compression ratio by using the same algorithm and get

satisfactory results as the previous one. For example, at first, to select a part of

no-damage AE signal, the result of compression ratio is 14.16. Then, to select a

more serious damage part of AE signal, the result of compression ratio is 14.89.

Fig. 6 (a) The power spectrum of the original signal. (b) The power spectrum of the compressed

signal
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And the mean of the compressed signal, mean square value, variance, kurtosis, etc.

changes nearly the same as the aforementioned experimental verification by being

compared to the original signal.

5 Conclusion

According to the character of AE signal, this chapter presents a compression

method of wavelet decomposition combined with probabilistic. The method gets

the final threshold of wavelet coefficient by calculating the threshold twice to each

layer of wavelet decomposition. And it is used to compress AE signal of rolling

bearing in a layered threshold way. It can achieve a nearly two times larger

compression ratios than the common compression software by using this method.

Finally, it is concluded that the compressed signal could be used instead of the

original AE signal to make a further analysis with the subsequent step by comparing

the characteristic parameters in both time domain and the frequency domain of the

two signals and evaluating the compression effect. This study does not research in

Fig. 7 (a) The original signal. (b) The compressed signal. (c) Error value of the compression

algorithm
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compressing the approximate wavelet coefficient which represents the general

picture and the outline character of the original signal in the last decomposition

layer. This allows AE signal compression technology to still have a certain research

space with this arithmetic; it can make a greater compression ratio by a supple-

mentary study.
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Feature Extraction of Corrosion Acoustic

Emission Signals Based on Genetic-Matching

Pursuit Algorithm

Yang Yu, Nan Zhang, Ping Yang, Bo Liu, and Yuan Fu

Abstract The acoustic emission (AE) detecting is an effective online tank bottom

corrosion monitoring method. It is easy to discover early corrosion. Aiming at

random unstable features of AE signals from tank bottom corrosion, genetic-

matching pursuit arithmetic was presented to extract features of tank bottom

corrosion AE signal. The main characteristics of the signals are given by the

acoustic emission detector. The characteristics include count, energy, amplitude,

and average frequency. Matching Pursuit (MP) arithmetic is used to extract char-

acteristic parameters. The AE signals can be well reconfigured. The genetic algo-

rithm (GA) was used to optimize MP algorithm. The projection on the atom of the

signal or its residue in MP arithmetic was served as the GA fitness function, and the

best matching atomic parameter was confirmed. The experimental results show that

the best pursuit atomic parameters are extracted and the amount of calculation is

reduced substantially by this method. In the reconstructed signal process, signal

noise can be effectively removed by this method, so as to achieve a certain

de-noising effect. It has much practical value and theoretical application value.

1 Introduction

Metal corrosion causes huge losses, in which different types of corrosion, pitting,

and erosion are the most harmful. Although pitting corrosion appears pitting or pits

in a few concentrated points, but with the passage of time, pits continue to develop

depth, and corrosion pits will be formed like holes [1]. This is a kind of devastating
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localized corrosion, but appearance is subtle. If left unchecked, it will lead to

perforated metal until the entire structure is destroyed [2].

In the actual detection process of storage tank, how to effectively de-noise the

signals and extract feature of the corrosion AE signals are the key points of the AE

signals detection after the collection of corrosion signal information.

In the past, such as Fourier transform, Winger transform, and Wavelet trans-

form are commonly used in acoustic emission signal processing methods. The

basic functions are used to expand the signals by these methods. Researches show

that, whether Wavelet basis or Fourier basis, using only one or a few basic

functions to reconstruct the signal, the linear expansion of single basic function

as a substrate is a certain lack of flexibility. The resolution of the two methods is

not very high.

For some signals, such expansion coefficients may be difficult to clearly reflect

the contents and features of the signals. For example, since Fourier transform has

no ability to distinguish time domain, the Fourier expansion coefficients which will

be used are difficult to find the clear correspondence. Common de-noising methods

are optimal estimation method and threshold method based on Wavelet transform

and spectral subtraction method, etc. These methods are implemented in a certain

range of the signal de-noising, but they are dependent on the statistics of signal

or noise, which is often priori unknown in practical application; the applications of

these methods are limited. This problem is solved by MP effectively. It makes the

signal decompose into the best match for the linear summation of signal structure

time-frequency atoms. So the signal can be reconstructed well.

Signal sparse decomposition based on MP algorithm is an adaptive method of

signal decomposition and representation. Noise can be de-noised effectively. The

significant wave will not be damaged through this method. A priori access to the

statistical characteristics of signal and noise is not required, so it can be applied to a

variety of different signal feature extraction and de-noising. A wide range of

applications will be gotten.

The Matching Pursuit algorithm (MP) applies to corrosion studies of acoustic

emission signals. Signal noise can be removed effectively and feature extraction

will be well obtained. This method contributes to a better analysis of the charac-

teristics of acoustic emission signals corrosion. The diagnostic validity and reli-

ability are improved. The biggest limitation of MP algorithm is a large computer

memory, and the operation amount is too large. It is very time-consuming. Only a

certain optimization is performed. This method could be better applied to AE

detection. Genetic algorithm will be used in this chapter to reduce the matching

pursuit algorithm (MP) in calculated amount of acoustic emission signals feature

extraction. The same results are obtained while the computational efficiency is

significantly improving.
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2 The Analysis of GA-MP Signal Sparse

Decomposition Method

2.1 Signal Sparse Decomposition Based on MP

In the early 1990s, the MP algorithm was put forward by Mallat and Zhang [3].

MP sparse representation is a wavelet analysis method. It is mainly considered

that the main signals feature can be retained. Based on that how to reconstruct

signals and filter out the noise are discussed. The matching part of the signal and

the atomic structure characteristic are decomposed and reconstructed by

MP. Noise is random and irrelevant, so it has no structural characteristics.

Therefore AE signals that are reconstructed by the sparse decomposition could

eliminate the influence of noise. The signal will be expressed with fewer atoms.

It is possible to keep the signal having main structures. The cost of the signal

processing is reduced as well. Algorithm has no specific requirements for

atom and almost any function can be used as atomic. Great flexibility for

application is provided by the method. It has been widely applied to different

types of environmental signal de-noising [4], sounds recognition [5], pattern

recognition [6], etc.

The signal to be decomposed f ∈ H is assumed, the length is N, H is the Hilbert

space, D¼ (gγk)γk ∈ Γ is for signal sparse decomposition over-complete dictionary

atoms. Atoms are normalized, each atom has a unit of energy kgγkk¼ 1, gγk is the
atom which is defined by the parameter set γk, and Γ is the set of the parameter set

γk. In the over-complete atoms, the number of atoms in the dictionary should be

much greater than the signal length. The process of the MPmethod that decomposes

a signal is as follows:

Step 1. From the over-complete atoms dictionary D we select the best match

(similar) atoms with the decomposed signal f. It is satisfied:

< f gγ0 >
�� �� ¼ sup

γ∈Γ
< f , gγ >

��: ð1Þ

The signal can be decomposed into the component of the best matching atom gγ0
and the residual signal. That is:

f ¼< f gγ0 > þR1f : ð2Þ

Step 2. Go on decomposing the remains:

Rkf ¼< Rkf , gγk > gγk þ Rkf : ð3Þ
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Rkf is the residual signal of using the best matching atom to match the original

signal, gγk is satisfied:

< Rkf , gγk >
�� �� ¼ sup

γ∈Γ
< Rkf , gγ >

��: ð4Þ

Step3. Judging kRkf k< ε(ε> 0), ε is the residual signal threshold setting, if

kRkfk< ε is up, then turn to Step 4; otherwise, let f¼Rkf, k¼ k+ 1, turn to Step 1.

Step 4. Export the Lth approximate expansion:

f �
XL
k¼0

Rkf , gk
� �

gk: ð5Þ

L is the total number of iterations L�N, it is also the number of the reconfiguration

signal. The signal sparse representation idea is reflected by formula (5) and L�N.
As decomposition progresses, it means K is increasing. Residual signal Rkf is
decreasing, converges to 0.

2.2 Signal Sparse Decomposition Based on Genetic
Algorithms and Structural Properties of Atomic
Dictionary

2.2.1 The Structural Properties of Atomic Over-Complete Dictionary

The key to achieving the signal sparse decomposition is lying on using an over-

complete atomic library. The following is the forming method of over-complete

dictionary [7]:

D¼ (gγ)γ ∈ Γ is formed by Gabor atoms. One Gabor atom is formed by the

modulated Gaussian window function:

gγ tð Þ ¼ 1ffiffi
s

p g
t� u

s

� �
cos vtþ wð Þ ð6Þ

g tð Þ ¼ e�πt2 is the Gaussian window function; Time-frequency parameters are

γ¼ (s, u, v,w), the discrete time-frequency parameters are: γ¼ (s, u, v,w)¼ (a j,

pa jΔu, ka� jΔv, iΔw), 0� i� 12, 0< i� log2N, 0� p� 2� j+ 1, a¼ 2, Δu¼ 1/2,

Δv¼ π, Δw¼ π/6.
In the over-complete dictionary D¼ (gγ)γ ∈ Γ, an atom is determined by time-

frequency parameters γ¼ (s, u, v,w), the wave of gγ is determined by parameters s,
v, and w, the central location of an atom is determined by the parameter u, s is the
scale, u is the translation, v is the frequency, w is the phase [8].
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In theory, the over-complete atom dictionary which has a good structure should

contain the quantities and species of atoms as much as possible, so that a better

effect can be obtained [9]. From a practical computing point of view, the dictionary

as far as possible should not contain similar atoms, so as to meet the storage and

computation requirements. Therefore, from the perspective of the actual calcula-

tion, the parameter u should be constant, u¼N/2, so the size of atomic dictionary

will be greatly reduced, and the amount of computation will meet the computer

memory requirements. In each step of MP sparse decomposition [10], the atom:

(si, vi,wi), (u¼N/2) is taken from the atomic dictionary, and then by translating.

The atom γi¼ (si, ui, vi,wi) (u 6¼N/2) will be obtained. Figure 1 shows the signal

sparse decomposition process concentrated typical schematic diagram of primitive

function waveform.

2.2.2 Finding of the Best Optimized Matching Atom

In the signal MP sparse decomposition, the key to every arithmetic iteration step is

to find the maximal projection of the signal or the residual signal in the over-

complete atom dictionary, the most calculated amount is spent on searching the best

matching atom, each search step is necessary to match the atomic signal one time,

and then making the product operation, so the maximum result of the operation will

be selected. The searching of the atom is a question of optimization, so the GA can

be used to solve this problem.

Genetic algorithm for solving the optimal solution to the problem is through the

searching process for a chromosome. The searching space of a problem is made up

of all the chromosomes. The characteristics of genetic algorithm have been listed

below: that is, handling object is not a parameter itself, instead, it is the parameter

set after encoding; the GA has implicit parallelism. GA is capable of handling

groups of multiple individuals; it estimates the individual based on fitness function;

algorithm is not constraint by the function continuity and differentiability; the

searching process is guided by probabilistic.

a b

c d

Fig. 1 Concentrated typical schematic diagram of primitive function waveform. (a) Fourier

primitive functions, (b) Wavelet primitive functions, (c) Impulse response primitive functions,

(d) Shock response spectrum
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GA relies on regeneration to remain the outstanding populations, and relies on

crossover and mutation operations to change the search space, in order to continue

to be the best solution. The probability of mutation and crossover operation is large.

There will be a greater damage possibility of optimal solution.

Therefore, when the GA is used, people are constantly changing to adjust these

two probabilities in order to expand the search space, but the best solution which

has gotten will not be destroyed. Because the current optimal solution does not

participate in crossover and mutation, so the best individual of the offspring

population is no more than the parent’s best individual. In the next generation,

the obtained optimal solution better than the current one is to retain it. And the

worst solution using retention method directly participates for variability. Invalid

genes of inferior solutions which participate in the cross will be avoided, and the

condition of effective genes being deleted also will be avoided. It is helpful to

regulate the local minimum. Therefore, GA using elitist strategy can speed up the

search rate. The optimal solution will be approximated well. Figure 2 shows a

signal based on GA-MP sparse decomposition algorithm flow. The GA is used to

optimize the MP, in order to increase the speed of progress.

2.2.3 Determining Optimum Atoms of MP

Genetic algorithm to solve optimization problems is an ideal algorithm. Each atom

in the over-complete atomic library is as a chromosome of GA, chromosomes

Coding

Forming the signal to be 
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Generating initial populationSetting decomposition parameters

Calculating fitnessForming atoms dictionary, using 

GA to find the best atomic Choosing
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Variation
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Manipulation
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Fig. 2 Signal sparse decomposition based on GA-MP algorithm
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randomly generate an initial population, and then four temporal frequency param-

eters are set as γi¼ (si, ui, vi,wi), the four temporal frequency parameters once are

determined, and the atom function should be uniquely corresponded. The absolute

value of the signal or its residual signal projection jRkf, gγj is used as the fitness

function of GA, and the value is used for evaluating the pros and cons of atom; the

bigger the fitness function, the better would be the atom. Genetic algorithm is to find

the optimal chromosome, and the use of signal sparse decomposition is to find the

optimal atom.

In this chapter, tank bottom corrosion acoustic emission signals are used to test

the algorithm and the results are compared before and after the extraction process. It

is shown as Fig. 3. Interception length of pitting acoustic emission signals sampling

points is 150.

Figure 3a shows the original pitting acoustic emission sampling signal, and

Fig. 3b shows the extracted signal based on MP.

The process of genetic algorithm using elitist strategy to select the best matching

atom in the over-complete atoms library is as follow [11]:

Initialization

1. The population size is designed as N, crossover probability Pc, mutation prob-

ability Pm, increasing multiples k, and evolution algebra, N¼ 400, Pc¼ 0.7,

Pm¼ 0.01, k¼ 12, the evolution algebra is 80.

2. The initial population is randomly generated; the number of individuals is N.
3. The population fitness value of each individual is calculated. The individuals are

ranked in ascending order according to the individual fitness value; fitness

function is the absolute value of signal inner product or the residual signal and

atom, i.e., <f, gγ0> or <Rkf, gγk>.

Population evolutionary

1. A largest fitness value of an individual and a minimum is selected; other N� 2

individuals according to the relative adaptive value, the probability of each

Fig. 3 (a) Original pitting acoustic emission sampling signal (b) Extracted signal based on MP
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individual which is selected will be calculated, and selection procedure will be

done next.

2. From the above selected population, in addition to the best, the worst individ-

uals, sets of two, compete for survival, the (N� 2)/2 surviving competition

winners then hybridize by crossover probability Pc, the individual of hybrid

formation enters into the next generation; in addition to the best and the worst

individuals, randomly select a chromosome, the chromosome does the gene

mutation by mutation probability Pm; for the worst individual, the chromosome

does the gene mutation by the increased mutation probability kPm; the best

individual directly enters into the next generation.

Termination inspection

If it reaches the preset evolution algebra, Algorithm stops; otherwise, determine

whether the next generation is steady, if it is steady, then produces N� 1

individuals randomly, enter into the next generation with the best individual,

then turn to 2); if it is unsteady, turn to 2). For structural characteristics of the

signal, the best atom has a strong expression, therefore, we can use minority of

atoms to reconfigure the major structures of the signal.

2.2.4 The De-noising of Algorithm

In this chapter, genetic-matching pursuit algorithm is used for signal reconstruction.

It can improve the computational speed, also can play de-noising effect. Matching

Pursuit is a greedy algorithm, decomposition iteration is to select the largest

projection atom, and the convergence speed is fast. The noise is removed by

traditional de-noising methods from the signal, unlike this signal de-noising method

based on sparse decomposition; it starts with the sparse component that is extracted

from the signal. Then the signal is reconstructed by the sparse component. The

signal will be the reconstructed signal whose noise is removed. In this chapter,

signal de-noising is based on the sparse decomposition method; it has no matter

with the type of signal and noise levels. It does not need to be informed about the

statistical characteristics of the signal and noise in advance. An adaptive de-noising

method is provided for the signal and the well de-noising effect can be achieved.

2.3 The Advantage and Disadvantage
of the GA-MP Algorithm

Of course, the algorithm also has its limitations. De-noising is successful or not,

sometimes it is dependent on the similarity between the signal and noise. If a noise

is very similar to the signal, then MP for de-noising effect of this noise is not very

good. In addition, when the problem size is small, the optimal solution of this
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problem can be gotten; when the problem size is large, only the approximate

solution can be gotten, then the population size and the maximum number of

generations will be increased to approximate the optimal solution. However, in

this chapter for acoustic emission signals, there is a significant difference between

the noise and the signal characteristic, so it is possible to obtain a good extraction.

In this chapter, using GA to optimize the MP, the signal can be matched very well

simultaneously, it can be able to meet the large amount of calculations needs and

every step of the inner product of the maximum can be quickly searched, and then

the global optimal solution can be obtained to achieve the purpose of speed.

3 Results

The result of feature extraction based on Genetic-Matching Pursuit algorithm is

shown in Fig. 4.

As Fig. 4 shows, (a) is the original signals, (b) is one of the matching atoms, (c) is

the residual signals after matching, and (d) is the reconstructed signals. It can be

seen that the GA-MP matched AE signal waveform well and the reconstructed

signal had the best similarity with original corrosion AE signal from the comparison

of Fig. 4a, d. This approach effectively filters out glitch information. It has a good

de-noising ability.

Fig. 4 (a) Original signals (b) A matching atom (c) Residual signals (d) Reconstructed signals
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The length of sampling data is 150 points. The running time of MP and GA-MP

process given in Table 1.

4 Conclusion

Corrosion condition of tank bottom is simulated in a lab environment. The signals

are collected by the AE sensor. The characteristic is the voltage amplitude of

acoustic emission corrosion signals.

On the basis of Fig. 3a, b, the two methods have the same result of waveform,

and from the view of Fig. 4, the signals can be de-noised effectively.

The runtime comparison of Table 1 clearly indicates that the speed is increased

significantly by using GA-MP.

GA-MP has strong adaptability and good stability, and primitive orthogonal

functions are not required. Its accuracy is higher than other methods. The signals

are reconstructed by atoms though GA-MP. Running speed has improved signifi-

cantly than the MP. The signals can be de-noised very well through this method.
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Part III

Material Characteristics



Damage Evaluation in Consideration

of Distance Decay and Frequency

Characteristics of Elastic Wave

T. Shiotani, Y. Takada, H. Ohtsu, and T. Watanabe

Abstract Such parameters in the conventional elastic wave method, as frequency

and velocity, connected to the damage so far, did not take the influence of the

attenuation of propagation distance into consideration so that they were not able to

directly connect to the index of degradation. This research studies the quantitative

damage evaluation of heterogeneous materials by using frequency response char-

acteristics of elastic waves according to the propagation distance for the purpose of

establishment of the elastic wave degradation index which is not influenced by the

propagation distance and frequency. Several mortar specimens, which were given

by two types of styrene material simulating false cavity, were prepared for exam-

ination, and elastic waves were excited and propagated through the specimen. As a

result, it was clarified that the quantitative damage evaluation of heterogeneous

materials could be performed by comparing two detected waveforms in combina-

tion with the ratio of a frequency response.

1 Introduction

When evaluating the degree of damage of inhomogeneous materials such as

concrete quantitatively by elastic wave methods, some parameters, such as elastic

wave velocity, an attenuation slope of amplitude, and frequency, have been used as
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indices of the evaluation so far [1]. However, as parameters such as velocity and

amplitude depend on frequency, the former shows dispersion (a characteristic

in which velocity changes depending on the frequency) [2–4], and the latter differs

in a damping characteristic by the propagation distance as well as the frequency.

Therefore, when associating such elastic wave parameters with deterioration,

it is necessary to evaluate also paying attention to the frequency. Besides,

high-frequency component of an elastic wave decreases not only by advance

of deterioration of a propagation medium but also by the increase in propagation

distance [5]. That is, even if we detect an elastic wave on the intact specimens, the

frequency of the detected wave is different in the propagation distance. Therefore

we cannot always represent the degree of damage with frequency features of

the waveform. This research thus studies a quantitative damage evaluation

index of heterogeneous materials which does not depend on the propagation

distance and the frequency by utilizing frequency response characteristics of the

elastic waves.

2 Methods

In case of discussing a feature of a detected wave by analyzing the spectrum of it,

the spectrum does not coincide with the frequency component at the source. That is,

AE signals are subjected to many different influences caused by the materials’

properties along the wave ray path and the recording system (coupling condition,

sensor characteristic, amplifier, and so forth). According to the concept of Fourier

analysis, the outline can be shown as in Fig. 1.

AE waveforms are obtained as the convolution of functions of source, propaga-

tion media, sensor, and acquisition system in the frequency domain, and those

frequency responses can be formulated by a simple multiple equation:

X fð Þ ¼ U fð ÞT fð ÞD fð ÞS fð Þ ð1Þ

Here, X( f ), S( f ),D( f ), T( f ),U( f ) are Fourier transforms of the detected AE

waveforms, AE source, propagation media, AE sensor, and acquisition system,

respectively. D( f ) in Eq. (1) is a target to quantify the damage; however, as S( f ) is
not readily obtained in AE technique, an approach to identify D( f ) irrespective to
source time function is crucial. On the other hand, when D( f ) is dependent on

propagation attenuation, D( f ) can be defined by Eq. (2) as well, where f is a

Fig. 1 An elastic wave

detection route in AE

testing

196 T. Shiotani et al.



frequency (Hz), V is a P-wave velocity (m/s), and Q is a normalized value

demonstrating attenuation rate:

D fð Þ ¼ exp � πf

VQ
d

� �
ð2Þ

When the wave with energy level, E, is attenuated by ΔE over one wavelength

propagation, Q is defined as

Q ¼ 2πE

ΔE
ð3Þ

The larger the Q value is, the lower the attenuation is, and Q value becomes

larger than 1,000 for general metals, while Q value becomes lower than 100 for the

case of concrete [6].

In AE application, multiple sensors are commonly employed to locate the

AE source in 2D or 3D, and therefore the comparison of waveforms detected

among different sensors for an AE source could suffice this requirement as

shown in Eq. (4) assuming that the frequency responses of all the sensors employed

are compatible:

X2 fð Þ
X1 fð Þ ¼

T2 fð Þ
T1 fð Þ �

D2 fð Þ
D1 fð Þ ffi

D2 fð Þ
D1 fð Þ ð4Þ

Furthermore, Eq. (5) is obtained by combining Eqs. (2) and (4):

Xi fð Þ
X1 fð Þ ffi

Di fð Þ
D1 fð Þ ¼ exp � πf

VQ
Δdi

� �
ð5Þ

Δdi ¼ di � d1 di � dð Þ, i ¼ 2, . . . , nð Þ

Equation (5) shows that a function of the ratio of frequency responses can be

expressed by an exponential function composed from the difference of distance,

Δd, and frequency, f. In this regard, using the waveform with a smaller propagation

distance for the denominator of the ratio of a frequency response, it is fixed that

Δd> 0.

3 Experiment

In this study, as a preliminary phase to verify whether the above theory of the ratio

of the frequency responses is applicable to the concrete, an inhomogeneous mate-

rial, standard mortar was used as test specimens. The mix proportions of mortar

specimens are shown in Table 1. Mortar prism specimens were prepared as seen in

Fig. 2. All the sections were 150� 150 mmwith different heights of about 100, 200,
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300, 400, and 500 mm to simulate different propagation distances. In order to

reproduce damage, two types of spherical styrene balls (6 mm and 3 mm in

diameter) were employed as a false cavity, and four kinds of the mix rate of 0, 1,

5, and 10 % by the volume were prepared. The reason why we adapted those two

types of different diameter balls is that it has been reported that the attenuation

characteristic of elastic wave was different in the size of inclusions even in the same

mixing rate [2]. Elastic wave excitation was made by pencil lead break, and

piezoelectric sensor of 60 kHz resonant was employed for the receiver. The signals

were amplified by 40 dB, and processed and recorded by AE monitoring system

(SAMOS, PAC) with 1 MHz sampling and 1 k samples. The elastic wave was

excited in the center on the upper surface of a test specimen, and the receiving

sensor was installed in the opposite side. In all the measurements, exactly the same

receiving sensor was used, so that T2( f )/T1( f ) in Eq. (4) will perfectly become 1 in

all frequency bands by removing the effect of the sensitivity error of the sensors.

4 Results and Discussion

The result of the case of ϕ 6 mm and damage content of 10 % is shown in Figs. 3, 4,

and 5 as an example among two types of spherical styrene balls and four kinds of mix

rates. As shown in Fig. 3 showing the frequency distribution, spectral content

decreases according to the increase in propagation distance, and the amount of

attenuation becomes larger as frequency becomes higher. So it can be suggested

that this result well conformed to Eq. (2) which shows the attenuation by the distance.

Since the frequency component of a detection waveform is changed this much by

Table 1 Mix proportions

of mortar specimens
Sand (kg) Cement (kg) Water (kg) W /C (%)

1,475 491 270 55

Fig. 2 Mortar test

specimens (ϕ 6 mm,

damage content of 1 %)
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Fig. 4 Ratio of frequency

responses (ϕ 6 mm, 10 %)

Fig. 3 Frequency

distribution (ϕ 6 mm, 10 %)

Fig. 5 Relation between

slope of ratio of frequency

responses and difference of

propagation distance (ϕ
6 mm)
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propagation distance even in the same degree of damage, it turns out that it is not easy

to evaluate damage only by one parameter, the so-called central frequency and peak

frequency, which has been tried to use as indices of damage evaluation so far.

The ratio of frequency responses in case of ϕ 6 mm and damage content of 10 %

calculated from detected frequency distributions by Eq. (4) is shown in Fig. 4. As it

is expected that a frequency response ratio shows an exponential function, the

logarithmic function is used for the vertical axis. The ratios of frequency responses

of four kinds of distance differences are, respectively, obtained from the difference

between the shortest propagation distance and other propagation distances.

Linear approximations have applied to the ratios of Fig. 4 between 43–141 and

148–200 kHz, showing the frequency range of high sensitivity of the sensor

employed. The approximation over the sensitive frequency range is crucial because

other ranges are considered to be diverged when obtaining the ratio due to the very

low sensitivity. Then the average inclination can be calculated by linear approxi-

mation of the frequency response ratio.

As seen in Fig. 4, the larger the difference of propagation distance becomes, the

larger the slope of the ratio of frequency responses becomes, in harmony with the

theoretical formula. The relation between the slope of the ratio of frequency

responses and the difference of propagation distance to each damage mix rate in

ϕ 6 mm are shown in Fig. 5. As seen, good correlations were obtained in any

damage mix rate, and the inclination becomes large with the increase of the

mix rate.

As the relations between the distance differences and this slope become linear, in

Fig. 5, a can be defined by the following formula with linear approximation lines:

a ¼ π

VQ
ð6Þ

Q value can be calculated using this slope, a, and the P-wave velocity, V, which was
obtained by another measurement. Figure 6 shows the Q value calculated by a

Fig. 6 Q value as a

function of damage contents
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function of damage content. In case of both ϕ 6 mm and ϕ 3 mm, the Q value

becomes smaller with increase of damage content. Comparing the result of ϕ 6 mm

and ϕ 3 mm, allQ values of ϕ 3 mm show smaller values than those of ϕ 6 mm. This

result exhibits in agreement with the result of past study [2], which is a character-

istic that the attenuation becomes high if the size of mixture materials is small, even

if a mixture rate is the same. However, it is noted that two results of 0 %, in which

specimens have no styrene, namely no damage, show different Q values. This might

be attributed to the heterogeneity of the specimen or a slight difference of sensors’

setup condition or propagation paths. So, it cannot be concluded that this experi-

ment verifies that the differences of Q value between ϕ 6 mm and ϕ 3 mm are

caused by the size of mixture materials. However, it can be resulted that the Q value

exhibits the unique value depending on the degree of damage by dimensionless

quantity, and this is the very concept to quantify the damage of the materials with

the frequency response ratio using AE waveforms.

According to the continuum damage mechanics, the state of damage is

represented by the scalar damage parameter, Ω [7]. Young’s modulus, E, of a

damaged materials is expressed as

Ω ¼ 1� E

E� ð7Þ

where Young’s modulus, E*, is that of an intact material. So, the damage parameter,

Ω, depends on the ratio of Young’s modulus of the intact state to that in the damage

state, and this can be one of the quantitative damage evaluation indices. However, it

is not easy to know the Young’s modulus in an intact state, so methods to estimate it

are intensively studied [8]. Hereafter, it will be verified whether this damage

parameter can be associated with Q value, by examining the relation between

Q value and Ω value calculated from this experiment.

Table 2 shows some physical parameters in this experiment. The relation

between Q value and damage parameter, Ω, is shown in Fig. 7. Here, Young’s

modulus in the intact state, E*, being necessary to calculate Ω value is regarded as

that of 0 %, so that both Ω values of 0 % in ϕ 6 mm and ϕ 3 mm become 0.

Table 2 Physical parameters

ф 6 mm damage content (%) 0 1 5 10

Density (kg/m3) 2,236.00 2,213.75 2,124.75 2,013.51

P-wave velocity (m/s) 4,127.88 4,030.03 4,010.43 3,944.54

Young’s modulus (GPa) 34.29 32.36 30.76 28.20

Damage parameter Ω 0.000 0.056 0.103 0.178

ф 3 mm damage content (%) 0 1 5 10

Density (kg/m3) 2,236.00 2,213.75 2,124.75 2,013.51

P-wave velocity (m/s) 4,066.29 4,034.16 3,954.55 3,884.21

Young’s modulus (GPa) 33.27 32.42 29.91 27.34

Damage parameter Ω 0.000 0.046 0.120 0.196
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Comparing the results of ϕ 6 mm and ϕ 3 mm in the same damage content, theΩ
values differ slightly by P-wave velocity and Young’s modulus changing when the

size of mixture materials changes. So, it turns out that the Ω value does not depend

on only the quantity of air, but shows the comprehensive damage degree of the

material. It will be difficult to evaluate the quantity of air from Q value directly

because Q value depends on not only the porosity but also the shape and the size of

the cavity, as shown in Fig. 6. However, it will be possible to evaluate the damage

degree from Q value because Q value and Ω value have good correlation as shown

in Fig. 7. In future, it is necessary to establish enough databases and to continue

studying the generality of this relationship.

As shown in Fig. 7, the Q values decrease greatly when the Ω value increases

from 0 to 0.05. That is,Q value has good characteristics of not only independence of

propagation distance and frequency but also sensitivity to the initial damage stage,

so this parameter is useful for screening the structures of which it cannot be

evaluated the degree of damage from the surface state.

5 Conclusions

Paying attention to the ratio of the frequency response of detected waveforms,

Q value analysis can be conducted by calculating more than one ratio of frequency

responses, and thereby the attenuation characteristic of an elastic wave can be

obtained. The Q value was discussed that it was the dimensionless quantity inde-

pendent of the propagation distance and the frequency. Accordingly using the

Q value as the damage index, the quantitative deterioration assessment in the initial

damage state will be possible. Furthermore, in order to generalize the Q value as a

damage index, the Q value should be verified in the ordinal concrete materials.

In practical applications, through the AE monitoring which identifies the emis-

sion source with multiple numbers of the same type of sensors, Q value can be

Fig. 7 Q value vs. damage

parameter Ω
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readily obtained, while the Q value with the AE monitoring represents the average

of damage for the material of interest so that heterogeneous characteristics of the

materials could not be evaluated with the current procedure so far.
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Characteristic Identification of Cracking

Acoustic Emission Signals in Concrete Beam

Based on Hilbert-Huang Transform

Aijun Gu, Ying Luo, and Baiqiang Xu

Abstract Acoustic emission (AE) technique is a powerful and potential nonde-

structive testing method in civil engineering. The AE behavior of concrete beams

tested under flexural loading was investigated to characterize and identify cracking

damages. The AE signal characteristics were analyzed by Hilbert-Huang transform

(HHT) which is suitable for analyzing nonlinearity and nonstationarity signals. It

decomposes a signal into several intrinsic mode functions (IMF). By means of the

digital image correlation (DIC) method, the cracking process was identified. With

the theory of elasticity and simulation, the physical mechanisms of IMF were

interpreted. The corresponding frequency behavior reasonably reflected the char-

acter of damage and wave propagation in different stages, especially in failure

stage.

A. Gu

Key Laboratory for Mechanical Structure Damage Detection Technology of China Machinery

Industry Federation, Faculty of Civil Engineering and Mechanics,

Jiangsu University, Mailbox 84, 212013 Zhenjiang, China

School of Hydraulic, Energy and Power Engineering, Yangzhou University,

225009 Yangzhou, China

e-mail: ajgu@yzu.edu.cn

Y. Luo (*)

Key Laboratory for Mechanical Structure Damage Detection Technology of China Machinery

Industry Federation, Faculty of Civil Engineering and Mechanics,

Jiangsu University, Mailbox 84, 212013 Zhenjiang, China

e-mail: luoying@mail.ujs.edu.cn

B. Xu

Faculty of Science, Jiangsu University, 212013 Zhenjiang, China

G. Shen et al. (eds.), Advances in Acoustic Emission Technology: Proceedings of the
World Conference on Acoustic Emission-2013, Springer Proceedings in Physics 158,

DOI 10.1007/978-1-4939-1239-1_19, © Springer Science+Business Media New York 2015

205

mailto:ajgu@yzu.edu.cn
mailto:luoying@mail.ujs.edu.cn


1 Introduction

Acoustic emission technique (AET) is a powerful and potential nondestructive

testing method in civil engineering. In the development of AET, the source iden-

tification is a cornerstone. AE signals occurring from structural deterioration

contain a wealth of damage information. The feature information can be extracted

by using suitable processing method to identify the damage. Some methods have

been proposed for these purposes, such as Fourier spectrum analysis and time–

frequency analysis. The spectral analysis is always used to describe the frequency

feature of signals, which reflects some physical mechanisms. But it is not suited to

the case when the signal frequency characteristics are varying with time. The time–

frequency analysis comprises those techniques that study a signal in both the time

and frequency domains simultaneously, using various time–frequency representa-

tions, such as short-time Fourier transform, wavelet analysis [1, 2], Wigner-Ville

distribution [3], and HHT [4]. The objective of time–frequency analysis in AET is

to establish the relationship between damages and AE characteristics. It is impor-

tant to determine an appropriate signal processing method to investigate the char-

acteristics from a huge number of AE signals. The HHT method which is suitable

for dealing with nonlinear and nonstationary signals is used in AET in recent years.

It is unique and different from other methods of data analysis, and is truly an

adaptive time–frequency analysis [5]. It does not require a priori functional basis. It

decomposes a signal into several intrinsic mode functions (IMF) which correspond

to some physical mechanisms. Understanding these mechanisms is helpful for

identifying AE sources. But in civil engineering, it is difficult to relate a certain

IMF of an AE signal to a real physical mechanism.

In this chapter, a four-point bending test was performed on a concrete beam to

investigate the characteristics of AE signals in cracking process. The AE signals

were analyzed by HHTmethod. By means of DIC method, the cracking process was

identified. With the theory of elasticity and simulation, the physical mechanisms of

IMF were interpreted. The instantaneous frequency corresponding to maximum

instantaneous energy of a signal was presented to identify the damage states. The

variation reasonably reflected the character of damage and wave propagation in

different stages, especially in failure stage.

2 Hilbert-Huang Transform

HHT is a new type of signal processing method, which is very suitable for dealing

with nonlinear and nonstationary signals. It is composed of two parts [6]. First, the

data are decomposed into a set of IMF and a residue through an adaptive method of

EMD as
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x tð Þ ¼
Xn
i¼1

ci þ rn ð1Þ

where x(t) is a signal to be analyzed, ci is the ith IMF component, n is the number of

IMF, and rn is the residue. The decomposition is based on the simple assumption

that any data consist of different simple intrinsic modes of oscillations.

Second, applying the Hilbert transform to each IMF component, the following

equation is obtained:

ĉi tð Þ ¼ 1

π

ð1
�1

ci τð Þ
t� τ

dτ ð2Þ

Constructing analytic signal

zi tð Þ ¼ ci tð Þ þ jĉi tð Þ ¼ ai tð Þe jϕi tð Þ ð3Þ

the amplitude function ai tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2i tð Þ þ ĉ 2

i tð Þ
p

and the phase function

ϕi tð Þ ¼ arctan
ĉi tð Þ
ci tð Þ can be obtained. By computing the instantaneous frequency

ωi tð Þ ¼ dϕi tð Þ
d tð Þ , the Hilbert spectrum, which shows the time–frequency distribution

of the amplitude, is finally obtained:

H ω; tð Þ ¼ Re
Xn
i¼1

ai tð Þe
j

ð
ωi tð Þdt ð4Þ

In the process of EMD, if some IMF shows a characteristic of noise, which

usually displays high frequency and undiminished character, it can be eliminated

from the original signal. This provides a method of denoising.

3 Experiment

3.1 Specimen Preparation

Opening mode cracking of concrete is a simple and practical damage pattern in civil

engineering. A plain concrete beam subjected to four-point bending was studied to

investigate the characteristics of AE signals.

The beam was 150 mm wide, 180 mm high, and 1,500 mm long as shown in

Fig. 1. It was reinforced with two thin steel wires in pressure side. Stirrups were also

used in shear zone. The purpose of using rebar was to maintain the integrality of

beam after collapse, and would not influence the fracture process of concrete beam.
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The normal aggregate with about 9 mm maximum diameter was used to satisfy the

homogeneous assumption of concrete. Four wide-band AE sensors (PAC

WDI-AST) were attached to the beam’s surface by couplant to collect AE signals

(Fig. 2). The tests were performed on a testing machine. The displacement-

controlled loading method was used with the loading velocity of 2 mm per minute.

3.2 Experimental Method

In order to establish the relationship between AE signals and damage mechanism,

the location and severity of cracking should be determined. The loading curve

recorded by the testing machine can only reflect the accumulation of strain energy

and the final collapse. The DIC method was used to calculate variation of strain

field, and deduce the cracking process. DIC is an optical method that employs

tracking and image registration techniques for accurate 2D and 3D measurements

of changes in images. The experimental setup is shown in Fig. 2.

When a damage state is determined, the corresponding AE signals are picked out

and analyzed using HHT. This analysis decomposes a signal into several IMF, which

Unit: mm

540

1350
1500

150

18
0

Fig. 1 Specimen setup and dimensions

Beam

Loading 
system AE 

system

AE sensor

DIC 
system

Fig. 2 Experimental setup
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will be analyzed to find the physical mechanism. This mechanism usually dominated

by the formation of crack and was influenced by the propagation property of AE

wave. Therefore, the geometry and material of the specimen should be considered.

To assist the mechanism analysis, a numerical simulation was also performed.

4 Simulation

To better understand the mechanism of AE signals, a 2D finite element simulation

was performed using Comsol Multiphysics software. This work focuses to the AE

source mechanism and wave propagation in concrete beam. An AE event is

simulated with an equivalent force. Considering the micro damage and macro

cracking in concrete beam, two kinds of AE sources named point source and line

source were modeled. The point source was modeled as a pair of internal forces

named dipole, whose two forces were equal and opposite in direction and some

distance apart. The line source was modeled as several continuous point sources,

which were applied in sequence along the cracking direction.

The source force model of P. Hora [7] was used as

f 0 tð Þ ¼ at exp �btð Þ ð5Þ

where a and b are parameters controlling duration and amplitude of the source.

In addition, with the proceeding of damage, the stiffness of material

between dipole forces was gradually attenuated. This was simulated by the

weakening of elasticity modulus (E) to that material. The decay of E was

simulated as

E tð Þ ¼ E0 � Sα tð Þ ð6Þ

where E0 is elasticity modulus of undamaged material, and Sα(t) is attenuation

function of elasticity modulus represented as

Sα tð Þ ¼ 1

1þ e t�t0ð Þ=α ð7Þ

where t0 is the beginning of attenuation, and α is the parameter controlling atten-

uation velocity.

The geometric model used for simulating was the same as the experimental

beam. The material was assumed as a homogeneous elastic media, which was

reasonable in the case that the wavelengths were longer than the sizes of heteroge-

neous inclusions. Ono et al. [8] have elucidated the fact that the sensor of type WD

used in our investigation primarily responds to the surface velocity motion rather

than to surface displacement. So the vertical velocity component was collected at

the sensor position on the surface [9].
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5 Results

5.1 AE Characteristics of Simulated Signals

In simulation, the AE signals show different characteristics in source mechanisms,

source location, distance of wave propagation, geometry of model, etc. Figure 3

shows three AE signals stimulated by a point source at bottom edge, a point source

within the beam, and a line source. The signal emitted from the point source at

bottom edge possesses a simple waveform which can clearly show the pressure
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Fig. 3 Three types of AE signals by simulation. (a) A signal of point source at bottom edge.

(b) A signal of point source within the beam. (c) A signal of line source
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wave (P-wave) and shear wave (S-wave). Because it is started from the lower edge,

the reflected wave is tiny in amplitude, and is far away from the main wave in time.

When EMDmethod is used to this kind of signal, some pseudo information appears

due to the “Gibbs phenomenon” (Fig. 3a). The pseudo information always shows

high amplitude and low frequency characteristics, which should be ignored in

source identification.

When an AE signal comes from a point source within the beam, the reflected

wave emerges, which makes the waveform more complex than that of edge point

source. The source is 5 cm above the bottom edge. The 10 cm round trip distance

makes the reflected wave to be later than the direct wave for about 25 μs, which can
clearly be seen in IMF 1 (Fig. 3b). In IMF 2, the reflected P-wave is not so clear

because of attenuation. The P-wave and S-wave can easily be identified.

The line source always corresponds to a severe cracking with a certain length.

The simulated cracking is 10 cm long, which is about half the length of the beam

depth. Such a severe AE event releases big energy which makes the previous

waveform vanishing. Continuous source emission makes various waves to be

generated and superposed together, and produces a signal with long duration,

large amplitude, and complex waveform (Fig. 3c).

Sometimes, two or more damages occur at different points of the beam simul-

taneously. The waves emitted from several point sources will interplay and generate

complex signals. It is hard to identify the source mechanism by analyzing the

complex signals in time domain. So the frequency characteristic was employed in

the further analysis. The time–frequency distribution in Fig. 3 reflects the signal

feature of different sources. For comparison, the instantaneous frequency

corresponding to maximum instantaneous energy in a signal was used. Table 1

gives the change of instantaneous frequency in different damages. It is notable that

the pseudo information caused by “Gibbs phenomenon” in the signal of point

source at bottom edge was ignored.

It shows that there is a little increase in instantaneous frequency when the

point source approaches the receiver (on upper surface). Also, the frequency

increases with the growth of line source. But in general, the frequency of line

source is lower than that of point source. This is due to the more degradation of

concrete (expressed as the decrease of elasticity modulus) which makes the

stiffness attenuate.

Table 1 Instantaneous

frequency in different

damages

Damage type Frequency (kHz)

Point source at bottom edge 281.25

Point source within the beam (5 cm)a 312.5

Point source within the beam (10 cm)a 340.625

Line source (5 cm)a 215.625

Line source (10 cm)a 259.375
aFrom bottom edge
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5.2 Damage Evolution in Experiment

The load-time curve and the synchronous AE energy from one sensor are shown in

Fig. 4. The horizontal strain field which indicated the cracking stages could be

obtained from DIC method. Figure 5a–c shows the strain field from three typical

instants which correspond to some AE active points marked a, b, and c in Fig. 4.

From these strain distribution, the damage evolution, e.g., formation (a), develop-

ment (b, c), and failure (d), can clearly be identified.
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5.3 Analysis of Experimental Signals

Some typical AE signals from different crack patterns were picked out to analyze

the characteristics. The HHT method was used to help identify the physical

mechanisms. It can be seen from Fig. 5a that the initial damage is the degradation

of concrete at several points (red zone) in tension side of the beam. Then the

developments of damage (Fig. 5b, c) lead to crack nucleation and result in collapse

of the beam (Fig. 5d). Figure 6 shows four signals emitted from initial damage (a),

development of damage (b), largish development of crack (c), and collapse (d),

which are corresponding to four instants in Fig. 5, respectively. The first four IMF

and the 3D time–frequency distribution are also shown in the figure.

The signal of Fig. 6a (corresponding to Fig. 5a) was emitted from one or several

points within the beam. There are more influences in experiments which make the

signals more complex. However the first IMF shows similar characteristics with

that of simulation (Fig. 3b, point source within the beam).

The signal from development of damage (Fig. 6b) shows long duration charac-

ter. In the first IMF, several closer waves indicate the source of multipoint excita-

tion. The high frequency and undiminished signal component is regarded as noise

which may be caused by shattering of local concrete. The second IMF is the main

component which possesses the biggest energy of the signal. The regular change of

wave enveloping indicates that a point source dominates the signal.

The signal from largish development of crack (Fig. 6c) also has a relatively long

duration. But the regularity of wave enveloping is not obvious in IMF, which is

similar as the signal of line source (Fig. 3b).

The signal of unstable crack propagation (Fig. 6d) is different from other signals.

The main character is the long duration which lasted in the sampling time. Also an

obvious noise is shown in the first IMF. The second IMF reveals the major

characteristic of the signal which is generated by excitation of continuous acoustic

source.

Table 2 gives the change of instantaneous frequency of these typical signals.

An important change law of instantaneous frequency can be found in the table.

In the process of cracking, the frequency of signals generally reduces with

the aggravation of damage. While in the instant of collapse, the frequency obvi-

ously increases.

The decrease of frequency is mainly due to the degradation of concrete. This

shows that the degradation of concrete dominated the damage process before

collapse. The true cracking is the last collapse which is regarded as a line source.

In addition, it is a long line source which is relatively close to the receiver and

makes the frequency of signal higher.

In experiment, the frequency is generally lower than that of simulation because

of attenuation. In addition, the simplification to material and geometry and the

idealization to calculation all influence the result.
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Fig. 6 Typical AE signals and their IMF (left), and their time–frequency distribution (right).
(a) Initial damage. (b) Development of damage. (c) Largish development of crack. (d) Unstable

crack propagation
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6 Conclusions

In this chapter, an experimental study as well as a simulation were performed on a

concrete beam to investigate the characteristics of AE signals in cracking process.

The AE signals were analyzed by HHT method. The following conclusions are

obtained:

1. The signals from different points show different waveforms. The instantaneous

frequency is a little increase when the point source approaches the receiver.

Also, the frequency increases with the growth of line source. But in general, the

frequency of line source is lower than that of point source. The periodicity of

wave enveloping reflects the influence of boundary of geometry.

2. In experiment, the deterioration of concrete generally occurs from several

points. Also, the main frequency of signals reduces with the aggravation of

damage. While in the instant of collapse, the frequency obviously increases. This

feature can be used as a warning signal.

3. There are some problems in using HHT method, such as “end effect,” as is well

known. Besides that, the “Gibbs phenomenon” produced in EMD may cause

distortion in IMF, which makes the analysis more difficult.
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Acoustic Emission from Elevator Wire Ropes

During Tensile Testing

Wenjie Bai, Mengyu Chai, Lichan Li, Yongquan Li, and Quan Duan

Abstract The acoustic emission (AE) technique was used to monitor the tensile

testing process for two kinds of elevator wire ropes in our work. The AE signals

from wire breaks were obtained and analyzed by AE parameters and waveforms.

The results showed that AE technique can be a useful tool to monitor wire break

phenomenon of wire ropes and effectively capture information of wire break signal.

The relationship between AE signal characteristics and wire breaks is investigated

and it is found that the most effective acoustic signal discriminators are amplitude

and absolute energy. Moreover, the wire break signal of two kinds of ropes is a type

of burst signal and it is believed that the waveform and spectrum can be applied to

analyze the AE wire break signals.

1 Introduction

Wire ropes have been widely applied as a traction and bearing structure in industry

such as coal, petroleum, and chemical and transport industries. However, some

phenomenon such as wire breaks, fatigue, abrasion, and fracture are liable to occur

in long-term use owing to poor working conditions. The damage condition and

loading capacity of wire ropes directly related to the normal usage and worker’s

safety. Therefore, strengthening the research on failure feature extraction of

wire ropes and developing new efficient detecting techniques possess a great

significance [1, 2].
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The acoustic emission (AE) phenomenon is based on the rapid release of energy

within a material generating transient elastic wave propagation. AE technique has a

high sensitivity and can detect the dynamic defects and conducts the continuous,

online, and nondestructive monitoring [3]. In view of these advantages many

researchers at home and abroad have performed related works. AE were firstly

applied on nondestructive monitoring of wire ropes by J.F. Taylor and N.F. Casey

from the UK. Casey reviewed the AE monitoring of wire rope and confirmed that

the most realistic application of the method is in the detection and location of wire

breaks. This review also showed that AE technique can be a useful laboratory tool,

but application of the technique to ropes in service will probably be limited and

specific to certain applications [4]. Shao Yongbo from Northeastern University

firstly employed AE technique on defect monitoring of wire ropes at home,

researched the failure of wire ropes, fatigue damage, noise elimination, and pattern

recognition of wire breaks, and also confirmed the applicability of defect detection

on wire ropes by AE technique [5–8]. G. Drummond investigated the relationship

between acoustic emission signal characteristics and wire breaks and found that the

most effective acoustic signal discriminators are energy and amplitude and the

pattern of AE signals during a fatigue test was also studied [9]. Although many

achievements have been acquired, to the best of our knowledge, few works or

papers concentrated on the waveform and spectrum analysis of wire break signals.

So in this work, a tensile testing process of two kinds of wire ropes is investi-

gated, firstly to find out the characteristic of wire break signals. Then the waveform

and spectrum analysis of wire break signals are also discussed in detail.

2 Methods

AE signals generated during two kinds of elevator wire ropes in tensile testing

process were collected and recorded by Macro-SAMOS AE monitoring system

manufactured by Physical Acoustic Corporation (PAC). The software system

applied is AE-win system researched by PAC. The voltage thresholds were set at

26 dB to eliminate noises. Two DP15I-AST sensors (50–350 kHz) with an integral

40 dB preamplifier were used to capture AE signals. Two fixtures were clamped in

order that the sensors can be installed firmly. The distance between two sensors was

400 mm. The PDT, HDT, and HLT were set at 300, 600, and 1,000 μs, respectively.
The parameters of AE collection are given in Table 1.

Table 1 The parameters of AE collection

AE

channel

Threshold Gain for

preamplifier

(dB)

Analog filter (kHz) Waveform parameters

Type dB Minimum Maximum

Sampling

rate (M s�1)

Pre-

trigger (μs) Length (k)

1 Fixed 26 40 100 400 1 256 1

2 Fixed 26 40 100 400 1 256 1
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According to GB 8903-2005: Steel wire ropes for elevators, the two kinds of

ropes we have used were dual tensile rope, 8� 19S + FC (fiber core) and 8� 19S

+ IWR (steel core). The diameter of wire rope specimens was 10 mm and the length

was 1,000 mm. The tensile testing machine model is WAW-1000C manufactured

by Jinan Test Group Corporation. The largest tensile force is 100 ton, and the

minimum and maximum tensile speed is 0.1 and 50 mm/min, respectively. Figure 1

shows the platform of wire rope tensile testing. The method of first quick and then

slow tensile speed was employed due to the good tensile strength and plasticity of

wire rope. A tensile speed of 10 mm/min was first applied until the tensile force

reached 20 kN, and then the tensile speed was changed to 5 mm/min until the tensile

force reached 30 kN. The tensile speed was further reduced to 2.5 mm/min until the

loading achieved 50 kN. Finally the tensile speed was adjusted to 1 mm/min until

the wire rope strands fractured.

3 Results and Discussion

In the process of tensile testing, when we heard a large number of the “bang bang”

wire break sound, we could find that some special and distinct wire break signals

had been collected and recorded by AE monitoring system. These signals of the two

kinds of ropes have the similarity and also have some differences.

Fig. 1 Platform of wire

rope tensile testing
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3.1 Amplitude

Figures 2 and 3 display the amplitude of wire break signals of FC ropes and

IWR ropes, respectively. From the two figures we can see that the wire break

signals of both ropes have higher amplitude than that of other signals and the

amplitude mainly ranges from 80 to 100 dB. Therefore, high amplitude can be

regarded as a feature to identify the wire break signals, which agrees well with

the results of Drummond [9]. In addition, those AE signals with low amplitude

may be caused mainly by mutual friction among steel wires or extrusion of fiber

core in the rope.

Fig. 2 Amplitude of FC rope wire break signals

Fig. 3 Amplitude of IWR rope wire break signals
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3.2 Absolute Energy

Figures 4 and 5 show the absolute energy of wire break signals of FC ropes and

IWR ropes. It can be seen from the two figures that the absolute energy of wire

break signals is far higher than that of other signals when wire breaks occurred.

Consequently, high absolute energy can also be used to characterize the wire break

signals, which also agrees with Drummond [9]. Moreover, the absolute energy of

IWR rope wire break signals is much higher than that of FC rope wire break signals.

Fig. 4 Absolute energy of FC rope wire break signals

Fig. 5 Absolute energy of IWR rope wire break signals
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The wire break signals can be characterized qualitatively when the absolute energy

of FC rope and IWR rope wire break signals reached almost 2� 106 mV s and

3� 108 mV s, respectively.

In short, AE characteristics of the two kinds of wire ropes are different and the

amplitude and absolute energy of IWR ropes are higher than those of the FC ropes.

That is probably due to the difference of stiffness and strength of the two kinds of

wire ropes. The most effective AE wire break signal discriminators are energy and

amplitude. Therefore, AE technique can be used to identify wire break signals

qualitatively very well.

3.3 Waveform and Spectrum Analysis

Parameter analysis of AE signals is a simplified process by which the information of

complicated signals can be described by defining some characteristic parameters.

Although the method is fast and easy, it cannot fully reflect the features of AE

signals. Waveform analysis is an approach to study the primitive information of the

AE signals and many professors and scholars try to apply waveform analysis to

truly describe information and features of AE signals [10, 11].

Figures 6 and 7 depict the waveform and spectrum of wire break signals of FC

ropes and IWR ropes. From Fig. 6 it can be seen that wire break signal of FC ropes

Fig. 6 Spectrum of FC rope wire break signals
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is a type of burst signal. The spectrum was obtained by fast Fourier transform and

the frequency mainly ranges from 25 to 50 kHz. However, Fig. 7 presents that the

wire break signal of IWR ropes is not a full burst-type signal. This is probably due

to some information beyond the capture scope of sensors. It also can be seen from

the spectrum that the frequency mainly ranges from 20 to 60 kHz.

Generally the waveform contains much information about the wire break signal.

In this work we only analyzed the type and frequency range of the wire break signal.

Factually, some modern digital signal processing technologies should be used to

explore and analyze more information about the wire break signal. So it is believed

that waveform and spectrum analysis can reveal more characters of the wire break

signals to some extent.

4 Conclusions

The tensile testing process of the two kinds of wire ropes is investigated to find out

the characteristic of wire break signals by parameter analysis and waveform and

spectrum analysis. The following conclusions can be drawn.

First, the AE technique can be a useful tool to monitor wire break phenomenon of

wire ropes and effectively capture information of wire break signal.

Fig. 7 Spectrum of IWR rope wire break signals
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Second, the most effective acoustic signal discriminators are amplitude and

absolute energy. The features of wire break signals are high amplitude and

high absolute energy.

Third, the wire break signal of the two kinds of ropes is a type of burst signal and it

is believed that waveform and spectrum can be applied to analyze some infor-

mation about AE wire break signals.
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Effect of Specimen Thickness on Fatigue

Crack Propagation and Acoustic Emission

Behaviors in Q345 Steel

Junrong Li, Hongyun Luo, Zhiyuan Han, and Feixiang Jin

Abstract The effects of specimen thickness on fatigue crack growth rate (FCGR)

and acoustic emission (AE) behaviors of Q345 steel were investigated. The four-

point bending fatigue tests were carried out with AE monitoring simultaneously.

Based on the thickness effect analysis, fatigue behavior studies, and AE investiga-

tions, the effects of specimen thickness on AE signal and AE source mechanisms

during fatigue crack propagation were proposed. The results show that as specimen

thickness increased, the FCGR was accelerated slightly, while the AE count rate

was increased significantly, suggesting that AE signal was more sensitive to the

changes in thickness. By analyzing the AE signals at the new plastic yielding area

and the crack tip micro-fracture process, AE source mechanisms were explained.

These results suggest that the effects of thickness must be considered to obtain a

more accurate estimation of fatigue crack propagation through AE technique.

1 Introduction

Q345 steel is widely used in ship, building, pressure vessels, bridges, and other

fields due to its excellent mechanical properties in China. In many cases, these steel

structures are often subjected to alternating load which results in promotion of

micro-cracks and crack propagation, causing a decline in strength and stiffness of

steel or even fracture failure. Therefore, it is very important to analyze the fatigue

crack propagation (FCGR) in Q345 steel.
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The thickness of steel structures varies with different application conditions. So

the effects of thickness on FCGR should be investigated. The effects of specimen

thickness on FCGR had been investigated, but the explanations were generally

conflicting. Some researchers reported that the specimen thickness had little effect

[1, 2] whereas others reported FCGR increased [3, 4] or decreased [5] by increasing

thickness. The paucity and diverse conclusions of presently available information

concerning the effect of material thickness on FCGR provide little engineering

guidance for the design of steel structures. Therefore, the effects of thickness on

FCGR still need further investigations.

Acoustic emission (AE) is transient elastic waves generated by the rapid release

of energy from a localized source within a material under stress. Fatigue crack

growth is a well-known source of acoustic emission inside materials. Numerous

studies [6–9] show that AE was capable of monitoring the fatigue crack propagation

in steels. Thus, AE has been widely used as a nondestructive testing technique to

detect the fatigue damage in different materials. An equation is proposed similar to

the Paris law used to express the relationship between fatigue crack growth

behavior and the AE parameters:

dC

dN
¼ B ΔKð Þp, ð1Þ

where C is the total AE counts, N is the fatigue cycle, dC/dN is the AE counts rate,

ΔK is the stress intensity factor range, and B and p are the constants for a particular
material and test condition. It will be possible to use the information extracted from

the crack-related AE signals to estimate the fatigue crack growth phenomenon.

However, in the studies of AE behaviors during fatigue crack propagation, few

researchers considered the effects of thickness. There is still lack of knowledge of

the effects of thickness on AE behaviors. Therefore, in order to obtain a more

accurate estimation of fatigue crack propagation, the effect of specimen thickness

on AE behaviors still needs investigations.

In this study it is attempted to investigate the effect of specimen thickness on

fatigue crack propagation and acoustic emission behaviors in Q345 steel. The four-

point bending fatigue tests were carried out, and AE monitoring was performed

simultaneously. Based on the thickness effect analysis, fatigue behavior studies,

and AE investigations, the effects of specimen thickness on FCGR, AE signal, and

AE source mechanisms during fatigue crack propagation were proposed for better

application of AE to monitor the fatigue.

2 Methods

In this chapter, four-point bending fatigue tests are carried out to study the effect of

specimen thickness on fatigue crack propagation and acoustic emission behaviors

on a British made Instron 8801 servo-hydraulic testing machine at ambient

temperature (300 K). The four-point bending specimens of different thickness
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(7, 8.95, 13.73, 15.62, 19.01 mm) were processed by commercial Q345 steel along

the rolling direction; the shape and dimensions of specimens are shown in Fig. 1.

Figure 2 shows that the microstructure of Q345 steel was ferrite and pearlite. All

specimens were tested under sinusoidal cyclic loading at a frequency of 8 Hz and

load ratio of 0.1. The loading positions are shown in Fig. 1. The fatigue crack length

was measured by a standard crack tip opening displacement (CTOD) gage, which

had an accuracy of 0.01 mm and was set at the tip of the initial notch. The crack

length data was recorded, and the stress intensity factor range was calculated from

the crack length simultaneously.

Fig. 1 Details of four-point bending specimen

Fig. 2 Microstructures for Q345 steel
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After the fatigue tests, the fracture surfaces were observed using scanning

electron microscope (SEM, Model: JSM-5800, JEOL, Japan).

AE signals generated during the fatigue tests were recorded and analyzed by

using a DiSP with an AEwin v2.19 AE system (Physical Acoustic Corporation,

USA). Two broadband piezoelectric transducers with a band-pass filter from 10 kHz

to 2 MHz were used to pick up these AE signals. The sensors were attached to the

specimen with a ring-shaped magnet. Vaseline was used at the interface between the

sensors and the specimen surface to obtain proper signals. A preamplifier with 40 dB

gain and a compatible filter (10 kHz–2 MHz) were used to capture AE signals. The

positions of AE sensors are shown in Fig. 1. This position was also used to make a

linear source location of the AE signals. The AE energy and average frequency

thresholds were set to eliminate noises. The linear AE source location was also used

to make sure that the obtained signals were generated from the crack area.

3 Results

The relationships between the FCGR (da/dN ) and stress intensity factor ranges ΔK
for different thickness specimens are plotted on the double-logarithmic axes in

Fig. 3. The da/dN of all specimens was linear with ΔK on logarithmic axis range,

which can be described by Paris–Erdogan as follows:

da

dN
¼ c ΔKð Þm ð2Þ

where c and m are constants for a particular material. Figure 3 indicates that the

FCGRs were increased as specimen thickness increased, but the amount of increase

was small. This result was similar to the reference [3].

Fig. 3 Relationships

between FCGR and ΔK
for different thickness

specimens
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Figure 4 shows the relationships between the AE count rates (dC/dN ) and stress

intensity factor ranges (ΔK ) for different thickness specimens. The AE count rates

increased in a linear relationship with the increase inΔK on the log–log axes, which

was well consistent with Eq. (1). Similar to the results of the crack growth rates, the

higher AE count rates were observed in the thick specimens than in the thin

specimens. However, in the 7.00 mm specimen and 8.95 mm specimen, the AE

count rates were almost in the range of 0–1; in the 13.73, 15.62, and 19.01 mm

specimen, the AE count rates were almost in the range of 1–100; there is a big

difference in the AE count rates of different thickness specimens. In addition, the

slopes of the lines for the thick specimens were higher than thin specimens also

suggesting that the thick specimens generated more AE signals during fatigue crack

propagation.

The scanning electron micrographs of fracture surfaces for different thickness

specimens (8.95, 19.01 mm) in stable crack growth stage are shown in Fig. 5.

Figure 5a, c indicates that the micro-morphologies in the edge of fracture surfaces

revealed the ductile features of numerous tearing ridges. In the inside of fracture

surfaces, there were mainly the flat facets, secondary cracks, and fatigue striations

as shown in Fig. 5b, d. It suggested that the fatigue crack growth mechanisms for

different thickness specimens were similar. The different micro-morphologies

between edge and inside of fracture surfaces could be caused by the stress state.

It is well known that the surface of a plate specimen is almost in the state of plane

stress, while in its inside is in plane strain due to the constraints of strain in the

thickness direction. Comparison of Fig. 6b, d shows that the depth of secondary

cracks increased as specimen thickness increased.

Fig. 4 Relationships

between dC/dN and ΔK for

different thickness

specimens
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Fig. 5 SEM of fracture surfaces for (a)–(b) the 8.95 mm specimen and (c)–(d) the 19.01 mm

specimen in edge (a, c) and inside (b, d), when the specimens were in stable crack growth stage

Fig. 6 The C/B for

different thickness

specimens (a¼ 10 mm)
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4 Discussion

4.1 Effect of Thickness on Fatigue Crack Propagation

In this chapter, as specimen thickness increased, the FCGR was accelerated slightly

(Fig. 3). Generally, thick specimens have more plane strain condition in the crack

tip than the thin specimens in which a plane stress condition is dominant. It means

that constraints of strain in the thickness direction increase with thicker specimens.

Heung–Bae Park [10] concluded that the crack tip plastic deformation caused crack

tip bluntness and stress transfer to promote further plastic deformation in the plastic

zone and this plastic deformation decreased FCGR. From the above analysis, it is

suggested that the less plasticity in thicker specimens leads to the crack growth rates

accelerated slightly with the increase of specimen thickness.

4.2 Effect of Thickness on AE Source Mechanisms

Based on the analysis of Fig. 4, it is shown that the AE count rate was increased

significantly as the specimen thickness increased. Some researchers [6, 11] pro-

posed that micro-fracture process at the crack tip was an important AE source

during fatigue. Therefore, the increase of AE parameters (AE count rate) by

increasing thickness can be attributed to the larger cracking area. Assuming that

fatigue crack grows a, the cracking area is A. The total AE counts, C, is directly
proportional to A [6]. The relationship is described as Eq. (3), where α is constant.

The total AE counts in unit thickness can be calculated according to Eq. (4):

C ¼ α� A ¼ αBa: ð3Þ

C=B ¼ αa: ð4Þ

Figure 6 shows the total AE counts in unit thickness (C/B) for different thickness
specimens (a¼ 10 mm). If the length of crack growth is same, the C/B is a constant

according to Eq. (4). However, the C/B had a higher value in the thick specimen

compared to the thin specimen shown in Fig. 6, suggesting that micro-fracture

process was not the only AE source, and other AE sources existed which increased

the AE signals as specimen thickness increased. The new plastic yielding at the

crack tip was also considered as the important AE source during fatigue crack

growth in metallic materials especially in a ductile material [6]. The combined

contribution of micro-fracture process and new plastic yielding to AE count rate

was described as Eq. (5) [11], where the first term in Eq. (5) is the contribution of

new plastic yielding and the second is the contribution of micro-fracture process,

R is the stress ratio, and Cp, Cs, and m are the constants for a particular material.

In this chapter, because of the cracking area increase with increase in the thickness,
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the volume created by new plastic yielding which was directly proportional to the

total AE counts increases. So new plastic yielding is another AE source which

increases the AE signals:

dC

dN
¼ CpΔKm ΔK2

1� Rð Þ2 þ Cs
ΔKm

1� Rð Þm : ð5Þ

It can be seen in Eq. (3) that the cracking area in unit thickness is constant at the

same crack length. However, as shown in Fig. 5b, d there were some secondary

cracks in the inside of fracture surfaces in which a plane strain condition was

dominant; the growth and connection of secondary cracks led to the increase of

cracking area. Therefore, in thicker specimen, the region which is in plane strain

state has more cracking area in unit thickness. It can cause the C/B increase by

increasing thickness. The growth and connection of secondary cracks also play as

extra AE sources which increase the AE signals. Simultaneously, it is also demon-

strated in Fig. 6 that as the thickness increases, the C/B increases rapidly firstly, and

then increases slowly. This trend of C/B may be caused by the stress state. In thin

specimen such as 7.00 and 8.95 mm, the specimen surface which is almost in plane

stress state plays an important role. With the increase in thickness, the proportion of

plane strain in the specimen increases, which causes larger cracking area in unit

thickness, so the C/B increases. For the thick specimen such as 13.73, 15.62, and

19.01 mm specimen, the plane strain condition is dominant. The difference between

different thickness specimens becomes small. So the C/B increases slowly.

The AE signals during fatigue crack growth could be used to assess fatigue

damage severity [12], and predict the crack length and remaining fatigue life [7–9].

The key point of applying AE to monitor fatigue is relating the AE signals to fatigue

crack growth parameters. Based on the above analysis, the thickness of specimen

has a significant effect on AE signals. So the effects of thickness must be considered

to obtain a more accurate estimation of fatigue crack propagation through AE

method.

5 Conclusions

In this study, the effect of specimen thickness on fatigue crack propagation and

acoustic emission behaviors in Q345 steel has been investigated through the four-

point bending fatigue tests and AE monitoring. Based on the detailed analysis,

several conclusions can be obtained as follows:

As specimen thickness increased, the FCGR was accelerated slightly, while the AE

count rate was increased significantly, suggesting that AE was more sensitive to

the changes in thickness.

By relating the AE signals to the new plastic yielding, the crack tip micro-fracture

process, and the growth and connection of secondary cracks, the major AE
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sources are proposed. The inside of specimen which is in plane strain creates

more cracking area due to the growth and connection of secondary cracks, and

then produces more AE signals.

The thickness of specimen has a significant effect on AE signals. It is suggested that

the effects of thickness must be considered to obtain a more accurate estimation

of fatigue crack propagation through AE method.
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Acoustic Emission Behavior of Titanium

During Tensile Deformation

Gongtian Shen, Lifei Li, Zheng Zhang, and Zhanwen Wu

Abstract Application of the acoustic emission (AE) technique allows investigating

collective processes of plastic deformation at different time scales spreading from

microseconds up to the duration of the mechanical test. This chapter presents

acoustic emission (AE) characteristics of the commercially pure titanium during

tensile deformation. The tensile test was carried out with samples of titanium

TA2 at 293 K, which was continuously recorded by AE system using two types of

AE sensors. The results show that higher AE signals were generated around yielding

and fracture of the tensile loading for two types of sensors. The maximum amplitude

of AE signals was 80 dB. The frequency distributions of AE signals for resonant

sensor and broadband sensor are different. The resonant sensor shows a narrow

band (135–160 kHz) of FMAX, while the broadband sensor shows a wide-range

FMAX (90–330 kHz). And the FMAX of the broadband sensor with higher

frequency (210–330 kHz) occurred around the yield point, and this phenomenon

lasted until fracture.

1 Introduction

Acoustic emission (AE) is defined as the pressure or the stress waves generated

during dynamic processes in materials [1]. It is well known that crystalline materials

deform by specific deformation mechanisms and processes, and that detectable AE

may be generated if the deformation processes are accompanied by a sudden stress
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relaxation and/or strain accommodation. By this time, AE characteristics of titanium

alloys have been studied [2–6]. AE during tensile deformation of Ti-6Al-4V alloy at

low strain (<3 %) has been shown to be due to twin formation [2]. AE generated

during compressive deformation of two-phase TiAl alloy with near-gamma

microstructure has been attributed mainly to the formation of twins [3]. Ti-8A-

1Mo-1V alloy was examined by AEwave analysis system during fracture toughness

test, and AE source characterization indicated that many AE events correspond to

the generation of micro cracks before the final fracture [4]. F. McBagonluri

et al. used AE to track damage evolution of dwell fatigue crack growth in Ti-6242,

and found similar damage mechanisms in all three microstructures, equiaxed,

elongated, and colony [5]. Jalaj Kumar et al. studied AE of smooth and notched

specimens of near-alpha titanium alloy [6]. The peak amplitude distribution of AE

hits is shifted to lower amplitudes in notched specimens as compared to the smooth

specimen. But few information is available about commercially pure titanium,

which has been used more widely in the construction of facilities for the chemical

industry and power generation [7, 8]. Furthermore, in their study, most researchers

employed a narrow-frequency-band AE sensor (usually 100–300 kHz), which is

only a fraction of the AE signals’ broad spectral range. Therefore, there is still lack of

knowledge of the relationship between the deformation and AE in this material.

In this chapter, the AE data generated during tensile test in commercially pure

titanium was recorded. And the AE signals from two types of sensors were

compared and analyzed, which were resonant type and broadband one. Based on

the AE results, the AE source mechanisms and the deformation modes of the

material were discussed as well.

2 Materials and Experimental Procedures

Commercially pure titanium TA2 was supplied as annealed plate. The chemical

composition is given in Table 1. The specimens are cut out from 0� relative to the

rolling direction of thin plate. These specimens had gauge length of 100 mm, width

15 mm, and thickness 4 mm.

The schematic of the experiment is illustrated in Fig. 1. Uniaxial tensile loading

performed for specimens was carried out at 293 K (room temperature) using the

mechanical testing machine Shimadzu AG-25TA at a strain rate of 1.4� 10�3 s�1.

The AE measurements were realized with the AE system AMSY-6 (Vallen-System,

Germany). Two resonant AE sensors with frequency bandwidth of 100–400 kHz

(VS150, Vallen) were mounted on the specimen surface. A broadband AE sensor

with frequency range from 100 to 900 kHz (VS900,Vallen) wasmounted on the other

side of the specimen. The output signals are amplified 34 dB by the preamplifiers.

Table 1 Chemical

composition of TA2
Fe C N H O

0.09 0.02 0.01 0.001 0.13
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The threshold was set as 36.6 dB and 40 dB for the resonant AE sensors and

broadband AE sensor, respectively. AE data were recorded at a sampling rate of

5 MHz.

3 Testing Results

3.1 Tensile Properties

The strength and ductility of TA2 are shown in Table 2. The stress-test time curve

under monotonic loading is given in Fig. 2. It exhibits smooth yielding at 293 K.

Load

AE sensor

Pre-amplifier

AE system Mechanical testing
machinge

Fig. 1 Schematic of the

experimental setup

Table 2 Mechanical

property of TA2 plate
Rm Rp0.2 A

445 MPa 340 MPa 27 %

Fig. 2 Stress-test time

curve of TA2 plate
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3.2 AE Activities During Tensile Deformation

The variation of load and AE parameters such as amplitude, count rate, and hit

versus test time and the correlation diagram of amplitude and rise time for the

commercial pure titanium specimen (TA2) are shown in Figs. 3 and 4. In Fig. 3a,

just before the stage of yielding, a rapid increase in the AE amplitude is detected,

which is from 40 to 80 dB. In Fig. 3b, c, it is obvious that just before the stage of

yielding, the amplitude of AE signals increases with a concurrent increase in the

AE count rate and hits. After yielding, the amplitude, count rate, and hits

descended slowly until 243 s. Then, around the stage of necking, the amplitude,

count rate, and hits increased continuously up to 703 s. Followed with a slight

decline, AE parameters of amplitude, count rate, and hits raised again until

fracture. These changes show that the magnitude and quantity of AE signals

reached maximum around the stage of yielding, necking, and fracture. The trend

during yielding and fracture is similarly shown in Fig. 4. But for necking in Fig. 4,

the amplitude and amount of AE signals decreased sharply. Furthermore, the

AE quantity and signal voltage of resonant sensor are higher than the broadband

one, with an amazing ascent in the AE count rate and hits. As is shown in Figs. 3d

and 4d, the correlation diagrams of amplitude and rise time for two types of sensors

are similar.

3.3 AE Waveform Behavior During Tensile Deformation

After the test, the maximum frequency (FMAX) is calculated for all AE

wave signals. Figures 5 and 6 give the AE waveform behavior of two types of

sensors for the whole processing of tensile loading. As presented in Fig. 5,

results show a narrow band of distributing of FMAX, which is mostly between

135 and 160 kHz. And the distribution is almost unvaried along with the

test time. But for broadband sensor in Fig. 6, FMAX is in a wider range, which

is 90–330 kHz. And it clearly shows that the signals with higher frequency (from

210 to 330 kHz) occurred beginning in the yield point, and this phenomenon

lasted until fracture.

Figures 7 and 8 give the AE wave and frequency spectrum of two types of

sensors for polycrystalline pure Ti under tensile loading around test time 300 s.

The first peak frequency in Fig. 8 is the same as peak frequency in Fig. 7. But

for the resonant sensor, the second peak frequency in Fig. 8 is unable to

be measured. In Fig. 6, FMAX around 210–330 kHz appeared at the yield region

and lasted for the whole test. It indicates that another deformation mechanism

different from elastic stage occurred from the stage of yielding and lasted

until fracture.
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Fig. 5 FMAX vs. time

for resonant sensor

Fig. 6 FMAX vs. time

for broadband sensor

Fig. 7 AE wave and frequency spectrum for resonant sensor

Fig. 8 AE wave and frequency spectrum for broadband sensor



4 Discussion

As mentioned above, the AE measured in tensile test is characterized by a pro-

nounced peak at yield and fracture, and the AE waveforms are continuous in nature.

Acoustic emission from dislocation sources generally reaches a maximum near

yield [9]. Various researchers have noted prism slip (propagated as Luders bands) to

be the primary mechanism at yield in single and polycrystalline alpha titanium.

Thus, a relationship between the sources of AE in these regions and the deformation

mechanisms responsible could be expected.

In this test, AE peak observed at yield region is primarily due to the initiation of

dislocation slip. As well known, titanium is a material of hexagonal close-packed

(HCP) structures. Due to the low symmetry of the HCP lattice, the basal slip

system provides only two independent slip systems, which are less than five

independent systems needed for a uniform deformation. Therefore, this makes

the role of <c + a> slip modes and twinning modes, which can accommodate

strain along the c-axis, important to determine. But after fracture, twinning was

not observed in metallographic photo (Fig. 9). It indicates that deformation

twinning did not occur while tensile and different dislocation slips took place in

our experiment. For different slip systems activated at different conditions,

the movements of slip systems are intermittent and last until fracture. Thus, the

count rate and hits of AE signals presented a kind of behavior of fluctuation

before rupture, other than smooth curves. This trend is already confirmed by the

inflection points around yielding in Figs. 3 and 4. And the higher frequency AE

signals (FMAX: 210–330 kHz) appeared at the yield region and lasted for the whole

test in Fig. 6 further evidencing that the AE sources were due to the movements of

slip systems.

Fig. 9 A metallographic

photo near fracture of

specimen after tensile
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5 Conclusion

According to the testing results, three AE characteristics of TA2 during tensile

deformation can be drawn:

(a) The AE activities vs. test time recorded by resonant sensor and broadband

sensor are similar for stages of yielding and fracture, that is, AE count rate

showing avalanche behavior (first peak) around the early stage of yield point

and another peak around the fracture region during tensile loading. But for

resonant sensor, AE signals also increased during necking. The maximum

amplitude of AE signals was 80 dB.

(b) The frequency distributions of AE signals for resonant sensor and broadband

sensor are different. The resonant sensor shows a narrow band (135–160 kHz)

of FMAX, while the broadband sensor shows a wide-range FMAX (90–330 kHz).

And the FMAX of the broadband sensor with higher frequency (210–330 kHz)

occurred around the yield point, and this phenomenon lasted until fracture.

(c) The AE observed at the stage of yield is primarily due to the initiation of

dislocation slip, and different systems of dislocation slips took place in the

whole test.
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A Study on Characteristics of Acoustic

Emission and Position Entropy of Q345R

in Tensile Loading at Room Temperature

Wei Li, Xin Jia, and Yu Yang

Abstract The tensile loading of Q345R was monitored in this study through

acoustic emission at room temperature. The relationship between the mechanical

process and the internal damage situation was established. The hits and accumu-

lated energy of acoustic emission in the tensile loading of the specimen as well as

the acoustic emission characteristics of Q345R in the tensile loading were obtained.

By calculating the position entropy value of acoustic emission events, the damage

to Q345R in the tensile loading was quantitatively described. We conclude that the

position entropy value in the tensile loading changes at different stress states.

1 Introduction

Acoustic emission refers to the phenomenon wherein the transient stress wave

emerges because of the rapid release of strain when the stress of the material or

component exceeds the yield limit and reaches the irreversible plastic deformation

stage or the formation, propagation, and fracture of cracks [1]. A corresponding

relationship exists between acoustic emission and internal damage in the material.

When a metal material is stretched, internal energy would accumulate and acoustic

emission would occur when plastic deformation or crack extension is initiated.

Acoustic emission signals contain important information on the acoustic emission

source. The strained condition and degree of injury can be obtained through the

analysis of the acoustic emission signal [2], damage degree, and other characteris-

tics. Position entropy is the measure of system disorder (uniformity). The disordered

degree of the system is high (more homogeneous) when the entropy value is large;
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otherwise, the ordered degree is high (uneven). Position entropy has been used for

the damage evaluation of rock [3]. For ametal structure where it is hard to keep long-

time stress monitoring, the method of acoustic emission can be used. The method of

position entropy can be checked to estimate the damage degree of metal structure. In

this paper, monitoring the acoustic emission of Q345R at room temperature in the

tensile loading and investigating the change of its position entropy, quantitative

description of internal damage in simple component can be achieved, providing a

foundation for the application of this method in complicated practical structural.

2 Acoustic Emission Signal Position Entropy

The concept of position entropy was applied in this study to quantitatively evaluate

the order (concentration level) of acoustic emission events in spatial distribution at

different stress levels. The definition of position entropy of acoustic emission

events in spatial distribution is [4].

QN ¼ �
XR

i¼1

XS

j¼1

XT

k¼1

PN
ijk �

logPN
ijk

log R � S � Tð Þ : ð1Þ

where N is the total number of acoustic emission events collected. R, S, and T are

the unit position areas in the length, width, and height direction of the specimen,

respectively. PN
ijk is the probability of the occurrence of acoustic emission events in

the small area of (i, j, k), which can be replaced by relative frequency. QN is position

entropy, which reflects the degree of order. The smaller this value, the higher the

degree of order; otherwise, the lower the degree of order.

Problem (1) can be simplified as

QN ¼ �
XR

i¼1

XS

j¼1

PN
ij �

logPN
ij

log R � Sð Þ ð2Þ

The one-dimensional problem can be simplified as

QN ¼ �
XR

i¼1

PN
i � logPN

i

logR
ð3Þ

In the analysis of the tensile testing of Q345R, the thickness of the specimen is

considered much smaller than its length and width. The main problem is the

damage in the longitudinal direction. The problem can thus be simplified as a

one-dimensional problem, and the position entropy can be calculated by Eq. (3).

In the calculation of the acoustic emission signal position entropy of Q345R in the

tensile testing, we selected AE (Acoustic Emission) events to reflect the generation
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of the acoustic emission source of specimen in the tensile testing and calculated

position entropy, which corresponds to the initiation, expansion, and other micro-

scopic processes of material internal defect.

Select the 23rd minute of tensile testing as an example, calculate the location

entropy of Q345R. Evenly divide the tensile area that distanced 60–200 mm from

sensor 1 by 20mm, and count the number of acoustic emission events in each region.

Put the number of acoustic emission events in each region and specimen size into

Eq. (3); after calculation, the location entropy of tensile specimen at the moment was

QN¼ 0.837. The location of acoustic emission events is shown in Fig. 1.

The introduction of noise in tensile loading will affect accuracy of the located

acoustic emission events, which in turn affect the accurately calculating of position

entropy, the pre-tension of specimen was applied before acoustic emission collec-

tion to prevent the friction interference in the process of tensile. Set the threshold of

acoustic emission instrument to 40 dB to filter out environment noise.

3 Experimental Process

The load device was a 300 kN all-digital microcomputer-controlled electronic

universal testing machine. The specimen was normalized at 900 �C, and the grain

was refined to improve the toughness of the material for the tensile test. The loading

method was uniform loading, and the loading speed was 1,000 N/min. The tensile

testing was monitored through acoustic emission. The size and shape of the

specimen are shown in Fig. 2. The monitoring system was a PAC PCI-8 digitized

acoustic emission monitoring system, as shown in Fig. 3. The tensile test was

conducted at 20 �C. The mechanical behavior and chemical component of Q345R

are shown in Table 1. The system parameters of the acoustic emission testing

system are shown in Table 2.

Fig. 1 Location of the acoustic emission event
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Fig. 2 Specimen shape and size

Fig. 3 Schematic of the acoustic emission experiment system

Table 1 Mechanical

behavior and chemical

component of Q345R

Q345 Mechanical behavior σs 364 MPa

σb 539 MPa

E 364 GPa

γ 0.3

Ψ 4.58 %

Φ 60.58 %

Q345 Chemical component C 0.17 %

Mn 1.42 %

Si 0.019 %

P 0.020 %

S 0.010 %

Table 2 System parameters

of the acoustic emission

detection system

Parameter Value

Threshold 40 dB

Sampling rate C 1,000 K/s

Peak definition time (PDT) 200 μs
Hits defined time (HDT) 600 μs
Hits lockout time (HLT) 800 μs
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4 Analysis and Discussion of Experimental Results

Tensile testing of the first specimen was analyzed detailedly, the second and third

specimen were for comparison analysis. The tensile curve is shown in Fig. 4. The

points in the figure represent initial stretching point A, specimen yield point B, yield

stage end point C, intensity limit point D, and breaking point E. Load displacement

is shown in Table 3.

The position entropy in the tensile loading of Q345R was calculated every few

minutes. The position entropy diagram of Q345R in the tensile testing was obtained

after determining the statistics as shown in Fig. 5.

Position entropy can correctly reflect the concentration of microscopic damage

in space and allows the approximate quantification of the evolution process of the

interior defects in the tensile testing [5]. This study considered the hit count,

accumulated energy, and position entropy of the tensile specimens to describe the

change in the damage condition of Q345R at different stages. The energy–time

variation diagram and hit count–time relationship of the acoustic emission signal in

the damage tensile loading of the specimen are shown in Figs. 6 and 7, respectively.

The tensile damage process of Q345R was divided into four stages, namely, AB,

BC, CD, and DE, corresponding to the stages of elastic deformation, yield,

strengthening, and local deformation, respectively.

1. Elastic deformation stage (0–877 s, 0–364 MPa). AE hit and accumulated energy

steadily increased in this stage, and the value of position entropy was large and

Fig. 4 Tensile curve

Table 3 Load displacement of the shift points of Q345

Transition point Stress (MPa) Displacement (mm) Time (s)

B 364 1.27 877

C 386 2.34 928

D 539 9.66 1,310

E 440 16.40 1,631
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decreased gradually. No obvious injury to the material was found in this stage.

A small amount of acoustic emission was observed during the phase of loading

in which damage from interface friction between inclusions and second phase

particles has been documented to occur [5]. The distribution of acoustic emis-

sion events in space was dispersed, the degree of order was low, and the entropy

value was large.

Fig. 5 Position entropy

and time curve

Fig. 6 Hit-to-time curve
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2. Yield stage (877–928 s, 364–386 MPa). Strain increased even though stress

exhibited no obvious increase in this stage. This condition was the initial stage of

damage. AE hit and accumulated energy continued to increase in this stage,

whereas the value of position entropy continued to decline steadily. The break-

ing of microholes between the inclusions and second phase particles and the

detachment of inclusions from the substrate interface has been documented to

occur. However, the position of the acoustic emission source was dispersed. The

degree of distribution concentration of acoustic emission events in the space was

low, and the value of position entropy remained large.

3. Strengthening stage (928–1,310 s, 386–539MPa). The specimen was in a state of

homogeneous strain in this stage. The damage developed further, AE hit and

accumulated energy increased rapidly, and the value of position entropy

decreased sharply. The microholes produced during the yield stage and the

newly produced microholes grew under stress; nucleation began to occur along

the surface of the grain boundary. The energy of the acoustic emission was high,

causing cumulative energy to increase significantly. The spatial concentration of

the AE events increased rapidly, and the value of position entropy fell sharply.

These occurrences are prewarnings of serious internal injuries.

4. Local deformation stage (1,310–1,631 s, 539–440 MPa). When the stress in the

specimen reached ultimate strength point D, the strength increase caused by

work hardening was unable to compensate for the section shrinkage effect. Thus,

necking occurred and the deformation of the material became uneven. A large

Fig. 7 Energy-to-time curve
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number of acoustic emission signals emerged in this stage. AE hit and accumu-

lated energy increased rapidly. The value of position entropy continued to

decrease; however, position entropy decreased more slowly in this stage than

in the yield stage. The microholes formed in this stage continued to grow rapidly

along the grain boundary. The spatial concentration of AE events in space

continued to increase, and the value of position entropy continued to decline.

The specimen fractured when stretched to point E.

The position entropy diagram of the second and the third specimen is shown in

Figs. 8 and 9; the changing trend of location entropy presented the same trend as the

first specimen; location entropy fell sharply in the strengthening stage, which can

predict internal serious damage.

Fig. 8 Position entropy

and time curve

Fig. 9 Position entropy

and time curve
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5 Conclusion

1. A direct correspondence exists between the internal damage process and acous-

tic emission parameters of Q345R in the ductile fracture stage. The changes in

acoustic emission parameter accumulation reflect the internal injury of the

material. Thus, acoustic emission can be utilized to monitor the damage.

2. The rapid increase in accumulated acoustic emission energy and the sharp

decrease in position entropy in the tensile loading of Q345R indicate that the

degree of internal damage to the material increased significantly; thus, serious

internal injuries are expected to appear in the material.

3. A close relation exists between the position in space where the acoustic emission

events of Q345R occurred and the mechanical and evolutionary processes of the

internal structure. Position entropy function can be utilized to quantitatively

describe the spatial evolution law. The concentration in the spatial distribution of

the acoustic emission events and the sharp decrease in position entropy are

important prewarnings of serious injuries in the material.
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Acoustic Emission Behavior of 12MnNiVR

Under Stretching

Jingpin Jiao, Xinjian Wang, and Guanghai Li

Abstract As large atmospheric tank is more and more applied in the petrochemical

industry, detection method for it also receives great attention. However, there have

been many problems in detection for tank testing: off-line detection method has lots

of advantages, but it takes a lot of manpower, and online detection is unable to

assess the damage state of tank. In order to achieve the goal of real-time monitoring

for large atmospheric tank, in this chapter the characteristic parameters AF and RA

are used in analysis. From the signal characteristics of four stages, plastic defor-

mation, yield, strengthening, and necking the regular, can be found. Furthermore

the acoustic signals are processed using the methods of Empirical Mode Decom-

position (EMD) and Hilbert-Huang Transform (HHT), and the characteristics of

acoustic signals in different stages are described in time-frequency domain. The

results provide a method to identify the damage state of atmospheric tank steel;

meanwhile this laid a solid foundation for AE detection in large atmospheric tank.

In this chapter characteristic parameters and waveform analysis method are com-

bined, and characteristic parameters AF and RA are introduced.

1 Introduction

Oil supply security has an important influence on national economic ups and downs,

and even relates to national security and social stability. At present, tank rupture is

one of the most serious accidents on storage and transportation oil system. So the
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demand of condition monitoring for the tank wall and bottom has become more and

more urgent. Main points of this chapter are as follows: in the tensile test the AE

signal under static load tensile until breaking is obtained. There are two methods for

signal processing: characteristic parameter and waveform analysis. The damage

states in each stage of the material under static load tensile state (linear elastic,

plastic deformation and plastic yield, strengthening, and necking) can be charac-

terized. This chapter is structured as follows: AE technique will be used to detect

material 12MnNiVR that is commonly used in large-scale atmospheric tank as

research object with AE testing tensile test system under static load tensile state

until the breaking. The signal received from last experiment uses the method of

characteristic parameter analysis and waveform analysis. According to these two

methods damage states in each stage of this material under static load tensile state

(linear elastic, plastic deformation and plastic yield, strengthening, and necking)

can be characterized. The result provides method for the future study of 12MnNiVR

material damage state representations.

Zhou Meng [1] used AE technology to test nickel plated steel belt in tensile

experiment and analyzed the characteristics of AE signals in different tensile

conditions. According to the result he proved the correlation between specimen

damage status and characteristic parameters of AE signals. Luo Zhigao [2, 3] used

genetic algorithm and Mahalanobis distance method to solve AE signals. This

method can identify the damage status of micro crack and identify status of metal

stretch forming quality. Dimitrios and D. Soulioti [4, 5] describe the AE behavior of

concrete under four-point bending. Steel fibers of varying content were used as

reinforcement in concrete slabs and their influence on the fracture process and the

acoustic activity was investigated. Analysis revealed that particular AE parameters

change monotonically with the progress of damage and can be used for the

characterization of the failure process. Seif E. Hamdi [6] used the Hilbert–Huang

transform for the extraction of new relevant damage descriptor to be adopted for AE

pattern recognition in order to help understand the damage process. AE signals

collected from unidirectional glass-fiber-reinforced polymer composite samples

were studied. First, the frequency content of the recorded signals in each test is

analyzed. Secondly, the performance of the Hilbert–Huang transform damage

classification approach is evaluated. Li Lin [7, 8] addresses an application of

recently developed signal processing tool based on the Hilbert–Huang transform

(HHT) to characterize the acoustic emission (AE) signals released from the off-

shore structure model. The AE signal analysis based on HHT is an effective tool to

extract the features and this opens perspectives for crack recognition in offshore

structures. Khamedi [9] investigated the application of wavelet-based AE signal

processing on micromechanics to identify failure in dual-phase steels (DPSs). The

results were verified with microscopic observations and they indicate that wavelet-

based signal processing is an efficient tool in the analysis of AE signals to detect

micromechanics identifying failure in DPS.

So material performance directly determines the bearing structure stress-strain

relationship. In this chapter according to the characteristics of acoustic emission
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signal from 12MnNiVR steel material commonly used in large atmospheric tank

the damage state of large atmospheric tank is realized.

2 Methods

AE technique (AET) is an advanced nondestructive evaluation (NDE) tool that

possesses the ability for understanding deformation and fracture behavior of mate-

rials [10–12]. AE signal analysis method has two categories in this chapter; the two

methods will be used to process the signals. AE technique (AET) is an advanced

nondestructive evaluation (NDE) tool that possesses the ability for understanding

deformation and fracture behavior of materials. AE is defined as the class of

phenomenon whereby transient elastic waves are generated by rapid release of

energy from localized sources in a material like location of transient relaxation of

stress and strain fields. An AE sensor coupled to a sample undergoing dynamic

changes detects a part of the strain energy that is emitted in the form of elastic

waves and gives information about the nature of changes taking place in the sample.

AE signal analysis method has two categories: one is parameter analysis method,

using characteristic of waveform AE parameters to analyze. As showed in Fig. 1,

besides traditional parameters one of the crucial parameters is the average fre-

quency, AF, which is defined by the ratio of threshold crossings over the duration of

the signal and is measured. It is one estimate of the basic frequency content of the

RA=RT/A 

Duration 

Rise time 

Count 

P
eak A

m
plitude 

Time 

Signal Amplitude 

Threshold crossings 

Average Frequency, 
AF=counts/DUR 

Fig. 1 Characteristic parameter
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waveform. Another crucial parameter is the RA value which is the rise time (RT,

delay between the onset and the maximum amplitude) over the amplitude; as shown

in the formulas (1) and (2), f represents frequency, N represents counts, td represents
duration, k represents RA, tr represents rise time, and A represents amplitude.

According to this new AE parameters the AE characters can be described more

vividly. Another is the waveform analysis method: received waveform is used to

take time-frequency analysis. In this chapter, the two methods are used to process

the signals:

f ¼ N

td
ð1Þ

k ¼ tr
A

ð2Þ

The Hilbert–Huang transform [16, 17] developed by Huang et al. in late 1990s

was specially tailored for treating nonlinear and non-stationary data. The essence of

the Hilbert–Huang transform is to identify the intrinsic oscillation modes by their

characteristic time scales in the data empirically, and then to decompose the data

accordingly. Generally, the finest vibration mode or component of the shortest

period at each instant will be identified and decomposed into the first intrinsic

mode function (IMF). The components of longer periods will be identified and

decomposed into the following IMFs in sequence. The IMF is a counter part to the

simple harmonic function, but it is much more general: instead of constant ampli-

tude and frequency, IMF can have both variable amplitude and frequency as

functions of time. This frequency time distribution of the amplitude is designated

as the Hilbert amplitude spectrum, or simply the Hilbert spectrum. Contrary to the

other decomposing methods, the Hilbert–Huang transform is empirical, intuitive,

direct, and adaptive.

3 Experiment

This test system is composed of tensile specimen, AE sensors, AE acquisition card,

computer (analysis software), and signal cable [13–15]. This system is showed in

Fig. 3. AE parameter settings are shown in Table 1.

Because the influence of the AE signals is highly susceptible, how to reduce the

noise is an important issue. The noise sources include connection friction between

pin and sample, electronic noise from tensile testing machine, etc; there are some

methods to reduce the noise level: take rubber pad between pin shaft and sample

Table 1 AE parameter settings

Threshold (dB) Sample point Sample frequency (MHz) PreTrig Dur.DisT. (μs)
40 1,024 2.5 200 400
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interface to reduce friction signal transmission. Start tensile testing machine and

AE instrument in the same time; connect AE instrument with the material testing

machine to eliminate the electronic noise interference. The test start load is 1.5 kN.

The loading speed is 3 mm/min and the whole process is continuous.

In this experiment 12MnNiVR specimen that is commonly used in large atmo-

spheric tank was cutting from the tank bottom plate. The specimen size is designed

by the national standard GB/T 228.1 2010. The size is shown in Fig. 2. The AMSY-

6 digital multichannel AE instrument produced by Vallen was used in the test. The

probes VS45-H and VS150-RIC AE sensors are used in data acquisition.

4 Result

4.1 Tensile Experiment Result Analysis

In this part three specimens are used in this experiment; the same regular can be

found in the result. So one of the results is chosen to express in this chapter

(Table 2). Specimen tensile process of loading force-time history is showed in

Fig. 3b. Duration time t¼ 107.6 s, and maximum tension Fmax¼ 39.150 kN. Based

on the analysis of the loading force and time relationship curve and steel tensile

property [13, 17], the whole tensile stage can be divided into the following five

stages, as shown in Table 3. The composition of 12MnNiVR and performance of

the material using tensile experiment are presented in Tables 4 and 5.

4.2 Parameter Analysis

AE characteristic parameter signal analysis method is an important method in AE

signal analysis methods. The AE parametric approaches using AE hit rate,

S1 S2 S3

Fig. 2 Specimen size
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amplitude, energy, duration, average frequency, and rise amplitude have been

applied to the study of various fracture processes.

As shown in Fig. 5a, before the time is 12.72 s, there is few AE signal; when time

is 12.72–17.14 s, signal amplitude is decreased, and the distribution range is 40–

45 dB; when time is 17.14–31.64 s, the distribution range of signal amplitude is 40–

75 dB; when time is 31.64–76.52 s, the main distribution range is 40–60 dB; this

phase is where most of the value has also fallen sharply; when time is 76.52–

107.8 s, signal amplitude continues to fall, the distribution range is 40–55 dB,

Table 2 12MnNiVR typical mechanical property parameter table

Yield strength (N/mm2) Tensile strength (N/mm2) Fracture toughness (kJ/m2)

>490 >610 95.49
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Fig. 3 (a) 12MnNiVR specimen tensile test AE detection system. (b) Loading force versus time

Table 3 Tensile experimental parameter result table

Sectional

area (mm2)

Elasticity

modulus

(kN/mm2)

Yield strength

(N/mm2)

Tensile

strength

(N/mm2)

Elongation

(%)

Percentage

reduction area

(%)

61.10 204.7 584.92 643.31 12.78 64.84

Table 4 12MnNiVR composition result table

C (%) Si (%) Mn (%) S (%) P (%) Cr (%) Ni (%) Al (%)

0.10 0.12 1.52 0.0043 0.0080 0.0050 0.26 0.034

Table 5 Results in different stages

Linear elastic Plastic deformation Yield Strengthening Necking

Time (s) 0–12.72 12.72–17.14 17.14–31.64 31.64–76.52 76.52–110.3

Loading (kN) 0–28.85 28.85–36 36–36.39 36.39–39.15 39.15–23.88
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before fracture the signal significantly decreases, and the amplitude is about 50 dB;

when the specimen starts to break, signal amplitude increases.

In Fig. 4b–d, the three parameters, counts, duration, and hit versus time accu-

mulated figure, are worked out. From these pictures we find some rules: since

12.72 s three parameters to present a very large growth, until 17.14 s, slow down the

growth trend; after 31.64 s, three parameters present the relatively fast growth; after

76.52 s growth rate slows again, until the break. According to the variation of

parameter duration, in the yield and necking stage, the AE signals are shorter than

other stages. The AE signal duration in plastic deformation and strengthening is

long. Therefore the AE signals in yield and necking stage are burst AE signal and

others are continuous AE signals.

Figure 5 shows us the relation between energy and time. In this whole process,

signal energy appears as four peak values which concentrate in 12.72, 31.64, 50.39,

and 110.3 s. In these four parts, internal material releases a lot of energy and the

four parts are plastic deformation stage, yield stage, strengthening stage, and last of

necking stage. In addition, except the last signals which are the specimen fracture

voice the others are the AE signals for crack generation and propagation.

The behavior of new AE parameters, AF and RA, for the same experiment is

depicted in Fig. 6. In order to make the characterization of these two parameters

more clearly, the two parameters in the different stages are compared. AF distrib-

utes 20–40 kHz during plastic deformation stage. During the yielding stage AF is

below 20 kHz. When the strengthening phase is coming, AF rises again; AF is

higher than the previous stage and the peak value is 60 kHz. The AF in necking
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Fig. 4 (a) Amplitude versus time. (b) Count cumulative versus time. (c) Duration cumulative

versus time. (d) Hit cumulative versus time
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stage gradually reduced. The characteristic parameter RA also showed the same

trend. Just like the signal amplitude, AE hit rate, amplitude, energy, duration, AF,

and RA can match well with the damage process of 12MnNiVR specimen.

How to select a different threshold for the experimental results is an influential

threshold. The too low threshold may result in the introduction of excessive noise

signal threshold and the too high threshold may result in loss of valid signal, so in

signal acquiring process, measuring the background noise is very necessary. Since

the noise is mainly center in high frequency and has lower amplitude, the influence

of threshold on AF and RA is as following. If the threshold lowers, the AF and RA

are larger; if threshold higher, the RA and AF become smaller.

4.3 Waveform Analysis

According to discussion on AE signal analysis using characteristic parameter

method in the previous chapter characteristic parameters represent the
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characteristics of tensile process. In this chapter the HHT and EMD method is used

to analyze AE signal in the stages of linear elastic, plastic deformation, plastic

yield, strengthening, and necking.

In the part the signal is chosen from the four parts of the process of stretching.

Twenty signals are chosen at first; the same regular can be found. So we use one of

these to analyze. The signal was received by the wideband probe VS45-M and the

sampling rate is 2.5 MHz and sampling point is 1,024. From Fig. 7, we can see the

AE signals in time and frequency domain in plastic deformation, plastic yield,

strengthening, and necking. As we can see in this picture only the signal in plastic

yield stage is burst AE signal, and others are continuous. From the perspective of

signal amplitude, the amplitude of plastic deformation and necking stage is bigger

than others. It is 50 mV. In strengthening and yielding stages, the amplitude is 5 mV

and less than 0.2 mV. From the perspective of signal frequency, the frequency band

of plastic deformation and yielding stages is narrow, which is mainly distributed in

20–360 and 100–300 kHz. Signal frequency band of strengthening and necking

stages is relatively wide, mainly distributed in 20–700 and 20–360 kHz.

In order to find more characteristic of AE signal, IMFs of four stages are

obtained. Based on the energy of these eight-layer decomposition, we can get the

proportion of the total energy as shown in Table 6. The result shows that the sum of

first four components is more than 99 % of the total energy and the sum of other

components is only about 1 %.
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Fig. 7 AE signal and FFT in (a) plastic deformation part, (b) yield part, (c) strengthening part, (d)

necking part
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In order to analyze the AE signal further, 3D Hilbert spectrum which is an

excellent time-frequency analysis method is worked out. Three elements, sampling

points, frequency, and energy, can be seen in 3D figure. Many time-frequency

characteristics can be found from the four figures (Fig. 8): The AE signal frequency

of plastic deformation stage is mainly concentrated in the 0–100 kHz, 90 % energy

mainly distributed in the range of 800–900 sampling points. The AE signal frequency

of yield stage is mainly concentrated in the 0–220 kHz, 90 % energy mainly

distributed in the range of 200–300 sampling points. The AE signal frequency of

strengthening stage is mainly concentrated in the 0–300 kHz, 90 % energy mainly

distributed in the range of 0–1,000 sampling points. Energy is relatively fragmented,

distribution of sampling points in a 200–300, and the peak frequency of 100–200 kHz

Table 6 Energy proportion in different stage

IMF1 ratio

(%)

IMF2 ratio

(%)

IMF3 ratio

(%)

IMF4 ratio

(%)

Other IMF

ratio (%)

Plastic deformation 48 31 13 7 1

Yield 75 19 3 1 2

Strengthening 58 26 13 2 1

Necking 60 20 13 4 3

Fig. 8 3D Hilbert spectrum in (a) plastic deformation part, (b) yield part, (c) strengthening part,

(d) necking part
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range. Necking phase of the signal frequency is mainly concentrated in 0–400 kHz,

sampling points within the scope of 200–1,000 peaks concentrated in sampling points

to 300–500, and signal frequency in the range of 50–100 kHz.

According to signal frequency and energy distribution in other stages (plastic

deformation, plastic yield, and strengthening) it is easy to find differences. Therefore

this analysis method is very helpful for us to distinguish four stages of the signal.

Marginal spectrum analysis is carried out, as shown in Fig. 9. The four colors, red,

green, blue, and black, represent the four stages of marginal spectrum, respectively.

The marginal spectral density from plastic deformation and necking stages is larger

than others. The signal frequency distribution of plastic deformation and necking

stages is, respectively, 0–200 kHz and 0–400 kHz. Compared with plastic deforma-

tion and necking stages, marginal spectral density of plastic yield and strengthening

stages is smaller. The frequency distribution of yielding is 0–200 kHz and the

strengthening stage is 0–600 kHz. The main energy concentrates in the 0–200 kHz.

5 Conclusion

1. In this chapter, the AE signal characteristic parameters such as amplitude, count,

hit, and energy can match well with damage evolution process of 12MnNiVR

material. Therefore based on characteristic parameters of AE signal the goal of

real-time monitoring for 12MnNiVR steel damage status can be achieved.

2. Based on traditional AE signal characteristic parameters, two new feature

parameters are created: average frequency and RA. The analysis of the two

new characteristic parameters can also characterize the damage process of

12MnNiVR steel better.
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3. The time-frequency characteristics obtained from four stages, plastic deforma-

tion, yield, strengthening, and necking, are different and can be used for char-

acterization of the stages; therefore the signal time-frequency analysis can also

be used to monitor the damage status of 12MnNiVR steel.
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Statistical Analysis of Events of Random

Damage in Assessing Fracture Process

in Paper Sheets Under Tensile Load

Liang Zhang, Ming Fan, and Jianyu Li

Abstract This investigation presents an experimental, computational, and

data-enabled method to study the statistics of these ERD in the evolution of fracture

process in paper sheets, which holds the key to making accurate characterization

and evaluation of paper material failure. Firstly, an experimental method based on

acoustic emission (AE) monitoring was established to accomplish the acquisition of

all possible ERD that represent most physics of fracture process originating from

the hierarchical microstructure of paper sheets under the influence of uniaxial

tensile load. Then the acquired experimental damage data on characteristics of

AE signal (such as timing, quantity, amplitude, magnitude, energy) was integrated

as a measurable multivariate DA based observation windows and multi-scale

criteria, which was defined in our previous work. Ultimately entropy S, originated
from the Gibbs probabilistic entropy, was obtained and applied to assess the

evolving damage states in the evolution of fracture process. The significance of

this multivariate (DA) and entropy (S) is the application of multi-scale statistical

analysis and data-enabled thoughts to deal with the problem of the nonequilibrium

damage evolution to macroscopic failure involving multiple space and time scales

in paper material, respectively. Particular attention is given to that trajectory of

damage states (TDS), S� T relation (when entropy S is correlated with varying

tensile strength), is adequate enough to provide a realistic description of whole

fracture process. The results evidenced that the multi-scale statistical analysis of

ERD in fracture process is equivalent to build a “bridge” to study the connection

between micro- and macro-systems. Furthermore, a spectroscopic technique (scan-

ning electron microscope (SEM)) has also been proved to be a powerful method to

study morphology of the fractured paper specimen.
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1 Introduction

When strained to certain level or even failure, the paper sheet experiences irrevers-

ible random damage states in nature. Due to complexity of physical, chemical, and

mechanical properties, randomness and irreversibility of fracture process in this

disordered media, and other known or unknown factors, the generation, growth, and

accumulation process of these damage during fracture process, seem so complicate

that characterizing and evaluating the failure behavior of paper sheets are yet to be

well tackled. In recent years, although great efforts have been made to cope with the

damage and fracture behavior of paper material using classical mechanical

approach [1–4], the description of fracture process involving the multiple space

and time scales, in particular the nonequilibrium damage evolution to macroscopic

failure, still stays in a “smeared out” sense [5, 6].

Here, we focus on the results of damage evolution, which are revealed by a series

of continuous internal structural variations (or random microscopic damage mech-

anisms) residing in the microstructure of paper sheets under mechanical loading [1],

and should therefore be measurable. We terms all irreversible events originating

from a multitude of random microscopic damage mechanisms in the fracture

process, such as fiber breakage, fiber–fiber bond failure, a systematic combination

of multiphase delamination as fiber pullout, nonfibrous component failure,

microfracture propagation, and fatigue in dislocation of fibers, to be events of

random damage (ERD) [1, 7–11]. These responsive ERD range from the nanoscale

to several millimeters in dimension, and often also have a great effect on the

reliability and stability of paper structures. Gradually and erratically, the occur-

rence of ERD releases strain energy rapidly in forms of stress waves, which

phenomenon is usually termed as acoustic emission (AE), and then these waves

travel volumetrically until captured by resonant-type transducers and become

detectable AE signal via AE monitoring system [1, 12]. Inevitably, the propagation

of AE waves was influenced by various factors; hence the obtained AE signal is the

function of various influencing factors, which is introduced in the next section.

Synthesize those mentioned above, the entire evolution of ERD that represent

the most physical essence of fracture process can be acquired by AE measurements

and hence statistics of the some parameters on the AE signal characteristics, such as

timing, quantity, magnitude, amplitude, energy, and even extrinsic parameters (i.e.,

applied tensile load), is equivalent to statistical analysis of ERD. The present work

is to apply a multi-scale statistical, computational and data-enabled method is to

study the statistics of ERD in fracture process of paper sheets under monotonic

tensile loading, and the objectives are (1) to establish an experimental approach to

acquire ERD of paper sheets in fracture process accurately and correctly and (2) to

make realistic characterization and evaluation of fracture process in paper sheets.

268 L. Zhang et al.



2 Methodology

2.1 A Multivariate Approach to Quantify the Evolution
of Events of Random Damage

Let Ω be a set of primary variables such as timing, quantity, other AE parameters

that may be used to scale the magnitude of the acquired ERD (i.e., amplitude,

energy, and intensity), and extrinsic parameters that characterize driving conditions

such as applied tensile load. To extract and integrate the valuable variables, a

multivariable DA is given by [13, 14]

DA : ¼ X1, X2, � � �,Xj, � � �,XN

� � ¼ αij
� �

M�N

¼
α11 � � � α1N

⋮ ⋱ ⋮
αM1 � � � αMN

0
B@

1
CA on Ω

i ¼ 1, 2, 3, . . . ,M, j ¼ 1, 2, 3, . . . ,N

ð1Þ

where Xj ( j¼ 1, 2, 3, . . ., N ) is the jth column vector (also a variate), and the

number of column vectors, N, indicates the number of multi-scale subinterval of DA

(also the multi-scale criteria), which is dependent on AE characteristic parameters

such as amplitude, energy, and intensity. Here, amplitude scale is used to be divided

into N subintervals equably from the lowest scale subinterval X1 to the highest scale

subinterval XN in ascending order. The number of row vectors,M, indicates the total

number of the observation window; here intermittent acquisition is in need. If we let

the observation window be W(i, w, δ), where i is the order of window sequence,

w represents the width of observation window, and the moving step δ¼w [15]. That

i increases when the observation window is moving indicates variation of the

driving conditions (or extrinsic parameters, such as applied tensile load), as

shown in Fig. 1.

Furthermore, the element αij of DA in Eq. (1) is determined as an index function

of x as follows:

αij :¼ Index xð Þij ð2Þ

where the function index(·) means accumulation of the number of acquired x that

represents an acquired ERD in the form of AE signature according to the specified

observation window width and its amplitude scales. Nevertheless, the transforma-

tion from ERD to acquired AE signature involves various influencing factors such

as time, space, physical characteristics, conditions of instrumentation, physical

conditions, and physical characteristics of the solid materials; meanwhile it is not

to be neglected that there exists noise, attenuation, and changes when stress

propagates; hence we symbolize it as
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x ¼ f time, space, physical characteristics, instrumentration andð
physical conditions, physicsof solidmaterialsÞ ð3Þ

where the physical characteristics include variables such as the amplitude, energy,

duration, rise time, and other signal features that may be used to represent the

physics of ERD [14, 16].

In series of our previous works, we have reported the applications of DA to

evaluate the state of damage in a polymeric material (bone cement) [13, 14, 16], but

have not applied it to study the fracture process of paper material. The establish-

ment of DA, a variate of multicomponent, by approaches of the multivariate

analysis, suggests that damage is not only “physical” but also “statistical,” and

lays the foundation for further multi-scale analysis of ERD in such sophisticated

damage system in the fracture process of paper sheets.

As mentioned above, columns of DA are vectors of the evolution of scaled ERD

acquisitions in specified amplitude subinterval, whereas the rows are vectors of the

spectrum of ERD observed in specified observation window. Then corresponding

adequate description of the latter is followed:

DA ¼

Y1
A

⋮
Yi

A

⋮
YM

A

0
BBBB@

1
CCCCA on Ω Yi

A ¼ αi1, αi2, αi3, . . . , αiNð Þ, i ¼ 1, 2, 3, . . . ,M ð4Þ

where Yi
A is the ith row vector, which actually represents one spectrum on distri-

bution of ERD when multi-scale subinterval varies from the minimum αi1 to the

maximum αiN, and its variation from Y1
A to Y A

M
is dependent on present driving

Fig. 1 The intermittent

acquisition diagram,

W(i, w, δ), where i is the
order of window sequence,

w represents the observation

window, the moving

step δ¼w
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conditions, that is to say that when the driving conditions vary (or observation

window moves), the spectrum evolves and ultimately a multivariate DA on evolu-

tion of ERD is established.

2.2 The Application of Gibbs Probability Entropy to Assess
the Evolving Damage States

The Gibbs probabilities of αij are approximated by

pA
ij ¼ αij=L

A
ij

ð5Þ

where LAij is

LA
ij ¼

XN
j¼1

αij ð6Þ

If we replace αij by pAij in Eq. (1), then the resulting probability space matrices of

ERD, DA, is to be

DA : ¼ pA
ij

� �
M�N

¼
pA
11 � � � pA

1N

⋮ ⋱ ⋮
pA
M1 � � � pA

MN

0
@

1
A ¼

P1
A

⋮
Pi
A

⋮
PA

M

0
BBBB@

1
CCCCA ð7Þ

where Pi
A is the probability spectrum of ERD, which can reflect the probability

distribution of the individual scale subinterval in the certain specified observation

window.

An entropy value is employed via Gibbs formula [16, 17]:

S ¼
Z1

0

ρ xð Þln 1=ρ xð Þð Þdx ð8Þ

where ρ(x) is the probability density of the Gibbs continuous function. Let x denote
the amplitude of ERD, so we divide the scales between the lowest amplitude scale

and the highest amplitude scale into the N subintervals in ascending order as follows

(0, 1/N], (1/N, 2/N], . . ., ((N� 1)/N, 1.0]. In the jth scale subinterval the probability is

pij(x)¼
R ð1=NÞj
ð1=NÞð j� 1Þρ(x)dx; then we can get ρij(x)¼ 1/(1/N))

R ð1=NÞj
ð1=NÞðj� 1Þρ(x)

dx¼Npij(x); this gives the following approximation [13, 16]:
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S � s ¼
XN
j¼1

1=Nð Þρij xð Þln 1=ρij
� 	 ¼ XN

j¼1

pij xð Þln 1= Npij xð Þ� 	� 	 ð9Þ

where pij(x) is replaced by pAij in Eq. (5). Naturally, the absolute value of S also is

dependent on various factors: the specified criteria (such number of multi-scale

subintervals, N, and number of observation window, M ), and other factors that

influence ERD. Entropy Smeans uncertainty of information about the occurrence of

ERD. Its minimum value is ln(1/N ), when all acquired ERD fall in the same scale

subinterval, and its maximum value is zero when all ERD are distributed evenly in

every scale subinterval [13]. Thus, the entropy S, as a macroscopic value defined by

Eq. (9), gives a quantified measurement of ERD evolution or fracture process, and

can be used to assess the evolving damage states of materials.

3 Experiments

An experimental method is developed to accomplish the acquisition of ERD in

laboratories.

3.1 Fabrications of Specimen

Samples of paper sheets were prepared by cutting into the standard metal-

specimen-like tension specimens (gauge length is 40 mm, and the width is

20 mm) in using a conventional cutter, as shown in Fig. 2. Adequate and accurate

arc transition area is needed to be reserved with a view to give rise to a uniform and

unidirectional stress state along cross section. In this experiment, the ivory board

(its grammage is 240 g/m2), a high-quality family of paper sheets and wildly used in

cigarette, pharmaceutical, food, and video products in various cassette packaging

and in business card invitation card, certificate, etc. in the printing industry, is used

to illustrate our novel approach. Here, we prepared one group consisted of 20 spec-

imens in mechanical direction (MD).

3.2 Acquisition of Events of Random Damage in Paper
Specimens Subjected to Uniaxial Quasi-Static Tension

Mechanical testing of paper specimens was carried out under identical laboratory

conditions (constant humidity and temperature, about 28 �C, 65 % RH) with a view

to obtain reproducible results since paper is strongly influenced by moisture [7].
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All specimens were loaded continuously to rupture at a constant displacement rate

of 0.75 mm/min using an MTS Universal Tensile Testing Machine (CMT4304).

Meanwhile AE tests were carried out simultaneously with the stress tests by using a

PAC (Physical Acoustics Co.) data acquisition system (Micro- ׀׀ AE of PAC). To

capture the acoustic emission waves, we bonded the piezoelectric sensor onto the

surface of the specimen directly.

Given that paper sheets may be susceptible to binder, two symmetrical sensors

were laid out equidistantly beyond the range of fracture location, where they were

about 20 mm far from the centerline of the gauge length. To exclude the external

noise (mechanical noise mainly) a threshold value 30 dB for the output is defined,

which was determined by setting gradient increasing value of PAC AE instrument

at zero loading until finding one value below which no detectable AE signals exist.

The sensor’s name is NANO-30 and the acoustic signals were preamplified by

40 dB using a preamplifier (PAC) with a band-pass filter of 20–1,200 kHz. The

signals were then fed into a PAC AE measuring system.

After the experiment is properly started, once load reached certain level and AE

amplitude exceeded the predetermined threshold (30 dB), AE data was captured,

and meanwhile the corresponding loading parameter was recorded.

Experimental AE data was then extracted, filtered, and integrated and then a

measurable multivariate DA was then established and entropy S can be applied to

quantify the evolution of ERD. The assessment of ERD damage state is as follows.

All the above is shown in Fig. 2.

Fig. 2 Experimental data

acquisition setup and

assessment flow
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4 Results and Discussion

4.1 Scanning Electron Microscope Study of Paper Specimen

The surface characterization of the morphology of microstructure within fracture

and non-fracture regions of investigated paper sheets (the ivory board) is examined

using SEM, and the obvious white spots or areas are damage regions, as shown

in Fig. 3.

It is obvious that the crack line of paper sheet presents nonlinear (it is found to

self-affine in some studies) in Fig. 3a. The nonlinearity of paper fracture may relate

to the disordered geometry of the fiber network, local mass nonuniformity, local-

ization of existing inherent or newly generated damage inside paper sheet, and other

factors those together result in disorder of stress field during fracture, which

inevitably implies the randomness and complexity of fracture process. In

non-fracture regions (Fig. 3b), the obvious white spots or areas are damage regions,

which are developed by the increasing stress, or also in manufacturing and

converting process. The fracture region is further amplified in Fig. 3c for detailed

view; white fibers were filled out and space information was obvious (the dark grey

of surface is the color of clad layer made before SEM procedure). In order to

observe the fracture fibers more clearly, the local region is further amplified in

Fig. 3d, where every individual fiber is distinguishable and morphology of fiber tip

is sickle shaped, which is very close to raw wood fibers.

Fig. 3 (a) Overview of fracture, (b) non-fracture region, (c) detailed view of fracture region,

(d) broken or raw fibers
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As mentioned, it is reasonable to describe fracture process as follows: when

submitted to mechanical loading to a certain level, the paper sheet enters the

initiation of an irreversible random damage state activated from certain defects

(e.g., existing damage or newly generated damage in use), which is regarded as

weak spots or areas. If overstressed, the specimen ruptured completely, when a

nonlinear trace of rupture is behind.

In Fig. 4a, the internal structure of the network in cross section is layered. Most

of the failure fibers are observed to be partial and the orientation of the stretched

fibers corresponds to the direction of the tensile direction. The shape of fibers is

disordered and their surfaces are curved. Besides, closely nonfibrous components

(such as fillers and fines) between fibers can be observed. Therefore, we concluded

that when fibers were filled out from network body during fracture process, besides

fiber breakage and the fiber–fiber bond failure, the damage mechanism in the

structure also included delamination between fibers and nonfibrous components,

disintegration of nonfibrous components, and “fretting” between different compo-

nents (that is, the friction in dislocation of fibers).

4.2 The Amplitude Spectrum of DA to Reveal the Evolution
of Multi-scale Events of Random Damage

We first examine the amplitude spectrum of DA. In this work, the amplitude of

acquired ERD was divided into 20 scales (N¼ 20), and the width of observation

was 0.25 N/mm (w¼ 0.25 N/mm). In Fig. 5a, every individual amplitude spectrum

shows the distribution shape of no. of ERD covering all scales of amplitude at a

certain observation window (here tensile strength is used as observation criteria),

and also shows the evolution of amplitude spectrum with moving observation

window during fracture process. Furthermore Fig. 5b also shows variation of the

amplitude spectrum of DA more obviously in 3D. Then we make the following

observations:

Fig. 4 Cross section of investigated paper material (ivory board)
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1. Initially, low-amplitude ERD is dominant, as T increases, and higher amplitude

ERD emerge and gradually populate more bandwidth of the spectrum during

fracture process. Assumption, cited in our previous work, is that, statistically

each random damage mode would cover a certain range of ERD amplitudes, here

spectrum that presents continuously spreading means changing random damage

modes.

2. In the preceding phase (about T �10.5 N/mm), the no. of ERD is less (average

value is less than one mostly) and nearly all are of low amplitudes (most in 30–

40 dB). Thus we make the following analysis: since the amplitudes are propor-

tional to the energy released by the responsive ERD, it is reasonable to infer that

in the preceding phase at these tensile-strength levels those ERD releasing lower

energy occur in the modes of weak debonding, fibril breakage, and other

initiation of low-energy-intensive micro-damage [9]; hence acoustic emission

activity is less pronounced and their numerous amplitudes are below the

predetermined threshold (30 dB), so it is hard to capture them and exhibits

small group of data. As a whole, this phase will remain for a substantial long

term all over fracture process. The physical nature of this phenomenon may be

determined by rheological nature of paper material causing a long ductile/elastic

stage under quasi-static tensile, which is influenced by instrumentation and

physical conditions at the same time.

3. After T >10.5 N/mm, ERD (some average no. of ERD >1) begin to occur

noticeably. Appreciable ERD begin to team with increasing T due to the

increasing severity degree of damage activities, when higher energy-intensive

micro-damage, such as failure of fiber–fiber bonds with high bonding energy and

mass fiber–fiber breakages begin to appear.

4. The no. of ERD (Fig. 5a) shows a monotonic decreasing trend with increasing

amplitude scale at specified tensile strength level, but no. changes insignificantly

in the last subinterval, especially after T >10.5 N/mm. No. of ERD (Fig. 5b) in

same scale increases monotonically with increasing T except in the last stage,

when the shape of amplitude spectrum of ERD toboggans at about 12.5 N/mm,

which becomes a precursor to the failure of paper specimens.
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Fig. 5 The amplitude spectrum of DA distributions in paper specimens in MD. Here, the

amplitude of acquired ERD was divided into 20 scales (N¼ 20), and width of observation window

was 0.25 N/mm (w¼ 0.25 N/mm). (a) 2D, (b) 3D
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5. Last but not the least, we should not overlook one observation that the amplitude

of ERD just can reach about 50–65 dB mostly, and ERD whose amplitude is

higher than 65 dB is nearly “total blank.” Only at high level of stress

(T >12.75 N/mm) ERD rarely appears at about 99 dB, when it is thought to be

the moment of paper sheets ruptured and audible sounds produced.

4.3 Probability Spectrum Space of DA to Reveal
the Evolution of Multi-scale Events of Random Damage

Figure 6 shows the similar results given in Fig. 5, but now presented using

probability distribution DA . In Fig. 6a, multiple probability spectrum being put

together seems to be disordered, but it is obvious that ultimately all the probability

spectrums overlap to the same null line after about 65 dB, which means amplitude

of ERD rarely goes beyond 65 dB. In Fig. 6b, the shape of probability spectrum

appears smoother with the increasing observation levels, which indicates higher

amplitude of ERD accounts for less and less proportion in all amplitudes with the

ever-increasing T.

4.4 Trajectory of Damage States to Assess the Fracture
Process of Paper Specimens

When entropy S is correlated with the applied tensile strength, we get trajectory of

damage states (TDS), namely S� T curve. As shown, it is difficult to distinguish

from different various stages of fracture process in Fig. 7a (the tensile strength

vs. entropy curve figure), while more details of fracture process were easily showed

in Fig. 7b (tensile strength vs. entropy curve figure).

In Fig. 7b, data fluctuation of S value at certain T value is inevitable due to

statistical effects of mass specimen’s data, which, however, have been smoothed by

using a moving average algorithm. Next we shall show how S can be used to

recognize and assess the evolving damage states in fracture process. Overall, the
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Fig. 6 The probability spectrum space of DA under tension. (a) 2D, (b) 3D

Statistical Analysis of Events of Random Damage in Assessing Fracture. . . 277



S� T curve is clearly distinguished according to the variations of the tendency of S:
zero stage (labels O–A), slow growth stage (labels A–B), rapid growth stage (labels

B–C), and failure (after point C). The increase of S value demonstrates increase of

the uncertainty on damage states. The fracture process can be divided into the

following successive stages:

1. Firstly, during zero stage (labels O–A), S remains almost at the least value

(S¼�2.9957), when none of the ERD appears but remarkably the stress has

been increasing.

2. Secondly, during slow growth stage (labels A–B, dS/dTA�B> 0 mostly), from

point A the entropy S begins to increase, which implies the initiation of fracture

process.

These above two stages (before at critical point B) correspond to the preced-

ing phase (about T �10.5 N/mm) in Fig. 5 when the no. of ERD is less (average

is less than one mostly) and nearly all that have low amplitudes (most in 30–

40 dB) in weak damage modes (such as feeble debonding, fibril breakage, and

other initiation of low-energy-intensive micro-damage) are dominant.

3. Thirdly, the rapid growth stage (labels B–C, dS/dTC�D> dS/dTA�B mostly)

illustrates that more and severe ERD such as fiber failure begin to emerge.

This stage corresponds to the noticeable occurrence of ERD (after T >10.5 N/

mm) in Fig. 5, when appreciable ERD begin to team with increasing T due to the

increasing severity of damage activities.

On the whole, entropy S (dS/dT> 0) keeps increasing with the growth of

T (the moving of observation window) until the peak value point C, but consis-

tent S (dS/dT¼ 0) seems not to be existent. Meanwhile, this state corresponds to

continuous-spreading spectrum that demonstrates changing random damage

modes in Fig. 5, which evidenced the law that evolution of ERD tends to

maximize the value of probabilistic entropy. Therefore, this evaluates the con-

clusion that the more the observed amplitudes will be spread out over the

available range, the more the different random damage modes are present, and

so the larger will be the entropy.
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of damage states (TDS) for paper specimens in MD under tensile loading
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4. The S� T curve bends downward abruptly as soon as after C point, and then the

degree of dispersion is larger and larger. Once this stage is entered, the paper

sheets must approach failure.

Synthesizing those mentioned above, TDS shows an excellent agreement with

the abovementioned spectrum in Fig. 5 and provides a realistic description of

whole fracture process. Actually, the critical points A, B, C, and D present the

transition zone of knee in TDS. The first stage (labels O–A) in TDS corresponds to

the viscoelastic behavior of paper material (Fig. 7a), and only after that (in visco-

plastic stage) the acoustic activities begin to occur progressively [7, 12]. Presently,

it is not yet clear whether the critical phenomenon of TDS is associated with any

mechanical significance of paper material.

4.5 The Influence of Width of Observation Window, w,
on Trajectory of Damage States

Criteria assume that the acquiring ERD were divided into 20 scales and the width of

observation window was 0.25 N/mm in the abovementioned TDS (N¼ 20,

w¼ 0.25 N/mm). These, and others, may have given a relative adequate character-

ization and evaluation of the fracture process in paper sheets. If the width of

observation window, w, is different, TDS is dissimilar correspondingly. Figure 8
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Fig. 8 Trajectory of damage states (TDS) for different widths of observation window. (a) w¼ 0.5,

(b) w¼ 1.5, (c) w¼ 2, (d) w¼ 3
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shows transient curves at w ranging from 0.5 to 3 N/mm. The larger the w is set, the

more smooth the S� T curve looks due to cumulative effect of observation window.

But the apparent advantage of larger observation width is capability of grasping the

whole growing trend of S, which, however, may potentially overwhelm useful

transient details of fracture process. We call this phenomenon as “fuzzy effect”

from the point to surface in observation window. The extremity of max observation

width is just a slop line joining several points, and the value of S, on the

whole, keeps increasing in a sense. All curves (covering different w value) indicate

that an approximate trend of entropy S is increasing, but fluctuates frequently in

detailed section.

Presently the influence of width of observation window, w, on TDS is just in a

“smeared out” sense in terms of presenting the evolution nature of fracture process,

if we must term it, comprehensively termed “multi-width of observation window”

provisionally. The idea is that w are “elastic” and can be determined by degrees of

truth needed. Practically, the width of the observation window depends on material

itself and damage style (such as loading state, loading styles). This finding again

deserves further investigations.

Obviously, it is desirable to combine the usage of some or all multi-width of

observation window when comprehensive and systematic inquiry is required.

5 Conclusion

This investigation herein presents an experimental, computational, and data-

enabled method to study the statistics of ERD in fracture process in paper sheets

subjected to tensile load. An experimental means has been developed to make

characterization and evaluation of fracture process in paper sheets with view to its

difficulties of theoretical study, of which the acquisition of ERD based on AE

monitoring in paper specimens subjected to uniaxial quasi-static tension was

recorded real timely. A multivariate approach to quantify the evolution of ERD

laid the foundation for further multi-scale analysis of ERD in such sophisticated

damage system in the fracture process of paper sheets. It was found that the

spectrum of multi-scale ERD represented fracture process under a nominal stress

field and laid broad merit for studying the physical nature of the actual damage

evolution. The trajectory of damage state (TDS), namely S� T relationship, was

proposed to provide a realistic description of fracture process on a nonequilibrium

damage system involving multiple space and time scales in fracture process, which

display the evolution of detailed stages by data-enabled method. Hence the Gibbs

probability entropy S was employed to recognize and assess evolving irreversible

damage states successfully.

The investigation tells a story about a novel method to study the statistical

analysis of damage evolution based on a multicomponent variate in paper material.

But, this is not the end of the story. Further efforts are therefore required to make for
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better understanding of the fracture process involving its physical and mechanical

properties in paper material.
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The Use of Acoustic Emission

for the Construction of a Generalized

Fatigue Diagram of Metals and Alloys

O.V. Bashkov, T.I. Bashkova, and A.A. Popkova

Abstract The chapter presents results of acoustic emission (AE) studies of the

stages of fatigue fracture of steels and aluminum alloys. Studies were conducted to

review the technique of constructing generalized fatigue diagrams of various metals

and alloys using the AE method, which greatly reduces the number of tests

conducted using fractography. Fatigue stages at tests of sample alloys were iden-

tified from the activity of AE signals emitted by various types of AE sources

(dislocations, micro- and macrocracks). Separation of the AE source types was

made on the basis of an analysis of the distribution of “AE signal energy EAE

vs. frequency parameter Kf.” Generalized fatigue diagrams of some alloys were

built according to the results of fatigue tests with different maximum stress values.

1 Introduction

A wide variety of engineering manufactures and constructions are used under

conditions of cyclic strain. A material’s properties, which influence the durability

of constructions, determined by the resistance variable external stress.

At the present time, the evolution of dislocations and fault structures of metal

materials at cyclic loading is considered to be stepwise. In 1928, B. P. Heig [1]

revealed the staging of velocity accumulation of heat in fatigue tests. In the works

of V. S. Ivanova, V. F. Terentyev, S. Kocanda, et al. [2–4], the process of fatigue

fracture was divided into four periods on the basis of the studies of mechanical

properties and fractography analysis: (1) incubation; (2) development of

microcracks; (3) irreversible damage; and (4) destruction. The first period includes
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three stages: I—cyclic microyield; II—cyclic yield; III—cyclic hardening.

The second period comprises stage IV—propagation of submicrocracks up to the

size of microcracks. The third period includes the step of microcrack propagation

up to the size of macrocracks (stage V). The fourth period is the shortest and

comprises the step of failure (stage VI). Stages were named by analogy with the

static deformation. For different materials, research findings were the basis for

generalized fatigue diagram division at the stage of fatigue (Fig. 1). Study of AE

stages of fatigue-crack propagation in materials presented in [5, 6].

In this chapter, AE data during cyclic deformation of various alloys (steel,

titanium alloy, aluminum alloy) were analyzed in order to construct generalized

fatigue diagrams for these alloys.

2 Materials and Methods of Investigation

Studies were carried out on metal alloys that are actively used in industry and

aircraft: aluminum alloy 2024, steel 20. Samples were made of sheet material with a

thickness of 2 mm by cutting the electrical discharge circuit. Samples were in the

form of an isosceles triangle (a beam with equal stress) (Fig. 2). Form samples were

chosen to ensure an equal probability of damage accumulation over the entire

surface of the sample material.

The authors developed a testing machine to test samples from different alloys on

cyclic fatigue.

The test facility ensures the division of contours of constructive metal connec-

tions by laying a sound-absorbing material. The testing machine carries out cyclic

tests of samples by a console bend. A structural kinematic scheme of the testing

machine is shown in Fig. 3.

On the massive passive grip 5, sample 3 is attached to frame 8 through absorbing

elements 7. The piezoelectric sensor 4 is mounted on the sample. The movable

portion of the sample is also attached through absorbing elements 2 to movable

gripper 1. Movable gripper 1 is driven by a crank mechanism 9 through pusher

c
yσ

σ

cyclesN,

I II III IV

V

VI

4321

Fig. 1 Schematic

representation of the

diagrams of fatigue: σR—
fatigue limit; σcy—cyclic

yield stress limit
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6. Cyclic tests were carried out according to the scheme of the cyclic bending

samples with fixed end at a frequency of 29 Hz. The piezoelectric sensor has a

frequency bandwidth of 50–550 kHz.

Studies were conducted on a given test program: Some of the samples were

brought to destruction; the others were adjusted to varying degrees with differing

numbers of fatigue load cycles. Themaximum stress in the test was set to be less than

the yield stress. Each series of tests was carried out for at least two stresses. After

reaching a predetermined number of cycles, testing was stopped, and microstruc-

tural studies were performed to detect microcracks in the samples. To do this,

samples were cut using a cutting spark along the plane dividing them into

two equal symmetrical halves. The analysis of AE signals was performed using

the AE signal separation technique developed by the authors. AE signals were

1

9

52 43

76

8

Fig. 3 Structural kinematic

scheme of testing machine

Fig. 2 Sample mounted in

the test apparatus for cyclic

tests
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divided into various types of emitted sources [7]: dislocations (the sources of plastic

deformation), micro- and macrocracks.

As a result of previous studies, AE signals were classified by source types based

on the analysis of the two-parameter distribution AE energy EAE between the

frequency coefficient Kf (EAE vs. Kf) (Fig. 4).

The frequency coefficient Kf was determined from the calculated coefficients of

the wavelet decomposition of AE signals. Kf is defined as the sum of standard

deviations of AE signals’ wavelet decomposition coefficients.

The wavelet transform was carried out on the basis of wavelet db8. The

frequency coefficient Kf shows the contribution of a frequency component in a

signal:

stdFQj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

xji � xj
� �2

vuut ,

Kf ¼
Xm
j¼1

stdFQj � mþ 1� jð Þ� ��Xm
j¼1

stdFQj

� �
,

where stdFQj is the standard deviation of the j-th wavelet decomposition coefficient

of AE signal, n is the number of discrete samplings of AE signal, m is the number of

the wavelet decomposition coefficients, xji is the value of the i-th discrete sampling

of the j-th wavelet decomposition coefficient, and xj is the mean value of the j-th
wavelet decomposition coefficient.

The physical sense of frequency coefficient Kf can be defined as the contribution

of the frequency component of the wavelet decomposition in the AE signal as a

whole.

To establish the membership of AE signals recorded during the deformation and

failure of various materials, researchers have conducted numerous tests. The tests

were conducted under static tension/compression and cyclic loading conditions.

A
E

 e
ne

rg
y 

E
A

E

Frequency coefficient Kf

(3)

(2)

(1)

Fig. 4 Two-parameter

distribution EAE vs. Kf:

(1) dislocations;

(2) microcracks;

(3) macrocracks
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The distributions affect the geometric factor (sample size) and hardware parame-

ters. The results of the separation of AE signals are not influenced by the type of

alloy, as the origin and size of AE sources (microcracks, dislocations) are identical

[8–10]. Thus, the same types of samples were prepared by common types of

classification parameters for AE sources.

3 Research Results

Analysis of AE signals during the period from the formation of cyclic fatigue until

the destruction of the samples showed that the accumulation of damage has a stage

character. We found that testing the sample at various maximum tensions maintains

the stage character and the number of selected stages. Schematically, the nature of

the AE count for AE signals emitted by various AE sources is as follows (Fig. 5).

Based on the total AE diagrams obtained with test alloys of aluminum, titanium,

and steel at various maximum tension cycles, stages of cyclic fatigue have been

allocated. These stages have been allocated on the basis of the analysis of the nature

of the AE count radiated from various AE sources.

From AE signals recorded during the test, there are graphs of the two-parameter

distribution EAE�Kf. Figure 6 shows diagrams of the two-parameter distribution

EAE�Kf AE signals recorded in samples of aluminum alloy 2024, brought to

destruction with varying stress amplitudes of the cycle.

The distribution of EAE�Kf AE signals was divided into different groups

according to the method developed earlier for materials under the static test.

After this procedure, we divided the signals into different types of AE sources:

dislocations, microcracks, and macrocracks.

The distribution indicates the separation of AE signals on the types of sources:

1. Dislocations: (Kf> 3.5) \ (ЕAE< 0.5 mV2 s);

Cycles (lg N)

A
E

 c
ou

nt

I II III IV

IV’

V

VI

2

1

Fig. 5 Schematic representation of AE count NAE¼ f(N ) at the damage accumulation during

cyclic fatigue: (1) AE count of dislocation-type AE sources; (2) AE count of AE sources at the

formation and development of microcracks
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2. Microcracks: [(0.5<ЕAE< 20 mV2 s) \ (Kf> 3.5)] [ [(ЕAE< 20 mV2 s) \
(Kf< 3.5)];

3. Macrocracks: (Kf< 3.5) \ (ЕAE> 20 mV2 s).

Macrocracks differed from microcracks in that the elongation of the crack for

оne episode of AE signal radiation was greater than 5–10 μm.

After the signals are separated into groups on the same graph plots, separate

storage of AE signals is constructed, as shown in Fig. 5. Diagrams of the AE count

for samples of aluminum alloy 2024 are presented in Fig. 7.

A graphical account of AE (Fig. 7) allows an indirect assessment of the evolu-

tion of defect accumulation at various stages of fatigue. This becomes possible

when analyzing the activity of different types of AE sources (dislocations,

microcracks, and macrocracks).

Unlike classic endurance tests, studies outlined in the work were carried out on a

small number of samples for each test point and do not exceed three. Each of the
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Fig. 7 AE count of different types of AE sources when testing samples of alloy 2024 [(1) dislo-

cation, (2) microcracks]: (a) σmax¼ 218 MPa; (b) σmax¼ 235 MPa
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Fig. 6 Two-parameter distributionEAE vs.Kfwhen testing samples of alloy 2024 [(1) dislocations,

(2) microcracks, (3) macrocracks, (the sources of plastic deformation)]: (а) σmax¼ 218 MPa; (b)

σmax¼ 235 MPa

288 O.V. Bashkov et al.



samples of the test material has an absolutely distinct structure within which

statistical confidence is a major factor determining the endurance of the material

at a given stress level. Based on this hypothesis, the evolution of the defect structure

of the material under cyclic loading must respect general registration patterns of AE

signals in the accumulation of fatigue. Figure 6 contains graphs of AE count for

various sources under cyclic loading of 2024 alloy samples with different stress

amplitudes σmax. One should note the presence of common trends and patterns of

change in the accumulation of AE signals not only in view of the graphs, but also

for all of the tests of samples of this alloy.

We can identify many small steps in each of the graphs, causing the change

in the slope of curves accounting for AE, considering the unsteady development of

the accumulation of fatigue. However, the selection and explanation of cyclic

fatigue stages on basis of the AE data was possible only on set graphs of AE

count various signal types.

Based on diagrams of AE count obtained when testing aluminum, titanium

alloys, and steel for various values of maximum stress, we allocated stages of

cyclic fatigue. These stages have been allocated by analyzing patterns of accumu-

lation of AE signals emitted by different AE sources.

4 Discussion

Below is the technique for separation of fatigue stages on the analysis of AE count

graphs for AE signals of various types (Fig. 6). Phase I has a minor extent and has

relatively low activity of both types of AE signals.

In stage II, there is an increase in the activity of dislocation-type AE signals

associated with the general cyclic yield, and the average count rate over the term of

the AE stage II peaks in comparison with the other stages. The activity of

microcrackstypes AE signals in stage II is minimal.

Stage III, as a rule, is the most prolonged and has a low counting rate of AE

signals of all types. During phase III, the basic processes of hardening or softening

of the alloy occur.

Stage IV is characterized by an increased activity of the AE signals emitted by

the formation of microcracks and dislocation-type AE signals. Is observed typical

for microcracks propagation increase the activity of dislocation-type AE signals

with subsequent relaxation.
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In stage V, the activity of AE signals emitted of the dislocation type and

microcracks may decrease due to deformation localization by combining multiple

cracks in a small number of macrocracks.

During the short-term stage VI, a fuller sample occurs, accompanied by bursts of

activity signals of all types due to the high growth rate of the main crack. A

generalized fatigue diagram was built on leased stages for 2024 aluminum alloy

and carbon steel 20 (Fig. 8).
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Deflection on Hit-Count Curves in Acoustic

Emission Could Reflect the Damage Extent

of C/C Composite Material Structure

Haibei Gu, Peng Ge, Kai Zhang, and Guoliang Wang

Abstract Counts of each hit are related to the damage extent of C/C composite

material structure. The relative curves of Hit and Count as well as Hit and Energy of

AE, attained from static load procedure of C/C composite structure, could reflect

the severity of damage extent in a quite noticeable way—the ascending curves of

Hit and Count as well as Hit and Energy deviate from their prior linearity and

deflection point appears in a sudden when more severe damage occurs; and the ratio

of load at this time to the final fracture load is steady for a certain structure. This

method could early warn the failure of C/C composite structure effectively and

estimate the fracture load. This phenomenon could also provide some suggestion to

interpret the evolution of damage field of composite structure.

1 Introduction

Observing the acoustic emission (AE) data of the composite structure in loading

process, a general principle would be found: The Counts-cumulative histogram of

the channel near to area of final structural damage is prominent comparing with that

of the other channels. But the hits-cumulative histogram is not so obvious. In the

process of structure destruction from damage occurrence to damage extension

under load, what are the growing rules of the Counts and Hits of each channel

like? Is there a specific relationship between the correlation of the two parameters

and the extent of structural damage?
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From the definition of AE counts [1] it can be estimated that counts of each AE

hit are associated with threshold. In addition, it is also associated with duration,

frequency, and amplitude of the signal. In case of a fixed threshold, higher

frequency, longer duration, and greater amplitude all lead to more counts.

Literature [2] shows that damage mode of the composite material mainly includes

matrix cracking, interfacial damage, and fiber breakage. In these types of damage,

the two modes of base material macro-cracking and fiber breakage are quite serious

and close to the whole damage under different damage mode. Interfacial damage

also includes disconnect of the matrix and fiber interface, fiber pull-out, separation

between layers etc. Fiber breakage also includes positive off of the fibers, fiber

splitting, etc. The research of Meng et al. [3] shows that the damage process at first

is the damage of original defects, and then is the interfacial damage and separation

of matrix of fiber bundles accompanied by a small amount of monofilament

breakage inside the fiber bundles, and at last is the mass of the fiber bundle breakage

and pulling out. Interfacial damage and separation of matrix of fiber bundle are

corresponding to higher amplitude, longer duration, and greater energy AE signals.

So it was preliminary estimated that the prominent character of counts comparing

with hits corresponding to structural damage is not an accidental phenomenon. It

may be related with feature of AE signals under different damage extents of

composite material structure. How does the damage extent of composite material

structure become severe in loading process? When does it generate more serious

stress wave? Could it be reflected by the relationship between the two parameters?

2 Damage Development Model

Define a specific physical quantity as the material damage field, which can be

determined by its existence of a group of parameters in space and time. These

parameters are separated as basic parameters and educed parameters. Basic param-

eters contain time, amounts, size, and so forth of damage which together constitute

basic sub-parameters. Educed parameters contain the other ones, including the

growth and form of crack, the location of damage, etc., which constitute the educed

sub-parameters. From the energy point, damage development is actually a stress

energy-releasing procedure. Much research has proven that stress wave and the

physical characters are related. For example, amplitude and energy of wave are in

direct relation with the extent of damage. Stress wave occurs when the damage

starts [4]. In this chapter, we aim to find some parameters of stress wave which

could reflect the extent of damage.

There are some initial flaws in composite material structures, which result in

amounts of acoustic emission activities during its first loading procedure. However,

the trifle flaws such asmicro-displacement arouse stress wavewith low amplitude and

energy. Owing to the randomness of the initial flaw, the location, time, size, and speed

of damage are random. But with the development of trifle flaws, the location and

extent of damage occurrences becomemore certain. Specifically, trifle flaws grow and
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accumulate to bigger ones, resulting in reduction ofmechanical performance and then

further development of damage. And then the location of the major damage becomes

certain, which evolves into the final failure source. During the evolution of damage,

the characteristics of acoustic emission signals change as well.

In this chapter, we aim to find the turning point where trifle flaws grow into

severe damage, from analyzing the development principle of Hits and Counts in

composite material structure.

3 Experiment and Analysis

In this chapter, C/C composite material is tested and analyzed during the procedure

of its steady load to breakup; AE parameters are analyzed.

3.1 AE Monitor of Experiment

To analyze the regular patterns of acoustic emission activities from damage

occurrences till its breakup of C/C composite material under load, three groups of

composite tubular test specimens were imposed on static load. These three test

specimens were of similar form and under the same load of stretching and torsion.

Each specimen experienced load twice—in the first process, loadwas under the safety

one, while in the second process, load grew higher until the final specimen failure.

Time—Hits and Time—Counts curve during the first loading process is shown

in Fig. 1. The growth trends of the two curves are quite similar in spite of their

difference in magnitude. The same type of figure during the second loading process

Fig. 1 Curve of AE Hits

and Counts with slight

damage
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is shown in Figs. 2 and 3. It is noticed that the two curves separate from each other

after 500 s and the trend of their separation grows until the final breakup (Fig. 4).

In order to elucidate the two parameters’ relation during their growth, put them on

the two axes of figure. The relation curves of the two load process are presented in

Fig. 5. It could be noticed that Hits and Counts grow in similar trend and are in linear

relation. This indicates that, though Counts of each Hit are different, each AE event

occurs in different position and amplitude, and their average Counts are steady. They

are in accordance with the statistical characteristics. This phenomenon keeps with the

AE principle ofmetal fatigue crack propagation test. This period of acoustic emission

from damage source could be regarded as a steady stochastic process. Its randomness

is clearly shown in Fig. 9. However, when the damage develops to severe state, a

deflection point appears on the relation curve, which means that Counts of each Hit

increase dramatically. This course may occur several times until the structure fails.

Fig. 2 Separate curves of AE Hits and Counts with severe damage to structure failure.

(a) Total curves. (b) Rescaled curves

Fig. 3 Photos of specimen failures under static load
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Every saltation corresponds to a series of Hits with great number of Counts, which is

clarified in Fig. 9. Series of Hits with amounts of Counts was considered to relatewith

the damage mode of macroscopic size of interface delamination and fiber evulsion.

This speculation is verified examining the wrecked specimen. The photos of the

wrecked specimens are shown in Fig. 3.

Fig. 4 Relation curve of Hits and Counts with different damage extent

Fig. 5 Counts of each Hit with different damage extent
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3.2 Discussion of the Experiment Results

There are two periods of damage development. One is steady developing period, in

which slight damage occurs stochastically both in time and in space; it is defined as

period S and damage extent is tiny in this period. The other is directed developing

period, in which one or more main damage source is conceived and begins to lead

the trend of the whole damage field; it is defined as period D and damage extent

becomes severe in this period. We call the Counts of AE Kt, and call Hits of the AE

event Ht. Then when T is larger than some constant T0, if

ðtþT

t

κt=Htð Þ ¼ Const,

determine damage fall into period S; else if

ðtþT

t

κt=Htð Þ ¼ Const� 1þ x%ð Þ,

determine period S finishes and damage extent becomes severe.

Besides, the accumulative curve of energy growing with hit presents similar

principles in the two different extents of damage. The relation curves are shown in

Figs. 6 and 7.

If we define the increase of uncertainty of stress wave from damage as entropy

production, in the period S, damage extent is trifle, and entropy production

is steady. With the increase of load, tiny damage source merges to greater ones

and some main damage source outstands; entropy production process stops.

Meanwhile, stress waves from these greater damage sources change greatly

as well, of which amplitude, frequency, duration, and so forth are separated

from the former ones. This course presented in this chapter is the appearance of

a series of Hit with much more Count, or the deflection point on the relative curve

of Hit and Count.

There is another interesting phenomenon that the proportion of load at the

deflection point to the final breakup load is in some certain range. Take the three

experiments mentioned for example; the ratio is listed in Table 1.

3.3 Traditional AE Method to Evaluate the Damage Extent

To confirm and contrast with traditional AE method, Time-Amplitude distribution

figures of the two procedure of load are shown is Figs. 8 and 9. It is noticed

that the inflection point appears when the AE event with larger amplitude
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Fig. 7 Relation curves of Hit and Energy with severe damage to failure

Fig. 6 Relation curves of Hit and Count as well as Energy with slight damage

Table 1 Deflection point

load and breakup load ratio
Test article no. 1 2 3

Deflection point load 38.5 23.8 39.3

Breakup load 44.4 27.4 45.4

Ratio 86.7 % 86.9 % 86.5 %



(Amplitude >80 dB) becomes more. These two methods could be verified by each

other. Both indicate that the current of the development of damage field changes,

damage extent becomes larger, and further load may result in breakup of the

structure. But evaluating the damage extent relying on Time-Amplitude distribution

figure is a little empirical: the question that how many AE events with large

amplitude indicate the change of damage filed is uncertain. This may result in

wrong judgment, while the correlation curve of Hits and Counts, with appropriate

threshold, could supplement in resolving this problem.

4 Conclusion

Acoustic emission parameters, Hits and Counts as well as Energy of the structure

standing under load, could reflect the damage extent of C/C composite material

structure, and precaution the breakup of it. The details of the principle could be

expressed as follows:

With slight damage, properties of the AE signal from tiny source of damage

in composite material structure are under the stationary probability distribution,

the rising ratios of the two parameters are equal, and the correlation curve of Hits

and Counts is presented as a straight line; when the damage extent becomes severe,

Fig. 8 Time-Amplitude distribution figure with slight damage

Fig. 9 Time-amplitude distribution figure of AE when loading up to fail
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a group of Hits series with large number of Counts occurs, which results in

inflection point on the correlation curve; gradient of the enveloping line of the

curve becomes larger evidently and then returns back. This procedure may recur

several times, until the breakup of the structure.

For some specific C/C composite material structure, the load when the first series

of Hits with large Counts occurs, and the first inflection point appears on the

correlation line, is of certain proportion of the final breakup load (in this chapter,

the proportion is about 85 %). Therefore, these correlation lines could precaution

the static load breakup of C/C composite material structures and estimate the final

breakup load.
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Acoustic Research on the Damage

Mechanism of Carbon Fiber

Composite Materials

Bing Wang, Yanlei Liu, and Shuiping Sheng

Abstract This thesis involves the study about different processes including the

tensile fracture, inter-layer tear or avulsion, as well as the interlaminar shear or

split regarding carbon fiber composite materials with the aid of acoustic emission

technique. Also, various acoustic emission signals that are released by composite

samples in the process of fracture are analyzed. As is indicated by the test results,

different acoustic emissive signals that are released by carbon fiber layers in

various stages of damage and fracture bear different characteristics. Acoustic

detection can effectively monitor the whole stage of elastic deformation, the

damage development, and even the accumulation process while figuring out in

an efficient manner about the internal activities of the composites, plus the diverse

types of damages. In addition, its fabulous application value lies in its relevant

structural evaluation as well as the evaluation of integrity with regard to carbon

fiber composite.

1 Introduction

With the gradually increasing application of carbon fiber composite materials in the

fields of pressure vessel, aerospace, and likewise [1–3], the analysis of damage

modes (breakage, split-level, or opening) of composite materials and overall integ-

rity detection has been done a lot. Due to the rapid release of the energies during the

destruction process of material, the phenomenon of acoustic emission (AE) is

induced, which causes the acoustic emission to carry a particular sensitivity toward

the defect initiation and extension [4–6]. Acoustic emission technology is not only
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the nondestructive testing method of internal defects and damages, but also more

and more an essential method in the course of material performance (including

fracture properties and mechanical performance) study, strength test, and service

life evaluation.

In this chapter, the static tensile test and bending opening test have been carried

out with the carbon fiber composite material. At the same time the special acoustic

emission equipment imported from the PAC company in the USA has been applied

throughout the whole acquisition process of various acoustic emission signals.

Also, the counting, energy, and other parameters as well as waveforms are all

analyzed. Combined with the mechanical properties of composite materials, this

chapter discusses the correspondence of damage behavior of composites and the

AE signal characteristics, thus providing reliable reference for the study of the AE

techniques in composite material’s damage mechanism and relevant safety perfor-

mance evaluation.

2 Experiments

The tensile test uses the carbon fiber [0/90] 4 s composite material supplied by the

Zhejiang University, the sample size being 250� 25� 1.8. The mixed-mode sam-

ple is of the size of 150� 20� 3. The gap at the end of sample had length of 25 mm,

where tow layering mode (the opening and shearing) can be formed. At the same

time, bury the teflon film of 50 mm long and 0.02 mm in length into the surface of

the geometry, and accordingly the prefabricated delamination is completed.

Load the sample with the aid of MTS 810-type material testing machine. Take

Samos-48 made in PAC as the AE detector. The defined peak time 50 μs is set as
the AE parameter, the definition of impact time as 200 μs, impact lock time 300 μs,
threshold value 40 dB, vacuum grease as the coupling agent. The R15I-type

sensor is coiled and fixed on the sample. The test units involved are shown in

Figs. 1 and 2, respectively.

3 Test Result and Analysis

Tensile stress–strain curve of the sample is shown in Fig. 3. In the initial stretching

period, the material shows a linear increase stress with the strain (B-M). This phase

is called the elastic deformation stage, as in the phase the material presents a good

resistance to the deformation as a whole showing its internal state of stability. With

the further increase of load in the Zone M-Y, the stress manifests a nonlinear rise

with the increase of strain. The underlying reason is primarily that the high stress

causes interface debonding, delamination, and matrix shear failure. Those defects

such as remaining gaps in the course of manufacturing encounters with the stresses

that has concentrated to a certain extent and eventually arouse partial damages.

This process is actually part of the damage development and accumulation stage.
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The main damage forms include interlayer shedding, fiber fracture, and longitudinal

splitting.

The mixed-mode displacement-load curve is shown in Fig. 4. At the beginning

of loading, the load shows a linear growth with the increase of load displacement,

making a good linear loading stage a (0–95 s). It reflects the micro damage

accumulation in the interface and interlamination, with the interlaminar shear

force being the layering force. When the load exceeds the critical value of

interlaminar shear, microcosmic rupture occurs between layers. There shows a

weak nonlinear process b (95–160 s), during which period the interlaminar fiber

and bonding surface meet continuous tensile force and shearing force that induce

fracture in succession. Macroscopic observation at the moment says that there

Fig. 2 Bending test device

Fig. 1 Tensile test device
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has been relative dislocation between the layers, and the prefabricated film has its

layer gradually opening and load slightly descending. What follows is a controlla-

ble and stable layer-by-layer extension process, namely in this very process the

displacement continues to increase, delamination unfolds smoothly, displacement

ceases, and hierarchical opening suspends. As is seen, the lamination gradually

opens along the tangent direction of the bending, and the delamination is caused by

tensile force.
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4 Acoustic Result and Analysis

Figures 5 and 6 show an inflection point of the sample at the 280 s in the process of

stretching. All the signals before that show a low amplitude, with the counting

slowly growing over time. The corresponding internal stress at the 280 s is

392 MPa, which is pretty close to the 410 MPa of the transformation load at M,
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Fig. 5 Count versus time curve (tensile samples)
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Fig. 6 Amplitude versus time (tensile samples)
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which illustrates all the previous 280 s belonging to the elastic stage of the afore-

said B-M. After that the technology rapidly rises over time, coupling with the

release of plenty of acoustic emission signals that are of a amplitude larger than

90 dB. It is mainly because that part of the fragile 0� fiber bundles gradually fracture
after the elastic stage, giving out the high-amplitude signals and the inter-story

displacement occurs. Meanwhile, the debonding also releases higher amplitude

acoustic emission signals. In the last 200 s there comes the concentrated emergence

of the high-amplitude signals, reflecting the internal damage accumulation at the

moment. There produces a great number of fiber collective fracture partially, until

the final material fracture, showing that AE signals can well reflect the internal

damaging process of the material.

Figure 7 is the typical waveform spectrogram of acoustic emission signals

generated out of carbon fiber bundles’ fracture. It can be seen that the waveform

signal is full, with its energy instantly and concentrated released, showing a large

amplitude within a short time. Its center frequency is generally concentrated around

the high frequency range of 170–220 kHz.

Figure 8 is the energy-time MAP for mixed-mode sample. As is shown in this

figure, 0–95 s (Phase a) are filled with low-energy signals with sustainability,

accounting for the steady accumulation of the micro damage and the release of

weak signals around the matrix and interface between layers in this phase. From

95 to 160 s (Phase b) medium-energy impact is constantly produced, which can be

interpreted as the start of rupture of the layered interface after reaching the critical

value of interlaminar shear. As is observed, the upper and lower layers gradually
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Fig. 7 Waveform, spectrum map (tensile samples)
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unfold itself along the prefabricated film layer. Also, there involves the release of

certain energy from the signals due to the fracture in succession of part of the short

fiber bundles and binder due to the exposure of elements such as certain shear stress

and tensile force.

With the sample being further bended (Phase c), the leading edge of lamination

constantly advances and cracks, and more short fibers are pulled apart. The upper

and lower layers gradually delaminate and unfold itself along the prefabricated film

layer, and more short fibers are pulled apart. At the 258 s, the delamination cracks all

the way to the loading point, where the lower layer is tangent to the bending curve,

and overall a large number of high-energy signals are released at this very phase.

The time-count and time-energy relations of the two samples are clearly

displayed in Fig. 9. There exist two inflection points (at 95 and 160 s) in this single

curve. The three phases correspond with the Phases a, b, and c in Figs. 4 and 8.

The stress state of the sample as well as the internal activeness can thus be inferred

by merely observing the inflection point.

The acoustic emission sources of the mixed-mode layered composite materials

can be simplified as three basic formats: the tensile fracture of fiber, the rupture

friction due to interlaminar shear, and the interface debonding.

As can be seen in Fig. 10, the impact signals are divided into two typical zones.

The Zone I has the low-rising value and low amplitude (less than 50 dB).
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The disproportionate energy of the impact signals to the duration is because of the

slight displacement and mutual friction of interlayer shear. The interfacial

debonding emits sound waves that are of small energy, low amplitude, and singular

signal around the region of the high frequency. The Zone II has the kind of signals

whose energy is proportional to the duration, of a high amplitude and wide

distribution. These signals can be taken as the release due to fiber breakage and

tend to possess relatively conspicuous features.

5 Conclusion

1. The damage and fracture of the material in the tensile bending process can release

abundant acoustic emission signals whose measurability is good. The signals

show remarkable correspondence with the stress–strain of the material.

2. The inflection point of damage development can be found through the analysis

of the emission signal parameters, which signal the essential transformation in

the mechanical state of the material to be judged, providing further proof for the

prediction as to the limit of the damage deterioration.

3. Signal analysis is a way that enables effective monitoring over the internal

activeness. Fiber breakage signals have the characteristics such as a large

amplitude and short duration, its center frequency generally concentrating

within the high frequency range of 170–220 kHz. Both the energy and amplitude

of the signals around the shear layer tend to be low, while in the mixed layer, its

signals have a relatively larger amplitude, and the energy proportional to the

duration. What shows in the tension stratification period is typical fiber breakage

signals with its own feature set.
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Damage and Toughening Analysis

of Ceramics by AE Location Method

Liang Chu, Huilan Ren, and Jianguo Ning

Abstract The acoustic emission method was employed for investigation of

fracture process of the 95 % alumina ceramic and zirconia toughened alumina

(ZTA) with a 15 % volume fraction of tetragonal zirconia in the Brazilian split test.

Geiger location algorithm was used for location analysis. The results showed that

calculated AE locations by Geiger algorithm and ceramics failure process were

consistent and the location results could reflect the process of damage. In the initial

stage the quantity of AE events is very little, and AE events significantly increase

after the initial crack formation. In the unstable stage AE events can hardly be

captured due to the sampling frequency constraint. The toughening effect of ZTA

can be analyzed through acoustic emission waves, hits, and signal amplitudes.

1 Introduction

Alumina ceramic has received significant attention in machinery manufacturing,

biomedicine, aerospace industry, and other fields because of its high hardness, high

strength, low density, good corrosive resistance, and excellent high-temperature

stability. However, it has the disadvantage of low toughness and inclination to

abnormal grain growth (AGG). Zirconia-toughened alumina (ZTA) ceramic has

displayed more satisfying mechanical properties than monolithic alumina on

account of strengthen and toughen effects of zirconia grains [1]. Crack propagation

process and toughening mechanism have always been a hot spot of the research on

high-performance ceramics. Alumina and ZTA are widely applied structural
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ceramics, and locating their damage position accurately is very important in

researching on crack propagation and toughening mechanism.

Acoustic emission (AE) is a stress wave produced when the materials undergo

changes in the mechanical and thermal. AE technique is helpful to research

destruction process because it can monitor microcrack nucleation and propagation

in brittle materials which has been widely used in researching on fracture mecha-

nism and characterization of rocks, concretes, and ceramics [2–5].

Although a lot of work has been done in the area of AE detection of structural

ceramic by scholars at home and abroad, the research mainly focuses on the

parameter analysis method [6–8]. In previous work, we have preliminary mastered

AE characteristic of alumina ceramics damage process through parameter analysis

method [9, 10]. The study of AE source location in structural ceramics is inadequate.

AE location technology has been widely used in the failure process of rocks and

concretes. Xingdong Zhao et al. used Geiger location algorithm to study various rock

samples failure process in uniaxial compression [11]. C. Grosse et al. implemented a

3D localization and a classification of AE events in concrete [12]. Because of high

intensity, ceramic samples cannot be so big as rocks and concretes in order that it can

be crushed, which makes AE location very difficult for ceramics. There is an

important sense in studying ceramic damage process by AE location technology,

because AE location technology can reflect the damage process more intuitively than

parameter analysis methods.

In this chapter, acoustic emission (AE) locating technique was applied to

studying the fracture process of alumina ceramics (Al2O3) and zirconia-toughened

alumina ceramics (ZTA) through the Brazilian Split test. The location results of

Geiger algorithm were analyzed with the location accuracies comparatively. The

toughening effect of ZTA can be analyzed through acoustic emission waveforms,

hits, and signal amplitudes.

2 Location Method

The TDOA location method was employed for ceramics damage localization.

Assuming that (x0, y0, z0) is the position of the AE source at time t. (xi, yi, zi) is
the position of the ith receiver, and ti is the time when the signal arrived at the ith
receiver. We need to calculate the time difference ti� t and distance differenceffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � x0ð Þ2 þ yi � y0ð Þ2 þ zi � z0ð Þ2
q

and measure the velocity of P-wave vp, and

then using Geiger location algorithm, make (x0, y0, z0) close to the real value

through multiple iterative calculations. That is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � x0ð Þ2 þ yi � y0ð Þ2 þ zi � z0ð Þ2

q
¼ vp ti � tð Þ ð1Þ
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The numerical calculation process is as follows:

Through transposition, Eq. (1) can be written as

ti ¼ tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � x0ð Þ2 þ yi � y0ð Þ2 þ zi � z0ð Þ2

q
vp

¼ tþ Ti ð2Þ

Linearizing Eq. (2) by using a first-order Taylor expansion:

ti ¼ t0 þ δtþ Ti0 þ ∂Ti

∂x0
δxþ ∂Ti

∂y0
δyþ ∂Ti

∂z0
δz ð3Þ

where t0 is the moment of AE event occurrence by iteration calculation, and Ti0 is
the travel time which signals arrive at the ith receiver by iteration calculation.

Through transposition, we can obtain:

ti � t0 � Ti0 ¼ δtþ ∂Ti

∂x0
δxþ ∂Ti

∂y0
δyþ ∂Ti

∂z0
δz ð4Þ

For n receivers, we can get n equations which can be written in matrix form:

Aδφ ¼ B ð5Þ

where

A ¼

1
∂T1

∂x0

∂T1

∂y0

∂T1

∂z0
: : : :
: : : :

1
∂Tn

∂x0

∂Tn

∂y0

∂Tn

∂z0

2
66666664

3
77777775
, δφ ¼

δt
δx
δy
δz

2
664

3
775, B ¼

t1 � t0 � T10

:
:

tn � t0 � Tn0

2
664

3
775:

Through Eq. (5), the modified vector can be got:

δφ ¼ A�1B ð6Þ

Setting φ + δφ as the new trial solution and then continuing iterating until δφ is

small enough.

3 Experimental

Two alumina-containing ceramics were investigated: Al2O3 ceramic having a

composition 95 vol.% alumina and 5 vol.% calcia, monox, and other impurities

and ZTA ceramic containing 15 vol.% zirconia and 2 mol.% yttria (stabilization).
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All of the specimens were disc shaped having dimensions of ϕ 50 mm� 20 mm

(diameter� thickness). Material compression tests were performed on a hydraulic

material testing machine at a load rate of 20 kN/min. We added heel blocks between

specimen and pressure head because of the high hardness of specimens.

Acoustic emission signals and waves were real time acquired using PCI-2 four-

channel AE collection system (PAC, USA). Piezoelectric sensors have resonant

frequency at 150 kHz, and broadband is 100–400 kHz. A preamplifier (40 dB

gain) and a band-pass filter (100–400 kHz) were used. The threshold was set at

40 dB and sampling frequency was set at 1 MHz. Experimental setup was shown

in Fig. 1.

4 Results

4.1 Fracture Process of Al2O3 Ceramic

Figure 2 shows the AE location results by Geiger location algorithm and the

damage photographs of Al2O3 specimen after the completion of Brazilian split

tests. The AE location results and the failure process of Al2O3 specimen are

consistent, and the location results by Geiger location algorithm can reflect the

fracture process.

At the initial stage, before the pressure was loaded to 13KN (about 10 % of

failure stress), the number of AE events was small. The locating points were mainly

distributed on the bottom and machining defects of the sample. The sample was in

the stage of pressure consolidation, and the defects did not propagate. With the

increase of external load, the latest locating points mainly concentrated at the top

and bottom of the sample as a result of the stress concentration. When external load

increased to 40 kN (about 30 % of failure stress), the initial microcrack had
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3
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15 2

4

Front Back
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Preamplifier
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Loading System
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3
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Front Back

Fig. 1 Experimental setup
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extended to the sample center from the bottom of the defect area. Locating point

mainly concentrated in the loading axis which was consistent with the actual

fracture. As pressure continued increasing, the sample produced a large number

of AE locating points around the main crack. When the force reached 132 kN, the

main crack propagated quickly and breakthrough the sample along the loading axis,

and the sample was fractured at last.

Observing the fracture surface, we found that the bottom was unsmooth, and the

top was very smooth. We could infer that there were machining defects at

the bottom leading to a number of locating points, and the top was mainly unstable

failure resulting in a few locating points. We could draw the conclusion that the

location method could reflect the fracture process of alumina.

In the process of loading, a total of 4,176 AE events were recorded, where 1,127

(27 %) locating points were located within the sample. Considering the 7 mm

diameter of receivers there were 1,400 (33.5 %) locating points which deviation

within 7 mm.

4.2 Fracture Process of ZTA Ceramic

Figure 3 shows the AE location results by Geiger location algorithm and the

damage photographs of ZTA specimen after the completion of Brazilian split tests.

At the initial stage, because of the stress concentration, locating points mainly

concentrated at the top and bottom of the sample. With the increase of external load,

microcrack nucleated at both ends, and then extended to the center along the

loading axis. There might be some machining defects, and the sample had been

Fig. 2 AE location results of the fracture process of Al2O3
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fractured before the external load reached expected intensity. A total of 1,253 AE

events were recorded, where 399 (31.8 %) locating points were located within the

sample. There were 459 (36.6 %) locating points which deviate within 7 mm.

4.3 Toughening Analysis of ZTA Ceramic

AE signal is transient and randomness and it consists of a series of different

frequency and mode signals. Figure 3 shows typical AE waveform figures of two

kinds of ceramics in the fracture process.

Time domain description cannot reflect all of the AE features, and we still need

to analyze the frequency information of signals in order to learn more of their

different damage characteristics. In the base of known parameters of time domain,

the signals are transformed by FFT algorithm. The spectrogram of Fig. 4 is shown

in Fig. 5.

Through the analysis of all spectrograms, we find that high amplitude is mainly

distributed in the relative high-frequency region in the failure process of Al2O3

ceramics, but the frequency band for ZTA ceramics is relatively low. We believe

that the toughening effect of zirconia particles leads to a decrease in the AE

frequency.

Figure 6 shows load-time curves and the distributions of AE hit rate with time of

Al2O3 ceramic and ZTA ceramic. AE Hits are usually used to evaluate the total and

frequency of crack activity.

Fig. 3 AE location results on the fracture process of ZTA
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Fig. 4 Typical AE waveforms in the fracture process: (a) Al2O3. (b) ZTA

Fig. 5 Typical AE spectrograms in the fracture process: (a) Al2O3. (b) ZTA

Fig. 6 Load-time curves and distribution of hit rate. (a) Al2O3. (b) ZTA
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At the initial stage (0–60 s), the number of AE hits of ZTA ceramic was lower

significantly than that of 95 % alumina ceramic. The reason may be that the

microcrack or hole was hardly open at low stress in ZTA ceramic as a result of

zirconia particles toughening effect.

AE hits distribution with amplitude is shown in Table 1. AE signal amplitude is

directly associated with the type and intensity of the crack source.

A proportion of low-amplitude AE hits (below 50 dB) of 95 % Al2O3 ceramic

was significantly higher than that of the ZTA ceramic, while a proportion of high

amplitude (above 70 dB) was less than 1 %, and the proportion in ZTA was higher

than 5 %.We believed the reason was complex but the toughening effect of zirconia

particles was prominent. Because of the toughening effect of zirconia particles, the

alumina matrix endured residual compressive stress, and higher fracture surface

energy will be released if microcracks extended.

5 Conclusions

1. Acoustic emission 3D location method with Geiger algorithm can reflect exactly

the position of crack initiation and propagation in Al2O3 disc and ZTA disc.

Initial cracks are usually formed on the top, bottom, or machining defects of the

sample in the Brazilian split experiment.

2. Crack propagation is a major cause of AE events. The number of AE events was

rare before the cracks initiation. Once cracks form, the number of AE events

increases obviously with the increase of external loading. But AE location

technology cannot capture penetration of cracks in the instability process.

3. AE technology can intuitively reflect the toughening effect of ZTA ceramic. The

toughening effect of zirconia particles leads to a decrease in the AE frequency.

ZTA ceramics have less AE events at the initial stage. ZTA ceramics have more

high-amplitude signals than Al2O3. It shows that cracks in ZTA ceramics are not

easy to propagate because of the toughening effect of ZrO2 particles, but when

the cracks extend, higher fracture surface energy will be released.

Table 1 AE hits distribution with amplitude

Al2O3 ceramic ZTA ceramic

Amplitude (db) Proportion of AE hits (%) Proportion of AE hits (%)

0–40 0 0

40–50 34.9 18.06

50–60 53.85 63.97

60–70 10.27 12.23

70–80 0.9 3.31

80–90 0.07 1.25

90–100 0.01 1.18
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Acoustic Emission Tomography to Improve

Source Location in Concrete Material

Using SART

Yu Jiang, FeiYun Xu, Antolino Gallego, Francisco Sagata,

and Oswaldo Gonçalves dos Santos Filho

Abstract Acoustic emission (AE) source location is one of the most attractive

tools for structural health monitoring (SHM). In order to visualize source location

from the different views under investigated objects, simultaneous algebraic recon-

struction technique (SART) is proposed from new perspectives for AE tomography

source location in complication geometric structures. Based on this method, exper-

iments of AE on two concrete specimens (one with reinforcement and the other

without reinforcement), using pencil breaking sources, i.e., Hsu–Nielsen sources,

are implemented. Collecting signals for its posterior analysis with AE tomography

SART algorithm, a successful three-dimension (3D) reconstruction result is

obtained, clearly showing the influence of the reinforcement on the AE wave

propagation speed and improving the AE event location, giving a better precision

to corresponding damaged location inside the structures of objects in terms of a

locally varying wave speed distribution (a reduction in location error from 16.26 %,

a sample without steel iron, to 13.68 % a sample with steel iron).
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1 Introduction

Source location technique is often used acoustic emission (AE) technique, which

can reveal how and where failure in the material occurred in theory [1]. AE source

location is normally performed using time-of-arrival (TOA) technique which uses

the wave propagation velocity in a material in order to derive the source location in

one, two, and three dimensions from the arrival delay between sensors based on the

first threshold crossing [2, 3]. In this technique, one assumes that the wave prop-

agation path is unobstructed, and that structure is homogenous; that is, waves travel

at the same velocity in all directions. However this assumption is unrealistic for

heterogeneous materials or complex structures. Relational conclusion about time-

of-arrival-based approaches to locate impact-generated wave events in anisotropic

composites plates is discussed [4]. In order to overcome this problem, Baxter and

collaborators [5] proposed the “Delta T (DT)” AE source location technique. Based

on the Delta T approach, Hensman and collaborators used Gaussian processes

(GP) to represent the relationship between Δts and the spatial grid to locate AE

sources in complex structures, which makes the technique more useful in real

engineering situations [6]. However, the information usually obtained with these

methods is mostly global. In most cases, it is also desirable to obtain a more local

image of the damage location [7]. Tomography is one of the best methods for

locating a local damage location [8, 9], which in general employs mathematic

theory that reconstructs the internal condition of an object by analyzing multiple

sets of projections through the object [10, 11]. The most commonly applied

tomography is the so-called travel-time tomography by using transmission com-

pression waves (P-waves) [12, 13]. In this technique, the first arrival times for

P-waves transmitted through an object from a source to multiple receivers located

on different sides are measured and the observed data are then used for

reconstructing a velocity tomogram to characterize the ray-covered region [14].

Research and application have been reported by Aggelis and Shiotani for different

types of concrete structures [15]. Especially being an in situ application, this

technique was successfully implemented in evaluating repair effect of a crack

found on the bridge deck by Shiotani [16, 17].

AE tomography uses AE events as signal sources and combines traditional

source location algorithm with the travel-time tomography algorithm to improve

AE event location [18]. For the iterative travel-time tomography, the SART is

considered to be the trademark of algebraic approaches [19], which can be used to

reconstruct 3D internal structure of objects nondestructively, by acquiring pro-

jections data from many different viewing angles from 0 to 180�. The SART

algorithm is an effective image reconstruction technique especially in irregular

geometry samples, incomplete data sets, and limited projection angles. At present,

it has been only applied to image reconstruction, not for AE source location yet.

This chapter proposes the application of the SART algorithm to the AE tomog-

raphy field in concrete material in order to reconstruct 3D internal structure of

objects nondestructively from a locally varying wave speed mapping to aid the
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analysis of AE source location. Based on this method, experiments of acoustic

emission on concrete specimens, using pencil breaking leading sources, i.e.,

Hsu-Nielsen sources, are implemented. A successful result is obtained to improve

the source location in terms of a locally varying wave speed distribution.

2 Methods

AE tomography source location TOA algorithm is [7] a two-dimensional model of

the AE tomography for simplification as shown in Fig. 1.

The time of arrival of the AE signal generated in the source to the kth sensor (for

k¼ 1, . . ., s, s being the number of sensors), TAK can be stated as

T A
K ¼ T0

K þ
X

wk
ijsij ð1Þ

Being, (i, j) is the axis indexes of cell defining the position of each tomographic

cell (i¼ 1, . . .m; j¼ 1, . . ., n). In Eq. (1), sij is the slowness of the signal propagation
along the tomographic cell (i, j), defined as

sij ¼ 1=
cij

Being, cij, is the propagation speed in the each cell (i, j). On the other hand, w
k
ij is

the distance travelled by the k-th ray into the cell (i, j). Obviously, most of these

elements are zero, since only a relatively small number of cells are crossed by each

ray. Finally, T0k is the time of occurrence of the AE event that originates the ray k.
Note that in practice, the position of the source, its time of occurrence, and the wave

propagation speed are unknown a priori variables. However, time elapsed from the

Fig. 1 AE tomography

model
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AE source occurrence to the arrival of the wave to the sensors can be measured with

an appropriate acquisition equipment. For the solution of Eq. (1), the iterative

SART algorithm can be used as described below.

The SART uses bilinear elements for the cells in order to represent the ray

integrals and gives as outputs a better estimate of the event locations and smooth

images; the iterative formula is given by [20]

x
kþ1ð Þ
j ¼ x

kð Þ
j þ λk

XM

i¼1

wij

wi,þ
bi � bi xð Þk

� �� �
wþ, j

ð2Þ

whereW¼ (wi,j) denotes anMxNmatrix under interest field, b¼ (b1 . . ., bM) ∈ RM is

the projection data, x¼ (x1, . . ., xN)
tr ∈ RN shows an underlying image, and tr denotes

transpose matrix. The algorithm aims to reconstruct image x from W and b, defining

Wi,þ ¼
XN
j¼1

wij

�� ��, i ¼ 1, 2, . . . ,M ð3Þ

Wþ, j ¼
XM
i¼1

wij

�� ��, j ¼ 1, 2, . . . ,N ð4Þ

b xð Þ ¼ Wx ð5Þ

For that, the basic six steps of the algorithm are given below:

• An initial guess is defined for the underlying image:

xj ¼ x
0ð Þ
j j ¼ 1, 2, . . . ,N ð6Þ

• The estimated value of projection data are calculated as

bi xð Þ ¼
XN

i¼1
wijx

0ð Þ
j i ¼ 1, 2, . . . ,M ð7Þ

• The projection error is calculated as

Δi ¼ bi xð Þ � bi xð Þ ð8Þ

• The jth tomography cell correction value cj is calculated as

cj ¼ 1

wþ, j

XM
l¼1

lΔi
wli

wi,þ
ð9Þ

where l is the summation for all rays through the jth cell.
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• Update the value of the jth cell crossed by a mean for all rays as

xj ¼ x
0ð Þ
j þ cj

��� ��� ð10Þ

Namely, the jth cell correction value for all rays is calculated to complete the

first iteration.

• The result of the first iteration is selected as the initial value. The process is

repeated from step 2 to step 5, getting a final sequence x 1ð Þ, x 1ð Þ, . . . , x kð Þ, with the
convergence range ζ:

x
kð Þ
j � x

k�1ð Þ
j

��� ��� < ζ j ¼ 1, 2, . . . ,N ð11Þ

3 Experimental

As shown in Figs. 2, 3, 4, and 5, AE source location was performed on two concrete

plates of 400� 400 mm with 100 mm of the thickness and a 60 mm diameter circle

in the center of specimens (one with reinforcement and the other without reinforce-

ment) under a planar location test setup using H-N sources. Reinforcements were

carried out in order to act as geometric obstacles to the wave propagation, intro-

ducing reflections, scattering, and a nonhomogeneous wave propagation speed

Fig. 2 Vallen system

(16 channels)
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distribution along the sample. Distribution of seven steel reinforced positions as

shown Fig. 3, the diameter of each steel is 6 mm.

Since the specimen is a small concrete plate, and the density of AE sensors used

was relatively high (see Figs. 4 and 5), some factors such as wave attenuation were

ignored. Nonetheless, reinforcement in the sample produced a lot of problems into

the source location algorithm (waves can be reflected, different wave modes can be

formed and travelled around the circle at different speeds, and some sensors are

blind to some areas of the steel plate), making it a significant challenge.

Eleven low-frequency sensors resonant at 25–80 kHz (VS-30) were coupled

directly to the sample using an acoustic couplant layer of silicone grease.

Sensor sensitivity and calibration were evaluated using the classical PLB (pencil

Fig. 3 The location

of seven reinforces

Fig. 4 Concrete sample

without steel (sample 1)
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lead break) technique, i.e., by means of Hsu-Nielsen artificial sources. Sixteen-

channel Vallen AMSY-5 System equipment (Vallen, Europe AE team) was used as

signal acquisition system in order to collect AE waveforms and data. For that, the

following acquisition configuration was used: sample rate of 5 MHz, waveform

data length of 4,096, retrigger rate of 600, 30.6 dB of threshold level (P-waves),

preamplifier gain of 34 dB, and digital filtering range from 25 to 180 kHz (exper-

iment system and sample as shown in Figs. 2–5).

After configuration, an AE source location test using PLB as AE artificial sources

was implemented on the sample, and the sample area was divided into a matrix with

n�m¼ 40� 40 tomography cells, 2� 2 cm each [5]. A five of Hsu-Nielson (H-N)

sources was conducted on each cell node around each sensor. Response of all sensors

to the H-N source was above 98 dB amplitude, demonstrating that all sensors were

correctly mounted and coupled. After this mandatory calibration testing, the time of

arrival of each PLB event to each sensor and the arrival sensor sequence order were

recorded with the equipment and software. Time of arrival was considered as the

classical first threshold crossing (FTC). Note that this is the only AE signal param-

eter needed for the AET algorithm (variable TAK in Eq. (1)).

4 Results and Discussion

In AE tomography SART algorithm, the initial estimation of propagation speed of

the concrete plate was 3.3 km/s. Projection data from 0 to 180� view ranges are

available, the sampling interval is 0.02, iteration initial value was defined as zero,

Fig. 5 Concrete sample

with steel (sample 2)
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λ was 0.07, ζ was 0.0100001, and data vector N¼ [60, 45, 30, 20, 12, 11.25, 5, 2.5]

was input to the AET-SART routine that performs on Matlab 7.8 platform. Three

hundred and fifty-three AE events are typical chosen for the reconstruction imaging

results in two samples.

After 3, 4, 6, 9, 15, 23, 36, and 72 iterations, a mapping of AE tomography was

constructed using the SART, 353 AE events were recorded, and the results of

source location in two concrete sample were shown such as in Figs. 6 and 7;

some interesting characters are as follows:

• One big region in the concrete plate is observed from different view ranges from

0 to 180�, where the propagation speed was higher than in its surroundings as in
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Fig. 6 The SART result without reinforcement (sample 1). (Three-dimensional

(3D) reconstruction images after 0–180� by the SART, iterations are 3, 4, 6, 9, 15, 23, 36, and

72 from (a) to (h))
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images after 0–180� by the SART, iteration are 3, 4, 6, 9, 15, 23, 36, and 72 from (a) to (h))
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Figs. 6 and 7, which corresponds to big circle area (diameter: 60 mm) in the

center of concrete specimen.

• The results of AE tomography using the SART show the influence of the

reinforcement on the AE wave propagation speed clearly; the slowness values

of sample 2 with steel iron are obviously getting smaller.

• The same original data available in conventional AE testing equipment is used in

AE tomography. No specific hardware is required to develop.

To further effectively evaluate reconstructed 3D image quality using the SART,

correlation coefficient (CC) and mean absolute error (MAE) are typically consid-

ered as evaluate indexes:

CC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

b̂ i xð Þ � b xð Þ� �2
=
X

b̂ i xð Þ � b xð Þ� �2q
ð7Þ

MAE ¼ 1

n

Xn

i¼1
bi xð Þ � b xð Þ
��� ��� ð8Þ

bi(x): is the ith projection data, b xð Þ is aver projection data, and b̂ i xð Þ � b xð Þ is the
residual error.

According to the indexes, the reconstructed 3D image quality is analyzed using

the SART and evaluation indexes, from Figs. 8 and 9, the results of CC show the

smaller correlation in the Number 4 of sample 1, i.e., 23 iterations (42.5 %); the

Number 1 of sample 2, i.e., three iterations (50.03 %) and larger MAE is presented

in 4 iteration of the sample 1 (28.7 %), In the sample 2, larger MAE is shown in
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4 iteration of the sample 1 (15.6 %), i.e. the two Number of projections. An

improvement can be seen in 23 iteration in sample 1 (26.8 %) and sample

2 (14.9 %), i.e., the six Number of projections. Moreover, after 36 and 72 times

iteration, a saturation behavior can be observed in terms of image quality; detail

analysis results by estimated indexes are shown in Table 1. Compared with the AE

source location results between sample 1 and sample 2, average errors (MAE) were

decanted from 27.5 to 14.98 %. CC is improved from 44.1 to 52.5 %. It is shown

that reinforcements have a great influence on AE wave propagation and AE source

location (Figs. 10 and 11).
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Table 1 Error estimation

for AE source location
Iteration

MAE CC

Sample 1 Sample 2 Sample 1 Sample 2

3 0.2818 0.1542 0.4310 0.5020

4 0.2862 0.1558 0.4470 0.5060

6 0.2800 0.1522 0.4350 0.5180

9 0.2782 0.1518 0.4250 0.5100

15 0.2716 0.1468 0.4470 0.5360

23 0.2681 0.1459 0.4460 0.5500

36 0.2689 0.1461 0.4450 0.5380

72 0.2689 0.1461 0.4450 0.5380

Average 0.2754 0.1498 0.4410 0.5250
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5 Conclusions

AE tomography methodology using the SART is proposed and used in AE test on

concrete specimen (one with reinforcement, i.e., sample 1, and the other without

reinforcement, i.e., sample 2), wherein the performance proves to be very good.

A successful three-dimension (3D) reconstruction result is obtained, which clearly

shows the influence of the reinforcement on the AE wave propagation speed and

improves the AE event location, giving a better precision to corresponding dam-

aged location inside the structures of objects in terms of a locally varying wave

speed distribution. Average errors are improved from 27.5 to 14.98 %.

The SART combined with tomography is also first applied to concrete material

to construct 3D internal structure of objects nondestructively from AE incomplete

data sets, by acquiring projections data from many different viewing angles from

0 to 180�. In terms of a locally varying wave speed distribution, the new technique

proposed here can reveal the details of internal concrete structure and obtain a better

source event location, which would be considered as a great potential for future

engineering applications in AE fields.
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Experimental Research on Tensile Process

of Carbon Fiber Composite Materials Basing

on Acoustic Emission

Yanlei Liu, Bing Wang, Weizhong Li, Bing Yu, and Fuyong Xia

Abstract With the extensive application of carbon fiber composite materials in the

region of high-pressure vessel and aerospace, the related material damage mecha-

nism analysis and integrality detecting is also massively being carried out which is

more complex than the sole material. Acoustic emission technique can monitor the

tensile process of carbon fiber composite laminate. And the acoustic emission

signals by tensile specimens of different winding angles were investigated. Differ-

ent angles in specimen’s layers of carbon fiber had different mechanical properties

and failure mechanisms. The results show that there were different signal charac-

teristics from carbon fiber in different stages. Analysis on experimental data

showed that acoustic emission testing technique can determine the process of

different internal activities in carbon fiber composite laminate.

1 Introduction

Along with the extensive application of carbon fiber composite materials in the

region of high-pressure vessel and aerospace, the related material damage mecha-

nism analysis and integrality detecting is also massively being carried out which is

more complex than the sole material [1, 2]. Its damage process is usually divided as

substrate dehiscence, contact surface dehiscence, fiber breakage, interlayer

debonding, and so on [3–6]. Thus, there is no nondestructive inspection method

to examine these complex flaws so far. And in the practical application, different

complementary methods are adopted according to the composite material compo-

nent’s shape, type, operation requirements and flaw type, size, position, orientation,
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examination ability, and so on. However, the aims of nondestructive testing of

composite components are to obtain its structural integrity, strength, and carrying

capacity, assessing its service life and safety.

Acoustic emission (AE) refers to the generation of transient elastic waves

produced by a sudden redistribution of stress in a material. When a structure is

subjected to an external stimulus, localized sources trigger the release of energy, in

the form of stress waves, which propagate to the surface and are recorded by

sensors. AE is different with most other nondestructive testing techniques in two

regards. The first difference pertains to the origin of the signal. The second

difference is that acoustic emission testing (AET) deals with dynamic processes

in a material. With the right equipment and setup, motions can be identified. In

composites, substrate dehiscence, contact surface dehiscence, fiber breakage, and

interlayer debonding contribute to acoustic emissions [7]. In this chapter, the

process of composite tensile test was monitored by AE method. And the acoustic

emission signals by tensile specimens of different winding angles were analyzed.

2 Methods

The specimen was made by carbon fiber composite laminate composed by eight

layers, sized as 250 mm� 25 mm� 1.8 mm with a 0.5 cm diameter hole in the

middle location. And four angles in specimen’s layers of carbon fiber were consid-

ered, as shown in Fig. 1. There were two specimens of each type.

The equipment we usedwere PAC samos-48 and tensile testingmachineMTS 810.

Two AE transducers (R15I) with frequency between 5 and 400 kHz were used to

collectAEwaveforms. To hold the two sensors in place, gummed fabric tapewas used.

The two AE sensors were coupled to the specimen using a couplant. The difference in

arrival times of the AE signal received by the two sensors was used to establish event

source location. Peak value definition time, hit definition time, and hit latching time

were settled as 20 μs, 20050 μs, and 300 μs. The testing site was shown in Fig. 2.

3 Results and Discussion

3.1 Mechanical Property

The peak stress of four pieces of carbon fiber composite laminate is shown in

Table 1. We can find that there was different peak stress with different layer angle.

And there was a highest value with type 2. Its strain rate is the highest since the 90�

layer can bear the highest pulling stress. There is a lowest value with type 1.

However, its strain rate is higher than type 3 and type 4. The stress–strain curve

of four types is shown in Fig. 3.
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Fig. 2 Experimental equipment (a—before tensile, b—after tensile)
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We can see from Fig. 1 that the stress increases linearly with increasing strain in

the stretch initial stage (B-M) which is called the elastic deformation stage,. Along

with the increasing load (M-Y), the stress increases not linearly as in B-M stage in

which the damage is developed and accumulated due to the contact surface

debonding, the lamination and the substrate shearing failure, and residual gap in

the matrix partial failure.

In theoretical analysis, there is a highest peak stress with 45/�45� layer. But

there was a lowest peak stress due to the small width of the laminate which is just

25 mm. So, the ability of high bearing pulling stress was not performed. As there are

similar layer distributions, type 3 and type 4 have a near-mechanical property.

3.2 Acoustic Emission Signal and Analysis

The frequency and waveform character of low-amplitude AE signal is shown in

Figs. 4 and 5. From the figure, we find that there is a quick rising time, a short

endurance time (<300 μm), and low counts. And highest frequency value is

between 170 and 220 Hz. Low-amplitude AE signal is created by substrate dehis-

cence, contact surface dehiscence, and interlayer debonding.

Table 1 Experimental data of peak stress of four types of specimens

Specimens Layer angles (�) Strain rate (%) Peak stress (MPa)

1 45/�45 3.81 153.7

2 0/90 3.99 1,377

3 0/45/90/�45 3.20 749.1

4 90/45/0/�45 3.52 893.5
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The frequency and waveform character of high-amplitude AE signal is shown in

Figs. 6 and 7. From the figure, we find that there is a slower rising time, a longer

endurance time (>600 μm), and higher amplitude value than the low-amplitude AE
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Fig. 4 Frequency character of low-amplitude AE signal

Fig. 5 Waveform of low-amplitude AE signal
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Fig. 6 Frequency characteristic of high-amplitude AE signal
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signal as shown in Fig. 4. And highest frequency value is between 290 and 350 Hz.

High-amplitude AE signal is created by carbon fiber breakage.

3.3 Acoustic Emission Results and Analysis

From Figs. 8 and 9 we can see that there are few AE signals in previous 910 s (B-M1

in Fig. 3) with low-amplitude value and fewer accounts. It is to say that, in this

period, interior activity is quiet. A few signals only occur for the better coordinated

distortion, and minor mounts of brittle contact surface dehiscence are carried out.

Otherwise, the energy is very low which showed that this stage has no obvious

damage. The strain is 82 MPa at 910 s, which is quite close with M1 transformation

load of 89 MPa. After 910 s, counts of the AE signal which is higher than 70 dB

occur and increase with the time. And the amplitude of AE signal higher than 80 dB

Fig. 7 Waveform of high-amplitude signal
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Fig. 8 Accounts with increasing time of type 1
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appeared. At this moment the damage inside the laminate was accumulated to a

certain extent, which led to finally breakage.

From Figs. 10 and 11 we can see that there are few AE signals in previous 280 s

(B-M2 in Fig. 3) with low-amplitude value and fewer accounts. It is to say that, in

this period, interior activity is quiet. A few signals only occur for the better

coordinated distortion, and minor mounts of brittle contact surface dehiscence are

carried out. Otherwise, the energy is very low which showed that this stage has no

obvious damage. The strain is 392 MPa at 280 s, which is quite close with M2

transformation load of 410 MPa. After 280 s, counts of the AE signal which is

higher than 90 dB occur and increase with the time. In this period, 0� layer goes to
breakage. In the last 200 s before fracture, the high-amplitude signal occurs
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Fig. 9 Signal amplitude with time of type 1
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Fig. 10 Accounts with increasing time of type 2
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concentratively because 90� layer goes to failure. It shows that the damage inside

the laminate was accumulated which led to finally breakage of the laminate.

From Figs. 12 and 13 we can see that there are few AE signals in previous 350 s

(B-M3 in Fig. 3) with low-amplitude value and fewer accounts. The strain at the

time of 350 s is 342 MPa, which is quite close with M3 transformation load of

350 MPa. After 350 s, counts of the AE signal which is higher than 90 dB occur

because 90� layer goes to failure. It shows that the damage inside the laminate was

accumulated which led to finally breakage of the laminate. These are similar with

Figs. 14 and 15.

From Figs. 9, 11, 13, and 15, we can find that there are some signals whose

amplitude value is above 90 dB in the initial stage. By analysis, we find that these

are originated by friction of clamp and laminate as its location is near that area.
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Fig. 11 Signal amplitude with time of type 2

A
cc

ou
nt

s

time / s

Fig. 12 Accounts with increasing time of type 3

344 Y. Liu et al.



A
m

p
lit

u
d
e 

/ 
d
B

time / s

Fig. 13 Signal amplitude with time of type 3

A
cc

ou
nt

s

time / s

Fig. 14 Accounts with increasing time of type 4

A
m

pl
it
ud

e 
/ 
dB

time / s

Fig. 15 Signal amplitude with time of type 4

Experimental Research on Tensile Process of Carbon Fiber Composite Materials. . . 345



4 Results

Tensile process of carbon fiber composite laminate was monitored by acoustic

emission technique. By analysis we find the following:

1. Frequency value of AE signals generated by carbon breakage is between 290 and

350 Hz. And different angles in specimen’s layers of carbon fiber had different

mechanical properties and failure mechanisms.

2. Acoustic emission testing technique can determine the process of different

internal activities in carbon fiber composite laminate. Therefore, it can be used

in the integrity evaluation for carbon fiber composite materials.
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Concrete Crack Damage Location Based

on Piezoelectric Composite Acoustic

Emission Sensor

Yuesheng Xu, Dongyu Xu, Jiao Qu, Xin Cheng, Hudong Jiao,

and Shifeng Huang

Abstract It is significant to use acoustic emission technology to study crack

damage location of concrete. In order to study concrete crack damage of linear

positioning, pencil lead broken method was used to simulate crack initiation

in concrete with affixed and embedded acoustic emission sensors manufactured

by 1–3-type piezoelectric composite material. The results show that the accuracy of

embedded sensors can reach above 95 %, which is higher than that of the affixed

sensors. Moreover, it is easier to operate and suitable for special environment

monitoring of buildings using embedded sensors to monitor the random crack of

the concrete. This research provides a theoretical basis for concrete crack damage

monitoring with acoustic emission technology.

1 Introduction

Many engineering examples [1] show that numerous buildings which have caused

great economic losses did not reach their working life. In recent years, more and

more attention is drawn to use all kinds of intelligent materials and technology for

health monitoring of concrete structure [2]. Researchers are interested in acoustic

emission technology because it is a new online monitoring method. An important

aim is to judge the damage degree of material based on the knowledge of acoustic

emission signal [3–5]. It is vital to study the acoustic emission characteristics of

defect source because the location of the acoustic emission source is the most

intuitive way for researchers to know the damage of the concrete structure. Pencil

lead broken method was simulated as acoustic emission phenomena. According to
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the analysis of AE signal sensors received, the location of concrete crack and

accuracy of linear positioning can be obtained, which will provide a theoretical

basis for concrete crack damage monitoring with acoustic emission technology.

2 Experiment

2.1 Test Principle

The sensors were affixed to the surface of the material to detect mechanical

transient waves generated from the defect in a structure. AE signals are acquired

and stored in the acquisition system. The testing principle is shown in Fig. 1.

Linear location of crack damage is based on wave velocity and time of acoustic

emission signals [6]. In the test, it is assumed that the distance between two sensors

is L, and the distance between defect source and sensor 1 is X. T1 is the time the

wave needs to propagate from source to sensor 1, and T2 is the time the wave needs

to propagate from source to sensor 2. The velocity V can be calculated from T1 and
T2 of an artificial event stimulated at one sensor. The crack position is calculated as

X ¼ L� ΔT � V
2

ð1Þ

where ΔT is the time difference between T1 and T2.

2.2 Experimental Procedures

Concrete composition is shown in Table 1. There are two concrete beams and four

sensors were prepared: (1) two beam specimens of 100 mm� 100 mm� 400 mm

Fig. 1 Linear location

principle

Table 1 Concrete composition

Materials Cement Water Sand Stone Unit weight (kg/m3)

Weight (kg) 427 187 712 1,074 2,400

348 Y. Xu et al.



(thickness� depth� span) with a smooth boundary; (2) four sensors of

10 mm� 10 mm� 10 mm by using 1–3-type piezoelectric composite were

designed of the PZT-5 piezoelectric ceramic [7] as the piezoelectric element

(shown in Fig. 2 [8]). Cement and epoxy resin were used as encapsulation materials

of acoustic emission sensor [9]. Two sensors were located in the ends of concrete

beam along the center line. The position of embedded sensors is shown in Fig. 3. At

the same time, two sensors were affixed on another concrete specimen surface for

contrast. Acoustic emission acquisition device was used to acquire AE signal and

measure the threshold lower than 40 dB before conducting the experiment. Mean-

while, front gain was set to 40 dB, and filter was set to 20–400 kHz.

The AE system manufactured by the Physical Acoustic Corporation (PAC) was

used for acquiring the signal in process of pencil lead broken. It needs ten times of

pencil lead in the center of the specimen surface with broken lead position coordi-

nates of (200 mm, 50 mm). The experiment setting is shown in Figs. 4 and 5.

Fig. 2 Structure of 1–3-type piezoelectric composite

Fig. 3 Schematic

of concrete structure

with sensors inside
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2.3 Results and Analysis

Figures 6 and 7 show the amplitude response of signals received by the sensors, and

the signals are typical AE signals. The results show that embedded and affixed 1–3-

type piezoelectric composite sensors possess good signal response and can be used

in concrete monitoring.

As shown in Figs. 6 and 7, there are different response amplitudes between

affixed sensors and embedded sensors. It is due to the energy decrement that

embedded sensors receive a lower signal. According to the energy decrement

phenomenon, different amplitudes can be analyzed and the position of the defect

source can also be accurately found. From Figs. 8 and 9, it can be found that signals

for each time can be acquired by the sensors, which indicates that the 1–3-type

piezoelectric composite sensors possess a high sensitivity.

From Tables 2 and 3, it could be seen that the accuracy of affixed sensors is

95.26 % and 96.02 % for the embedded.

Fig. 4 Pencil lead broken

at the concrete with

embedded sensors

Fig. 5 Pencil lead

broken at the concrete

with affixed sensors
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As shown in Tables 2 and 3, it can be found that embedded sensors have a higher

accuracy than the affixed sensors. However, some large precision error may occur,

and the reason may be that the frequency is different when the lead was broken.
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Fig. 8 Linear location of affixed sensors

Fig. 9 Linear location of embedded sensors

Table 2 Detect source location accuracy of fixed sensors

Ordinal

Theoretical

coordinates (mm)

Actual

coordinates (mm)

X-axis
error (%)

Y-axis
error (%)

Total

error (%)

1 (200, 50) (233.1, 50) 16.55 0 16.55

2 (200, 50) (211.0, 50) 5.50 0 5.50

3 (200, 50) (199.5, 50) 0.25 0 0.25

4 (200, 50) (217.3, 50) 8.65 0 8.65

5 (200, 50) (201.0, 50) 0.50 0 0.50

6 (200, 50) (215.7, 50) 7.85 0 7.85

7 (200, 50) (202.6, 50) 1.30 0 1.30

8 (200, 50) (201.0, 50) 0.50 0 0.50

9 (200, 50) (211.5, 50) 5.75 0 5.75

10 (200, 50) (201.0, 50) 0.50 0 0.50



3 Conclusions

In the process of linear location, the embedded 1–3-type piezoelectric composite

sensors possess good sensitivity and high accuracy that can reach above 95 %.

Meanwhile, the response amplitude can reflect the distance between sensors and

defect source, so the defect source can be accurately located. The research of this

chapter also provides a theoretical basis for concrete crack damage monitoring with

acoustic emission technology.
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Table 3 Detect source location accuracy of embedded sensors

Ordinal

Theoretical

coordinates (mm)

Actual

coordinates (mm)

X-axis
error (%)

Y-axis
error (%)

Total

error (%)
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Visualization of Damage in RC Bridge Deck

for Bullet Trains with AE Tomography

Tomoki Shiotani, Satoshi Osawa, Shohei Momoki, and Hiroyasu Ohtsu

Abstract In recent years, a lot of accidents associated with infrastructures occur in

Japan because of the remarkable deterioration of the infrastructures. Considering

the expected reduction of construction investment year after year, it is important to

repair and reinforce those structures with the limited budget as well as to extend

their service life in the future. From the viewpoint of management and maintenance

for those ageing infrastructures, preventive maintenance shall be taken rather than

the reactive maintenance. In the preventive maintenance, repairing and reinforcing

structures shall be implemented before any fatal deterioration to the structures.

However, the reasonable diagnostic method for preventive maintenance has not

been established so far. NDT approaches to diagnose the early internal damage of

structures is thus in high demand. To solve these issues, the authors had proposed

“AE tomography” which executes both AE monitoring and elastic wave tomogra-

phy. The AE tomography enables to provide accurate AE source locations as well

as velocity distribution with the tomography simultaneously. In this paper, in order

to verify this proposed AE tomography for in situ infrastructures, deteriorated RC

bridge deck for bullet trains was investigated.
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1 Introduction

In recent years, a lot of accidents occur due to deterioration of infrastructures such

as RC bridge and tunnels. This makes it more important to maintain and reinforce

those deteriorated structures in a proper manner. In action plans for maintaining and

managing the structures, there are two maintenance strategies, namely corrective

maintenance and preventive maintenance. The former is the action plan for

repairing and reinforcing structures when it becomes the fatal deterioration, while

the latter is the action plan of which those shall be executed thereby preventing a

remarkable damage. As the preventive maintenance is known as the best mainte-

nance strategy because it enables to extend the life of structures with reasonable

cost, the techniques to diagnose early internal damage of the structures are in high

demand. NDT such as ultrasonic testing has so far been applied for the evaluation of

early internal damage; however, as it was a spot assessment requiring a lot of time

to test, the author’s group has proposed “AE tomography” consisting AE monitor-

ing and elastic wave tomography. The AE tomography allows implementing AE

source location and tomography simultaneously. The AE tomography can evaluate

the wide range of damage scale such as microscopic to macroscopic damage as to

adapt sensors being suitable or corresponding to be frequency range to the damage

scale. The AE tomography has been applied to some actual structures so far [1];

however, the number of application has been insufficient and the applicability for

actual structures hasn’t been verified. In this paper, in order to verify the AE

tomography for in situ infrastructures, it was applied to the deteriorated RC bridge

deck for bullet trains.

2 AE Tomography

AE tomography consists of AE monitoring and elastic wave tomography. Figure 1

shows the configurations of AE monitoring. AE (acoustic emission) occurs in

association with the occurrence or progress of the crack. AE monitoring is the

method to identify the detail of the AE source such as location by using arrival time

differences among AE sensors, where AE sources were generated due to the crack

occurrence by load applications. The conventional AE source locations are

conducted assuming elastic wave velocity of the structure being homogeneous;

however, in civil engineering materials or failure-progressed materials, the velocity

was not distributed uniformly due to materials’ heterogeneity. Therefore the AE

source locations are not always accurate in actual structures or materials in which

the velocity does not exhibit homogeneous or the failure evolves successively. Then

elastic wave tomography is well used together with AE monitoring in many cases.

Figure 2 shows the configuration of elastic wave tomography.

Elastic wave tomography is the method to evaluate the distribution of elastic

wave velocity over the structures. In the principle procedure, elastic wave is excited
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at the specific location near the sensor as to provide the excitation time for the first,

and the excited elastic waves were to be received by all sensors in the opposite

surface. In this way, both the excitation time and the time of arrivals in all of the

sensors can be obtained. In order to obtain the individual velocity over the struc-

tures, the structures are divided into some cells. Initially, elastic wave velocity is

assumed to be the same in each cell. Then it can be possible to calculate the elastic

wave velocity of each cell by using both excitation time and the time of arrivals in

all of the sensors.

As shown above, it has been necessary for examining internal damages with high

accuracy to use both AE monitoring and elastic wave tomography so far, leading to

take a lot of time and cost to assess the structures. In order to solve this issue,

author’s group has proposed “AE tomography” which implements AE monitoring

Fig. 1 AE monitoring

Fig. 2 Elastic wave tomography
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and elastic wave tomography simultaneously. Figure 3 shows the configuration of

AE tomography. AE tomography does not use elastic wave excited actively, but the

AE wave generated within structures. It is possible to obtain the exact excitation

time in elastic wave tomography; however, it is impossible to get the generation

time of AE wave in AE tomography, so that the way of estimation of generation

time of all AE waves is crucially important.

As shown in Figs. 4 and 5, in AE tomography, the area of interest is divided into

some elements consisting of three cell nodes forming triangular shape. In addition,

each side with two nodes is divided into smaller parts to increase source location

Fig. 3 AE tomography

Fig. 4 Overview of ray-trace technique
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candidates by adapting relay points as shown in Fig. 5. Again, both of cell nodes

and relay points can be the candidate for AE sources. Figure 4 shows the config-

uration of ray-trace technique. As shown in Fig. 4, firstly, theoretical propagation

time: Tij is calculated from receiver point: j to all cell nodes: i and relay points.

Then, Tj which defines the difference between the obtained time of arrivals and

theoretical propagation time: Tij in receiver point: j is calculated. Subsequently,

above process is conducted in each location of receiver (from receiver 1 to receiver

n). And, by using the Eqs. (1) and (2), source locations giving the smallest variance

are identified. Here Tim is average of estimated occurrence time and σi is the

variance of estimated occurrence time in the case of nodal point: i.

Tim ¼ Σj Tj � Tij

� �
N

ð1Þ

σi ¼
Σj Tj � Tij � Tim

� �2
N

ð2Þ

Based on the renewed AE source locations, the elastic wave velocity of each

element is updated. This process is the one cycle for getting renewed both of AE

source locations and elastic wave velocity. Finally it is possible to obtain the most

likely AE source locations and elastic wave velocity of each cell by iterating this

process. This is the principle of ray-trace technique. In this way, unlike the

conventional AE monitoring, the AE source location in consideration of the het-

erogeneity of the elastic wave velocity in the structures is successfully identified.

3 Application of AE Tomography in RC Bridge Deck

for Bullet Train

In our past studies, the AE tomography has been applied for the concrete specimens

in the laboratory and the applicability of AE tomography for the specimen has been

verified [2]. In this study, as one of the actual structures, the RC bridge deck for

bullet train was assessed by the AE tomography. In the RC deck of the investigation

site, some exfoliations are estimated in the shallow areas by impact acoustic test as

shown in Fig. 6. It is noted that the only damage near the surface doesn’t always

reflect the situation of the internal damage. Accordingly Rayleigh wave tomogra-

phy, which could examine more internal damage than the impact acoustic test, was

also carried out for the verification of the AE tomography.

Fig. 5 Composition

of an element
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3.1 Experimental Setup

This experiment was held in the repair work site near H Station. The objective area

of the investigation was 2,400� 2,400 mm on the surface of RC bridge deck for

bullet train. In Fig. 7, 13 AE sensors are arranged, and an array of 16 accelerometers

can be found in Fig. 8 for the Rayleigh wave tomography.

3.2 Rayleigh Wave Tomography

There are several wave modes such as P-wave, S-wave, and Rayleigh wave in the

elastic wave propagation. Rayleigh waves propagate along the surface of materials

Fig. 6 Exfoliations and range of repair work in the surface of RC bridge deck

Fig. 7 Sensor array of AE tomography
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with rotation in an elliptical orbit manner. Among those wave modes, Rayleigh

wave exhibits the largest energy which accounts for 70 % of the whole energy, with

lower attenuation rate than those of other wave modes. Based on these character-

istics, Rayleigh wave tomography has been proposed which can diagnose the inner

part of structures from the surface [3, 4]. Figure 9 shows the overview of the

Rayleigh wave tomography. Firstly, Rayleigh waves have been excited on the

surface with hammering. Then when internal damages such as cracks and voids

exist in the shallow layer, reflection and dispersions of Rayleigh wave are gener-

ated, resulting in the longer propagation distance than the shortest propagation path.

As shown in the figure, as it takes more time to reach the sensor, the resulted

propagation velocity shows smaller than that of intact. Accordingly it is possible

to evaluate the inner damage widely by calculating the propagated velocity

corresponding to the dominant frequency of Rayleigh wave adapting the tomogra-

phy procedure. In this technique, the effective maximum depth of Rayleigh wave

corresponds to the wavelength calculated by the dominant frequency. Specifically

the diameter of hammer edge changes the frequency, enabling to adjust the mea-

surement depth. It is noted, however, that the evaluation depth is limited to the half

of thickness at most.

Fig. 8 Sensor array of Rayleigh wave tomography

Fig. 9 Rayleigh wave

tomography
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3.3 Result of Rayleigh Wave Tomography

Figure 10 shows the result of Rayleigh wave tomography, where the result of

impact acoustic test is overlaid additionally. The damage areas from I to IV were

highlighted in advance, specifically from I to III were evaluated by impact acoustic

test; however, no information could be obtained for the IV damage. With the result

of the two methods, it is confirmed that there are several damages located near the

lower right, III and the center area, I and II in the measurement area. However, as

explained the two methods can evaluate only the shallow layer, and it is impossible

to evaluate the deeper area. In other words, the damage areas shown in Fig. 10

exhibit the damage area located shallower than the evaluation depth.

3.4 AE Measurement

AE wave monitoring was conducted repeatedly corresponding to 10 times passage

of bullet trains. As the AE waves obtained from the measurement consisted of

background noises, mechanical vibrations caused by trains passage, and secondary

AE activity, it was important to extract only the secondary AE activity generated

from existing damages, where only the secondary AE activity can serve as AE data

to AE tomography analysis. It has been already reported that the AE activity

induced by the background noises has small energy, so that the noise-related AE

activity was eliminated by filtering the AE waves having small energy. After that

filtering, the secondary AE waves were eliminated from those due to the vibrations.

Figure 11 shows the AE wave due to vibration of the train, while in Fig. 12, the AE

wave generated from the existent damage, namely secondary AE activity is

Fig. 10 The result of Rayleigh wave tomography
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exhibited. As shown in these figures, the AE wave from the existent damage has

short rise time and exponential attenuation behavior over the time, whereas

vibration-induced AE activity has longer rise time and lower frequency in compar-

ison to the secondary AE wave [5, 6].

Fig. 11 Vibration-related AE wave

Fig. 12 AE wave generated from existing damages
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Based on these qualitative characteristics of waveform features, ten typical two

types of AE waves were extracted and averaged for each parameter as shown in

Table 1. This process was carried out with regard to three times passages of bullet

trains respectively.

As shown in Table 1, obvious differences between two types of AE activity were

verified with peak frequency, and therefore the peak frequency was used for

classifying the two types of AE waves. Specifically AE waveforms with higher

peak frequency were extracted as the secondary AE waves, and these were used for

the AE tomography.

3.5 The Result of AE Tomography

Figure 13 shows the result of AE tomography. The blue dots in the figure show the

original source locations based on the conventional source location algorithm, while

the red exhibits the improved source locations with proposed AE tomography. In

the figure, the damage areas estimated by AE tomography correspond well with the

damage areas I, II, and III confirmed by the impact acoustic test and the Rayleigh

wave tomography. The AE tomography can also estimate the damage area IV,

presumably located in the deeper area which is difficult to be detected by both of

the impact acoustic test and the Rayleigh wave tomography. That’s because the

damage area IVwasn’t verified by the twomethods, but estimated by AE tomography

enabling to diagnose the deeper area in comparison to the two methods. Thus it is

clarified that the AE tomography can evaluate not only the damages near the surface

but also the damages lurked in the deeper areas. As a result, it is clarified that AE

tomography can evaluate the internal damage which cannot be confirmed by the

acoustic impact test, and this will effectively contribute to the proactive maintenance

which needs to identify the early damage evolving inside of the materials.

3.6 Future Works

Issues to be settled in the future are listed below.

1. It is necessary to accumulate more data when applying AE tomography to more

in situ structures.

Table 1 The result of two AE parameters

Passage Energy Average FRQ Center FRQ Peak FRQ

First AE wave 30.6 14.3 32.8 18.4

Vibration wave 54.123 6.875 33 6.75

Second AE wave 101 13.75 28.91667 21.66667

Vibration wave 95 10 29.36364 7.181818

Third AE wave 117.1667 11.83333 31.66667 21.83333

Vibration wave 100.2 9.9 30.8 7
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2. The internal damages can be evaluated by using AE tomography, namely

velocity distribution; however, in order to contribute more on proactive mainte-

nance program, the velocity shall be quantified with damage. The study of the

elastic wave parameters relating to the damage can be found in our paper [7].

4 Conclusions

In this study, we investigated the deterioration of RC bridge deck for bullet trains

with the proposed AE tomography. The result can be summarized as follow:

1. Only AE waves were extracted from three types of waves: background noises,

mechanical vibrations, and secondary AE waves in order to enhance the accu-

racy of AE tomography. AE tomography was applied to the in situ structure with

only AE waves. In addition, to verify application of AE tomography, investiga-

tion with impact acoustic test and Rayleigh wave tomography was carried

out. The two methods exhibited the damages in shallow area. As a result, the

compatible result was obtained by AE tomography, so that it was clear that AE

tomography could identify the damages in shallow area.

Fig. 13 The result of AE tomography
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2. AE tomography could examine the damage in the area where the damage was

not examined by both impact acoustic test and Rayleigh wave tomography;

however, the two methods could evaluate only the damages in the shallow

layer. Accordingly using AE tomography, it might be possible to examine

damages in deeper area beyond the evaluation depth of impact acoustic test or

Rayleigh wave tomography.

3. Identification of the internal damages in RC bridge deck for bullet train was

possible with AE tomography, extracting only the secondary.

4. AE waves occurred in the deck and utilizing the data into AE tomography, AE

tomography could evaluate the internal damage which could not be confirmed by

conventional methods. Accordingly AE tomography will effectively contribute

to the proactive maintenance which needs to identify the early damage evolving

inside of the materials.
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Assessment of Wind Turbine Blades
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Abstract Over the last 16 years, pioneering research work has resulted in significant

progress in the area of acoustic emission conditionmonitoring ofwind turbine blades.

From laboratory static tests on small blades to laboratory full-scale fatigue tests, then

to static field tests on actual wind turbines, we are now in the position to instrument

and monitor in real time the structural integrity of rotating blades on operating

machines with multichannel acoustic emission systems, via the Internet.

This chapter provides an overview of the research conducted, the various types

of tests carried out, and the milestones in developing the application, and summa-

rizes the recent developments on in-service monitoring of wind turbine blades

during operation. Emphasis is given to the difficulties faced, the means these

were overcome, the challenges that still need to be dealt with, and propositions

for future work and research. Apart from summary results from the initial and

subsequent laboratory experiments, characteristic results from recent long-term

health monitoring of the blades of an operating machine with acoustic emission

are presented. The importance of fusion of acoustic emission data with operational

data from the wind turbine (wind speed, torque, RPM, etc.), for the proper assess-

ment of the blade’s condition, is also demonstrated.
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1 Introduction

Over the last three decades, significant research has been carried out in the area of

acoustic emission (AE) testing of wind turbine blades. Research initiated in labo-

ratories performing static and fatigue tests on small- or full-scale blades progressed

to static field tests on actual wind turbines, while, currently, it is achievable to

instrument and monitor in real time the structural integrity of rotating blades on

operating machines with multichannel acoustic emission systems, via the Internet.

2 Development of the Method

Already in 1994, Sutherland et al. [1] conducted static and fatigue tests in Sandia

laboratories in the USA. The results demonstrated the potential of the technique to

detect and locate damage in FRP blades. In 1998 and 1999, CRES and

Envirocoustics (now Mistras Group Hellas) performed, to the authors’ knowledge,

the first in Europe static and biaxial fatigue tests on full-scale blade while moni-

toring with multichannel AE equipment (Fig. 1). Conventional analysis by

Anastasopoulos et al. [2–4] revealed that AE managed to detect damage initiation

and pinpointed weak areas of the blade at early stages, before any damage became

visible. Specifically, already from the first loading of the blade, concentrated AE

sources were located using arbitrary planar location on the maximum chord area.

Eventually, the blade failed after several thousands of fatigue cycles, while

follow-up inspection revealed a visible crack on the trailing edge of the blade, at

the maximum chord area. At a second stage, the same authors [5] performed the

novel unsupervised pattern recognition on the received AE data of the static test

which revealed AE classes of data attributed to critical damage. Subsequently,

supervised pattern recognition was applied to the fatigue data and enhanced the

understanding of the damage process within the fatigue cycle and in time.

In 1998, within the scopes of an EC-funded R&D project, a consortium of several

partners was formed and conducted extensive research in the field of AE testing of

Fig. 1 AE sensors’ positions and load application point for the static test of a wind turbine

blade [3]
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wind turbine blades, and produced an abundance of publications (e.g., [6–11]).

Ten small and two large blades were tested to failure while monitored with AE

under static or fatigue loads in lab conditions. AE data was analyzed by traditional

and advanced techniques and very useful conclusions were drawn regarding the AE

behavior of the blades during loading and close to failure, as well as about damage

assessment using AE. As a result, wind turbine blade testing procedures were

developed, as well as a special “blade condition grading” system through dedicated

software for AE testing during “proof” loading of blades (Fig. 2). Grading evaluates

zones around each AE sensor and is based on the amount and the characteristics of

the AE activity. Grading may be applied for different load levels, applying special

loading sequence with load holds, evaluating the capability of the blade to undertake

the specific load.

Subsequently, the consortium attempted the first ever AE test on an installed

blade on a stationary turbine with pulleys used for loading. Finally, a semiperma-

nent AE installation (sensors attached on outer surface) and monitoring were

attempted on a rotating blade using radio telemetry system and an AE data logger

on the ground at RAL’s facilities [11]. Since then, attempts for continuous health

monitoring of in-service wind turbine blades had been limited due to several

technical difficulties, although there had been some experience in condition

monitoring of other wind turbine parts in-service [12].

From 2009 to 2012, within the scopes of EC-funded R&D project “NIMO” [13],

significant research was carried out by the project consortium, aiming towards the

development of an integrated condition monitoring system for wind turbines,

including an acoustic emission module for monitoring of the blades. The innovation

introduced was a permanent installation for real-time, online AE monitoring

of rotating blades in combination/integration with other diagnostic techniques

[14–16]. The work resulted in the first successful efforts, to the authors’ knowledge,

for long-term AE monitoring of full-scale in-service wind turbine blades.

Fig. 2 Color-grading results (from A—“Good” to E—“Bad”) of a proof-tested blade indicating

weak zones [7]
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Data analysis revealed promising results, based on the direct comparison and

dissimilarities between simulated AE sources acquired off-line and located AE

signal families on the monitored areas acquired during operation.

3 AE Instrumentation During NIMO Project

AEmonitoring of wind turbine blades during operation poses several challenges and

difficulties to bemet by the conditionmonitoring system, not only due to the (inherent

in composites) complex nature of the blade’s defects aimed to be detected but also for

a number of application-specific factors such as the harsh environment and the

conditions under which such a system will operate, accessibility reasons for system

installation in the hub and sensor mounting (e.g., on the inside surface of the blades),

power issues for the system residing in the hub, and, most important, the necessity for

wireless data communication or telemetry posed by the rotation of the blades.

Based on current state-of-the-art AE components, a modular eight-channel online

AE system was implemented, meeting all the requirements mentioned above. An

illustration of the complete AE system installation is presented in Fig. 3. The system

Fig. 3 Schematic illustration of the AE system implemented for online monitoring of the blades.

The system is composed by five 60 kHz resonant frequency AE sensors mounted on the internal

spar of the blade (CH1–CH2) and on the inner surface of the trailing side of the blade (CH3–CH5)

and three 150 kHz resonant frequency AE sensors mounted near blade’s root (CH6–CH8) driven

by a compact 8-channel AE system implemented inside an industrial compact case (PAC SAMOS

MICRO II) [16]
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was composed by five sensors with resonant frequency of 60 kHz (PAC R6I-AST)

mounted on the internal spar of the blade and on the inner surface of the trailing side

of the blade (Fig. 4) and three sensors with resonant frequency of 150 kHz (PAC

R15-AST) mounted near blade’s root (Fig. 4). Both types of sensors incorporate

integral amplifiers allowing them to drive long cables without the need for a separate

preamplifier, minimizing the weight of the system and also the RFI/EMI interfer-

ence. In addition they feature an auto sensor test (AST) capability allowing them to

act as pulsers and receivers simultaneously, enabling automated verification of each

sensor coupling and performance at any time desired by the operator. AE sensors’

mounting was performed on the inner surface of one of the three blades (with the

blades on the wind turbine) using epoxy-based couplant and special hold-down

devices developed for the long-term attachment of the sensors while sensor cables

were connected and securely routed to the rotor’s hub.

The AE sensors were driven by a compact modular eight-channel AE system

implemented inside a waterproof industrial case mounted inside the wind turbine’s

hub (Fig. 5). The system was designed to be relatively lightweight to minimize

unbalancing forces due to its incorporation inside the hub, to be of low power

consumption (below 100 W) and versatile to be powered by AC or DC input. In this

project the system was powered by a 12 V DC input provided through a special

design slip ring fitted in the wind turbine by the wind farm operator. Finally, for the

purposes of enhanced data interpretation and correlation the system was designed to

accept additional external inputs such as wind velocity, rotation speed, torque, and

yaw angle from existing wind turbine instrumentation. For the scopes of this project

a strain gauge was attached on the outer surface of the leading edge of the blade and

was connected as external input to the acquisition unit. This would provide an

accurate synchronization between the acoustic emission data and wind turbine

Fig. 4 Mounting of two AE sensors on the internal spar of a blade and one sensor on the inner

surface of the trailing side of a blade [16]
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operating conditions, a good approximation of the blade’s position, and finally a

good estimation of the average power produced by the wind turbine.

Data transmission, as well as remote control of the system, was performed

through a wireless connection established between the AE system and an access

point positioned in the base of the wind turbine tower. The latter was connected to

the internal network of the wind farm operator and, through this network, to the

Internet. This way the system was monitored and controlled from any place with

Internet access and was also able to transmit in real time the full AE data set

acquired and/or only the processed data and alarms to the central monitoring system

of the wind farm operator. In addition, the AE system was able to send automated

e-mails notifying about detected events and threshold crossings and/or send e-mails

with the status of the system and any faults occurred. A system upgrade could also

enable notifications and alerts to be sent automatically through SMS.

4 Continuous Monitoring Results During NIMO Project

System was successfully installed and operated via the connected networks for

more than 6 months under real-time conditions. Statistically, this time period

should be long enough to capture a large variation of the wind turbine operating

conditions which may have different impact upon the generated AE of the moni-

tored areas. Real-time data analysis was performed using the advanced AE analysis

software NOESIS [17] installed in the same system, while the system was also

acquiring AE signals. The system’s behavior was found to be very reliable and

stable in all cases, even during prolonged periods of power loss or technical

difficulties, in which cases the system always rebooted and resumed operation

and acquisition when the power was restored.

An illustration of 10-min average statistics of wind speed, wind turbine-

generated power, and wind direction during a period of 69 days of continuous

blade monitoring is shown in Fig. 6. The additional color dimension in Fig. 6

represents the 10-min average rotational speed of the wind turbine rotor. The green

Fig. 5 Acquisition unit of AE system (PAC MICRO II AE) (left photo) and same unit installed

inside the wind turbine hub (right photo)
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color indicates periods where the rotor was stopped from a lack of wind, mainte-

nance, or other reasons. The blue color indicates periods where the rotor was

operating at low speed (15 RPM) as well as the transitional values of the rotor’s

speed during the transitional stages from zero to low speed (5–15 RPM) and low to

high speed (15–18 RPM). Finally, the red color represents the periods that the rotor

was operating in high speed (22 RPM). It is worth noting that even when the rotor

was at stop position there was still AE emission from the blade due to the wind

loading indicating the stochastic nature of loading and thus of the AE data.

The distribution of the time-driven average signal level (ASL) in correlation

with average generated power of the wind turbine (Fig. 7) and wind velocity (Fig. 8)

Fig. 6 From top to bottom: Wind speed (m/s), average generated power (kW) of wind turbine, and

wind direction (degrees) versus time (days), during a period of 69 days of continuous monitoring.

The color ranges of the data correspond to the average RMP of the wind turbine (0–22 RPM) [16]

Fig. 7 Time-driven ASL (dBae) of each channel versus average generated power (kW), for a

period of 69 days of continuous monitoring, colored by wind velocity (m/s) [16]
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for the same period of 69 days of continuous monitoring does not directly reveal a

clear correlation pattern between the AE and the generated power or velocity.

A simplified analysis based on time-driven data alone is not feasible as there are

a great number of parameters not related to blade structural integrity that may

influence the acoustic emission hit rate such as mechanical noise generated from

moving parts, cables, and other mechanical equipment placed inside the blade as

well as from parts outside the blade such as mechanical noise generated from main

bearings, the gearbox, the generator, the yaw drives, and auxiliary mechanical

equipment and which is transmitted to the root area and the blade itself through

the rotor shaft and the rotor hub. In Fig. 9 an example of a typical AE waveform

acquired from channel 7 mounted on root area is displayed in comparison with

Fig. 8 Time-driven ASL (dBae) of each channel versus wind velocity (m/s), for a period of

69 days of continuous monitoring, colored by average generated power of wind turbine (kW).

Channel order is identical to Fig. 6 [16]

Fig. 9 Top: Example waveform of the majority of signals as received from channel 7, mounted on

root area, during normal operation. Bottom: Example waveform of a simulated AE source as

received from same channel
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a simulated Hsu-Nielsen AE hit acquired from the same sensor. The difference

of the two signals is more than obvious and, while the second presents a genuine

burst-type AE hit, the first signal presents a low-amplitude continuous signal that is

mostly related to mechanical, frictional, or some other continuous type of noise.

The influence of mechanical noise on an operating wind turbine can also be seen

in Fig. 10 where the AE activity recorded by R15 sensor mounted near to the root

area during a rotor transition from high speed (22 RPM) to low speed (15 RPM) is

presented. The absence of high-amplitude AE hits during the transition period

which lasts for almost 100 s is obvious and may be related to the disengagement

of gearbox or the absence of other kind of mechanical noise during this operation.

Plotting the acquired AE hit density in time, over a period of 28 h of continuous

monitoring, versus strain gauge value (Fig. 11) per channel allows the correlation of

AE generation with a very good approximation of blade’s position, enabling us to

Fig. 10 AE activity recorded by R15 sensor mounted near root area during a rotor transition from

high speed (22 RPM) to low speed (15 RPM). Absence of high-amplitude AE hits is obvious

during the transitional state [14]

Fig. 11 AE hit density in time versus strain gauge value for each channel during a period of 28 h

of continuous monitoring. Channel order is identical to Fig. 6
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get a feeling of when AE hits are generated and investigate the reason and the

mechanism producing these AE hits. It is obvious by the density plot that

the generated AE hits are not evenly distributed indicating specific positions of

the blade where the maximum activity per each channel is recorded. This is more or

less the case for most channels. However, as there may be a lot of mechanical noise

present in the data advanced AE analysis and pattern recognition techniques should

be applied to filter the acquired mechanical noise and overcome the limitations

imposed from the simplified time-driven data analysis.

An example of possible discrimination—classification of mechanisms generat-

ing AE through advanced AE analysis is presented in Figs. 12 and 13 for the data

acquired by channel 1, during a 10-h segment of the previously presented 28-h time

Fig. 12 AE hits in time versus strain gauge value for channel 1 (zoomed period of channel

1 of Fig. 11), colored by class color

Fig. 13 Discrimination of seven different well-defined classes, through a multi-frequency power

separation technique. From top to bottom and left to right: Partial power frequency range 1–4
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period of Fig. 11. Fusion of blade position information (strain gauge value) with the

information acquired from manual multi-frequency separation of AE signal’s

power defined seven (7) well-separated classes as presented in Figs. 12 and 13.

The mechanisms producing these classes are unknown and further investigation is

needed for a more effective characterization/classification. However, as shown

below, there is no clear evidence of correlation with blade’s incipient damage.

In Fig. 14 the results of linear located events on three different areas of the blade

are presented. The three groups are defined from sensor 1 and 2 mounted on spar,

sensors 3–5 mounted on trailing edge, and sensors 6–8 mounted on root (see

Fig. 3). It is obvious that there are a few areas in the blade where a significant

number of events are located, especially in third group (root area); however

without a comparison of the signatures of these events and genuine acoustic

emission it cannot be confirmed whether these are or are not related with blade’s

structural integrity.

In Fig. 15 a comparison of the signatures of these located events and genuine AE

events produced from simulated Hsu-Nielsen sources in the same area is presented

for each channel group. In blue are presented the first hits of the located AE events

on each monitored area while in red are overlapped the simulated Hsu-Nielsen

sources. The red dataset (simulated sources) corresponds to the expected AE events

that could be present in the case of actual damage in this monitored area.

The direct comparison of both data sets reveals separation of the respective data

clusters. The located AE events when compared with the simulated sources applied

on the same areas appear to have similar durations and counts however appear to

have significantly less amplitude. Therefore the mechanisms producing the located

events seem to be different from the mechanisms that are related to the structural

integrity of the blade.

Fig. 14 Located events versus event’s location (m). From top to bottom: Linear location

of channels 1–2 (spar area), channels 3–5 (trailing edge area), and channels 6–8 (root area)

is presented [16]
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Also, it is obvious that the AE signature for each area has a different and rather

unique 2D cluster shape. Therefore the AE system should be trained for each

specific area that it is monitored based on the extracted AE signatures of a healthy

blade, creating effective pattern recognition techniques. The latter could also be

enriched with AE data acquired during full-scale blade testing improving consid-

erably the effectiveness of the automated pattern recognition and the classification

of the blade’s in-service accumulated damage in real time.

5 Discussion

After years of advanced research, long-term monitoring of the structural integrity of

wind turbine blades with acoustic emission is now perfectly feasible, technically.

Future work should be focused in the management of the huge volume of data

obtained, as well as fusion of the acoustic emission data with real-time operational

data acquired from the wind turbine (wind speed, torque, RPM, etc.) for the proper

assessment of the blade’s condition. Development of effective pattern recognition

techniques based on the extracted AE signatures of a healthy blade under normal

operating conditions of the wind turbine will allow the system to focus mainly to

feature space areas that have a higher likelihood to correlate with incipient damage

while discarding all other (non-relevant) data, ensuring a more compact data set,

thus greatly minimizing the data storage needs. In addition, due to the more

compact data set, streaming of data will be more efficient as well.

Fig. 15 Signature graphs of AE features, in blue are the located AE events and in red the

simulated Hsu-Nielsen sources. From left to right columns are the signatures of the spar, trailing
edge, and root area [16]
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Analysis of Acoustic Emission Parameters

from Corrosion of AST Bottom Plate

in Field Testing

C. Jomdecha, C. Jirarungsatian, and W. Suwansin

Abstract Field testing of aboveground storage tank (AST) to monitor corrosion of

the bottom plate is presented in this chapter. AE testing data of the ten AST with

different sizes, materials, and products were employed to monitor the bottom plate

condition. AE sensors of 30 and 150 kHz were used to monitor the corrosion

activity of up to 24 channels including guard sensors. Acoustic emission

(AE) parameters were analyzed to explore the AE parameter patterns of occurring

corrosion compared to the laboratory results. Amplitude, count, duration, and

energy were main parameters of analysis. Pattern recognition technique with

statistical was implemented to eliminate the electrical and environmental noises.

The results showed the specific AE patterns of corrosion activities related

to the empirical results. In addition, plane algorithm was utilized to locate the

significant AE events from corrosion. Both results of parameter patterns and AE

event locations can be used to interpret and locate the corrosion activities. Finally,

basic statistical grading technique was used to evaluate the bottom plate condition

of the AST.

C. Jomdecha (*) • C. Jirarungsatian

Maintenance Technology Center, King Mongkut’s University of Technology,

Thonburi 10140, Thailand

e-mail: axlrosez13@hotmail.com

W. Suwansin

Thai NDT Public Company Limited, Bangkok 10240, Thailand

e-mail: electronics-engineer@hotmail.com

G. Shen et al. (eds.), Advances in Acoustic Emission Technology: Proceedings of the
World Conference on Acoustic Emission-2013, Springer Proceedings in Physics 158,

DOI 10.1007/978-1-4939-1239-1_35, © Springer Science+Business Media New York 2015

383

mailto:axlrosez13@hotmail.com
mailto:electronics-engineer@hotmail.com


1 Introduction

Development of acoustic emission (AE) for corrosion monitoring is under

researches to improve accuracy and reliability of result interpretation and evalua-

tion. AE can be demonstrated that it is the suitable method for corrosion detection

[1, 2]. The AE detection of corrosion was established using appropriated AE

sensors and instruments. AE parameters such as amplitude, count, and energy can

be utilized to analyze severity levels of corrosion under control environment. In

addition, types of different corrosion such as uniform, pitting, and stress corrosion

cracking (SCC) were classified by AE signals and parameter analysis in some

researches in laboratory [3, 4]. However, the results from lab scale are difficult to

implement in the field testing. There are many factors affecting AE testing for

corrosion monitoring of the AST bottom plate. Differences of tank condition,

product media, corrosion rate, and environment are the difficult factors for setting

up AE parameters during testing. The problem is complicated signals and parameter

to distinguish. Since the AE researches related to AST field testing, the classifica-

tion of the tank floor condition has been the aim of testing to reduce maintenance

cost of industries.

Nowadays, the AE analysis of tank floor monitoring and grading is embedded to

AE analysis software. Most of them apply classification and grading techniques

using neural network and pattern recognition. However, AE personnel have to

process and analyze to make their own specific grading by themselves from

obtained testing data. The results of testing had been reported by various techniques

such as statistical and classification methods [5, 6]. The AE testing results are used

to evaluate the tank floor conditions and the period of future testing.

To improve the accuracy of AE for corrosion monitoring in this chapter, an

analysis of AE parameters in the field testing was accomplished related to the

laboratory results of pattern recognition technique. Then, the statistical operation

was done to grade the condition of the AST bottom plate. The example of the MFL

testing result during empty tank was shown for the bottom plate condition com-

pared to the analyzed AE result.

2 AE Testing in Field vs. Laboratory

2.1 Field Testing Setup for AST

More than ten above-ground storage tanks with different media were done to

monitor corrosion of bottom plates. The bottom plate materials were carbon steel

and stainless steel grade 304 (SS304). The AE system used in the testing was the

24-channel Vallen ASMY-5 for all of the testing tanks. Sensor frequency of 30 kHz

was mainly used to detect the corrosion of the bottom plate. In addition, sensor
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frequency of 150 kHz was used to be guard sensors in application of float-roof

storage tanks to eliminate AE from mechanical signals.

The levels of media product were constantly stressed from 50 to 70 % and

isolated for 12 h before AE testing. The AE testing for corrosion on the AST bottom

plate was shown in Fig. 1. Setting parameters were generally the following:

• Average sensor sensitivity more than 80 dB and less than 4 dB varying

• Type of used coolant: Normal ultrasonic type or high-temperature type of hot

surface up to 65 �C
• Sensor number and spacing

• Preamplifier gain

• Power/signal cable length which is less than 150 m to avoid the signal drop and

standing waves

• Background noise/detection/evaluation threshold

• Signal processor filter 25–45 kHz band-pass

• Hit definition time calculated by the sensor spacing and medium velocity

Before testing, calibration by pencil lead break was done for all of the mounted

sensors including guards to check the sensor sensitivity, signal losses, and noises.

Background noise prior to testing was identified, minimized, and recorded after

setup of the AE system for 15 min to 1 h to verify parameter setting. If background

noise is too high above evaluation threshold, the source of the noise was eliminated.

The AE monitoring period was 1–2 h. The AE activities were monitored and

recorded gathering with AE event location. The AE parameter relation including

amp, hit, count, duration, and energy was collected in real-time function. After

testing, system verification was performed again. The sensor sensitivity should not

be lower than 70 dB.

Fig. 1 AE setting up for monitoring of corrosion on an AST bottom plate

Analysis of Acoustic Emission Parameters from Corrosion of AST Bottom Plate. . . 385



2.2 Laboratory Experiment Setup

In the experiments, the tank dimension of 1� 0.7 m (D�H ) was employed as

shown in Fig. 2. Producing uniform and pitting corrosions was conducted on carbon

steel and SS304 plates inside the experimental tank, respectively. For uniform

corrosion producing, a corrosive environment was 30 % NaCl solution with pH

of 1. The solution was stored in the tank with a level of 50 cm. The carbon steel

shims which were polished using wet sand paper grade 1200 were placed on the

tank bottom plate to accelerate the corrosion. For pitting corrosion, an electrochem-

ical environment was organized using 3 % NaCl solution with a pH of 2 controlled

by HCL and a potentiostat (Solartron 1284) gathering with a voltage-to-current

converter. The electric current density constantly of 0.2 mA/cm2 was generated to

the solution using a specific electrode. The pitting potential was controlled electro-

chemically by the potentiostat for accelerating the pitting corrosion mechanism.

The location of producing pitting was on the prepared SS304 plate which was

placed on the bottom of the tank as in Fig. 2. A LOCAN L320 AE analyzer was

used to monitor the corrosion activities via broadband AE sensors mounted on the

bottom shell of the tank. The AE signals were 60 dB amplified by preamplifier sets.

The monitoring time was 24 h per condition. The signal was then sent to the AE

analyzer to process and store AE parameters which were amp, count, energy, rise

time, duration, and event locations. Vallen Visual AE program was used to analyze

AE data obtained from AE analyzer.

3 AE Source Clustering and Classification

3.1 Cluster Analysis of AE Parameters

As our previous works, pitting and uniform corrosion sources had been identified

using corrosion mechanisms [2]. The AE source was divided into three groups of

Fig. 2 Experiment setup for corrosion monitoring
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bubble occurring, passive film breakage, and pitting propagation. These AE fea-

tures were done by observation and filtering techniques. However, AE data

obtained from the field testing are complicated due to several sources of noises.

So, the pattern of corrosion sources is needed to recognize and compare with the

field testing results.

The AE data collected from controlled conditions in the laboratory were

employed to recognize the pattern of uniform and pitting corrosions. As of the

AE data are categorized by parameters. They are unsupervised data in which there

are no predefined learning or classes. The relation between AE parameters from

laboratory was done by correlation analysis following Pearson coefficient (r) as in
Eq. (1). The coefficient correlations are presented in Table 1 where the Z score is the

standard value of data X and Y for population of N:

r ¼
X ZxZy

� �
N

ð1Þ

From the correlation of AE parameters, it can be implied that the four parameters

including amp, count energy, and duration were in good relation. However, count

related to energy and duration almost linearly. This correlation may not contain the

different characters. Hence, amp, count, and energy were employed for cluster

analysis.

For clustering the AE data, statistic cluster analysis, K-means, has been utilized

to group the corrosion the sources of corrosion mechanism by finding similarities

between data according to the characteristics found in the data and grouping similar

data objects into clusters. The K-means clustering is one of the partitioning methods

of database xj objects into a set of k clusters, where E is the sum square of

minimized distance d as Eq. (2), where ci is the centroid of cluster Ci:

E ¼
Xk
i¼1

X
xj ∈Ci

d xj; ci
� �� �2 ð2Þ

To give the group of cluster, k, clustering algorithm was used to calculate a

silhouette value for each observation. The silhouette value is the parameter to define

the minimum data associated with the assigned cluster and maximum dissimilar

from other clusters. Each data point has a silhouette value and the mean silhouette

value over all points summarizes the overall quality of the clustering. The possible

Table 1 Correlation between

AE parameters
Correlation coefficient Amp Count Energy Duration

Amp 1.00 0.77 0.84 0.83

Count 0.77 1.00 0.78 0.95

Energy 0.84 0.78 1.00 0.92

Duration 0.83 0.95 0.92 1.00
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cluster after repeating analysis is shown in Fig. 3. The line has a peak at 2, which

indicates that the mean silhouette values of the AE data distribution can be

partitioned into two groups.

3.2 Classification of Bottom Tank Condition

To classify the bottom plate condition of AST, AE data obtained from field testing

were statistic filtered and tested based on the feather database of laboratory-

clustered results. Selected AE parameters including amp, count, energy, and

event hits were mainly used to classify the corrosion grading. In addition the factors

affecting the grading results are tank size, stored product, product level, and tank

age. Their data were used to compensate the AE data from field tests.

At present, number of events per period time from any of 1 m2, which is

considered as event rate, was calculated from processed tested data. Total AE event

rate/h ∙m2 (ER) was employed in our grading of tank floor according to Table 2.

The tank floor condition grading in Table 2 is based on an empirical data from

the research work of corrosion severity study which is related to an AE activity of

field testing. The ranking is considered for recommendation of an inspection

planning which is shown in Table 3.

Fig. 3 The mean silhouette

values for clustering

to two groups

Table 2 Grading of tank

floor condition
Floor condition Event/h ·m2(ER)

Minor �10

Medium >10 and �34

High >34 and �55

Very high >55

Table 3 Recommendation

of inspection plan
Floor condition Next inspection (years)

Minor 4

Medium 1–2

High 0.5–1

Very high Require internal inspection

388 C. Jomdecha et al.



4 Results and Discussion

4.1 Laboratory Results

In Fig. 4, the previous results of AE parameters (amp vs. count) were analyzed to

explore the AE parameter patterns of occurring corrosion from uniform and

pitting, respectively, using Vallen Visual AE [2]. AE activities generated from

uniform corrosion grouped around the actual position of the corrosion source.

The activities showed amount data of amp between 45 and 65 dB and counts less

than 1,000. But some amp had high level (up to 75 dB) with fewer counts as in

Fig. 4a. The similarity pattern of AE obtained from pitting corrosion is shown in

Fig. 4b. Sum of AE data was less than uniform corrosion; however, both ampli-

tude and counts were similar. From observation of corrosion mechanisms, AE

were generated from several of hydrogen bubble breaking caused by the

destroyed passive films of the material surface to produce uniform corrosion

and pitting corrosion. The high amplitude and count AE data probably came

from passive film breakage at the beginning of both types of corrosion processes.

However, these results were filtered, during which some important data were lost

and could not be interpreted.

To group the AE data features, cluster analysis was implemented to recognize

the AE data both from uniform and pitting corrosions. The results of clustering of

raw data obtained from an experimental tank in Fig. 2 by repeating K-means with

two groups were done. The AE data relation between amp vs. count and energy

vs. count can be clustered into two groups which were corrosion sources and noise

sources. The results are shown in Fig. 5. These clusters can be confirmed with the

previous work results. Corrosion sources can be partitioned higher than noise

sources clearly. The patterns of both uniform and pitting corrosion were rising to

about 1,000 counts. On the other hand, Noise sources which could be occurred from

electrical signals and environments are near the ground. Corrosions can be distin-

guished from noises when count higher than 200 for both relates to amp and energy.

Especially, corrosion patterns of uniform and pitting corrosion are nearly matched.

Therefore, AE parameter clusters of both corrosions were similar in this study.

Fig. 4 Amp vs. count of laboratory experiments: (a) uniform corrosion, (b) pitting corrosion
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4.2 Field Testing Results

Twelve AST with different media were tested to monitor corrosion of bottom

plates. Compared to the laboratory results, amp, count, and energy were main

parameters of analysis. The results of field testing showed the specific AE patterns

of corrosion activities analyzed by Vallen Visual AE software. AE parameter

relation obtained from tank no. TK1 was shown in the example. To clearly

distinguish corrosion sources, amp vs. count, there were two groups of AE counts

with different amplitudes, which were low count and high count as shown in

Fig. 6a. Corrosion activities were grouped into high counts up to about 1,000

with low amplitude between 30 and 50 dB as shown in the circle. In the same

way, there were two groups of AE counts related to energy as shown in Fig. 6b. The

group of high counts showed data between energy of 0 and 3,000 eU. Another group

showed less than 100 counts related with high energy.

To test the pattern recognition, analyzed corrosion clusters from Sect. 3 were

implemented to recognize the correlation with all of the testing tanks. The trained

data sets were repeated and tested before use to identify the data of field testing.

Target of the output was the cluster of corrosion. The average accuracy of training

set was 92.4 %. The results of classification were done by pattern recognition

process and resulted in Table 4. The accuracy of pattern recognition can show the

Fig. 5 Clustering results of corrosion sources: (a) Amp vs. count, (b) energy vs. count

Fig. 6 AE parameter relation obtained from field testing: (a) Amp vs. count, (b) energy vs. count
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fair relationship with the percentage of average accuracy more than 60 % from

12 AST. The different output performances compared to the training set can occur

due to the AE parameter range and shape of corrosion patterns. The data should be

more compensated with the accuracy results. Specific tank history factors including

tank size, stored product, product level, and tank age will be employed to improve

the results in the future.

To classify AST bottom plate condition, results of AE event locations of the field

testing were processed according to the clustered data of corrosion. The statistic

clustering algorithm following experimental data was utilized to grade the severity

of AE activity area. As for the issues of location events from the experimental tank

(uniform corrosion), the locations were clearly shown; the location on the same

produced corrosion sources as in Fig. 7a. For field testing tank no. TK1 (example),

after filtering noise signals from original testing data, the outcome data were shown

Table 4 Accuracy

of corrosion pattern

recognition on AE

field testing

Tank no. Average accuracy (%)

TK1 78.4

TK2 65.3

TK3 67.6

TK4 74.4

TK5 73.9

TK6 62.5

TK7 70.8

TK8 71.4

TK9 73.1

TK10 66.2

TK11 68.8

TK12 71.4

Fig. 7 AE event locations of (a) experiment tank, (b) field testing tank no. TK1
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as corrosion source location in Fig. 7b. The result shows that the events number of

AE activities produced the low amplitude with high count, duration, and energy.

They can be referred to the bottom plate activities. The cluster of AE events spread

on the floor. Referred to our grading program, the tank floor was ranked to high

activity grade which should be tested again in 1 year. The off-line inspection by

MFL of empty tank was used to inspect the bottom plate condition after AE testing.

The results showed the corrosion pit spread on the floor. The deepest wall lost was

about 60–70 % of plate thickness around the middle of the floor.

5 Conclusion

AE data obtained from corrosion sources on field testing of the above ground

storage tank (AST) were identified and clustered by comparing to the lab results.

Corrosion sources from the controlled environment in the laboratory were analyzed

and identified from the pattern of AE parameter correlation using cluster analysis.

The relation of amp, count, and energy was the main parameter to recognize the

corrosion patterns. The clustering results can be shown for the similarity between

uniform and pitting corrosions which are the main type of corrosion on AST bottom

plates. Field testing data were tested using the pattern recognition technique to

validate the accuracy of corrosion cluster. The results were shown for the relation

with more than 60 % of accuracy. Therefore, AE parameter correlations of both

testing field and experiment were similar. In addition, analyzed AE event rate

occurring from corrosion sources was used to classify the condition of AST bottom

plate. The summary grading of field tank testing is presented in Table 5.
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Table 5 AE monitoring

results of AST bottom plate
Tank no. Floor condition Next testing (year)

TK1 High activity 1

TK2 Minor activity 3–4

TK3 Minor activity 3–4

TK4 Medium activity 2–3

TK5 Minor activity 3–4

TK6 Medium activity 2–3

TK7 Minor activity 3–4

TK8 Minor activity 3–4

TK9 High activity 1

TK10 Minor activity 3–4

TK11 Minor activity 3–4

TK12 Minor activity 3–4
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Identification of Acoustic Emission Signal

of Tank Bottom Corrosion Based

on Weighted Fuzzy Clustering

Yang Yu, Hui Cao, Ping Yang, Yuan Fu, and Ling Jun

Abstract The identification of corrosion acoustic emission signal of tank bottom is

the basis of improving detection accuracy. However, under some circumstances, the

types of corrosion acoustic emission signal of the tank bottom are unknown, and a

weighted fuzzy clustering recognition method was proposed to solve this problem.

The main characteristics of the signal were given by acoustic emission detector; the

characteristics included rise time, count, energy, duration, amplitude, and average

frequency. Aiming at the randomness of clustering initialization, nearest neighbor

method was used for optimizing initial clustering. For improving the accuracy of

edge data, a weighted fuzzy clustering method was proposed to increase the

difference of various acoustic emission signals. The data redistribution method of

fuzzy clustering is adjusted with the weighted distance between the gravity and

center to substitute the traditional distance and then allocated data to the set which

had the minimum weighted distance. This study shows that the veracity of weighted

fuzzy clustering increases by about 9 %.

1 Introduction

Storage tank is the main tools to conserve liquid petroleum. For storing the huge

amount of oil, storage tanks usually have a large size. However, in most situations,

the large size has made cleaning and inspection of a tank a hard work. To solve this
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problem, acoustic emission inspection has been proposed. This method allowed us

to detect the damage of oil tank jar bottom without surface cleaning. Nowadays the

identification of corrosion acoustic emission signal of tank bottom becomes the

basis of improving detection accuracy.

However, under some circumstances, the types of corrosion acoustic emission

signal of the tank bottom are unknown. In fact, reasons such as the excessive

pressure, oil soaking, and poor working conditions made the bottom the most

easily to be hurt of all parts of a tank, and one of the biggest damage was

corrosion problems. The major reason of the corrosion was that the dynamic

force was generated when filling and discharge brings stress corrosion

cracking and electrochemical corrosion cracking on the corrosion layer with

water plash [1]. An open circuit can be caused by oxidation, excessive charring,

or insulating deposits on the contacts. At potentials above a critical potential that

is well below the pitting potential measured from the surface covered with oxide

film, corrosion pit would occur on the freshly generated surface [2]. Electrochem-

ical corrosion cracking often manifest as corrosive pitting while stress corrosion

cracking often manifest as crack propagation and oxide spalling. Of all the

corrosive injuries, pitting is the main one. In this chapter, three different kinds

of corrosion could be distinguished with others by using the weighted fuzzy

clustering algorithm [3].

In the following, the study was arranged as this order: Sect. 2.1 presents the

sense of our study in the identification of acoustic emission signal of tank bottom

corrosion; Sect. 2.2 gives the improved weighted fuzzy clustering algorithm. In

contrast to the classical fuzzy clustering algorithm, this method performs a higher

precision. In Sect. 2.3 we effectively extracted classified signals and provided

reliable single characteristic analysis for each set of data. The result of analysis

was used to identify the corrosion type.

2 Methods

In this section, we elaborate on the weighted fuzzy clustering in the following

paragraphs. First of all, due to the initialization dependence of acoustic emission

data structure, a nearest neighbor method was proposed and applied to confirm the

cluster number and the center directly. Second, aiming at the similar in

dataset structure problem which exists in different types of AE signal parameters,

this chapter proposes a relative membership-grade weighted method. Then,

by studying the change disciplinarian of different corrosion types and AE

parameter, change relation between corrosion and AE parameter has been

achieved [4]. Finally, an experiment shows that theoretical analysis results match

to the experimental results [5].

Here, we briefly introduce the classical fuzzy clustering method here. In 1973,

Dunn proposed the hard clustering means (HCM) to fuzzy situation. Then Bezdek

spread it to a more general situation and gave a general description of fuzzy
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clustering [6]. The fuzzy clustering problem can be formulated as the following

mathematical programming problem:

Jmin u; vð Þ ¼
Xc

i¼1

Xn
j¼1

um
ij dij

2

Xc

i¼1

uij ¼ 1

ð1Þ

An iterative algorithm was given by Bezdek to get the optimal solution of the

abovemathematical programming problem. The iterative formula in the algorithm is

u
kð Þ
ij ¼ 1

Xc

r¼1

d
kð Þ
ij

d
kð Þ
rj

0
@

1
A

2
m�1

v
kþ1ð Þ
i ¼

Xn
j¼1

u
kð Þ
ij

� �m
xj

Xn
j¼1

u
kð Þ
ij

� �m
ð2Þ

The algorithm is convergent and at the solution point the objective function

achieves its local minimum.

The clustering algorithms based on the objective function are almost all using

Euclidean distance. In 1987, Gustafson added covariance into the expression of the

distance and proposed covariance fuzzy clustering algorithm. Then Bezdek pro-

moted the application range of the fuzzy C-means clustering algorithm by improv-

ing the clustering criterion with the distance of data point to the center of cluster set

[7]. Based on fuzzy clustering algorithm, we studied the objective function of the

traditional fuzzy C-means algorithm and proposed a modified objective function for

FCM. The weighted fuzzy clustering problem can be formulated as the following

mathematical programming problem:

Jmin u; vð Þ ¼
Xc
i¼1

Xn
j¼1

wum
ij dij

2

Xc

i¼1

uij ¼ 1, 1 � j � n

ð3Þ

where c is the number of clusters, n is the number of dataset X, m (m> 1) is the

fuzzy weighting exponent and its best value is between 1.5 and 2.5 in experience,

w is the weighting coefficient, w¼ 1/jvr� grj is the weight coefficient, and

dij¼kxi� vjk is the Euclidean distance between clustering center and sample point.
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2.1 Initialization

The fuzzy clustering method algorithm overly depends on the initial points but the

right value of c is unknown and selecting the initial points effectively is also

difficult [8]. In theory, clustering algorithm needs transcendental knowledge

about the data set to be clustered in general, and so do fuzzy clustering. So this

chapter gives a nearest neighbor algorithm to confirm the cluster number and center

directly.

The nearest neighbor method is one of the simplest search algorithms. This

method regarded the first data as the center of first group. If distance between a data

and the center of the set is less than the expected value, then the data would be put

into this set. In other words, the optimal center of this set must be nearly to this data;

otherwise the data was the new center.

Initialization steps:

1. Begin with the first data x0, regard this data as a center x1c , and set up a radius d.

2. Calculate the distance between the k-th data and centers (x1c , x
2
c , . . ., x

M
c ) jxk0 � xlcj

(l¼ 1, 2, . . .,M ). Assume that the minimum distance was xk0 � xlkc
�� ��, and xlkc was

the nearest neighbor rule.

3. If xk0 � xlkc
�� �� < d, xk0 was the new center; otherwise if xk0 � xlkc

�� �� > d, then

continue to iterate.

2.2 Weighting

The fuzzy clustering method is a dynamic process in which clustering center and

membership degree matrix are continuously being modified during clustering [9].

Starting from the random initial center the fuzzy clustering method converged to

local minimum of the objective function after several iterations. So the algorithm

performance depended on the initial clustering center. In view of the problem

above, the nearest neighbor algorithm was used to selecting the clustering center

with high reliability [10].

For the similar structure of acoustic emission signal, a weighted fuzzy clustering

method was proposed to increase the difference of various acoustic emission

signals. This method adjusted traditional data redistribution method instead of the

distance of fuzzy clustering method of the weighted distance between the gravity

and center and then allocated data to the set which had the minimum weighted

distance. The results show that the chance that data farther from center belonged to

the big and sloppy set allocated to the wrong set had been decreased by this

algorithm.

The main characteristics of the signal were given by acoustic emission detector;

the characteristics included rise time, count, energy, duration, and average fre-

quency. In this method, a weighted fuzzy clustering algorithm is presented to solve

classification problem. Initial cluster centers had been selected then through the
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nearest neighbor algorithm. And the optimal cluster center can be found. The

initialed data can offer necessary knowledge and information of classification;

furthermore, they are a row vector which contains the entire eigenvalue of AE

parameters. Each type of the parameter has its own center of gravity. The weight of

each type of characteristic parameter can be achieved by calculating the distance of

the center of gravity and the cluster center. This way, the external distance can be

increased while the internal distance can be reduced. And finally, the accuracy rate

of fuzzy clustering can be increased.

Compared with general fuzzy clustering method, the classification credibility of

weighted fuzzy clustering is improved effectively. Then, a traditional clustering

algorithm carries on the optimization, improved as weight cluster algorithm.

Steps:

1. Fuzzy indicators m¼ 2, and cluster number c¼ 3. Calculate the random initial

cluster centers vj.
2. Calculate the highly reliable clustering center by nearest neighbor algorithm.

3. Calculate the weight, clustering with the weighted clustering criterion.

To reflect the optimization discussed above, Table 1 listed the comparison of

three kinds of algorithms. The methods were fuzzy clustering method K-means

method and weighted fuzzy clustering method.

Accuracy comparison for fuzzy clustering algorithms:

Table 1 shows that the veracity of weighted fuzzy clustering increases by about

9 % than fuzzy clustering, and 4 % than K-means.

2.3 Identification (Laboratory and Field)

Characteristic parameter played an important role in the source recognition during

the corrosion process. So the different signals can be set apart from others

stereotypically [11].

Different acoustic emission signals had different characteristics [12]. Basic

information of the class to which those objects belong could be represented by

the classified data. Tests are conducted under laboratory conditions; those charac-

ters below had an obvious differentiation; they were sufficient to meet the

demand [13].

In the sort module, multicolor was assigned to different clustering based on the

value of c, so the colors are assigned randomly. Result of optimization can also be

seen by those figures (lab).

From Figs. 1, 2, 3, and 4, by contrasting (a) and (b), it can be seen that clustering

result of the figures below has a striking optimization. Figures 1, 2, 3, and 4 show

Table 1 Accuracy

comparing
Algorithm FCM K-means WFCM

Accuracy 84.00 % 89.33 % 93.33 %
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Fig. 1 The energy distribution of experimental data. (a) Energy distribution of the FCM, (b)

energy distribution of the WFCM

Fig. 2 The amplitude distribution of experimental data. (a) Amplitude distribution of the FCM,

(b) amplitude distribution of the WFCM

Fig. 3 The duration distribution of experimental data. (a) Rise time distribution of the FCM, (b)

rise time distribution of the WFCM
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the experimental result while Figs. 5, 6, 7, and 8 show the analysis result. After each

figure, comparison of classical value range is given.

From Fig. 1 it can be seen that corrosion energy has the following characteristics.

Energy of crack and oxide film appeared to undergo a sudden and random increase

while pitting has a low energy.

Figure 2 shows that amplitude of pitting characteristic has little change over

time, generally in the range of 30–40.

Figures 1 and 2 show that pitting acoustic emission signals could be clearly

discriminated by energy and amplitude. And recognition effect of amplitude was

superior to energy.

Fig. 4 The count distribution of experimental data. (a) Count distribution of the FCM, (b) count

distribution of the WFCM

Fig. 5 The energy distribution of field data
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From Fig. 3 it can be seen that corrosion duration has the following characteristics.

Duration of oxide film changed greatly in the range of 0.8–2 while crack around 0.4.

Figure 4 shows that corrosion energy had the following characteristics. Crack

initiation and propagation were associated with spalling behavior of the oxide film

Fig. 6 The amplitude distribution of field data

Fig. 7 The duration distribution of field data
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under applied stress. Count of crack characteristic was generally in the range of

3–500 while oxide film was much higher.

Figures 3 and 4 show the relationship between crack and oxide film acoustic

emission signals, and they could also be discriminated from the other one.

The weighted fuzzy clustering method is employed for real-time online moni-

toring of tank bottom plate. The tank has been used for more than 25 consecutive

years and has a 50,000 m3. The monitoring provided real-time data and analytics

below (field):

From Fig. 5, the energy of part sample value was at a relatively low range.

Comparing with others, pitting may exist at the bottom of the storage tanks

corresponding to laboratory findings.

From Fig. 6, the amplitude of part sample value was at a range of 30–50.

Comparing with others, pitting may exist at the bottom of the storage tanks

corresponding to laboratory findings.

From Fig. 7, the duration of part sample value was at a range of 1–2.2.

Comparing with others, oxide film may exist at the bottom of the storage tanks

corresponding to laboratory findings.

From Fig. 8, the count of part sample value was at a range of 3–500. Comparing

with others, crack may exist at the bottom of the storage tanks corresponding to

laboratory findings.

Consider the complexity of site data, in those figures (field); only the character

that had a useful effect for the identification was drawn up here.

Fig. 8 The count distribution of field data
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3 Results

Based on the fuzzy clustering algorithm, this chapter proposed an improved parti-

tion coefficient method of clustering initialization to confirm the cluster number c,
and a weighted fuzzy clustering method to decrease the wrong allocation of the data

farther from center. By feature analysis of corrosion acoustic emission signal, the

types of corrosion source can be successfully identified.

Acknowledgment This work is supported by the Creative Team Project Foundation of the

Education Department of Liaoning Province, China (Grant No. LT2010082).

References

1. S. Ramadan, L. Gaillet, C. Tessier, Detection of stress corrosion cracking of high-strength steel

used in prestressed concrete structures by acoustic emission technique [J]. Appl. Surf. Sci. 254,

2255 (2008)

2. A. Cakir, S. Tuncell, A. Alptekin, AE response of 316LSS during SSR test under potentiostatic

control [J]. Corros. Sci. 41, 1175 (1999)

3. M.J. Bennett, D.J. Buttle, P.D. Colledge, Spallation of oxide scales from 20 % Cr-25 N-i-Nb

stainless steel [J]. Mater. Sci. Eng. A120, 199 (1989)

4. W. Jin, C.Z. Chen, Z.H. Jin, B. Gong, B.C. Wen, The three-ratio method of acoustic emission

source recognition [J]. Chin. J. Sci. Instrum. 29(3), 530 (2008)

5. G.Y. Gong, Study of FCM algorithms on parameters and its applications. Xi’an University of

electronic science and technology [D] (2004)

6. J.C. Bezdek, Pattern Recognition with Fuzzy Objective Function Algorithms (Plenum,

New York, NY, 1981), pp. 95–107

7. N.R. Pal, J.C. Bezdek, On cluster validity for the fuzzy for the fuzzy C-means model. IEEE

Trans. Fuzzy. Syst. 3(3), 370–379 (1995)

8. X. Zhang, G. Zhang, P. Liu, Based on the clustering criterion function improved K-means

algorithm. Comput. Eng. Appl. 47(11), 123 (2011)

9. S. Nittel, T.L. Kelvin, A. Braverman, Scaling clustering algorithms for massive data sets using

data streams [C]. Proceedings of the 20th International Conference on Data Engineering,

ICDE’04, 2004, p. 830

10. P.S. Bradley, U. Fayyad, C. Reina, Scaling clustering algorithms to large databases

[C]. Proceedings of the 4th ACM SIGKDD, New York, 1998, pp. 9–15

11. H. Shaikh, R. Amirthalingam, T. Anita, Evaluation of stress corrosion cracking phenomenon

in an AISI type 316LN stainless steel using acoustic emission technique [J]. Corros. Sci. 49,

740 (2007)

12. W.K. Wang, Z.M. Zeng, G. Du, Y.J. Wei, S.Z. Song, Clustering analysis of acoustic emission

signals during stress corrosion of 304 stainless steel [J]. CIESC Journal. 62(4), 1027 (2011)

13. W.K. Wang, Y.B. Li, G. Du, T. Zhang, S.J. Jin, Based on cluster analysis of acoustic emission

signal fusion method at the tank bottom. J. Vibr. Shock. 31(17), 181 (2012)

404 Y. Yu et al.



The Present Status of Using Natural Gas

Cylinders and Acoustic Emission in Thailand

C. Jomdecha, C. Jirarungsatian, W. Methong, and B. Poopat

Abstract This chapter presents the status of using natural gas cylinders

(CNG/NGV) and acoustic emission (AE) in Thailand. During the period from

2006 to 2013, more than 600,000 CNG cylinder units for vehicles were installed

and used for transportation, cars, and trucks in Thailand. The number of cylinder

units will be tentatively increased in the future due to the increase in gasoline price.

Due to the use of high-pressurization equipment in public, the issue of a risk to

public safety has been raised. As of this writing, in 2013, the testing standard from

the Thai Department of Energy Business recommends inspection every 5 years

using effective inspection methods in order to guarantee safe usage of gas cylinders,

including the AE method, following ISO 16148. Normally in Thailand, AE is used

in research and petrochemical plants as a special technique. The main applications

are testing of pressure vessels, aboveground storage tanks, and university research.

Few companies are available to conduct AE for testing natural gas cylinders due to

the limited safety of the high-pressure operation and AE equipment and a lack of

qualified AE personnel. To develop AE techniques, equipment, procedures, and

acceptance criteria of natural gas cylinders are the main focus of AE personnel in

Thailand. A desired achievement for current development is for natural gas cylinder

testing, which can be applied in field tests and supported by a national testing

standard.
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1 Introduction

At present, natural gas is one form of alternative energy for vehicles in Thailand. The

demands for natural gas have tentatively grown since 2006, especially in the

transportation sector. As of July 2013, more than 600,000 vehicles, including

passenger cars, public vehicles, and industrial and transport trucks, have installed

natural gas (CNG/NGV) cylinders. More than 250,000 t/month of natural gas is

dispensed in this sector [1]. The main motivations for this trend are increasing

gasoline prices and support from both the Thai government and Thailand’s national

energy company, PTT Public Company Ltd. The price of natural gas is only 30 %

that of gasoline and 40 % that of diesel. Due to the rapidly increasing use of CNG

cylinders, the issue of risk to public safety has been raised because of accidents from

natural gas cylinders at load pressures of more than 200 bar. Therefore, inspection

and testing of in-service CNG cylinders are highly important for public safety.

Acoustic emission (AE) is the proven method to test a CNG cylinder as a

pressure vessel. The advantages of AE testing include decreased test pressure

compared to a hydrostatic test and a much greater benefit than only leak detection;

additionally, the AE testing result can be evaluated to grade the cylinder condition.

In this chapter, the status of using CNG cylinders and acoustic emission in

Thailand is reported. The chapter is organized into three sections: the type of

CNG cylinders used in Thailand; the CNG cylinder inspection/testing methods;

and the status of AE testing in Thailand.

2 Type of CNG Cylinders Used in Vehicles

As of 2013, two groups of transportation had installed CNG cylinders in Thailand.

The first group includes passenger cars, vans, and trucks, which use natural gas as

fuel for their vehicles. Pursuant to ISO 11439 standard, “Gas cylinders: High

pressure cylinders for the on-board storage of natural gas as a fuel for automotive

vehicles” [1, 2], Fig. 1 shows the types of CNG cylinders installed in automotive

vehicles in Thailand. The four types of CNG cylinders used include

1. CNG-1 Metal,

2. CNG-2 Metal liner reinforced with resin impregnated continuous filament (hoop

wrapped),

3. CNG-3 Metal liner reinforced with resin impregnated continuous filament (fully

wrapped),

4. CNG-4 Resin impregnated continuous filament with a nonmetallic liner (all

composite).

The second group is transport trucks. They use CNG cylinders to transport

natural gas from main stations to the more than 450 substations placed throughout

the country [1]. There are six types of CNG cylinders installed in transport trucks:
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1. Steel type following ISO 9809 type 1–3: refillable seamless steel gas cylinders;

2. Steel type following ISO 11120: refillable seamless steel tubes for compressed

gas transport;

3. Metal with composites, or all composites type following ISO 11119: refillable

composite gas cylinders and tubes;

4. Metal, metal with composites, or all composites type ISO 11439: high-pressure

cylinders for the on-board storage of natural gas as a fuel for automotive

vehicles;

5. Jumbo tube: design and construct following ASME Sec. VIII DIV. 3 and ISO

11119-1;

6. TATAN tank: metal with high-density polyethylene (HDPE) liner.

All of these cylinder types are installed in the transport trucks that carry natural

gas for Thailand’s national energy company, PTT Public Company Ltd. Today,

more than 1,600 PTT transport trucks are used to transport natural gas from main

stations to substations. The specific type of transport truck is classified in seven

models according to the types and sizes of installed cylinders:

1. Mini transport truck: six wheels that contain 35 CNG cylinders. They have a

capacity of 6,825 L (water). Net weight of natural gas is 1.65 T.

2. Semi-trailer 20-ft transport truck that contains 80 CNG cylinders. They have a

capacity of 11,760 L (water). Net weight of natural gas is 2.86 T.

Fig. 1 Types of CNG cylinders according to ISO 11439
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Both of these transport trucks, as illustrated in Fig. 2, are used for city

transportation due to size, weight, and city traffic.

3. Semi-trailer 40-ft transport truck that contains 92 CNG cylinders. They have a

capacity of 17,940 L (water) as shown in Fig. 3. Net weight of natural gas is

4.3 T.

4. Tube trailer or long tube transport truck that contains eight CNG cylinders. They

have a capacity of 17,920 L (water), as shown in Fig. 4. Net weight of natural gas

is 4.34 T.

5. Neo gas 2 shafts that contain eight CNG cylinders. They have a capacity of

17,680 L (water). Net weight of natural gas is 4.28 T.

6. Neo gas 3 shafts that contain nine CNG cylinders. They have a capacity of

19,890 L (water). Net weight of natural gas is 4.82 T.

Fig. 2 City transportation trucks: (a) mini transport truck; (b) semi-trailer

Fig. 3 Semi-trailer transport trucks
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Both types of transport trucks are illustrated in Fig. 5. Natural gas is trans-

ferred to the receiving station via hydraulic principle. The advantage is that

natural gas can be supplied to the station more than other types using hydraulic

oil pressurization. Today, the Neo gas truck is also used to contain the TATAN

tank, which is metal with a high-density polyethylene (HDPE) liner. The capac-

ity of natural gas can be increased to 5 T.

7. Jumbo-tube transport truck that contains three CNG cylinders. They have a

capacity of 28,000 L (water). Net weight of natural gas is 6.79 T (Fig. 6).

3 CNG Cylinder Inspection and Testing

There are many types of discontinuity among in-service CNG cylinders. Normally,

external damage to a CNG cylinder can be classified as two types, as described in

Table 1. They must be inspected and evaluated for the level of damage by nonde-

structive testing (NDT) methods. In most inspections today, visual inspection of the

surface of the outside cylinder wall is the means of detecting cylinder damage.

Fig. 4 Tube-trailer transport trucks

Fig. 5 Neo gas transport truck
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The typical external inspection point for an on-board CNG cylinder is shown in

Fig. 7 [3]. Visual inspection of the cylinder’s condition, UT thickness measurement,

and a bubble leak test in the area of fitting should be performed.

In 2013, the National Policy Office of the Ministry of Energy announced the

standard and code for testing CNG cylinders and equipment following ISO 19078

Table 1 Type of CNG

cylinder damage
General damage Corrosion damage

Bulge General corrosion

Dent Local corrosion

Cut or gauge Isolated pit

Fire damage or burn Chain pit

Crack, scratch, or fracture Corrosion line

Plug or neck threads Crevice corrosion

Fig. 6 Jumbo-tube transport truck

Fig. 7 External inspection point for on-board CNG cylinder
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“Standard of inspection of the cylinder installation, and requalification of high

pressure cylinders for the on-board storage of natural gas as a fuel for automotive

vehicles.” In addition, the Thai testing standard for transporting CNG cylinders was

released from the Department of Energy Business to propose inspection every

5 years using effective inspection methods in order to guarantee the safe usage of

gas cylinders [4]. The inspection method shall cover the inside and outside of the

CNG cylinder, including

1. External/internal visual inspection,

2. Measuring wall thickness,

3. Proof pressure/volumetric expansion test,

4. Ultrasonic inspection,

5. Neck thread inspection.

Supplementary tests, including acoustic emission, can be considered for CNG

cylinders constructed according to ISO 11439, ISO 9809-1, 9809-2, 9809-3, ISO

11119-3, and ISO 11120. The testing standard shall follow ISO 16148, “Gas

cylinders: Refillable seamless steel–acoustic emission testing (AT) for periodic

inspection” [5]. The AE testing is used to test during requalification of seamless

steel cylinder capacity up to 3,000 L. The results provide only locations and

indications from the AE signal or parameters that should be interpreted and

evaluated by other conventional NDT methods again.

4 Status of Acoustic Emission Testing in Thailand

Acoustic emission was introduced in Thailand in the 1990s. Some academic

researchers were supported by the Petroleum Institute of Thailand (PTIT) to

study and train AE testing abroad. Two AE instruments and accessories (PAC)

were donated for research and study to King Mongkut’s University of Technology

Thonburi and Chulalongkorn University, as shown in Fig. 8. Those instruments

were used to conduct research and educate students and personnel. AE research into

and applications of metallic deformation and fracture started during this period.

In the early 2000s, AE research was developed for other applications, such as

corrosion detection and structural monitoring [6–8]. The grading of concrete

structures was defined and developed by Chotickai using the Historic index fol-

lowing MONPAC [9]. Today, this technique is becoming the life assessment

feature for AE testing of steel pressure vessels and concrete structures in

Thailand. AE sensor development was also studied and constructed in this phase

[10, 11]. The double-active lead zirconium titanate (PZT) elements of the AE

sensor, which improved the sensitivity and frequency bandwidth, were modeled,

designed, and developed for use in the lab. The sensor model is shown in Fig. 9.

In 2005, AE testing for leakage, corrosions, welding, and the pressure vessel

were studied. Figure 10 displays the prototype AE instrument to detect and locate

AE sources, which was designed and developed by researchers at King Mongkut’s
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Fig. 8 First AE instrument

in Thailand (PAC:

LOCAN 320)

Fig. 9 Double-active PZT

elements of AE sensor

Fig. 10 Prototype of AE instrument for source location



University of Technology Thonburi (KMUTT). The application was used for

locating burst-type AE sources [12, 13]. For industry, AE testing was offered to

the petrochemical industry and civil sectors. However, the technology, instrumen-

tation, and personnel were mostly from overseas. At this time, the Thai NDT public

company invested in multichannel AE equipment to introduce AE testing to

industry. The main applications were storage tanks and pressure vessel testing.

As of this writing, the industry sector in Thailand is interested in rapidly

applying AE for their equipment and structures. Some NDT companies provide

AE testing levels such as leak monitoring, steel pressure vessel storage tank, and

CNG cylinders to various industries. There are four ASNT AE Level III companies

that support the development of testing procedures and training in Thailand. The

NDT service personals that provide AE services and applications are listed in

Table 2.

The actual AE works are mainly being conducted in petrochemical plants. For

example, as in Fig. 11, the chemical plant is required to verify the possible location

of leaks and cracking of the inside drum or drum paddle. The AE testing was

conducted by KMUTT researchers. The drum was tested as a pressure vessel by

filling air at 1.1 time of operating pressure. Then AE was utilized to monitor the

character of leakage and cracking. The key of this AE testing was to find the source

of leakage of the double wall drum with two materials (3-mm SS304 liner on carbon

steel thickness of 46 mm). Moreover, the 54 paddles made by SS304 were installed

on the drum shell. The AE was done using the zone location technique together with

amplitude attenuation characteristics.

Table 2 AE services by NDT companies in Thailand

Company AE services

Thai NDT Co. Ltd. (public) Storage tank, pressure vessel in petrochemical industry

Qualitech Co. Ltd. (public) Storage tank, pressure vessel in petrochemical industry

Acoustometic Co. Ltd. Storage tank, pressure vessel in petrochemical industry,

CNG cylinders

E&S NGV Co. Ltd. CNG cylinders

Fig. 11 AE testing for leakage and cracking of drum
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For academic work, four main universities have activities in AE research in

Thailand:

1. King Mongkut’s University of Technology Thonburi (KMUTT);

2. King Mongkut’s University of Technology North Bangkok;

3. Chulalongkorn University;

4. Mahanakorn University.

The research fields include mechanical fractures, corrosion, metallurgy, com-

posite materials, welding, and especially CNG cylinder testing. More than 50 sci-

entific publications have been published in national and international proceedings

and journals.

5 Conclusion

There are two summaries in this review. First, the status of using natural gas in

Thailand is rapidly increasing in the transportation sector. CNG cylinders have been

installed in more than 500,000 units, some of which need to be tested and inspected.

The Thai standard for testing in-service CNG transport cylinders was proposed by

the Department of Energy Business to occur every 5 years and to include the AE

method. Second, the status and history of AE in Thailand were reviewed in this

chapter. The demand for AE is increasing, especially in the oil, gas, and petro-

chemical sectors. Their objectives are to reduce the cost of maintenance and to plan

maintenance schedules. AE testing of CNG cylinders will be an issue in the next

few years in Thailand. In education publications, research in AE topics is also

related to the increasing requirements of industry.
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Research on Acoustic Emission Attenuation

Characteristics and Experiments

on Composite Cylinders

Guang Dai, Yunkuo Ma, Feng Qiu, and Ying Zhang

Abstract The object of our research is the 50L carbon fiber composite cylinder.

Using the acoustic attenuation theory formula of a fixed emission frequency and a

non-fixed emission frequency, we calculated the acoustic attenuation coefficients of

the composite cylinder. We obtained the theoretical attenuation laws of acoustic

waves on the composite cylinder in the longitudinal direction. The research results

show that the relative errors between theory and experiment of the fixed emission

frequency and the non-fixed emission frequency are 1.80 and 3.33 %, respectively,

but the attenuation of a fixed emission frequency is faster than that of a non-fixed

emission frequency, waves of the fixed emission frequency spread closer. Both can

provide the basis for a sensor layout scheme and the acoustic source judgment of

composite cylinder state detection.

1 Introduction

Whether the acoustic characteristics of a fibrous composite are good or bad affects

their application directly, so accurately testing the acoustic characteristics is crucial

[1]. Carbon fiber composite materials are lighter, stronger, and tougher than glass

fiber–reinforced plastic materials. Different than metal materials. composite mate-

rials are anisotropic and nonlinear, and the destruction is complex and discontinu-

ous. Thus, defect detection and safety evaluation have great particularity

[2]. Acoustic emission (AE) testing technology is a dynamic nondestructive test

method [3] that is used to detect a composite pressure vessel. Then, using real-time

monitoring, AE testing can discover and evaluate defects, perform an analysis, and,
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finally, evaluate the composite material pressure vessel for safety and reliability

[4]. Waves propagated in a thin structure are mainly lamb waves; the wave propa-

gation attenuation characteristics that occur in the process are the basis of container

nondestructive testing. The size of the attenuation is directly relevant to each

sensor’s monitoring scope and is the key factor behind the sensor space and work

frequency determination in the source location [5]. Hence, there must be research on

the container’s wave attenuation characteristics before the application of AE detec-

tion [6]. However, the material properties of the carbon fiber composite that deter-

mine the attenuation characteristics are different from the properties of metallic

materials. Voids exist in the carbon fiber composite materials inevitably, increasing

the acoustic attenuation and influencing the speed of acoustic waves, the acoustic

impedance of the material, the attenuation coefficient, and so forth. In order to verify

the effectiveness of the AE detection technology on the composite cylinder and

provide a basis for the sensor layout scheme and the acoustic source judgment of

composite cylinder state detection, we have conducted a theoretical analysis of and

experimental research on the composite cylinder attenuation properties.

2 Acoustic Emission Theory Attenuation

Formula of the Composite Cylinder

The attenuation law of carbon fiber composite can be obtained by analyzing the

acoustic source attenuation of a fixed emission frequency.

2.1 Acoustic Emission Wave Attenuation Formula of a Fixed
Emission Frequency on the Composite Cylinder

According to [7], three factors affect the AE wave attenuation of a composite

cylinder:

1. Acoustic emission wave attenuation of resins, CR fPR;

2. Acoustic emission wave attenuation of carbon fibers, CFf
3RF

2PF;

3. Acoustic emission wave attenuation of pores, C
0
V1f

4PV
2 þ C

0
V2 f

2PV
4
3.

Assuming that the acoustic attenuation caused by resins, carbon fibers, and pores

is independent, and that there are no other defects, the problem of acoustic atten-

uation can be displayed as

α1 ¼ CR f PR þ CFf
3RF

2PF þ C
0
V1f

4PV
2 þ C

0
V2 f

2PV
4
3, ð1Þ

where α1 is the acoustic attenuation coefficient of a fixed emission frequency, in

dB/mm; CR is a constant related to the resin material; f is the AE frequency, in MHz;
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PR is the percentage of resin; CF is a constant related to the carbon fiber; RF is the

carbon fiber radius, in mm; PF is the percentage of carbon fiber; PV is the porosity;

and C
0
V1, C

0
V2 are constants.

Equation (1) can be used when the acoustic wave propagation distance is short

and the frequency of the acoustic source is fixed. Using this formula, one can see the

influence of the composite cylinder composition and porosity on the attenuation

coefficient. When the AE frequency of the electronic dummy source is fixed, one

can use Eq. (1) to calculate the attenuation coefficient. But the lead-break dummy

source is often used in attenuation tests, and AE wave frequencies of lead-break

dummy sources that are not fixed are broadband.

2.2 Acoustic Emission Wave Attenuation Formula
of a Non-fixed Emission Frequency
on the Composite Cylinder

According to [8], acoustic attenuation of a non-fixed emission frequency can be

shown by the following formula:

α2 ¼ A0 � A� 10 logr

r
, ð2Þ

where α2 is the acoustic attenuation coefficient of a non-fixed emission frequency,

in dB/cm; A0 is the initial amplitude of the signal, in dB; A is the amplitude of

the signal when it spreads some distance r (cm), in dB; and r is the distance to the

acoustic source, in cm.

We can understand that the attenuation coefficient changes with the difference in

distance because α2 is a variable related to acoustic frequency, and the frequency

bands of AE signals are wide. Therefore, different frequency components have

different α2 values. When the acoustic waves spread to a certain range, a frequency

component is given priority to the wave frequency; in another range, another

frequency component is the wave frequency. It should be noted that the establish-

ment of Eq. (2) must meet the following two conditions: First, because of the

singularity from the cylindrical wave acoustic pressure and distance law at r¼ 0,

the size of the propagation distance r0, r in Eq. (2) must be far greater than the

acoustic source. Second, r0 is assumed to be very small in Eq. (2), that is, r0� r;
this requires the size of r0 to be greater than that of the acoustic source and far

smaller than the propagation distance r.
The acoustic frequency and the material characteristics of the carbon fiber

composite cylinder have been considered in Eq. (1), which is the acoustic attenu-

ation formula of a fixed emission frequency; that is more careful, so the selection of

frequency f is important. A0 and A in Eq. (2), which is the acoustic attenuation

formula of a non-fixed emission frequency, are obtained by experiment, and they

are the comprehensive results related to the material and frequency.
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3 Experimental Research on the Acoustic Emission

Attenuation Characteristics of Composite Cylinders

3.1 Experimental Specimen and System

A fifty-liter carbon fiber composite cylinder is the object of our experimental

research. The fiber type of the container is T700S carbon fiber, the intensity is

4.9 GPa, and the resin is C60F. Wet winding technology is used, referring to GB/T

6058–2005, “Fiber winding pressure vessel fabrication and internal pressure test

method.”

We are using the SAMOS system of the Physical Acoustics Corporation (PAC).

The core is the PCI-8 acoustic emission function card of a parallel processing PCI

bus, and the threshold value is 30 dB. Broadband sensors of WD are chosen. A 2/4/6

pre-amplifier is adopted, the filter range is 1–1,200 kHz, and the amplification value

is 40 dB. The coupling agent is vacuum grease. In order to explore the carbon fiber

composite cylinder attenuation law of fixed and non-fixed emission frequency

dummy sources in attenuation experiments, we apply two kinds of dummy sources

in the experiment. One is an electronic dummy source and the other is a lead-break

dummy source. A PAC FieldCAL is chosen as the electronic dummy source; its

frequency is 0.15 MHz. The diameter of the lead-break dummy source is 0.5 mm,

and its hardness is 2H.

Two sensors, numbered 1 and 2, are arranged on the straight segment of the

composite cylinder body. Sensor 1 is fixed at the right side of the composite

cylinder’s straight segment, while sensor 2 moves left. The length of the straight

segment is 270 mm, so the distance between the two sensors increases from 30 to

270 mm; there are nine groups in all. The electronic dummy source and 2H(0.5)

lead-break dummy source are triggered at the root of sensor 1. Figure 1 shows the

experimental system.

Fig. 1 Experimental system
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3.2 Results and Analysis of Experiment

Two dummy sources trigger AE signals whose amplitudes are 99 dB at sensor

1 root. The signal amplitudes that sensor 2 receives decrease as the distance

between the two sensors increases. Table 1 shows the amplitude changes

under different distances between the two sensors on the straight segment. Figure 2

shows attenuation curves of the amplitudes of the two dummy sources as the

distances change.

The attenuation curves in Fig. 2 show that when acoustic waves spread 270 mm,

the amplitudes of electronic dummy source signals decreased from 99 to 68 dB, an

attenuation loss of 31 dB. The amplitudes of lead-break dummy source signals

decreased from 99 to 74 dB, an attenuation loss of 25 dB; the attenuation of the

electronic dummy source is larger. In addition, the greater the distance is between

sensors 1 and 2, the smaller the attenuation of amplitudes in 30 mm.

Table 1 The amplitudes change under different distances between two sensors on a straight

segment

Simulating sources Amplitudes of different distances (dB) (distance/cm)

0 3 6 9 12 15 18 21 24

2H(0.5) 99 97 92 90 86 83 79 76 72

Electronic source 99 96 89 87 82 80 76 72 69
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30

40
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dB

2H(0.5)
electron source

Fig. 2 Attenuation curves showing the amplitudes of two dummy sources as the distances change
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4 Contrasting Research on Attenuation Theory

and Experiment of Acoustic Emission Wave

in the Composite Cylinder

In order to obtain the unknown constants of CF, C
0
V1, and C

0
V2 in Eq. (1), we placed

two sensors (sensors 3 and 4) on the straight segment of the composite cylinder

body; the distance between the two sensors is 30 mm. The electronic dummy

source triggers AE signals whose amplitudes are 99 dB and frequencies are 0.06,

0.15, and 0.3 MHz at the sensor 3 root, and the signal amplitudes received by sensor

4 are recorded. We repeat the test in six different places for every frequency. The

average values are recorded in Table 2.

Table 2 shows that the higher the frequency of the acoustic wave is, the faster the

attenuation. The attenuation of the electronic dummy source is larger than that of

the 2H(0.5) lead-break dummy source because acoustic waves of the non-fixed

emission frequency are composed of high- and low-frequency components. High-

frequency components attenuate faster, while low-frequency components attenuate

slower, so the attenuation of the non-fixed emission frequency is smaller than that

of the fixed emission frequency, spread farther. Take the attenuation coefficients in

Table 2 and the parameters in Table 3, substitute them in Eq. (1), and we obtain

CF¼ 1.08� 1,013 dB/(mm2 MHz3), C
0
V1¼ 1.35� 104 dB/(mm MHz4), and

C
0
V2¼ 2.91� 103 dB/(mm MHz2).. The attenuation data of the electronic dummy

source in Table 1 are fitted as the formula y¼ 97.83636� 0.11879 x, where the

fitting error is 0.00517, the attenuation coefficient is 0.11879, and the error to the

attenuation coefficient 0.1167, which is theoretically calibrated by Eq. (1), is 0.018.

Because the length of the composite cylinder’s straight segment is short, the

attenuation curves are linear (Fig. 3).

According to the measured data and Eq. (2), when we calculate the attenuation

coefficient values of different distances, we find that the average is

α2 ¼ 0:21169 dB=cm. The measured curve and attenuation curve according to

Eq. (2) of the 50L composite cylinder when the dummy source is the 2H(0.5)

lead-break is shown in Fig. 4. The theoretical curve coincides with the experimental

curve well, and the average error is 0.033.

Table 3 Related parameters of composite cylinder

Parameters CR PR RF PF PV

Values 0.1 dB/(mm MHz) 41.32 % 0.8� 10�6 mm 57.87 % 0.81 %

Table 2 Amplitudes of different frequencies

Frequency (MHz)

Signal amplitude

received by sensor 4

Average

amplitude (dB)

Attenuation

coefficient (dB/mm)

0.06 97 97 96 96 95 96 96.2 0.0933

0.15 96 96 96 96 95 94 95.5 0.1167

0.30 95 95 96 94 94 95 94.8 0.1400
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Fig. 3 The theory and measured attenuation curves of an electronic dummy source
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Fig. 4 The theory and measured attenuation curves of a lead-break dummy source
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5 Conclusions

The attenuation of the non-fixed emission frequency is smaller than that of the fixed

emission frequency, because acoustic waves of the non-fixed emission frequency

are composed of both high- and low-frequency components. High-frequency com-

ponents attenuate faster, while low frequency components attenuate lower and

spread farther.

The relative error between theory and experiment of the fixed emission fre-

quency is smaller than that of the non-fixed emission frequency, but both can

provide the basis for a sensor layout scheme and the acoustic source judgment of

composite cylinder state detection.

The higher the fixed emission frequency of the acoustic wave is, the faster the

attenuation. When an attenuation experiment is conducted with a fixed emission

frequency dummy source, the proper frequency should be chosen. Frequencies of

no higher than 0.15 MHz are recommended.

Acknowledgment This work was supported in part by the Heilongjiang Province Natural

Science Foundation of China under grant no. E201140.

References

1. J. Duan, C. Wang, B. Yu, Research on acoustic performance testing method of fiber reinforced

composite [J]. J. Test. Technol. 18(1), 39–40 (2004)

2. G. Shen, J. Li, Pressure vessel nondestructive testing—acoustic emission testing technology

[J]. J. Nondestr. Test. 26(9), 457–463 (2004)

3. G. Dai, Acoustic emission technology in China [J]. J. Nondestr. Test. 30(7), 390–394 (2008)

4. H. Liu, H. Zhang, R. Ma, Composite NDTmethods [J]. J. Nondestr. Test. 25(12), 631–634 (2003)

5. P. Nivesrangsan, J.A. Steel, R.L. Reuben, AE mapping of engines for spatially located time

series [J]. Mech. Syst. Signal. Process. 19(5), 1034–1054 (2005)

6. J. Yu, M. Ding, Experimental research on acoustic emission signal transmission characteristics

of composite materials [J]. J. Electr. Contr. 16(8), 107–108 (2012)

7. X. Zhou, H. You, Y. Cheng, Ultrasonic attenuation model of porous carbon fiber composites

[J]. Acta Materiae Compositae Sinica 14(3), 99–105 (1997)

8. W. Guan, Y. Tao, Z. He, Acoustic wave propagation and attenuation of thick wall and thin wall

components [J]. J. Pres. Ves. 8(1), 48–49 (1991)

424 G. Dai et al.



Research on the Acoustic Emission

and Metal Magnetic Memory Characteristics

of the Crane Box Beam During Destructive

Testing

Zhanwen Wu, Gongtian Shen, Junjiao Zhang, and Yuntao Li

Abstract In order to achieve rapid detection and localization of defects in a crane

box beam, we used acoustic emission technology (AET) and metal magnetic

memory technology (MMMT) to obtain the propagating characteristics of artificial

defects during destructive testing on the crane box beam. The AE sources of crack

growth and plastic deformation could be located accurately on the box beam by

using the AE linear location method. We analyzed the AE location event number of

the AE sources; the AE location events of the crack growth were produced at a rate

exceeding 85 % in the first loading process. We obtained the changing curve of the

magnetic field intensity Hp value of the MMMT signals with the load; when the

load was increased to 8 t, the Hp had a substantial increase, with a maximum of

about 2,000 A/m. The results indicate that both the AET and MMMT could reflect

the severity of the defects, but the AE is more sensitive and could provide dynamic

monitoring of the structural changes.

1 Introduction

The box beam is one of the most common structures on a crane. Cracks are

among familiar faults in crane structures [1]. The nondestructive testing techniques

(NDT) ordinarily used in cranes include eyeballing, ultrasonic, stress testing, and so

forth [2, 3].

The acoustic emission technology (AET) has many advantages in the testing of

big, important, and complex structures, such as being sensitive to active defects and

monitoring the whole structure or equipment in one loading test [4]. The metal
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magnetic memory technology (MMMT) is an NDT method that uses the magnetic

mechanical effect of ferromagnets to determine stress-concentrated positions by

inspecting the leakage magnetic field strength of a metal component and further

determines welding defects in accordance with the stress concentration [5].

In order to achieve rapid detection and localization of defects in a crane box

beam, the two NDT methods of AET and MMMT were used to obtain the propa-

gating characteristics of artificial defects during destructive testing on the crane box

beam. We compare and discuss in this chapter the signal characteristics of the AET

andMMMT, which were conducive to assessing the structural integrity of the crane.

2 Experimental Scheme

In this test, we designed a box beam specimen for the destructive testing, and the

artificial defects were made on the surface of the specimen. Also, we prepared the

loading procedure for the test.

2.1 Dimension of the Box Beam

The box beam specimen was welded by Q235 steel plates, and the size of the

specimen was 5,800� 300� 200 mm. The artificial defects were prefabricated on

the bottom cover plate of the box beam. The load was put on by a three-point bend.

The shape and dimensions of the specimen are shown in Fig. 1.

2.2 Instruments

The instruments used for the testing included the hydraulic pressure testingmachine,

the AE system, and the stress concentration TSC-1 M-4 tester. The hydraulic

pressure testing machine used in the bending test was YE-5000. Its maximum

capacity is 5,000 kN.

Fig. 1 Dimensions of and sensor arrangement for the box beam (mm)
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A fully digital multichannel AE system series AMSY-5 was used, including

sensors, preamplifiers, computer software, and cables. In the test, the VS150-RIC

and VS900-RIC model sensors and the AEP4 preamplifiers were used to acquire the

AE signals from the specimen. The gain of the preamplifier was 34 dB. Sensors S1–S4

were arranged on the plate; their model was VS150-RIC. The arrangement of the

sensors is shown in Fig. 1.

A tester of stress concentration TSC-1 M-4 was used to measure, record, and

process diagnostic data about the stress–strain state of structures. The tester had

four flux-gate transducers and its range of Hp measurements was �2,000 A/m.

2.3 Loading Procedures for the Testing

The load was applied and gradually increased (see the loading procedures in Fig. 2).

The AE system was used to monitor the AE signals of the box beam throughout the

destructive testing, and the MMMT was applied while the load was held for 5 min.

3 Results and Discussion

During the destructive testing, we obtained the AET and MMMT characteristics of

the artificial defect area on the box beam. The results of both methods are

discussed next.

3.1 AE Parameters and Location Characteristics

In the test, a large number of AE signals were produced as the artificial defects

propagated, and their number increased as the load was increased. Figure 3 shows

the AE parameter distribution of sensor S2 throughout the load time.

From Fig. 3, we know that the maximum number of AE signals appeared during

the loading process from 7 to 8 t. The AE signal energy rate and cumulative ring

counts were increased as the load increased too. The maximum value 10.5 μV of the

Fig. 2 Curve of the loading

procedures
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root-mean-square voltage (RMS) appeared during the loading process from 6 to 7 t,

which indicated that the obvious yield phenomenon appeared when the load was

greater than 6 t.

Mainly two AE sources appeared during the test: cracking and metal plastic

deformation. Figure 4 shows the linear location of AE events both in applying the

loading and in holding the load. The AE events, which were produced by the two

AE sources, could be located during the test. Before the testing, the artificial defect

area, which was located from 80 to 110 cm in the linear location map, was tested.

According to the AE location area, the AE sources could be divided primarily into

two areas: the plastic deformation area from 40 to 70 cm, and the crack growth area

from 80 to 110 cm. The statistics of AE location event number in the two areas are

shown in Table 1.

From the AE location events shown in Table 1, we knew that many AE source

location events appeared in the crack growth area when the load was applied from

3 to 8 t the first time, but only a few AE location events appeared the second time,

from 3 to 7.9 t. More than 85 % of the AE location events of the crack propagation

are produced during the first loading.

When the load exceeded 7 t, many AE location events appeared in the plastic

deformation area. Also, there were numerous AE location events in the second

Fig. 3 AE parameter distribution of sensor S2: (a) distribution of AE hits vs. time; (b) distribution

of AE amplitude vs. time; (c) accumulation of AE counts vs. time; (d) distribution of AE

RMS-noise vs. time; (e) association graph of AE energy vs. duration; (f) association graph AE

counts vs. duration
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loading from 7 to 7.9 t. In the testing scene, we observed that there was deformation

in the side plate of the specimen when the load was applied from 7 to 8 t in the first

loading. In the second loading from 7 to 7.9 t, there was obvious local buckling in

the plastic deformation area. This shows that while the local buckling of elements

occurred, many AE events occurred.

Figures 5 and 6 show the waveforms and frequency spectra of AE source signals

for both the crack growth and plastic deformation; they were acquired by sensor S5,

Fig. 4 Linear location of AE events: (a) applying the loading from 6 to 7 t; (b) holding the load at

7 t; (c) applying the loading from 7 to 8 t; (d) holding the load at 8 t

Table 1 Statistics of the AE location event number in the AE sources (1 t� 10 kN)

Loading (t)

Number of location events

in the AE source

Holding

the load (t)

Number of location events

in the AE source

Crack

growth

Plastic

deformation

Crack

growth

Plastic

deformation

0–1 10 1 1 3 2

1–2 8 1 2 2 1

2–3 11 4 3 5 1

3–5 139 9 5 12 4

5–6 133 10 6 22 4

6–7 201 20 7 34 15

7–8 197 308 8 25 88

8–3 17 5 3–7 13 4

7–7.9 63 605 7.9 73 852
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the VS900-RIC model sensor. For the signal of the crack growth, the frequency

spectrum distributes widely from 100 to 500 kHz, which has peak values near

130, 330, and 450 kHz. For the signal of the plastic deformation, the frequency

spectrummainly distributes from 100 to 200 kHz, with the peak value near 140 kHz.

3.2 Metal Magnetic Memory Characteristics

The MMMT was applied while the load was held during the loading process, and

the magnetic field intensity Hp of the artificial defect area was collected. There

were three testing paths①,②, and③ for the MMMT, as shown in Fig. 7. Figure 8

Fig. 5 Waveforms and frequency spectrum of AE signal of crack growth

Fig. 6 Waveforms and frequency spectrum of AE signal of plastic deformation

Fig. 7 Testing path

for the MMMT
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shows the MMMT signals in testing path ①, while Fig. 9 shows that the magnetic

field intensity Hp varies with the load.

Hmin1 and Hmax1 respectively show the minimum and maximum values of the

Hp in transducer 1. As Hp vs. load in the artificial defect area shows in Fig. 9, when

the load was increased from 1 to 3 t, the Hp value rapidly increased. When the load

was at 3–6 t, the Hp value was at a higher level, about 1,400 A/m. Finally, when the

load was increased from 6 to 8 t, the Hp had a substantial increase, with a maximum

of 2,000 A/m, which indicated the stress concentration significantly. That also

showed the severity of the defects, which is similar with the AE testing results.

4 Conclusions

Our research revealed the following:

1. The results of both the AET and MMMT could reflect the severity of the defects,

but the AE is more sensitive and could provide dynamic monitoring of the

structural changes.

2. More than 85 % of the AE location events of the crack propagation are produced

in the first loading process, which shows the importance of this stage for

gathering AE data.

3. While local buckling of elements occurred, there were a large number of AE

signals continually in the plastic yield area, and the AE events could be located.

Acknowledgment This study was financially supported by China’s 12th Five-Year Science and

Technology Supporting Project no. 2011BAK06B05.

Fig. 9 Hp varies with the load in the artificial defect area
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Research into the Possibilities for Monitoring

Technical Conditions of Underground

Pipelines Using Acoustic Emission

K. Paradowski, A. Zagorski, J. Plowiec, M. Ciesielski, and M. Bardadyn

Abstract Non-destructive testing (NDT) is of significant importance when it

comes to safety evaluation of underground pipeline utilisation. In addition to

regular NDT, an intelligent piston is used in a case of great diameter pipelines,

although its usage is not always possible. In this respect, the results frommonitoring

underground pipeline defects with Acoustic Emission testing (AE) were presented.

AE laboratory research was carried out to develop a methodology of measurements

that could be applied in the real technological conditions. The obtained results

prove the utility of AE testing in localization and monitoring defects in under-

ground pipelines. A part of a research was carried out in real technological

conditions. As a result, new guidelines were set up for scientific researches on

detection and localization of material defects in underground pipelines in operating

conditions. For the purpose of carrying out a project of the transport module for

selected acoustic sensors was designed, which also had been equipped to a camera

for visual inspection. The system for testing was additionally equipped with

modules of alert notifications and remote desktop.

1 Introduction

The non-destructive testing (NDT) has become in the recent years an indispensable

technique for assuring safe operation of pipelines. In the case of new large diameter

pipelines NDT are carried out by smart pistons. In the case of small diameter and

the pipelines already in service for a long period of time, the use of smart pistons is
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difficult and sometimes impossible. In this context, the paper presents results of the

research on a system utilising acoustic emission (AE) for monitoring defects in

underground pipelines [1–3]. The research on the original system for AE monitor-

ing system aimed at this stage at obtaining laboratory data providing foundations

for the results of measurements carried out in industrial environment.

The results prove the possibility of AE monitoring of the defects in underground

pipelines. However, the efficiency of such a method depends on the material of the

pipeline, type of the transported medium and parameters such as flow, pressure and

velocity. Due to the signal analysis, the ability of leakage identification and the

accuracy of the location can be improved [4–6].

2 Methods

2.1 Laboratory Tests

The research work was performed in the laboratory and industry conditions. The

laboratory tests were done with the pipeline shown on Fig. 1. The laboratory

pipeline was constructed from parts allowing to variety of geometric structures.

To simulate real conditions, artificial defects were created in the material. The plate

with artificial defects [7] was located in a module which can be mounted in different

positions with relation to the pipeline.

This allowed for the detection of signals passing through the liquid or the gas.

The valves and the fittings allowed for filling the pipeline with liquid or inert gas.

The construction allowed for the introduction of acoustic sensor into the pipe and

detecting the acoustic emission signals during the test from the interior. The

pipeline construction assumed the possibility of using the knees 45� and 90�.
Moreover, during the study a transport module for acoustic sensors was introduced

into the interior of the pipe.

Fig. 1 The pipeline constructed for laboratory testing
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For the purpose of this project, a transport module was constructed in the form of

the inspection robot as shown in Fig. 2. In front of the robot, a monochrome camera

and LED illuminators were placed. Choosing a monochrome camera is influenced

by the conditions occurring in the pipelines. Such cameras have better contrast and

higher sensitivity than colour cameras. The robot was equipped with fastening to

the AE sensors used for testing pipelines. AE sensor can be mounted over the robot.

The bracket was made of PMMA. The second fastening system is the system

fastened to the rail screwed under the robot. Sensors can be set at different angles.

Developed for the purpose of the project, a mobile robot has electric drive and

tracked chassis. The base platform has dimensions of 100.17� 73.71� 49 mm. The

clearance is 10 mm. The robot is driven by two miniature DC motors with planetary

gears supplied by 12 V voltage. The 37 mm vehicle wheels are powered by engines

located on both sides. Seals were arranged between the wheels and the body cover

to prevent leakage of fluid to the interior of the body. The drive wheels are

connected to the tensioning wheels via two O-rings with a diameter of 3 mm.

This type of track drive is quiet, reliable and works well in polluted environments.

Robot body was made of aluminium. Elements connections are protected with

silicone technology.

Mobile base moves on four wheels with fixed geometrical arrangement. Two

wheels on each side are coupled and driven by one of two DC motors, which allows

differential control of the direction of motion. The base is also equipped with a

camera with illumination and the image is transmitted to the control panel which

makes it easy to control the robot and localise any defects.

The control panel is equipped with a set of buttons and an analogue joystick

which provides smooth and precise control of speed and direction of movement of

the mobile base. The text display indicates the currently set traffic speed limit, and

the LCD screen shows image from the camera mounted on the robot (Fig. 3). The

control panel includes connectors used for connecting to a PC. It is possible to

control the movement of the robot from a computer, as well as view and record an

Fig. 2 PipeScan1 inspection robot with integrated AE sensor, the view in a tube with a diameter

of 100 mm
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image from the camera to your computer. The recording of the camera is an

additional valuable record of the conduct of the study. Robot and control panel

are connected by wires that provide power to the motors, by power cables and

signal camera cables. The connection with the robot by a cable is widely used

because of its reliability and the ability to draw the robot from any installation in the

event of failure or loss of power.

Remote Vision application for controlling the PipeScan1 is a software designed

strictly and exclusively to the controller and the PipeScan1 robot. The software runs

without installation on a PC Windows XP/7 with installed Microsoft .NET 3.5 or

higher. The software requires a connection to the controller via serial connection

(required USB/RS232 converter) and via a video capture device—USB frame

grabber. When you connect two USB peripherals, it is necessary to find their ID

in the system and complement CAM.txt (e.g. 0) configuration files and COM.txt

(e.g. COM6) in the same way. Once the software is set correctly after you run it, the

software will automatically connect and display an image.

2.2 Industrial Research

The industrial research was focused on measuring acoustic emission during normal

operation of pipelines and gas pressure test. The research was carried out on the

600 m long underground pipeline. During the study different types of sensors were

used, which were mounted directly on the surface of the pipeline and through the

waveguide (Fig. 4).

Fig. 3 Control panel: 1—
LCD monitor, 2—panel

LCD (displaying driver

options), 3—control LCD

display, 4—main control

switch, 5—robot camera

switch, 6—speed settings,

7—controller settings, 8—
self-devices settings, 9—
additional driver options,

10—manual control

joystick
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The scope of work included the measurement of acoustic emission method in

two stages. The initial test was carried out during normal operation and the next step

was done during the exploitation of the pipeline during increased pressure [8]. The

medium transported by the pipeline was natural gas. All AE tests were performed

using measuring system, software and sensors (VS30-VBT, VS30-V, VS30-SIC) of

Vallen Systeme GmbH from Germany.

3 Results

3.1 Laboratory Tests

For the study the artificial leakage defects were created, the example of which is

shown in Fig. 5. The analysis of AE signals revealed the possibility of the compar-

ison the signals generated by the air and water [9]. The results of analysis are shown

on Fig. 6.

The laboratory studies showed that it is possible to detect acoustic signals with

an AE sensor located inside the pipeline. The type of medium which fills the

pipeline has a significant impact on the detected acoustic signals. In the case of a

heterogeneous medium the proportion of filling liquid to gas phase also counts.

The analysis of the laboratory test results showed that there was no significant

difference in the RMS parameters, AE amplitude and others of the signals detected

by sensor inside and mounted on laboratory pipeline (Fig. 7).

3.2 Industrial Research

It was observed that during tests on real underground pipeline, in contrast to the

sensors directly mounted on the pipeline for those which were mounted with the

waveguides, only a small area is needed to allow sufficient contact with the surface.

Fig. 4 The arrangement

of the AE sensors on the

surface of pipeline
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This is important when there is limited access to the test area and there is a

possibility of flooding. Additionally, waveguides might be fixed to the underground

pipeline (for example by welding), without further need for excavation. In order to

attenuate the acoustic wave, the low frequencies sensors should be mounted about

50 m from each other. The cathodic protection should be turned off during the test.

Particular attention should be paid to stray electrical currents. They have a signif-

icant impact on the acoustic noise during testing. The AE active source was located

Fig. 5 The artificial defect

simulating a leak in the

pipeline

Fig. 6 The classification of AE signals identified as air leakage, compared with the signals from

water
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as a result of the performed studies. Their verification has shown that the source of

the increased acoustic activity is a thinned, due to local corrosion, pipeline wall

(Fig. 8).

During the field studies, tests were carried out for different bandwidths needed to

transmit remote desktop of the unit controlling measurement data acquisition. Tests

have shown that the results are dependent on the degree of development of software

visualising online acoustic emission measurement. In the case of using possibilities

of Vallen Company VisualAE software, when the number of visually presented

information is developed, to ensure efficient use of the monitoring system, a

bandwidth of 1 Mbps is required. If the amount of information is small (i.e. it

consists of a few basic charts allowing to slightly control the course of the study), a

satisfying bandwidth level is 80–150 kbps.

Tests of the proposed software which provides the best compression and the

speed of data transmission from remote desktop of control unit by measurement

data acquisition had been carried out in various field conditions, where the trans-

mission bandwidth ranged from 100 kbps to approx. 1 Mbps. The software test

results were positive and satisfactory for persons performing simulated acoustic

emission measurement.

It should be noted that prior to the scheduled study, it is necessary to determine

the transmission capacity of data sent by the system, not downloading capacity. The

transmission capacity (i.e. upload) can be many times lower than wireless data

downloading capacity. This relationship was demonstrated in tests of bidirectional

data transfer between remote desktop of control unit by measurement data acqui-

sition and monitoring client.

Fig. 7 The results of AE signals recorded during the subsequent simulated leakage by artificial

defect. The analysis was performed for parameter comparison of RMS signals recorded by the

sensor located inside the pipeline and the sensor mounted on the pipeline
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During the verification of connecting in the absence of a permanent Internet

connection, it was found that the easiest way to do so is to check the bandwidth of

the signal level on the mobile phone. The experience gained from the implemen-

tation of this work, inter alia, leads to the conclusion that for the measurements with

no access to a permanent Internet connection it is necessary to take into account the

need to use the services of various mobile operators. It should also be noted that the

possibility of the combination of the wireless link is not limited to the use of mobile

networks. In many places there are wired networks (for example, telephone, cable

or fibre optic), or wireless services offered by local providers, which can also be

used to provide communication with the AE monitoring system. If the AE moni-

toring system cannot be directly connected to such a network, or use the service

(e.g. due to distance or lack of access to cable), it is advised to consider the

possibility of making a local wireless network, installed for a specific measurement

purpose. Such a network could consist of a router connected to said link or using the

said wireless service through which the EA monitoring system would be connected.

Particularly the use of a local network using mesh networking transmission tech-

nology which enables easy expansion of its range by adding new nodes seems to be

promising. In case of nodes with its own power source (e.g. battery or generator), it

is also possible to use this solution in remote areas from the telecommunication

infrastructure. Global coverage can also be provided by satellite transmission.

During the tests, the correct operation of the GSM/DCS/UMTS directional

reinforcement antenna was confirmed. Due to the directional antenna operation, it

is helpful to know more about the directions in which transmitters are arranged in

relation to the position of the reinforcement antenna. As part of the work and tests,

the iMOD-9300-GPRS module was connected with the AMSY-5 system of Vallen

Company for the purpose of wireless alarm notification (GSM, GPRS, e-mail). The

system has the ability to wirelessly transmit alarm information on exceeding the

Fig. 8 Localised and verified AE active source during gas pressure test on the underground

pipeline. Linear location of AE sensors
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selected parameters of acoustic emission signals (amplitude, duration, rise time,

energy). iMOD-9300-GPRS was tested with connected AMSY-5 system in field

conditions, in selected locations, the results of which were positive, confirming the

correct operation of the iMOD-9300-GPRS module.

4 Discussion

The study showed that it is possible, using themethod of acoustic emission, tomonitor

the technical condition of underground pipelines. Amajor limitation of this method of

testing is interference factor of acoustic signals generated by the transported fluid with

cathodic protection or stray currents [10]. In the case of AE sensors mounted on the

surface of a gas-filled underground pipeline, distance between the sensors should

be about 50 m. For the pipes filled with liquid, this distance might be greater. In the

study low frequency sensors were useful by using waveguides.

Laboratory tests showed that it is possible to detect leaks by sensors placed on the

inside surface of the pipe. It is possible to distinguish the signals from the leakage of

gas and liquid. Field studies have confirmed the correct operation of the system under

condition of a goodmobile network signal. In the case of a weak signal in the test site,

it is necessary to use a reinforcement antenna. Before the test, it is required to learn

more about the deployment of BTS stations of digital telecommunication network,

in order to assess the quality of the available mobile networks.

The controller used in the transport module, which provides extensive control

mechanisms, is essential to achieve full autonomy. In many tasks, the robot that

should be used would be the one that could fully independently move within the

system, collecting and storing measurement data and alerting external system only in

specific situations. To do so, the robot must be equipped with a battery and its control

system should be developed with batteries handling module. It is important to also

provide wireless communication in extremely hostile conditions—in many cases,

sample pipelines are made of metal and covered with a layer of soil, which consider-

ably limits the possibility of radio communication. For this purpose, the study would

be necessary for the use of long waves or other non-radio communication methods.
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Underground Pipeline Leak Detection

Using Acoustic Emission and Crest

Factor Technique

Jirapong Lim

Abstract Acoustic emission (AE) technique incorporated with uncomplicated

signal processing scheme has been demonstrated for underground water pipeline

leakage evaluation in petrochemical industries. This technique employed two units

of wide-band acoustic emission sensors that were mounted on both ends of the pipe.

Various hydrostatic pressures starting from 0 to 16 bars were applied to the pipe and

AE signals from both sensors were captured by a personal computer (PC) via

acoustic emission system. The crest factor and AE energy are used to evaluate

pipe leakage. Four sections of 20-year-old underground water pipeline in petro-

chemical plant were tested in the experiment. The test results presented that the

proposed signal-analyzing technique, the AE energy and crest factor, can be used to

evaluate a leakage pipeline sections from totally four at difference areas in the

plant. The test results have been proven by visual inspection when the pipeline has

been excavated. Therefore, the advantage of using this technique is that under-

ground pipeline to be excavated for maintenance purpose can be prioritized.

1 Introduction

Underground steel pipeline is the major transportation system, for example, for

water fire extinguisher in petrochemical industries. However, many old plants have

had problem of pipeline corrosion on high-pressure operating condition causing

leakage along the pipeline systems. This may cause jogging pump operated

continuously which causes energy loss and may be risky while the plant is in
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operation. Therefore, several nondestructive testing methods have been applied for

this application to detect and locate underground leakage before excavation for

repairing (Fig. 1), due to time consumption and relatively high cost. Three conven-

tional methods are generally used including visual inspection, electromagnetic

radar detection, and long-range ultrasonic testing [1].

The early use of AE technology for steel pipeline leakage detection application

was reported by R.K. Miller et al. in 1999 at Physical Acoustic Corporation (PAC),

USA [2]. Small leakage on a pipe test rig as low as 0.1 g/h was successfully detected

and located with 1 foot accuracy by using two different location techniques.

However, the real application of industrial environment is relatively difficult to

gain accurate result, due to low signal-to-noise ratio. It required high-efficiency AE

equipment with complicated signal processing techniques that may not be cost

effective in some cases.

Uncomplicated AE system incorporating basic signal processing scheme which

has been proposed to assist conventional method is presented in this chapter. The

major advantage of using AE technique is that not only it provides sufficient

information to evaluate fluid leakage of underground pipeline, but also approximate

leakage location can be estimated [3]. This system has been applied and tested in

real industry environments. The test results have been proven by visual inspection

when the pipe has been excavated.

2 Methods

The experimental setup employs two acoustic emission (AE) sensors that are

attached on hydrant branches of an underground pipeline, 350 mm of diameter.

Both AE sensors (AE-SS1, Holroyd Instrument, UK) provide wide-band frequency

as for leakage AE signal sensing. Output signals from both sensors are amplified by

60 dB preamplifiers. Both amplified signals are transmitted to AE instruments

Fig. 1 Underground pipeline for fire extinguisher

446 J. Lim



(Simpal system by Holroyd Instruments, UK) to extract AE parameters. The system

is also connected to data acquisition module (NI-PCI111) which is installed in a

personal computer. Time domain signals are digitized into the PC memory with the

sampling rate of 2 MS/s. To investigate the AE signal generated from leakage,

hydrostatic pressure of water is applied to the pipe by using a current system

pressure pump. The applied pressure was varied from 0 to 16 bar with increasing

step of 8 bar. In each step, the pressure is held constantly for 180 s. The experiment

configuration is shown in Fig. 2.

The signals from memory were transferred to data processing software which is

used to calculate AE parameters. To characterize pipe leakage, AE crest factor

signal processing is applied by analyzing energy from burst period of AE signals.

The AE energy (AEEnergy) can be calculated by the equation [4]

AEEnergy Uð Þ ¼ 1

R

ZT

0

V2 tð Þdt
2
4

3
5

1
2

, ð1Þ

where R is the internal resistance of instrument, V is the voltage from AE sensor,

and T is the time of the signal period. To identify the event of continuous-type AE

signal that is generated by fluid flow leakage, the crest factor is utilized by the

equation [5]

Crest factor ¼ Vpeak

Vrms

, ð2Þ

where Vpeak is the peak amplitude and Vrms is the average voltage of AE signal

energy. Therefore, the proposed signal processing technique is appropriate to field

test in real applications due to less complication and required short processing time.

AE-Simpal
System

PC&DAQ
System

Sensor 1
(Ch0)

Fig. 2 AE system experimental setup
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3 Results

The experiment was applied to inspect four sections of petrochemical industry

pipeline. This pipeline system has been used for over 20-year-old underground

pipeline. As a result of field testing, the acoustic emission activities generated were

captured by the both AE sensors which are mounted along above-ground wave-

guide of the underground pipeline. During the test, AE signals were detected and

processed over the data acquisition and signal processing unit as for filtering and

enhancement to extract the signature characteristics of the signal in order to

correlate to underground pipeline condition. After the extensive calculation of

inter-arrival time between sensors, the AE activities emitted during the test can

be processed to conventional AE parameters such as peak value, energy of AE

signal, and events. Evaluation of overall data and processed AE sources for the

underground pipeline was calculated and summarized as in Table 1.

AE signal energy and crest factor can be used to identify the leakage while

applying higher pressure level on pipeline system. The AE crest factor results are

used to compare between normal pipe and leakage pipe, as shown in Figs. 3 and 4,

good pipe and leakage pipe results, respectively.

The crest factors of pipe Nos. 2, 3, and 4 are consistent or increased at higher

pressure because higher AE energy and peak may be generated from water flow in

the pipeline.

From Fig. 4, the pipe No. 1 presents crest factor that is reduced dramatically at

higher pressure level. The AE energy is much higher than normal operating

Table 1 Crest factor

from all four pipelines
AE crest factor

Pipe no. Sensor @8 bar @16 bar

1 Ch0 48.76 19.36

1 Ch1 8.30 7.79

2 Ch0 38.75 49.61

2 Ch1 16.97 11.84

3 Ch0 36.50 43.60

3 Ch1 7.72 5.58

4 Ch0 56.41 52.78

4 Ch1 7 8

Fig. 3 AE crest factor from normal pipeline
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pressure but the peak amplitude is unrelated to the background signal so that the

ratio is reduced. The V-rms of background signal at pressure of 16 bar is higher than

that of 8 bar. This implies turbulent flow of water leakage between both the sensors.

The leakage location was calculated by using AE time of flight and cross-

correlation signal processing technique. The results of estimate leakage location

are shown in Fig. 5.

The source location plot above shows dense plot area at approximately 9 m

and high amplitude at 12 m. Those location results would need to be proved by the

visual inspection.

Finally, the results have been proven by excavation pipeline and compared to the

AE test results which are correlated to visual inspection as shown in Fig. 6.

The pipe defected locations have been found within accuracy of 0.5 m compared

to the AE source calculation plot.

Fig. 5 AE source location plot

Fig. 4 AE crest factor from

abnormal pipeline

Fig. 6 Visual inspection of pipe defected at estimated area
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4 Discussions

The acoustic emission technique provides adequate sensitivity to detect leakage of

underground pipeline. The AE energy parameter and signal spectrum pattern in

time domain can be used to evaluate the pipe condition relatively correctly. The

crest factor is a very useful parameter to evaluate underground pipeline condition

during high pipe pressure. Fluctuation characteristic of both parameters implies a

number of fluid flow leakage during the test. It has been demonstrated that the

proposed technique has more advantages than other conventional NDT techniques,

including very high sensitivity, less complicated signal processing scheme, and

cost-effective system which are relatively suitable for real industrial application.
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Comparison Between Acoustic Emission

In-Service Inspection and Nondestructive

Testing on Aboveground Storage Tank Floors

Huatian Xu, Xiaopeng Liu, Zhenghong Guo, Yewei Kang,

and Hongyuan Chen

Abstract In-service inspection of aboveground storage tanks with acoustic emission

technique is accepted by petrochemical industry more and more in the world.

PetroChina Pipeline R&D Center has inspected dozens of large storage tanks with

acoustic emission technology to evaluate the corrosion situation of tank floors. In

this chapter our method is introduced. And the comparison between the results of

acoustic emission testing and conventional NDT is described in detail in order to

verify the effectiveness and reliability of AE tank floor inspection. Some typical

examples are demonstrated.

1 Introduction

The floor of aboveground storage tank (AST) remains a most difficult part of the

vessel to inspect for corrosion damage. For a long time, this part of the tank usually

uses conventional nondestructive testing (NDT) and the costs of opening the vessel

and preparing it for an internal inspection including cleaning, purging, and loss of

production availability create a significant financial burden for the tank owner or

operator [1]. Moreover, most of the tank floors are still in good quality when they

are carried on NDT [2]. So it is important to seek for in-service inspection

technologies which can reduce the period of maintenance and cost.

PetroChina Pipeline company has more than 200 ASTs. In order to adapt to the

rapid development of national economy, there are more tanks that will be
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constructed. If it carries on the conventional tank maintenance plan, a lot of money

will be wasted. So how to evaluate the corrosion situation of tank floor and provide

maintenance guidance for storage tank floors is an urgent problem.

In the late 1980s acoustic emission (AE) technology was first used to assess the

corrosion of AST bottoms. From then on, it attracts great attention because it can do

in-service inspection. Acoustic emissions (AE) are stress waves produced by

sudden release of the elastic energy in stressed materials. When defect-related

processes such as corrosion, crack growth, hydrogen blistering, and even leakage

take place in and on the tank floor, stress waves will be produced [3]. By piezo-

electric sensors mounted on the external surface of tank shell near tank base to

detect these stress waves and output electrical waveforms that contain information

about the source of emission and through some data analysis methods to analyze the

information, the tank condition can be classified to prioritize its maintenance

[4]. Acoustic emission testing has many advantages such as overall detection,

in-service inspection, and saving money and time [5].

2 Acoustic Emission Testing on AST

PetroChina pipeline R&D center, which belongs to PetroChina Pipeline Company,

begins research on AE inspection of tank floor since 2006. Now reliable AE signal

acquisition and data analysis methods have been developed. The following steps are

used to inspect the AST’s floor:

1. Fill oil to the tank to greater than 80 % capacity; turn off all agitators, heaters,

and pumps; and keep the tank at rest for a period of 12–24 h.

2. Mount sensors, the number of which depends on tank size, around the circum-

ference of the tank approximately 0.5–1 m from the tank floor and connect them

to an AE system. Guard sensors can also be employed in order to filter back-

ground noise generated in the upper section of the tank.

3. Check the monitoring conditions, and record AE data at least for 10 h.

4. Pack up equipment, and analyze the recorded data.

Our acoustic emission testing device is MicroSAMOS 24. The number of used

sensors is determined by the volume or the diameter of the tank. Table 1 shows the

relationship between the number of sensor and volume and diameter of the tank [6].

If the tank has insulation layer, the insulation should be removed by a certain

area which is bigger than the sensor, and the anticorrosive paint on the tank shell

should be removed to attach the sensor on the tank shell. The evaluation of acoustic

emission testing is based on the signal activity of the tank floor and level of AE

source. First the level of AE source is determined by the location results of AE

events based on the arrival time differences of signals. Then the event activity of

AE is determined according to the number of AE events per hour and average

energy of AE events. With the above information, the final tank grade is deter-

mined. Table 2 shows the meaning of different grades in terms of severity of
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corrosion, maintenance action, and the time interval [7]. In the data procession the

selection of appropriate parameters according to research achievement and testing

experience is very important.

3 Comparison Between Acoustic Emission Test

and Nondestructive Testing

Generally our center conducts acoustic emission inspection on tank floor according to

our company’s tank maintenance plan. Then those storage tanks are opened to do

conventional nondestructive testing such as ultrasonic thickness gauge testing.

Finally, the acoustic emission test results are compared with the results of nondestruc-

tive testing tomake ourmethod reliable. Now 65 storage tanks have been inspected by

acoustic emission. Statistics of the inspecting result of AE is shown in Fig. 1.

According to Fig. 1, it can be seen that ratings for class B have the largest

number, which shows that the majority of inspected tanks have slight corrosion and

can be inspected after 3 years later, and no maintenance is needed. The conven-

tional nondestructive testing of tank floor is carried out by professional third party,

and the results are reliable.

The comparison results between conventional nondestructive testing and acous-

tic emission testing are shown in Fig. 2.

Conservative evaluation represents that the results of acoustic emission detection

are more serious than the actual corrosion of tank floor. And optimistic evaluation

represents that the actual corrosion of tank floor is serious than the results of acoustic

emission detection. The suitable evaluation represents that the two results are

consistent. Comparison between these two results also includes coating condition

after cleaning the tank and the corrosion of tank apparatus. The correct evaluation

rate of acoustic emission is 94 %. In a word, the acoustic emission evaluation can

provide proper suggestion for maintenance of storage tanks.

Table 1 The relationship

between the number of sensor

and volume of the tank

TV (104 m3) 1 2 3 5 10 15

TD (m) 28 40.5 45.5 60 80 90

NS 9 12 15 18 21 24

TV tank volume, TD tank diameter, NS number of sensor

Table 2 Maintenance

actions corresponding

to each grade

Grade Severity of corrosion Action Time interval

A Very minor Retest 5 years

B Minor Retest 3 years

C Medium Retest 2 years

D Serious Open Within 1 year

E Very serious Open Immediately

Comparison Between Acoustic Emission In-Service Inspection. . . 453



4 Examples of Comparison

4.1 Cases of Suitable Evaluation

1. Case one

The tank with a capacity of 50,000 m3 located in northeast of China has been

inspected on May 9th, 2010. The grade of the result of AE is A. “A” represents

a very slight corrosion of tank floor, and no maintenance should be done. It is

better to have a test again 5 years later. Figure 3 shows the distribution of AE

corrosion events observed during the test.

The conventional internal inspection of tank floor is completed by indepen-

dent third party after AE testing on July 20th, 2010. Its result indicates that the

remaining thickness of tank floor is within safety level according to the tank

maintenance standard of our company, and no repair is needed.

2. Case two

The tank with a capacity of 10,000 m3 located in Beijing had been inspected on

June 20th, 2010. The grade of the result of AE testing is C, which means that the

corrosion level of tank floor is intermediate and some maintenance should be

conducted. The tank was recommended to have AE testing again 2 years later.

The subsequent conventional nondestructive testing of tank floor indicates that

the thickness of many inner and outer annular plates reaches about 20 % of the

original thickness, and the middle plate of tank floor has some corrosion. Finally

several pits are repaired.

Fig. 1 Tanks rating

distribution

Fig. 2 The correct rate for

AE testing
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4.2 Case of Conservative Evaluation

We had inspected a tank with a capacity of 10,000 m3 located in northeast of China

in 2009, and it got a C grade for the AE test. It indicates that the tank has

intermediate damage on the tank floor, and little maintenance is needed. But the

conventional nondestructive testing shows that the bottom of the tank is in good

condition. The result of AE testing is more serious than the real state of the tank.

However, during the field investigation after cleaning the tank, we found that the

attachments of the tank have bad corrosion, such as the central drain pipes, as

shown in Fig. 4. The defect signals from the coating of the central drain pipes also

are regarded as the ones from tank floor for AE method. However the conventional

nondestructive testing does not consider these factors because it is done after

sandblast of tank floor. From this perspective, it is reasonable for the result of AE

testing. Generally the conservative evaluation does not affect the safe operation of

tank. It just makes the maintenance of tank in advance.

4.3 Case of Optimistic Evaluation

This tank with a capacity of 20,000 m3 located in northeast of China has been

inspected in 2010. The result of AE test of tank floor is B grade. It means minor

corrosion on the tank floor and that no repair is needed. However the conventional

nondestructive testing shows that tank floor has intermediate damage and one of the

Fig. 3 AE testing result
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plates has intense corrosive pits, as shown in Fig. 5. The maximum depth of the pit

is more than 3 mm (42 % of the original thickness), and finally this plate is replaced

by a new one. Obviously, the results of AE testing are inconsistent with the actual

corrosion state of the tank floor. However, during field investigation thick deposi-

tion is found on the tank floor, which can decrease the strength of the signals, and

have a great influence on the results of AE. When using AE method to assist the

maintenance of tank, the optimistic evaluation result should be avoided. But it is a

hard task. The inspector should constantly learn knowledge of AE testing and

accumulate testing experience.

Fig. 4 The coating blister of the central drain pipe

Fig. 5 Corrosion pits on the plate
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5 Conclusion

For AE inspection of tank floor some factors can affect the accuracy of AE

inspection. The corrosion defect signals from the accessories of the AST can be

regarded as from the bottom, and it will lead to a conservative evaluation. And the

thick deposition on tank bottom can decrease the strength of signals and lead to an

optimistic evaluation. However, keeping most AE evaluation reliable can be a

reality if the inspectors have a lot of experiences; at the same time the suitable

data analysis method and data acquisition method are adopted. In conclusion,

acoustic emission testing has characteristics time saving, low cost, and accurate

evaluation. It can evaluate the corrosion of the tank floor, and can be able to provide

guidance for tank maintenance.
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Acoustic Emission Application

for Unapproachable Pipeline Drain

Point Leakage Detection

C. Jirarungsatian and C. Jomdecha

Abstract The pipeline drain point which is at an unapproachable location is a

problem to check a leakage by common techniques such as soap test and ultrasonic

leak test. Acoustic emission is an advantageous technique to be applied for solution

to this case. The sensitivity, acoustic attenuation, acoustic signal character, and

background noise are the main factors considered in this chapter. The laboratory

and field experiments were done for collection of AE signal. In laboratory, the leak

rate was simulated by roughly loose an end cap of drain point for 300 and 600 main

pipe diameter. The characteristics of acoustic signal emitted by leakage and back-

ground noise were revealed by time and frequency domain analysis. The experi-

mental results showed that the minimum detectable atmosphere leak rate at 10 m far

from a wideband AE sensor was 20 ml/s which has the frequency response at

100 kHz. The acoustic characters of drain leakage and field background noise are

the benefits for development of a portable device of leak inspection in the field.

1 Introduction

The pipeline drain point at an unapproachable location, such as over 10 m high pipe

bridge and high pipe rack, represents a big problem for leakage testing by frequent

techniques as a soap test and ultrasonic probe. At present, scaffold is needed for

approaching the drain points; however the preparation cost and time are also

increased. There are other detection and monitoring techniques for this case which

are the pressure or the flow change monitoring and mass balance techniques [1, 2].
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However those techniques need large installation investment and time for setting up

the system. Acoustic emission was an advantageous technique to be applied for

solution to this case [3]. The installation needs only mounting AE sensor on the

pipeline without pipe modification. The acoustic signal amplitude and background

noise were the main factors considered for AE sensitivity. In addition, the acoustic

attenuation and mode conversion were a function of pipe diameter, insulation, pipe

material, and pipe joint [4]. The acoustic source of leakage could be assumed as

cavitations (liquid media), turbulence flow, and friction [5, 6]. The shape, diameter,

and depth of leak hole should be considered for analyzing a leak signal characteristic

[7]. This work presents the results of laboratory and field experiments which inform

the capability of AE system. The detected AE signals were sensed by wideband

transducer sensor with preamplifier and then data acquisition and display on

Locan320 (PAC) and spectrum analyzer. The collected AE signals in time and

frequency domain were considered to study the character of leakage and background

noise. The attenuation factors in the field testingwere discussed by the experiments on

seven varied pipelines. The benefit of obtained acoustic characters of leakage and field

background noise could be used to solve a problem of leak inspection at unreachable

location in the field.

2 Experimental Setup

The wideband AE sensor was used to detect a background noise and acoustic signal

of leakage which were amplified by 60 dB preamplifier. The AE acquisition unit

recorded AE parameters which are count, amplitude, duration, rise time, energy,

and hits. The waveform and frequency spectrum were also recorded by a spectrum-

analyzing device. The sensor mounting performance was checked by lead-break

technique before starting and after finishing each experiment.

2.1 Experimental Setup and Procedure in Laboratory

The attenuation curve of 600 diameter of seamless steel pipe (same as in the field)

was produced to consider the attenuation efficiency. The experiment setup is shown

in Fig. 1. The seamless steel pipe was pressured by an air pressure pump and then

pressure is held at 5 bars. The background noise was recorded at this condition

which was without leakage on pipe and branch cap. The ball valve of branch was

fully opened throughout the experiment. The leak was simulated by loosening the

cap. The volume leak rate was calculated by pressure drop and time. A leak signal

was recorded while the air was leaking at minimum leak rate which could be

detected at 10 m away from branch.
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2.2 Experimental Setup and Procedure in the Field

The AE system was set up the same as in the laboratory experiment on 600 diameter

of seamless steel pipe which was placed 6 m high. The background noise was

detected on pipeline which ensured no leak. AE sensor was removed after back-

ground noise detection had been done and then was mounted on the pipe which had

a leak at the cap for recording a leak signal. The soap test was used to check the leak

on the cap.

3 Experimental Results

3.1 Leak Rate Calculations and Estimations

The minimum leak rate which was detected by AE system in the laboratory was

20 ml/s at 10 m away from branch. The leak rate was calculated by Eq. (1):

L ¼ V � P1 � P2ð Þ½ �=T, ð1Þ

where L¼ leak rate (l/s), V¼ volume of pipe (l), P1¼ initial pressure (bar),

P2¼ final pressure (bar), and T¼ experimental duration(s). The leaking condition

was checked by soap test as shown in Fig. 2. Although the leak rate on the field

experiment could not be measured exactly, it could be estimated by using the soap

test and then comparing with the bubble size and bubble pop frequency occurrence

in the laboratory result which was the same as leakage of pipe cap in the field.

Therefore the leak rate in the field could be approximated as also 20 ml/s.

AE Acquisition

Air Pressure
Pump

AE Sensor

Pre-Amplifier

Simulated Leak

Cap

10 m

24 m

Fig. 1 Experimental setup in laboratory
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3.2 Effective Distance of AE Detections

Two sensor mounted locations (1 and 10 m away from 20 ml/s air-leaking pipe

branch) were experimented to study the acoustic attenuation. The acoustic

responded signals are shown in Fig. 3 compared with background noise. The

laboratory result could be explained as that the effective detectable distance of

AE system in laboratory would be 10 m for 20 ml/s leak rate.

Fig. 2 Soap test on 20 ml/s

leakage of pipe cap

Fig. 3 Result of leak spectrum at 1 and 10 m distance and background noise in the laboratory

462 C. Jirarungsatian and C. Jomdecha



3.3 Background Noise in the Laboratory
and Field Experiment

The field and laboratory background noises (no leakage) were collected on the pipe

as shown in the comparison in Fig. 4a, b for frequency and time domain, respec-

tively. The peak response frequency of field was higher than laboratory in all

frequency ranges that could be because the field has a mechanical vibration and

fluid flow. The interested consideration of laboratory and field background noise

could attend on 200–300 kHz frequency range. On the other hand, the difference

cannot be seen clearly in time domain.

3.4 Leak Detection in the Field

In the field, the fluid leak rate cannot be measured by a proper device. However

it can be estimated by comparison with the simulated leakage in laboratory by

peak amplitude and spectrum profile, as shown in Fig. 5a. The comparison result

showed that the leak rate in the field could be estimated around 20 ml/s as close to

the leakage in the laboratory. The frequency spectrum characteristics of both

laboratory and field were the same with 100 kHz responding frequency peak.

As in Fig. 5b, frequency spectrum of leakage and background noise in the field

noticed that the peak response frequencies differed which were 100 kHz for leakage

and 200–300 kHz for background noise.

Fig. 4 (a) Spectrum comparison of the detected background noise from laboratory and field

experiments, (b) time domain comparison of the detected background noise from laboratory and

field experiments
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3.5 Analysis of Background Noise in Field

Since the background noise in the field was the most important factor of AE

sensitivity for AE application in the field, this work collected the background

noise from 26 pipes for noise analysis. The 26 pipes were classified into two groups

by fluid flow rate inside the pipe as low and high flow rate lower than 50,000 kg/h

and around 2.6–3,000 ton/h, respectively. Figure 6 shows AE sensor locations for

collection of a background noise of low flow rate from five pipes (C1, C2, C3, C4,

Fig. 5 (a) Comparison of AE spectrum from laboratory and field experiments on leak condition,

(b) AE spectrum of leak and background noise in the field

CAP 
LEAKAGE

UP 
STREAM

DOWN 
STREAM

close

close

close

close

C5 C4 C3 C2 C1

AE AE AE AE AE

Fig. 6 Background noise detection of five low flow rate pipes in the field
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and C5). These pipes were of the same material and had few differences in

diameter. The background noise spectrums are shown in Fig. 7a which notices

that they gave the spectrum with no difference.

The results are shown in Fig. 7b. The 21 pipes background noises with high flow

rate (2.6–3,000 ton/h) in the field were collected by acoustic acquisition device

which highlights the response peak around 200–300 kHz. These peaks did not

appear in the case of low flow rate pipe detection and in the laboratory results (no

flow). Therefore, the acoustic signals in 200–300 kHz response frequency could be

an activities of media flow inside the pipe. However there were other factors which

could effect to AE for leak detection.

3.6 Factors of Acoustic Attenuation

This work considered the acoustic attenuation of pipe physical in the field. These

experiments were done on the pipe bridge in the field which was no leak. Three

physical attenuation factors of pipe were considered as pipe diameter, elbow, and

attenuation of branch and valve. The lead break tests were used to simulate the AE

signal at six positions on the pipe bridge which are shown in Fig. 8. These experi-

ments were produced on seven pipes which varied the diameter and products. The

results are shown in Table 1 which explains that the large pipe diameter gave high

wave attenuation. The elbow of pipe would not be effect to the acoustic attenuation

which could consider the difference of detected amplitude of lead break at position 2

and 3. However a valve at the branch pipe was an effect of acoustic attenuation

because of connecting joint between valve and pipe.

Fig. 7 (a) AE spectrum of background noise from five low flow rate pipes in the field, (b) AE

spectrum of background noise from 21 high flow rate pipes in the field
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4 Discussion

The experimental result acquired by theminimumdetectable leak rate at 10m far from

a wideband AE sensor was 20 ml per second for atmosphere leakage. The character-

istics of acoustic signal emitted by leakage and background noise were identified by

frequency response of 100 kHz and 200–300 kHz, respectively, for field application.

AE 
sensor

Lead Break 
position 2

Lead Break 
position 3

Lead Break 
position 4

Lead Break 
position 5

Lead Break 
position 6

Lead Break 
position 1

(Sensor Mounting 
Performance 

Check)

2.5m

6.5m

Pipe Cap

Valve

Fig. 8 AE sensor mounting location and lead-break position of attenuation factor experiment on

pipe bridge in the field
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The frequency response of product flow could be also 200–300 kHz. The attenuation

factors which were considered for AE application in the field were pipe diameter, joint

connector, flow rate, and background noise level. In the conclusion of this work shown

that AE technique could be effectively applied for leak detection of unreachable

pipeline such as the pipe rack on over-head bridge instead using a scaffold. The

characteristics of leak signal and background noise are the benefits of this work

which could be an important data for next researches.
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Table 1 Results of attenuation factor experiment on seven pipes

Pipe

dimension Product

Peak amplitude (dBae)

Position

1

Position

2

Position

3

Position

4

Position

5

Position

6

400 Stainless
pipe

Acetic acid 99 68 67 64 – –

3000 Steel
pipe

Naphtha 98 68 – – – –

800 Steel pipe Hydrogenated

gasoline

100 72 71 68 – –

400 Steel pipe Vapor 99 88 85 83 65 –

300 Steel pipe Octene 96 76 75 73 n/a 71

400 Steel pipe Tertiary

butyl alcohol

98 80 74 73 66 64

600 Steel pipe Nitrogen 99 85 84 83 76 71
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Study of Pipeline Leak Detection

and Location Method Based

on Acoustic Emission

Xinying Wang, Zhiwei Jiang, Haiqun Chen, and Kaiquan Wang

Abstract Under laboratory conditions, pipeline leak detection model has been

established. We studied the effect of the internal pressure, leakage flow, the

propagation distance, and different pipeline characteristics on leakage acoustic

emission signal attenuation, and finally used the correlation analysis method to

locate the leak point. The results show that the greater the pressure inside the pipe,

the stronger the acoustic emission signal energy generated. With the increase of

leakage rate, the acoustic emission signal energy gradually increased. With the

increase of the distance between the sensor and the leakage point, the acoustic

emission signal energy decreased, resulting in acoustic emission signal attenuation

gradually. Among different pipeline characteristics, the influence of the flange to

the acoustic emission signal attenuation was the largest. But the influence of the tee

and weld to the acoustic emission signal attenuation was not obvious. At the same

time the influence of the 90� bend was very small and pipe diameter basically did

not impact on signal attenuation. The signal after wavelet decomposition used the

correlation analysis method; the results were more close to the real value.

1 Introduction

Yang, Zheng, Long et al. [1–3] have shown that acoustic emission is a release of

strain energy in the form of an elastic wave, also known as the pressure wave

emission. The following references [4–7] have shown that pipelines in the case of

corrosion, crack extension, and other faults will produce a large number of acoustic
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emission signals. The following references [8–11] have shown that acoustic emis-

sion sensors used to collect signals at the ends of the pipeline and the location of the

defects can be determined by analyzing the pressure wave signals. The research is a

hotspot of detection of defects of pipelines based on acoustic emission in the field of

nondestructive testing. Relevant experts at home and abroad have proposed many

experimental schemes on crack, corrosion, and leakage of pipelines. But there are

many problems in acoustic emission testing technology of pipeline. For example,

Shen et al. [12] have shown accurate interpretation of characteristics of acoustic

emission sources, grasp of the various factors influencing the acoustic emission

signals, accurate positioning of the leakage sources, etc.

In this paper, we present the model of acoustic emission detection on pipeline

leakage that was established under laboratory conditions. The influence on attenu-

ation of leakage acoustic emission signals for different internal pressures, leakage

flow, the propagation distance, and pipeline characteristics was studied. Finally, the

wavelet decomposition combined with correlation analysis was used to locate

leakage sources inaccurately.

2 Detection System and Detection Model

The pipeline leak acoustic emission detection system is shown in Fig. 1.

A four-channel digital testing system made by PAC Company was used in the

experiment. Sensors were single-ended broadband sensor R15, frequency band

range 50 kHz to 1 MHz, the ups and downs in the pass band less than 30 dB,

sensitivity 120 dB. Amplifier Model S/N2462026504; filter range 20–120 kHz; an

amplifier of three options 20, 40, and 60 dB.

Experimental equipment was a simulation of oil and gas pipeline system. Air

was used in the experiment. It consisted of valves, pumps, tanks and 20# carbon

steel metal pipe component composition, and so on. Pressure piping was rectan-

gular and coiling four laps, 6,000 mm long, 1,500 mm wide. The pipe had a total of

15 bends, curvature radius of 65 mm. The distance of the pipeline at each lap was

320 mm, and the exit was connected with tanks. The pipeline diameter was 58 mm,

while the wall thickness was 5 mm. The leaking valves were located 2,090 mm

from the inlet pipe. The inlet pipeline was connected to the pump, and the pipeline

work pressure was generally not more than 0.5 MPa, and the experimental pipe-

lines were oil and gas pipelines. Pressure gauge, rotor flow meter had been installed

on the pipeline; the pipeline could be installed with sensors, and they were

connected with the industrial computer; the values of the change of pipeline

pressure and flow rate were obtained at any time. The pressure pipeline model is

shown in Fig. 2.
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3 Experimental Method

Before the test, the instrument parameters must be set and the sensitivity of channel

and specific parameters be adjusted: tube length, 6,000 mm; threshold, 40 dB; gain,

40 dB; filter frequency domain, 100–400 kHz; PDT, 300 μs; HDT, 600 μs; HCT,
1,000 μs; air was adopted as the pipeline medium. The test procedures were as

follows:

1. When pipe pressure was 0.05, 0.1, 02, 0.3, 0.5, and 0.5 MPa, the sensor S2 and

S3 were placed at a distance of 1,000 and 1,500 mm from measuring points of

leak holes on acoustic emission signal acquisition.

Fig. 1 AE system

Fig. 2 Test model
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2. When pipe internal pressure was 0.3, 0.5 MPa, leakage rate 0.6, 1.2, 1.8, 2.4, 3.0,

and 3.6 L/min, sensor S1 was placed at measuring points at a distance of

1,000 mm from leak hole on acoustic emission signal acquisition.

3. When pipe internal pressure was 0.3, 0.5 MPa, the sensors were placed at

measuring points at a distance of 1, 2, 3, 4, 5, and 6 m from leak hole on acoustic

emission signal acquisition.

4. The 20# carbon steel metal pipes were 6,000 mm long with different character-

istics. The sensors were coupled and fixed on the location of pipe wall 100 mm

from the first flange; after under a fixed pressure of 0.1 MPa, a little lead-break

signal acquisition was obtained at a certain distance from the sensor. The

cartridge specifications of lead-break used is HB refills of 0.5 mm diameter,

each about 2.5 mm long. When the angle was about 30� between the cartridge

and the surface, the lead broke. In order to simulate the acoustic emission signals

of the crack for collection, 24 points were calibrated totally.

4 Experimental Result

4.1 Pipeline Pressure Effect on Leakage Acoustic Emission
Signal Attenuation

Figures 3 and 4 show sensor S2 and S3 measured RMS and ASL respectively at

different pressures.

Fig. 1 shows that RMS is proportional to the pressure. When the pressure is less

than 0.2 MPa, the RMS value is almost a linear relationship with pressure; but when

the pressure is more than 0.2 MPa, the RMS value increases very slowly. Figure 2

shows that the relationship is similar between ASL and pressure. The greater the

pressure of internal pipe, the greater the energy of leakage incentive out of the

acoustic emission signals; When the pressure was less than 0.2 MPa, acoustic

emission signal was weak, and signals of acoustic emission were greatly impacted

by the attenuation of acoustic emission at this point; When the pressure is more than

0.2 MPa, acoustic emission signal is strong, the influence of the acoustic emission

signal attenuation is small.

Fig. 3 The RMS along

with the change of pressure
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4.2 Leakage Flow Effect on Leakage Acoustic Emission
Signal Attenuation

Figure 5 shows RMS at different leakage points measured at the pressure of 0.3 and

0.5 MPa of sensor 1; Fig. 6 shows ASL measured at different leakage points at the

pressure of 0.3 and 0.5 MPa of sensor 1.

Figures 5 and 6 show that RMS and the average signal level were proportional

to the leakage. When leakage rate is less than 1.0 L/min, RMS changed little,

which increases rapidly when the leakage rate is in 1.0–2.5 L/min. However,

Fig. 4 The ASL along with

the change of pressure

Fig. 5 The RMS along

with the change of

leakage flow

Fig. 6 The ASL along with

the change of leakage flow
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when leakage is greater than 2.5 L/min, the change of RMS value is very

slow. Therefore, most of the acoustic emission signals energy can disappear due

to attenuation. With the increase of leakage rate, the acoustic emission

signal gradually increases and the proportion of attenuation of the original signal

gradually decreases. When the leakage rate increases, ratio of attenuation in

original signal energy is negligible.

4.3 Propagation Distance Effect on Leakage Acoustic
Emission Signal Attenuation

Figure 7 shows voltages (RMS) at different effective distance from sensor when the

pressure is 0.3 and 0.5 MPa. Figure 8 shows that average signal level (ASL) when

the pressure is 0.3 and 0.5 MPa.

Figure 7 shows that the effective voltage (RMS) decreases slowly with the

distance. Therefore, with the increase of distance, acoustic emission signal attenu-

ation increases. As the length of the laboratory pipeline is limited, signal attenua-

tion of short distance is studied. The attenuation is proportional to the distance seen

from the short distance attenuation curve.

Average signal level (ASL) and effective voltage (RMS) changed with the

distance are very similar, which the change of attenuation with distance.

Fig. 7 The RMS along

with the change of distance

Fig. 8 The ASL along

with the change of distance
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4.4 Different Pipeline Characteristics Effect on Leakage
Acoustic Emission Signal Attenuation

Table 1 shows relevant parameters of acoustic emission signals collected from each

breakpoint position on the different characteristics of the pipeline.

For a fixed pressure (0.1 MPa) air line, shown in Table 1:

5. The influence of flanges on the acoustic emission signal count value is obvious.

The number of attenuation values after the flange at least are 190; the energy

attenuation values at least are 300 mV2; the amplitude attenuation values at least

are 10 dB. And the nearer the distance to the flange, the more obvious the

attenuation degree of the acoustic emission signals. The experimental results

show that the count value, energy, and amplitude were attenuated to

191, 358 mV2, and 12 dB, respectively.

6. The effect on attenuation of acoustic emission signals is not very significant at

tee or weld. The experimental results show that the count value, energy, and

amplitude were attenuated to 75, 40 mV2, and 2 dB respectively.

7. The effect on attenuation of acoustic emission signals is least significant at 90�

elbow.

Table 1 Breakpoint location

of acoustic emission signal

parameters

Location R.T (m μs) Count E (mV2) A (dB)

1 507 302.67 509.67 72.67

2 171 111 151.67 61

3 824 147.33 114.33 59.33

4 1,414.67 121.33 153.67 57.67

5 3,265.67 158.67 57.33 33.67

6 5,979.33 135.67 76 39

7 5,866.67 188 55.33 40.33

8 6,405.67 442 86 41.33

9 4,649.67 366.67 46 39.67

10 3,937 284.33 44.67 39.67

11 4,059.67 305.67 50.67 40.67

12 3,783.67 543.67 73.67 44.67

13 2,872.33 771 117.67 48.33

14 403 857 256 54.67

15 3,364.33 1,001 225 52.33

16 2,214 736 141 50

17 3,171.67 689.33 122.33 46.33

18 3,978.67 899.67 164.33 48.33

19 1,111.33 1,155.67 118.33 54

20 2,594 741 120 46

21 3,936 742 146.33 44

22 5,755.33 699.67 162.67 41.33

23 4,930.33 677 95 46.67

24 6,085.33 161 40.67 38.33
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8. The influence of variable diameter on signals attenuation can be ignored.

Because of air gap within the pipeline, pipe clamp has no effect on acoustic

emission signals.

5 Positioning Method

Lead-break signalswere tested to simulate localizationof the acoustic emission source;

the following coordinates were set in the experiments: S2 (0, 0); S3 (1,500, 0); S1

(2,000, 0); lead-break point (1,100, 0). ΔL¼ 1,100�400¼ 700 mm; Wave velocity

was 4117062.22 mm/s.

Amplitude data of the lead-break was collected. Figures 9 and 10 show the

original signals from sensor S1 and S2.

Signal X1 and X2 were decomposed by multi-scale wavelet, then obtain five

frequency bands, shown in Figs. 11 and 12.

Figures 11 and 12 show the energy after signals decomposition mainly

concentrated in D3, D4 and D5, therefore, D3, D4, D5 can be used in the analysis

of the original signals. Using correlation analysis method to D4 spectrum of the

Fig. 9 The original signal X1

Fig. 10 The original signal X2
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signal, the following reference [13] has shown the main range of frequencies

between 200 and 300 kHz. Group velocity of signals is 3259.44 m/s in the

frequency band range.

Amplitude attenuation positioning method and the orientation of waveform

interference method and waveform cross-correlation method were commonly

Fig. 11 Signal X1 after wavelet decomposition

Fig. 12 Signal X2 after wavelet decomposition
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used in leak location. In this paper, the waveform cross-correlation method is

analyzed.

The two sensors are leakage acoustic emission signal received from the same

signal source; two sensor signals will generate a time lag. Figure 13 shows signal

X1 and X2 related figure in size 4; ΔT is the time corresponding to amplitude

maximum points.

Figure 13 shows ΔT� 0.000213 s, the different distance:

ΔL ¼ L2� L1 ¼ Vg� ΔT ¼ 3, 259:44� 0:210 ¼ 684:5 mm

The real different distance: 700 mm.

Relative error (after calculation): 2.21 %.

Using acoustic emission instrument to detect leak location as shown in Fig. 14,

position error: 9 %.

Fig. 13 Signal X2 after wavelet decomposition

Fig. 14 Acoustic emission instrument testing location map
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Six sets of data are analyzed by the above steps and compared with the

experimental results; the results are shown in Table 2.

Table 2 shows that the signals are more close to the real value by relative

positioning after wavelet decomposition.

6 Conclusion

This experiment studied the effect on attenuation of leakage acoustic emission

signal by changing the pipeline pressure, leakage flow, propagation distance, and

under the different characteristics of pipes. In addition, the correlation analysis

method was used to locate the leak point. The following conclusions are drawn:

1. The greater the pressure in the pipe, the stronger the acoustic emission signal

energy generated, and the stronger the acoustic emission signals. Although there

is still a certain degree of attenuation, the ratio of the attenuation of original

signals is lower.

2. With the increase of leakage flow, the acoustic emission signal energy gradually

increases while the energy attenuation in the original signal energy decreases.

When the leakage is very large, the energy attenuation in the original signal

energy is very small, almost can be ignored.

3. With the increase of the distance between the sensor and the leakage point, the

acoustic emission signal energy decreases but acoustic emission signal attenu-

ation rises.

4. The influence of the acoustic emission signal attenuation is not the same for the

different characteristics of the pipeline. The influence of the flange to the

acoustic emission signal attenuation is the largest, and the nearer the flange,

the more obvious the acoustic emission signal attenuation. The influence of the

tee and weld on the acoustic emission signal attenuation is not obvious. The

influence of the 90� bends on the acoustic emission signal attenuation is very

small, and amplitude remains basically unchanged. When the pipeline diameter

is changed, there is basically no signal attenuation.

Table 2 Data comparison before and after the wavelet decomposition

No

Directly results Results after wavelet decomposition

ΔL (mm)Distance (mm) Relative error (%) Distance (mm) Relative error (%)

1 449.1 12.28 410.6 2.65 400

2 668.3 11.38 616.4 2.73 600

3 722.7 9.66 785.1 1.86 800

4 1,156.4 15.64 1,032.8 3.28 1,000

5 992.1 17.33 1,147.6 4.37 1,200

6 1,607.1 14.79 1,436.8 2.63 1,400
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Characterization of Acoustic Emission

Parameters During Testing of Metal Liner

Reinforced with Fully Resin Impregnated

CNG Cylinder

R. Kenok, C. Jomdecha, and C. Jirarungsatian

Abstract The aim of this paper is to study the acoustic emission (AE) parameters

obtained from CNG cylinders during pressurization. AE from flaw propagation,

material integrity, and pressuring of cylinder was the main objective for character-

ization. CNG cylinders of ISO 11439, resin fully wrapped type and metal liner type,

were employed to test by hydrostatic stressing. The pressure was step increased

until 1.1 time of operating pressure. Two AE sensors, resonance frequency of

150 kHz, were mounted on the cylinder wall to detect the AE throughout the

testing. From the experiment results, AE can be detected from pressuring rate,

material integrity, and flaw propagation from the cylinder wall. AE parameters

including Amplitude, Count, Energy (MARSE), Duration and Rise time were

analyzed to distinguish the AE data. The results show that the AE of flaw propa-

gation was different in character from that of pressurization. Especially, AE

detected from flaws of resin wrapped and metal liner was significantly different.

To locate the flaw position, both the AE sensors can be accurately used to locate the

flaw propagation in a linear pattern. The error was less than �5 cm.

1 Introduction

Due to a rapidly increasing demand for using natural gas, Compressive Natural Gas

(CNG) cylinder is widely used in vehicles as an alternative fuel. The typical pressure

of natural gas is about 200 bars. The types of CNG tubes following ISO EN 11439

include Metal (CNG-type1), Metal with hooped composite (CNG-type 2),

Metal with fully wrapped composite (CNG-type 3), and fully composite
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(CNG-type 4) respectively [1]. For safe use of CNG cylinders in public utilities,

accidents from natural gas cylinders must be taken care of. In-serviced CNG

cylinders are commonly inspected in a standard period by external NDT methods

such as visual inspection, ultrasonic, and bubble leak test. However, integrity test

of cylinder is difficult to carry out if the cylinder is installed permanently in

the vehicles.

Acoustic Emission (AE) is a functional method to test the onboard cylinder in

vehicles. As testing with load, the benefit of AE testing is a detectability of material

integrity during loading under hydrostatic test pressure. In various researches, AE

testing results can be evaluated to grade the cylinder condition [2, 3]. CNG-1, metal

type, was done to evaluate the acceptance of the cylinder. Composite cylinders

(CNG-2, 3, and 4), were interested to study by AE during felicity effect [4, 5]. In

addition, AE Standards for testing CNG cylinder were done to verify usability of

the test cylinder [6–8]. Anyway, setting parameters and testing procedure are varied

depending on the AE system and testing conditions. Criteria of acceptable cylinder

rely on these factors.

In this research, characterization of AE parameters from flaw propagation,

material integrity, and pressuring obtained from CNG-1 and 3 cylinders was the

main objective. Analysis of AE energy and count showed the different characters of

metallic and composite materials.

2 Methods

2.1 Types of CNG Cylinder in the Experiment

Two CNG cylinders of ISO 11439 were employed to test by AE. The first cylinder

(CNG-1) was a seamless “thin wall” A6061 aluminum liner from multi-depth

drawing process type. Its dimensions were 320� 680 mm (D�L), capacity of

60 l. The design testing pressure was 70 bars. The second cylinder (CNG-3) was a

seamless “thin wall” A6061 aluminum liner with a resin fully wrapped type. Its

dimensions were 340� 950 mm (D�L), capacity of 70 l. The design testing

pressure was 240 bars.

2.2 Experiment Setup for AE Testing

Figure 1a shows the experimental setup for AE testing of CNG cylinder. Tested

cylinders with full of water were connected to the fill host of hydrostatic test pump

for pressurization. The cylinder was mechanically isolated to prevent any move-

ment and contact with surface of other hardware. A pressure gauge was used to
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monitor the specific loading pressure. Leaks were eliminated at any of the connec-

tions. Two AE sensors with a frequency of 150 kHz were mounted on surface of the

cylinder. The sensor distances were 450 and 650 mm for CNG-1 and CNG-3

cylinders respectively. Two pre-amplifiers were connected to the sensor for increas-

ing detecting AE signals. AE analyzer LOCAN 320 was utilized to collect and

process AE data during testing.

Before testing, signal processor was adjusted for settings and checked for system

performance by breaking a pencil lead on the receptacle at a distance of 100 cm

from the sensors. During testing, the experiments were monitored by observing

displays of pressure gauges gathering with AE data lists.

2.3 Attenuation of CNG-1 and CNG-3 Cylinders

Attenuation of AE signals was determined by pencil lead break technique. The

position of testing was on the neck thread which was metal liner of both cylinders.

The testing distance from mounted sensor was 650 mm as illustrated in Fig. 1b. The

results are presented in Table 1. The attenuation at the neck threads of CNG-1 and

CNG-3 cylinders was less than the calibration point, about 10 and 30 dB respec-

tively. As a result, when loading the CNG-3 cylinder, noise sources from filling

pressure can be ignored. On the other hand, the filling rate to the CNG-1 cylinder

should be constantly loaded and low enough to reduce noise.

Fig. 1 (a) Experiment setup of AE testing for CNG cylinder, (b) attenuation testing of CNG-1 and

CNG-3 cylinder

Table 1 Attenuation

at thread of CNG-1

and CND-3

Types of CNG cylinder (mm) 10 650

CNG-1 (dB) 96.8 85.0

CNG-3 (dB) 97.0 63.6
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3 Results and Discussion

3.1 CNG-1 Cylinder (Metal Type)

Pressurization was increased and held up step by step from 0 to 94 bars. The result

of AE energy vs. time is shown in Fig. 2a. Hold time of loading pressure (solid line)

is plotted in the right side. The result describes that there is no AE activity during

load from 0 to 65 bars (0 to 800 s). After that, High AE activities occurred from

loading of 66 to 84 bars (2,100 s). The sources may be caused from cylinder wall

integrity. The AE activity rose rapidly different to others. This effect can be ensured

that they were caused from flaw propagation. Later, AE activities decreased during

increased loading. Finally, the AE activities increase hastily again at hold pressure

of 94 bars (4,900 s). At this point, the cylinder exploded at a pressure of 94 bars. To

confirm the result of material integrity and flaw propagation, cumulative hits

vs. time is shown in Fig. 2b. The hit rate was low at the starting period and after

that, the AE hits rose rapidly at 2,100 s. Afterwards, hit rate was low again until the

time of 4,900 s. The hit rate was rapidly high in the second time. This result

confirmed the Kaiser’s effect character of the CNG-1 metal type during pressuring.

This effect refers to the absence of AE at a fixed stress level, until previously

applied stress levels are exceeded.

Fig. 2 (a) AE energy vs. time with pressurization, (b) AE hit cumulative vs. time, (c) relation

between AE energy and count, (d) linear locations vs. number of events from CNG-1 cylinder
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The relation between AE energy and count plot was done to establish the

different groups of AE activities as illustrated in Fig. 2c. It is clear that the activities

separated into two main groups. The first group (in the circle) has the characteristics

of high energy with low count. After correlation plotted, this group can be sourced

from filling flow during loading, as the flow rate of manual pump will produce low

frequency with high amplitude of AE signals. On the other hand, in the second

group, the relation between AE energy and count can be categorized into two

clusters by observing. There are the group of high counts related to low energy,

and the group of high count related to high energy. These relations could be caused

by the material integrity and flaw propagations.

To determine possible material integrity and flaw growth sources, linear location

technique was utilized using AE 2 sensors. The distance between both sensors was

450 mm. Result of AE locations related to number of Events was shown in Fig. 2d.

Group of location was set to 30 mm/bin. Peaks of AE events were located on the

cylinder at 210–240 mm. apart from sensor 1, which was the location of cylinder

explosion as in Fig. 3. So flaw propagation of the cylinder could be originated

from this area.

3.2 CNG-3 Cylinder (Metal with Fully Resin Wrapped Type)

AE energy plot against time with pressurization is illustrated in Fig. 4a. Pressuri-

zation was increased from 0 to 200 bars as cylinder specification. The results were

totally different from the CNG-1 testing results. The AE activities were low

throughout the loading period. There were some energies increased different from

others. However the activity from wrapping resin activity was lower than metal. To

confirm the result of resin wrapped integrity, relation plotted between cumulative

hits and time is shown in Fig. 4b. Hit rate is exponentially slope throughout the

Fig. 3 Flaw propagation could be originated from CNG-1 cylinder
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testing period. Due to the property of composite material, hit rate tends to be higher

as the presence of detecting AE occurring at a fixed level of stress below the

previous applied. This result related to the Felicity effect.

Additionally, the relation between AE energy and count showed only one trend,

energy correlated to a number of counts, see Fig. 4c. There were intense group of

counts less than 100 with low energy of 30 eU. This character can be used to

describe the followed Felicity effect of wrapped resin. From observation of the

testing CNG-3 cylinder, no indication of flaw can be detected. Therefore, the

character of the relation between energy and count could be occurred from wrapped

resin integrity. In contrast to the result of the CNG-1 cylinder, there was no group of

high energy with low count as occurred from filling pressure due to high attenuation

material of wrapped resin.

The location of AE activities during testing of the CNG-3 cylinder was deter-

mined to indicate the possibility of material integrity sources. Because the sensors

were mounted on the wrapped resin material, the event hits were detected from the

composite material than from an inner metal liner. Linear location technique was

utilized using AE 2 sensors with 650 mm spacing. Group of location was set to

30 mm/bin. Location results of AE locations related to the number of event are

shown in Fig. 4d. Event hit from both sensors was less than 20 hits throughout the

length of mounted sensors. The possible AE occurrences could be caused from the

fully wrapped resin integrity along the cylinder. This result was related to AE

parameter analysis and visual inspection.

Fig. 4 (a) AE energy vs. time with pressurization, (b) AE hit cumulative vs. time, (c) relation

between AE energy and count, (d) linear locations vs. number of events from CNG-3 cylinder
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4 Conclusion

Analysis of AE parameters obtained from Metal (CNG-1) cylinder and metal liner

with fully wrapped resin (CNG-3) cylinder was done to distinguish the character of

load stressing, material integrity, and flaw propagation from the cylinder wall. The

main relations of AE parameters were count, energy, cumulative hit, and event

location. The results showed the different characters of AE parameters between

CNG-1 and CNG-3 cylinders.

• For CNG-1, the group of material integrity and flaw growth can be separated

clearly to the filling flow during loading using relation between energy and

count. In addition, cumulative hit can indicate the period of flaw propagation

and cylinder explosion. The results were related to the Kaiser’s effect.

• For CNG-3, AE were mainly associated with the material integrity of fully

wrapped resin using energy vs. count. Energy from AE activities were less

than those energy obtained from CNG-1. Cumulative hit showed the pattern of

hit rate related to Felicity effect.

Accordingly, the results of AE testing show that the AE of flaw propagation was

different in character from that of pressurization. Especially, AE detected from

flaws of resin wrapped and metal liner was significantly different. To locate the flaw

position, both the AE sensors can be accurately used to locate the flaw propagation

in a linear pattern. The error was less than �50 mm.
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Applications of Acoustic Emission Testing

in High Background Noise Environment

Yatuan Tian, Shiliang Jiang, Jie Li, and Dong Li

Abstract This article describes usingAcoustic Emission Testing (AET) technology

to detect and analyze the transformed parts of a gasifier online in high background

noise environment, and rechecking the results of AET with conventional NDT

methods. The result shows that there are well correspondences between the defects

which were found by AET technology and conventional NDT methods. This con-

clusion speaks volumes for the feasibility and effectiveness of acoustic emission in

high background noise, which provides a reference for AET to similar large-scale

petrochemical equipment.

1 Introduction

Overtemp took place in a gasifier of a company while running, which led to partial

cracks on the vessel wall. The manufacture treated the crack position with dig-mend

method, then changed the wainscot (as shown in Fig. 1). What is more, it detected

the four weld lines which were created by changing wainscot, respectively. Ultra-

sonic testing and TOFD (Time of Flight Diffraction Technique) testing found that

there were ten inside defects on HB2, HB3 in total—six defects were on HB2, while

the remaining four belonged to HB3. Without defects elimination, the deepest

defect was apart from the outer wall 69.4 mm, and the longest lengthened out to
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104.3 mm. To verify the activity state of these defects, the authors detected the four

weld lines, which are on the repair-welding position, by online AET technology to

detect four weld lines. After data handling and filtering analysis, taking repairing

state of devices into account, the authors made sure that the defects of HB3 are

active defects, which should be listed as key monitoring targets [1, 2].

2 Background Introduction

2.1 Device Parameter and Process of Discovering Problem

As the key device of clean-coal gasification production units, the gasifier’s main

material was SA387Cr11C12 + 316L (material of mending position was

SA387Cr11C12 + 304L + 316L). Its format was φ2,820� 16,202� (84 + 4)mm

(wall thickness of mending position was 80 + 4 + 4 mm). The design pressure was

6.9 MPa, while the real working pressure was 6.2–6.45 MPa; the design tempera-

ture was 425 �C, while the working temperature was 270 �C. The medium consisted

of O2, H2, CO, H2O, H2S, and the cinder. Made in August, 2006, the gasifier was

brought into using on January, 2007. In March, 2010, the manufacturer noticed the

air leakage of vessel wall while routing inspection. After knocking out heat

preservation, a 300 mm long and 20 mm wide checking was found there. Moreover,

there were protrusions in the vicinity of crack position. According to the DCS log,

the temperature in gasifier once raised up to 1,000 �C during work time.

Fig. 1 Dig-mending positions of gasifier in site (identified by red line)
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2.2 Process of Handling

Afterwards the manufacturer extracted some material samples in the vicinity of

leakage to inspect, including tension, impinge (material ballistic work reached

280 MPa), metallographic, etc. Final analysis suggested that crack was caused by

overtemp. Based on each analysis index of material and actual production, they

selected dig-mend method ultimately, 3,840 mm (breadth)� 1,400 mm (height), to

repair. The numbers of weld lines were HB2, HB3, HA1, HA2 (as marked in

Fig. 1). Aiming at the stress distribution problem of after-mending vessel, the

manufacturer adjusted the processing method of four craters correspondingly.

Different positions had different grooving patterns (as shown in Fig. 2). They

adopted welding inside and cleaning outside method to weld, using the welding

consumable, whose grade was R307. Before welding, hydrogen elimination was

implemented at former welding position of vessel, and then preheated the two sides

of groove. After welding, they eliminated hydrogen again and handled vessel

course by 720 �C bulk heat treatment. They put the stress test piece evenly on

four welding beads while pressure testing, which suggested that stress of weld line

HB2, HB3 was relatively high.

After welding, the manufacturer carried out ultrasonic test and found a number

of inside defects (their positions were identified by red line in Fig. 3). Among those,

six defects were on HB2, while four belonged to HB3. Refer Table 1 for the sizes of

the defects; all the ten defects had not being treated until the vessel was re-brought

into working in May, 2010.

3 Acoustic Emission Testing (AET)

In June, 2010, to verify the activity state of in wall defects and whether there were

new defects, the manufacturer carried out online AET, aiming at the four weld lines

of the vessel’s mending position. This test applied the SAMOSAET system of PAC.

The host model was SAMOS-MAIN-48, testing software was AE-WIN-TB-LOC,

probe model was R15I-AST, and all the testing process referred to “Acoustic
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Fig. 2 Grooving method of weld lines
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emission examination and evaluation of metallic pressure vessels.” As this test was

an online testing, operating temperature of the device, which raised up to 270 �C,
exceeded the limit of probe. So it was infeasible to place probes on vessel wall

directly. Through the wave guide, their test adopted linear alignment and regional

alignment to make sure where the active positions of defects are.

3.1 Placement of Probe

After mending, 600-mm-long wave guide had been placed on the vessel wall

respectively by the manufacturer (as shown in Fig. 4). The probes were placed at

A1, A2, A5, A6, A7, A8, A11, A12—eight positions in total of wave guide—to

carry on testing. Linear testing was divided into four parts—A1, A12 aimed at weld

Table 1 Ultrasonic testing rank table of internal defects

No. Position

Depth of

burial (mm)

Indicating

length (mm)

Reflectance

amplitude Rank

1 HB2+622.3 68.7 42.0 III III

2 HB2+870.4 31.0 53.0 II III

3 HB2+1896.6 67.9 54.0 III III

4 HB2+2748.3 63.5 104.3 III III

5 HB2+3240.6 69.4 72.0 III III

6 HB2+3389.6 65.1 71.0 III III

7 HB3+1889.9 60.3 33.0 III III

8 HB3+3323.6 63.0 38.0 III III

9 HB3+3407.6 15.0 47.0 II III

10 HA2+1345.6 28.3 43.0 III III

P.S. (1) In the “position” column of Table 1, the antecedent means which weld line the

defect belong to, the latter number means the distance between defect and zero point of weld

line, unit is mm

(2) The “reflectance amplitude” column is on the basis of JB/T 4730.3-2005 defects zone; ranking

refers to JB/T 4730.3-2005

Fig. 3 Distribution map of defects in welds
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line HA1; A2, A5 aimed at weld line HB3; A6, A8 aimed at weld line HA2; A7,

A11 aimed at weld line HB2. Meanwhile, Regional testing was divided into three

parts—probe of A11 aimed at defect 1/2/3; probe of A8 aimed at defect 4/5/6; probe

of A5 aimed at defect 7/8/9/10.

3.2 Process of Testing

The process of testing referred to GB/T18182-2000 “Acoustic emission examina-

tion and evaluation of metallic pressure vessels.” Background noise, which once

reached 80 dB, was far higher than the routine detection value (under 40 dB) before

testing. To get the signal characteristic value of background noise, we collected

15-minute-signal as standard analytical data before formal test. For the purpose of

more testing-process data, the threshold of apparatus was set to 35 dB, in which way

complete data bank could be provided for later analysis.

The test adopted system twice pressure circulate method. The detection curve is

shown in Fig. 5.

Fig. 4 Position sketch of wave guide

Fig. 5 AET loading process
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4 Ultrasonic Recheck

In order to judge the validity of AET’s data, the position of ex-check was tested

again through ultrasonic flaw detection during shutdown maintenance in July.

Results of recheck are shown in Table 2.

5 Data Analysis

The signal amplitude of background noise peaked at 80 dB, which is higher than the

request of routine inspection. Therefore conventional method could not be carried

out to analyze. Data analysis filtered background noise by data filtering technology.

Referring to the GB18182-2000 “Acoustic emission examination and evaluation of

metallic pressure vessels,” we ranked the detection signal.

The analysis to the collected background noise signal showed characteristics of

signature as follows [3, 4]:

1. Average frequency of most signal <30 kHz;

2. Peak frequency of most signal <10 kHz;

3. Energy of most signal <20.

After filtering the above characteristic parameter, the concrete conditions of the

analysis to acoustic emission testing are as follows:

The first stage was pressure boosting, from 6.2 to 6.5 Mpa, then maintained it.

Generated from weld line HB3 during the first loading, a large quantity of source

signal mostly centralized at 1,000, 2,000, and 3,000 mm, while the crest amplitude

reached 82 dB. A few valid source signals generated from weld line HB2, yet no

valid signal from weld line HA1, HA2 (Figs. 6 and 7).

Generated from weld line HB3 during the first maintaining, a large quantity of

source signal mostly centralized at 1,200, 2,200, and 3,800 mm, while the crest

amplitude reached 82 dB. A few valid source signals generated fromweld line HA2,

HB2, yet there were still no signal generated from weld line HA1 (Figs. 8 and 9).

The second stage was pressure boosting, from 6.3 to 6.45 Mpa, then

maintained it.

Table 2 Results and rank of ultrasonic recheck

No. Position

Depth of

burial (mm)

Indicating

length (mm)

Reflectance

amplitude Rank

1 HB3-125 34.3 17.0 III III

2 HB3-275 56.5 50.0 III III

3 HB3-410 45.0 25.0 III III

4 HB3-890 22.5 30.0 II III

5 HB3-2183 56.4 15.0 II III
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Generated from weld line HB3 during the second loading, a large quantity of

source signal mostly centralized at 2,000, 2,300, and 3,800 mm, while the crest

amplitude reached 81 dB. But there were no valid source signal generated from

weld line HA1, HA2, HB2 (Figs. 10 and 11).

Generated from weld line HB3 during second maintaining, a large quantity of

source signal mostly centralized at 1,000, 2,000, 2,400, 3,000, and 3,800 mm, while

Fig. 6 Linear alignment map of HB2’s detection signal during first loading

Fig. 7 Linear alignment map of HB3’s detection signal during first loading
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the crest amplitude reached 78 dB. Still, no valid source signal generated from weld

line HA1, HA2, HB2.

According to the GB18182-2000 “Acoustic emission examination and evalua-

tion of metallic pressure vessels,” source within 1,000 mm of weld line HB3 was

active and of mid-strength, ranked D-level source; source within 2,000 mm was

strongly active and of mid-strength, ranked E-level source; source within 3,000 mm

was active and of mid-strength, ranked D-level source; source within 3,800 mmwas

weakly active and of mid-strength, ranked C-level source. Above data proved that

active source existed in all four positions. Due to the limitation of system process

debugging, the pressure, which had not reached maximum at full capacity, merely

Fig. 8 Linear alignment map of HA2’s detection signal during first retaining

Fig. 9 Linear alignment map of HB3’s detection signal during first retaining
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raised up to 6.5 MPa. Continual loading might lead to the extension of the three

sources of active defects, or generating new sources of active defects.

Compared with original testing data, results of ultrasonic recheck showed a

number of differences (contrast is shown as Table 3). As the testing methods differ,

it was reasonable to see the difference in numerical values. A new defect, whose

position agreed well with acoustic emission source area, was found during the

Fig. 10 Linear alignment map of HB3’s detection signal during second loading

Fig. 11 Linear alignment map of HB3’s detection signal during second retaining
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recheck. So we could come to the conclusion—active defects of HB3, discovered

by AET, were mostly formed by those untreated inside defects. It was also

suggested that it is operable to test defects of similar devices in a high background

noise environment through AET. For the purpose of verifying the feasibility of

AET, further contrastive detection was necessary to get an accurate appraisement.

According to the above analysis, periodic online AET should be carried out while

the gasifier is running.Weld line HB3 was supposed to be key monitored; moreover,

overpressure was strictly forbidden in service—maximum working pressure ought

not to exceed 6.45 MPa. In order to track the extension state of inherited defects, the

manufacturer should make good use of shutdown maintenance or choose another

moment to recheck the corresponding part of the vessel by ultrasonic.

6 Summary

As a practical application of acoustic emission in high background noise environ-

ment, this test created a new endeavor indeed. The mending positions of vessel are

supposed to be tested by online AET under operating conditions, each quarter of

later operation. Meanwhile building data files of gasifier’s regular online AET,

more detailed contrastive analysis on the data of regular examination, mastering the

working condition of gasifier, all can ensure gasifier’s safe operation more effec-

tively. In addition, they can help accumulate more valuable data of online AET,

under similar operating conditions.
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Part V

Condition Monitoring and Diagnosis



Acoustic Emission: An Indispensable

Structural Health Monitoring Means

for Aircraft

Rongsheng Geng and Peng Jing

Abstract In the past 10 years, full scale fatigue tests were undertaken for two types

of aircraft groups, and correspondently, the acoustic emission based integrated

non-destructive testing means was used for the early detection of fatigue damages

throughout the test. What accompanied the full scale fatigue test was eventually a

health monitoring process for the aircraft. During the test, researchers needed to

know when the aircraft “got ill” and what remedy measure was required to make the

aircraft “recover.” A variety of techniques have found important applications in the

structural monitoring. Studies were made of various means and the role of health

monitoring of aircraft structures and of some special problems to be solved for each

method. Comparisons were made for various monitoring methods and the most

suitable one was chosen for the full scale aircraft under test. A carefully designed

NDT scheme plus AE monitoring was eventually selected as the first choice to

complete the task and was shown rather effective in early damage detection for the

aircraft under fatigue test although very high risk was confronted throughout

the test.

1 Introduction

The health monitoring is not a new concept and it comes from the “periodic

physical examination” or “the clinic observation for a patient.” The same exists

for the aircraft structure, and the prerequisite for its safety and possible life-

extension is the capability of detecting early damages in key parts before being

not too late for their recovery repairing or replacement [1, 2].
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The traditional method of maintenance is the so-called aftermath repairing

following the occurred accident or breakage of a component. The second stage of

maintenance concept is so-called periodic or cyclic repairing system, the base of

which is the “bathtub curve” of fault rate of a mechanical product, Fig. 1, where

the fault rate experiences three stages of fast falling in the early stage (infant

mortality), stable (random failure) and abruptly rising till failure (wearout). This

maintenance system is not outdated as it sounds and till now it still acts as the

main system of maintenance for many industrial products, such as aircrafts and

car vehicles, and more importantly the effectiveness of SHM is more or less for

the second stage only.

The newly developed maintenance system is the so-called condition based

maintenance performed according to the “health condition” of the structure

referred. This system sounds as the best maintenance system but it is extremely

difficult to realize it completely. Some questions must be answered before its

realization and they are: (1) what is the concept of “health” and which parameters

are needed to describe the “health?” (2) how to quantify the extent of health?

(3) how to evaluate the risk if condition based maintenance system is to be

performed and which kind of measures need to be taken in order to safeguard the

integrity of the structure, and so on. The periodic maintenance system shall

therefore play a dominant role and the structural health monitoring can only play

a subsidiary role before a clear answer is given for the above-mentioned questions.

In the past 10 years, fatigue tests were undertaken for two types of aircraft

groups and the main goal of the test was to determine the service life of the related

aircraft group of which the aircraft under test was its typical representative. One of

the key factors in guaranteeing the success of the test was to find and locate the

fatigue cracks and damages of critical structures in an earliest possible stage in

order for these damages repaired in time without causing the breakage or failure of

the structure. The role of a single monitoring means or single NDT means is

absolutely limited and the integrated or multi-means monitoring of multi-

parameters should be the most effective health monitoring method. Theoretically,
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Fig. 1 The bathtub curve of fault (or hazard) rate
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any NDT means can be used as the health monitoring means if a continuous testing

is carried out for some parts of the structure. For the reality, some pre-buried sensor

strips in the structure can make the monitoring realistic. In any cases, the knowing

of the structure itself and the understanding of the engineering project itself is the

key factor in performing the so-called health monitoring.

2 Review of Existing Health Monitoring Methods

There are many available methods for health monitoring and in some extent any

nondestructive testing means can be employed as the one to achieve the same aim

so long as it is used constantly. These methods include strain measurement, optical

fiber/optical grate strain measurement, emburied smart sensors, comparative vac-

uum sensors, structure response evaluation, resistance measurement, ultrasonic

guided waves, acousto-ultrsonic testing, vibration analysis and acoustic emission,

etc. Theoretical analysis and engineering experience showed that any one single

SHM method only was difficult, if not impossible, to acomplish the health evalu-

ation task for aircraft and aircraft structures.

2.1 Strain Measurement

The strain gage measurement is probably the simplest medium for health monitor-

ing and the newly developed optical fiber/optical grate strain gage might be the best

replacement for the traditional type gage. The remaining question is the relationship

between strain variation and the damage of the structure and so far only quantitative

relation between the two is known.

2.2 Comparative Vacuum Monitoring (CVM) Technique

This techniquewas first developed bySMS (StructuralMonitoring System) company

of Australia and it made use of the principle that a steady-state vacuum maintained

within a small volume was extremely sensitive to any leakage [3, 4]. In Fig. 2 is

shown its work principle, where the red ones represent capillaries maintaining

vacuum whereas the blue ones represent the capillaries of normal air pressure. The

two types of capillaries are alternatively lined together to maintain a fixed pressure

difference. If there is no crack crossing the sensor, the pressure difference shall be

steady, whereas the pressure difference shall be abruptly increased if there is a crack

under the sensor lines. The greatest advantage of the CVM is its insensitive to the

background noise and this makes it a very good alternative choice of acoustic
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emission. The CVMwas used for the monitoring of the right side wall of the aircraft

during its fatigue test.

2.3 Embedded Smart Sensor

The key factor of the technique is to develop the smart sensors of light weight and

tiny size so that they can be pre-buried inside the structures. The Acellent Tech-

nologies of the USA declared the success of realizing this technique and it has

already been used in the SHM.

2.4 Monitoring of CFRP (Carbon Fiber Reinforced
Polymers) by Resistance Measurement

Carbon fiber reinforced polymer (CFRP) has found wide applications in aeronau-

tical engineering materials due to its very high specific strength (ratio of strength

against weight for unit volume) and are used for aircraft wings and air foils. The

shortcomings of this material are the possible sudden breakage without precautions.

The monitoring of the CFRP during its service is therefore extremely important.

The CFRP, which is conductive, can be monitored by its changes in electrical

resistance with time. The changes in electrical resistance of CFRP composites are

related to the changes in the micro structure in the materials.

The resistance monitoring is to use the material itself as the sensors and to use the

special integrated processingmethod to allocate the electric polar inside the material

to have the resistance change signal out. Tests have shown that the longitudinal

resistance change is a good signature of fiber breakage and the transverse resistance

change is to some extent related with the damage extent of the material, and

therefore a combination of changes of longitudinal and transverse resistances shall

be a very good indicator of the material damage [5, 6].

Fig. 2 Principle of CVM. (a) CVM sensor composition, (b) CVM readout vs. crack size
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2.5 Acousto-Ultrasonic Method (AU)

It is an active monitoring means as compared with the AE because it actively

stimulates the object under test by emitting an acoustic wave to it or knocking at the

object and then to watch the change of received stimulated signals. Strictly speak-

ing this method is only a variate of acoustic emission or merely a type of vibration

monitoring. A major draw of this method is the trasmission efficience of the

transmitted stress wave and the stress wave factor (SWF) can be used as an

evaluation parameter for the structural integrity of the object under test:

SWF ¼ RTC ð1Þ

where, R—the repetition frequency of input waveform, T—preset time interval, and

C—ring down count of acoustic emission signal over the threshold voltage.

There are definitely many limitations in using the AU to characterize the

structural damages although some successes were reported.

2.6 SHM Based on Vibration Signal Analysis

Structural health monitoring by vibration is the most popularly and widely used

method, especially for rotating machinery and bearings. A machine shall produce

vibration signal whenever the machine is in run. The vibration signal shall show

changes when early damages or failures occur in the rotating elements, and through

monitoring these changes one can find or locate the early damages.

There are some commonly used methods for characterizing the vibration signals,

which are: (a) low frequency analysis, whose main frequency ranges are between

tens Hz and several kHz, decided by shaft rotating speed and the numbers of

bearings. The main advantage of this range is the abundant information about the

fault and ease with the diagnosis schemes, but the disadvantage is the serious noise

interference and the main frequency being related with the shaft rotating speed;

(b) high frequency range analysis, whose main frequency ranges are in several tens

kHz, decided by the inherent vibrations of bearings; (c) resonant-demodulation

(R-D) method, whose working principle is based on that any fault in the bearings

shall produce impulse signal and the impulse in return behaves like an exciting

source to stimulate the resonant vibrations of the sensor. One can use the resonant

signal to obtain its envelope through demodulation and the envelope shall contain

the fault information about the bearings. The R-D method is widely used because it

has the highest sensitivity compared with other vibration means by using the

resonant characteristics of the sensor and enhancing the signal to noise ratio.

In addition to using the effective vibration level in certain frequency range, the

gradient (the differential) of the vibration signal and the sound signal both can be

used to diagnose the state of the machine. The integral use of several parameters can
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effectively raise the fault diagnostic rate and reduce the rate of false alarm and

undetected faults. The key point is to choose the correct frequency range and define

the permissive limit of vibration parameters for normal state, which relies on results

by well designed experiments and statistically averaged vibration parameters

through field test or test bench. It was reported that the intermediate-axial bearing

of certain fight aircraft and the inter-axial bearing gap were effectively monitored

by two types of bearing fault testers.

2.7 SHM Based on Ultrasonic Guided Waves

For some layered and plate structures of aircraft, such as the wings, ultrasonic

guided waves can play important role in monitoring their structural changes. One of

the comparatively effective means is to have the sensors embedded in the structures

under monitoring, whereas the most difficult is to choose the correct wave modes

sensitivity of which is related to the faults. The other means is to use a pair of

sensors, one of which is to emit the stress wave into the structure, and the other is to

receive the transmitted wave to observe any changes of the wave signature against

time during service [7]. Although some partial successes were reported in the past,

there is still a long way to go before one can realize the genuine structural health

monitoring.

2.8 Acoustic Emission (AE)

AE is one of the passive testing means, which need not inject any signals or

stimulus to the object under observation. The AE sensors are sitting on the struc-

tures to listen to the changes in the structural and therefore AE is characteristic of

condition monitoring and of exerting the least effect on the structures themselves.

The other advantage of AE as compared with other NDT means is the larger areas

covered by every one sensor, which is important for large structures, such as

aircraft. For those inaccessible structures by conventional NDT means, AE shows

a convincible advantage because it needs only an effective path for sound wave, but

not actually physically approaching the parts under monitoring. For key aircraft

structures, which are almost in the hidden places, the accessibility is very important

for realizing the test. The main difficulties for AE monitoring are the background

noise interference and the way to identify fatigue crack or damage related AE

signals from the noises. The other one is the lack of effective means to quantify the

damages.
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3 Full Scale Aircraft Fatigue Test: SHM from Cradle

to Grave

A breakthrough of SHM in application for the key engineering project is the AE

based integrated NDT means for two consecutive full aircraft fatigue tests. The role

of fatigue test of a full scale aircraft is to determine the service life of the related

aircraft group, of which the aircraft under test is its typical representative. Well

designed effective NDT schemes and procedures, including acoustic emission

fatigue damage monitoring for key structures of the aircraft are the key factors to

guarantee the fulfillment of the fatigue test. The major purpose of using AE is to

find and locate the fatigue cracks and damages of critical structures in an earliest

possible stage in order for these damages repaired in time without causing breakage

or failure of the structure. For one type of aircraft under test, due to the early

detection of fatigue cracks in some key structures and hence resulting in an

effective repairing measure, the life of the aircraft group was increased by more

than half of the originally designed one, creating enormous economic and social

benefit. Also, so obtained results were used to guide the repairing measures in the

repair depot. It is possibly the first ever AE work of real time and in-time monitor-

ing of fatigue cracks in such a long period and for a full scale aircraft, to the author’s

knowledge. Recent experience of fatigue test for another full scale aircraft showed

again the significance of AE-based integrated NDT means for aircraft life

evaluation.

3.1 Main Features of AE Based SHM

The following are the main characteristics of the AE based SHM during full scale

fatigue test.

1. Full time monitoring-from cradle to grave, i.e., from the new aircraft to the

termination of the life of the aircraft;

2. All direction monitoring, any structures relating with the life of the aircraft must

be under monitoring;

3. AE centered integrated NDT means;

4. Endurable repairing measures based on testing results.

3.2 Background Knowledge and Background Noise

It was definitely reasonable to assume that the aircraft under test was in good

conditions in the early stage of the test, and hence the collected data during that

stage was the so-called background noise and it did not contain information related

with damages. The assumption was important and realistic, but it could give us
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much information about the background of AE monitoring. It was therefore

extremely significant to draw as much information as possible from the background

because the work was the basis for the trend analysis and correlation work in later

stages.

3.3 Basic Approaches to Signal Processing

The random signals obtained during test must be disintegrated into different

sub-data sets of being stationary random signal or pseudo-stationary random sig-

nals, whose statistically averaged data sets can show meaningful trend for the

aircraft structures under monitoring. A correct strategy for the analysis of the

recorded data was therefore needed. The load spectrum was random, but it was

characteristic of periodic nature in the long run, because it could be resolved into

different loading states and each of them could repeat itself in a specified period.

For example, the loading states for the main landing gear were composed of taking

off, landing on, taxiing operation, braking, turning a corner, etc., and each of them

should repeat itself in a specified time period. Therefore, if we dissolve the loading

spectrum into different states, especially those main states, then we could take out

all the data corresponding to the same loading state and view so-obtained data

(so-called sub-data set) as that due to periodic loading state.

Suppose the AE data can be divided into a series of sub-data and the latter forms

a time series data, then the dissolution of the data can be expressed as following:

aij
� �

t
¼ Amn½ �t i ¼ 1, 2, . . . ,m; j ¼ 1, 2, . . . , n; at time of tð Þ

a11, a12, a13, . . . , a1n
a21, a22, a23, . . . , a2n
a31, a32, a33, . . . , a3n

. . .

. . .
am1, am2, am3, . . . , amn

ð2Þ

The AE data thus form a tensor [Amn]t and can be divided into a series of

sub-data, i.e., n vectors, such as A1(a11, a21, a31, . . ., am1), A2(a12, a22, a32, . . .,
am2), An(a1n, a2n, a3n, . . ., amn), with each being corresponding to a specified loading
state. The subscript t means that the above mentioned process was carried out at a

specific point of time scale for the test, say tmoment. It therefore must be noted that

every element in so specified sub-data, the vector Ai, was a statistically averaged

data, and also it is not a static process, but a dynamic process, which means each

vector Ai only stands for the obtained data for the specific loading state in a specific

time period, and it shall change and give a series data of Ait, and here t stands for the
time elapse process.

By doing so, what we need to do is to watch the change tendency of Ait or to

calculate its correlation coefficient and related changes. Therefore, two methods
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could be used. One is to statistically average the sub-data set in a specified time

period and to observe its trend of change. The other is to use correlation analysis to

view the change trend of the statistically averaged sub-data. Other data processing

parameter, like entropy or maxim entropy, also could be used to show the trend of

change of AE activity, but we shall not discuss it here. The correlation coefficient γ
as we know is a factor to evaluate the similarity of a function with itself after some

time lapse has passed. If γ is close to the unit, that means the function does not

change very much while time passes by, and for the aircraft structure, it means the

area of concern varies a little during the test. More than often, the value of (1�γ),
the non-correlation coefficient is more sensitive to the state change than γ, but they
describe the same thing and give the same result.

3.4 Outcomes

The following are the main achievements for the full scale aircraft fatigue test

monitored by AE centered integrated NDT means.

1. Prolonging life of aircraft group

The life of aircraft group was effectively prolonged. The life of the first aircraft

group was extended by more than 50 %, while the second one was over 75 %.

The significance of this life prolonging program is not difficult to image.

2. Compiling atlas of aircraft fatigue cracks

The compiling of aircraft fatigue crack atlas has even more important signifi-

cance than the life prolonging itself. The atlas can give one clear idea of when

and where the fatigue cracks appear and what repairing measures should be

taken, which are extremely helpful for the correct operation and correct main-

tenance of the aircraft.

3. Guiding rule for repairing cycle and repairing method

All information obtained during the fatigue test shall supply guidance for the

repair cycle and repair method, and also the information shall give important

guidance for the in-service aircrafts to guarantee their safety flight.

4. Improvement of aircraft design and technology quality

The comparison of performances of key structures of the two types of aircraft

during fatigue test can draw some conclusions for the fatigue behavior of

corresponding structures. The difference of fatigue behavior is due to the

minor changes of design and technology although the two have almost the

same key structures. The second type of aircraft has shown superior fatigue

characteristics in many key structures compared to the first one. Understanding

these minor structure and technology changes of the second type of aircraft can

leave much information for the aircraft designers to learn about.
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4 Conclusions

The SHM of aircraft and aerostructures is of significance for their safety during

service; its realization is however a very tough task and needs much effort in a long

time period. The combination of various SHM methods and the fusion of their

resulted data should give much better outcomes compared with any single one SHM

means. The application of AE based integrated NDT methods in full scale fatigue

test of two types of aircrafts and the successful prolonging of the fatigue lives of the

aircraft group showed once again the importance of SHM and implied the possi-

bility of realizing the genuine SHM with the help of advanced NDT techniques and

advanced data processing measures.
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Differentiating Signals from Different

Sources of Acoustic Emission for Structural

Health Monitoring Purposes

Manindra Kaphle and Andy C.C. Tan

Abstract Though possessing a number of advantages is an effective structural

health monitoring tool for engineering infrastructures, a major challenge in practi-

cal use of acoustic emission (AE) technique is the presence of sources of AE other

than crack related, such as rubbing and impacts between different components of a

structure. These spurious AE signals often mask the signals from the crack activity;

hence discrimination of signals to identify the sources is very important. This

chapter explores this issue in detail and also explores how different signal-

processing tools such as cross-correlation, magnitude squared coherence, and

energy distribution in different frequency bands can be accurately used for differ-

entiating signals from different simulated AE sources.

1 Introduction

Acoustic emission is the phenomenon where high-frequency stress waves are

generated by rapid release of energy within a material by sources such as crack

initiation or growth. AE is one of the several nondestructive testing (NDT) tech-

niques currently used for structural health monitoring (SHM) of engineering struc-

tures. Some of its advantages include the ability to provide continuous in situ

monitoring and high sensitivity to crack activity. However, a major problem in

practical use of AE technique is the presence of sources of AE other than crack

related, such as rubbing and impacts between different components of a structure.

These spurious AE signals often mask the signals from the crack activity; hence

discrimination of signals to identify the sources is very important. This chapter
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explores the use of different signal-processing tools such as cross-correlation,

magnitude squared coherence, and energy distribution in different frequency

bands for accurately differentiating signals from different simulated AE sources.

1.1 Signal Uniqueness and Similarity

Comparing similarity of signals can be used as a tool for signal discrimination. As

manual checking of similarity can be tedious and in cases of large number of signals

can be impossible, in this study the following tools are used to check if two signals

are similar or not: the cross-correlation coefficients in time domain and magnitude

squared coherence (MSC) in frequency domain. The cross-correlation coefficients

give a measure of the similarity of two time series shifted along each other, with the

maximum value indicating the maximum correlation of the two signals at a certain

time shift [1, 2]. Mathematically, the cross-correlation function relating two signals

f1(t) and f2(t) can be written as

rxy τð Þ ¼
Z1

�1
f 1 tð Þ � f 2 tþ τð Þ � dt ð1Þ

where τ is a time shift imposed upon one of the signals and cross-correlation

function rxy is a continuous function of the imposed time shift τ [3].
Similarly, MSC of two signals is calculated using power spectral densities (Pxx

and Pyy) and cross power spectral density (Pxy) of the signals as follows [4, 5]:

Cxy fð Þ ¼ Pxy fð Þ�� ��2
Pxx fð Þ � Pyy fð Þ ð2Þ

For two identical signals, MSC value of 1 is obtained over the whole frequency

range, while lower values occur for unrelated signals.

1.2 Energy Distribution in Different Frequency Bands

Performing short-time Fourier transform (STFT) on recorded signal results in a

matrix of coefficients, C(ωi,τj), by discretization in both frequency (ω) and time (τ)
domains. |C(ωi,τj)|

2 can then be used to represent energy contents (spectral density)

of the signal in joint time and frequency domains, with the resulting plot known as

spectrogram. To study energy distribution with frequency, energies across the total

time can be then summed and the values normalized with respect to the total energy

across all times and frequencies, as follows:

514 M. Kaphle and A.C.C. Tan



E ωð Þ ¼

XN
j¼1

C ωi; τj
� �

XM
i¼1

XN
j¼1

C ωi; τj
� � ð3Þ

where M and N are the number of discretization in frequency and time domains,

respectively. E(ω), representing the energy ratios against frequencies, can then be

used to study the energy distribution in different frequency bands. Though energy–

frequency analysis can be done using Fourier transform alone, it is noted that the

study of simultaneous time–frequency distribution conveys important information

regarding signal discrimination.

2 Experiments

2.1 Experiment A

For first set of experiments, two sources of AE signals were generated by

(a) breaking 0.5 mm pencil leads (PLB) and (b) dropping steel balls (6 mm

diameter) from a height of 15 cm on a 4 m long steel beam (BD). Breaking pencil

lead is a standard method for simulating acoustic emission signals as it provides a

fast rise time or step function like transient force similar to real AE sources and

easily reproducible signal waveforms [6]. Ten sets of each experiment were

performed. Four-channel micro-disp PAC (Physical Acoustics Corporation) system

was used for data acquisition. An R15α sensor (manufactured by PAC, resonant at

150 kHz) was used to collect AE signals. The sensor was coupled to the test

specimen using vacuum grease and magnetic holders. Preamplifiers were used

with gain set at 40 dB and the signals were band-pass filtered between 20 and

400 kHz using the software control of the data acquisition system, as most signals

were expected in this range. A value of 60 dB was set as the threshold value for

recording.

2.2 Experiment B

For second set of experiments, AE signals from real growing crack were collected

from three-point bending test of a rectangular steel specimen—300 mm long,

25 mm wide, and 10 mm thick, with a small 45� through cut notch in the middle

to initiate the crack growth, using an INSTRON tensile machine with a 50 kN load

cell (at a loading rate of 2 mm/min); see Fig. 1.
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The same data acquisition system as described in Experiment A was used in this

case. Two R15α sensors were placed at two ends of the specimen to collect AE

signals and were coupled to the test specimen using vacuum grease and magnetic

holders. Preamplifiers were used with gain set at 40 dB. To set the threshold value

for recording and ensure that sensors were performing correctly, pencil lead breaks

(5 mm, HB leads) were carried out near the crack tip and recorded signals were

observed. The value of 60 dB was decided as this value was found to prevent the

recording of lower amplitude reflected signals from the pencil lead break tests as

well as remove low-amplitude signals generated at the loading point from the roller

directly above the crack during a trail test.

Impact signals were simulated by dropping steel balls (6 mm diameter) from a

height of 15 cm on the middle of a thin steel beam (4 m long, 75 mm wide, and

5 mm thick). An R15α sensor was placed at a distance of 1 m from the impact

location to record the signals. Rubbing was simulated by allowing a steel piece

(200� 135� 12 mm3) to slide along an inclined steel beam, with two sensors

(R15α) placed underneath the inclined beam. Other instrumentation and settings

used were same as described previously.

3 Results and Discussion

3.1 Experiment A

To study signal uniqueness, the first generated PLB signal was used as a template

signal to perform cross-correlation and magnitude squared coherence with

rest of the simulated signals. The results are shown in Fig. 2a, b, respectively.

Fig. 1 Experimental setup for three-point bending tests
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Two clusters are clearly visible—the cluster with higher values (indicated by “+”)

corresponds to the values from comparison of the template PLB with other PLBs

while smaller values (indicated by “o”) correspond to the comparison with the BD

signals. Summarizing the results, cross-correlation of the template PLB signal with

the remaining nine PLB tests gave an average maximum value of 0.87 (in the range

between 0.80 and 0.91) while the value for cross-correlation between the PLB and

ten BD signals was 0.48 (in the range between 0.38 and 0.54). Further, the

average MSC values of the template PLB with the other PLB signals lie in

the range of 0.71–0.75, while mean MSC values of the PLB signal with other ten

BD signals recorded by S1 lie in the much smaller range of 0.25–0.35 with a mean

value of 0.29.

Thus, very distinct differences in maximum cross-correlation and average mag-

nitude squared coherence values are seen between signals from like and unlike

sources. It proves the suitability of using these parameters as criteria for signal

discrimination when a signal from a known source is available as template for

comparison.

Fig. 2 (a) Maximum cross-correlation coefficients, (b) average magnitude squared coherence

values between the template PLB and rest of the signals
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3.2 Experiment B

The variation in absolute energies of hits with time for one sensor during three-

point bending test is shown in Fig. 3. Absolute energy is derived from the integral of

the squared voltage signal divided by the reference resistance (10 k-ohm) over the

duration of the AE waveform packet [7]. Signals with highest energy can be

attributed to crack growth, while those with very low energies are likely to have

occurred due to reflections of the signals from the edges and can be neglected.

An AE crack signal (occurring around 150 s, indicated in Fig. 3) is shown in

Fig. 4a. To study the distribution of signal energy in time and frequency domains,

short-time Fourier transform was carried out using time–frequency toolbox

[8]. Typical impact and rubbing signals obtained from the experiments are also

shown in Fig. 4b, c, respectively. In all plots, the energy values (in z-axis) are in

logarithmic scale for clarity and indicated by color scale.

To study energy distribution with frequency, ten random signals of each type

recorded by one sensor were collected. Energies across the total time (squared

STFT coefficients) were summed and the values normalized with respect to the

maximum energy as described in Sect. 1. The distribution of energy against

frequencies (averaged for ten signals of each type) is shown in Fig. 5.

Rubbing signals were seen to be of continuous type compared to transient nature

of crack signals. Impact signals were also transient but reflections persist and

continue for longer duration compared to the crack signals. From energy distribu-

tion plot in Fig. 5, impact signal is found to have frequencies of around 60 kHz. For

rubbing signals, two peaks of frequencies of round 70 and 120 kHz are visible.

However, in addition to frequency components of 70 and 120 kHz, another peak of

around 200 kHz is present for the crack signal. Thus, distinct distribution of

energies with frequencies is found for the three main types of AE source signals;

hence, this can act as an effective source differentiation criterion. However, care is
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Fig. 4 (a) Typical crack signal and its STFT analysis, (b) typical impact signal along with its

STFT analysis, (c) typical rubbing signal along with its STFT analysis
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needed to interpret results as there are numerous factors that can affect AE signal

waveforms, such as dimensions of the medium, the paths the signals travel, signal

reflections, and mode conversions. It is very difficult to take every factor into

account; nevertheless, it is believed that energy distribution with frequency can

still convey information about the nature of the source.

4 Conclusion

Source differentiation is an important component of AE monitoring. This study

explored the use of different signal-processing tools such as cross-correlation,

coherence, and energy distribution in frequency domain for the purpose of signal

differentiation from AE sources and found encouraging results. Further research is

being carried out to simulate more accurate crack, impact, and rubbing signals and

explore newer techniques for signal discrimination.
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Application of Acoustic Emission Technology

for Rolling Bearing Condition Monitoring

on Passenger Ropeway

Junjiao Zhang, Heying Wang, Gongtian Shen, Zhanwen Wu,

and Yilin Yuan

Abstract As one of the most important parts on the passenger ropeway, the rolling

bearing is difficult to be disassembled for in-service inspection. Online monitoring

of rolling bearing on passenger ropeway could be carried out by acoustic emission

technology. This chapter presents two tests of acoustic emission detection of rolling

bearing on a ropeway. The AE characteristics of the normal rolling bearing are

investigated using comparative analysis of AE statistical parameters, AE parameter

courses, waveform, and spectrum. The results prove that the AE technology has

great potential for the condition monitoring and fault diagnosis of rolling bearings

on passenger ropeway.

1 Introduction

Passenger ropeway is a mechanical transport facility which uses aerial rope and

delivery vehicles to transport passengers. With the rapid development of tourism,

860 passenger ropeways have put into passenger transport in China. Rolling bearing

is an important stress part of passenger ropeway; its failure will lead to accidents

and casualties. There is no mature and effective method of bearing testing due to

difficulty to disassemble and its extremely low speed, which brings a huge risk

to the safe running of ropeway. Therefore, it is urgent to find an in-service

nondestructive testing method for the rolling bearings. Acoustic emission
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(AE) technique not only can meet the requirement but also has the potential for

prediction of early failure.

There are numerous investigation reports about rolling bearing condition

monitoring and fault diagnosis based on AE technology which are mainly about

AE parameter analysis, waveform analysis, fault location, and pattern recognition

[1, 2]. However, most of the detect objects are high-speed rolling bearings [3, 4]. For

the low-speed rotating machinery, acoustic emission online detection has been

successfully applied on the rolling bearing of giant wheel [5]. Also, the AE signal

characteristics were acquired through parameter analysis, spectrum analysis, etc.

In this chapter, we sum up the analysismethods for AE signals of low-speed rolling

bearing which were obtained in previous studies. Then, the AE signals of rolling

bearing on a ropeway acquired from two tests were analyzed using the methods

above. The results of this research establish an important foundation for the

condition monitoring and fault diagnosis of rolling bearings on passenger ropeway.

2 AE Signal Analysis Method of Low-Speed

Rolling Bearing

2.1 Statistical Analysis of AE Parameters

The statistical analysis method can extract the useful information from a large

quantity of AE signals which were collected during the long-term online monitor-

ing of the low-speed rolling bearings.

An acoustic emission signal can be described by most widely used parameters

such as amplitude, rise time, duration, root-mean-square voltage (RMS), counts,

energy, and hits. The AE parameters are calculated according to the operating

circles of rolling bearing. For each circle, the sum of hits and the mean value of

other AE parameter are defined as the statistical parameters. Then fitting curves of

the statistical parameters with running circles are obtained by MATLAB. By

observing the trend of the fitting curves, the abnormal condition of rolling bearing

can be discovered during its operation.

By means of statistical analysis of AE parameters, the abnormal signals of

rolling bearing on giant wheel have been discovered in the fitting curve of the

mean value of RMS [6].

2.2 Observation of AE Parameter Courses

The AE source activity and its trend can be reflected intuitively by the changes of AE

parameterswith time. Therefore, observation of parameter courses ismost commonly

used in AE signal processing. The periodic regularity of AE signals or signals

with high amplitude can be directly observed in parameter courses during the oper-

ation of rolling bearing. It will be possible to realize fault prediction.
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2.3 Waveform and Spectrum Analysis

We can obtain a gross evaluation and description of the AE signal by parameter

analysis methods and in detail with the waveform analysis methods. The fast

Fourier transform (FFT) has been used extensively for the waveform analysis of

AE signals. The spectrum obtained by the FFT shows the frequency distribution

characteristic of the AE signal. According to the changes of frequency distribution

and its energy of AE signals, the health status of rolling bearing can be reflected to

some extent.

In the study of rolling bearing with an artificial defect on giant wheel, there is a

new peak frequency appearing compared to the frequency distribution of the rolling

bearing with no defect [7].

3 AE Signal Characteristics of Rolling Bearing

on Passenger Ropeway

AE online monitoring of rolling bearing on a ropeway was carried out in 2008 and

2012. The test object is a continuous circulating passenger ropeway in a park at

Henan province; see in Fig. 1. The model of rolling bearing of the ropeway is

GB297-64 7536E. The bearing operating cycle is 12.17 s; see in Fig. 2. An AMSY-

6 digital multichannel acoustic emission instrument was used in the test. The

sensors VS150-RIC were used to detect the AE signals which main frequency

range is from 100 to 450 kHz.

A large number of AE signals were collected in the process of normal operation

of the ropeway. In order to obtain the AE characteristics of rolling bearing on

passenger ropeway, the signals collected from one test are analyzed first using the

method described above.

3.1 AE Statistical Parameters

The AE signals are acquired continuously for about 310 s in one test. According to

the bearing operating cycle, the acquisition time is about 25 running cycles. For

each operating cycle signals, the sum of hits and the mean value of other AE

parameters are calculated using the statistical analysis method. Then the fitting

curves of the statistical parameters with running cycles are obtained. Observing the

statistical results of AE parameters, we found that all the fitting curves fluctuate

within a certain range without obvious change in the amplitude. Figure 3 shows the

fitting curves of hit sum and RMS mean.
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3.2 AE Parameter Courses

Observing the AE parameter courses of 25 running cycles, there is no periodic

regularity of peaks. All the AE parameters irregularly changed with time. See the

courses of hits-time, RMS-time, counts-time, and energy-time in Fig. 4.

3.3 Waveform and Spectrum

Three signals are randomly selected in the figure of RMS-time which are named A,

B, and C; see in Fig. 4b. Observing the waveform and frequency spectrums of the

three signals in Fig. 5, we found that the typical AE signal covers a wide frequency

range of 50–180 kHz with two peaks of 80 and 165 kHz.

Fig. 2 The test rolling

bearing

Fig. 1 The test passenger

ropeway
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4 Data Comparison of the Two Tests

Through the comparative analysis of AE signals collected from the two tests, we

can find the changes of AE characteristics when the rolling bearing runs for a long

time. Five operation cycle signals of rolling bearing were taken out, respectively,

from the data obtained in the two tests. Then the AE signals were analyzed using the

method described above.

4.1 AE Statistical Parameters

For each of the five operation cycle signals, the fitting curves of all the statistical

parameters with running cycles are obtained. In contrast to the statistical results

of the two tests, we found that all the statistical parameters have not obvious change

in amplitude. Figure 6 shows the fitting curves of hits sum and RMS mean of the

two tests.
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Fig. 3 The trends of AE statistical parameters, (a) hits sum, (b) RMS mean
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Fig. 4 (a) Hits-time, (b) RMS-time, (c) counts-time, (d) energy-time
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Fig. 5 Waveform and spectrum analysis of AE signals, (a) signal A, (b) signal B, (c) signal C
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4.2 AE Parameter Courses

Observing the AE parameter courses of five running cycles, there is no periodic

regularity of peaks in the two tests. Comparing the AE parameter courses of the two

tests, the signals are irregularly distributed and have similar distribution of all

the AE parameters. See the RMS courses and hits courses in Fig. 7.

4.3 Waveform and Spectrum

Figure 8 shows waveform and spectrums of the typical AE signals of the two tests.

The spectrums have no significant difference of the two tests. The frequency

distributes in the range of 50–180 kHz with two peaks of 80 and 165 kHz.

Fig. 6 (a) Fitting curves of hits sum, (b) fitting curves of RMS mean

Fig. 7 (a) AE parameter courses of 2008, (b) AE parameter courses of 2012
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Through the comparative analysis using the three methods above, it can be con-

cluded that theAE signals acquired in 2008and2012have the sameAEcharacteristics.

Also, there is no obvious change in health status of the rolling bearing.

5 Conclusion

The testing results show that the AE technique could be used as an effective means

for the health condition monitoring and detection of rolling bearing on passenger

ropeway.

Through the analysis of AE signals of rolling bearing collected in the process of

ropeway operation, the AE characteristics of normal rolling bearing are obtained.

1. The amplitudes of acoustic emission statistical parameters have no obvious

change with the increase of the year.

Fig. 8 (a) AE signal waveform and spectrum of 2008, (b) AE signal waveform and spectrum

of 2012
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2. There is no cyclical peak characteristic in the AE parameter courses.

3. The spectrum of typical signals is mainly concentrated in the range of

50–180 kHz.
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Wireless AE Event and Environmental

Monitoring for Wind Turbine Blades

at Low Sampling Rates

Omar M. Bouzid, Gui Y. Tian, K. Cumanan, and J. Neasham

Abstract Integration of acoustic wireless technology in structural health monitoring

(SHM) applications introduces new challenges due to requirements of high sampling

rates, additional communication bandwidth, memory space, and power resources. In

order to circumvent these challenges, this chapter proposes a novel solution through

building a wireless SHM technique in conjunction with acoustic emission (AE) with

field deployment on the structure of a wind turbine. This solution requires a low

sampling rate which is lower than theNyquist rate. In addition, features extracted from

aliased AE signals instead of reconstructing the original signals on-board the wireless

nodes are exploited to monitor AE events, such as wind, rain, strong hail, and bird

strike in different environmental conditions in conjunction with artificial AE sources.

Time feature extraction algorithm, in addition to the principal component analysis

(PCA)method, is used to extract and classify the relevant information, which in turn is

used to classify or recognise a testing condition that is represented by the response

signals. This proposed novel technique yields a significant data reduction during the

monitoring process of wind turbine blades.

O.M. Bouzid (*)

Faculty of Engineering, Al-Jabel Al-Garbi University, LYGH 200 Gharian, Libya

e-mail: bouzidom@yahoo.com

G.Y. Tian • K. Cumanan • J. Neasham

School of Electrical and Electronic Engineering, Newcastle University,

Newcastle upon Tyne NE1 7RU, UK

e-mail: g.y.tian@ncl.ac.uk

G. Shen et al. (eds.), Advances in Acoustic Emission Technology: Proceedings of the
World Conference on Acoustic Emission-2013, Springer Proceedings in Physics 158,

DOI 10.1007/978-1-4939-1239-1_50, © Springer Science+Business Media New York 2015

533

mailto:bouzidom@yahoo.com
mailto:g.y.tian@ncl.ac.uk


1 Introduction

Offshore wind turbines (OWTs) should be combined with structural health moni-

toring (SHM) systems to reduce the cost of the operation and maintenance (O&M)

of safety-critical components and systems [1, 2]. This chapter investigates the use

of an in situ wireless inspection system in monitoring the structural health of the

wind turbine blades (WTBs) in conjunction with monitoring the environmental

conditions. This scheme is developed based on the employment of a novel concept

of using low sampling rates in acquiring acoustic emission (AE) signals discussed

in Bouzid et al. [3, 4] so that a significant reduction of data can be achieved during

the monitoring process of WTBs.

To validate the developed wireless SHM system and use of AE features

extracted from the aliased versions in providing a robust SHM system for WTBs,

field studies are conducted. This is shown by conducting in situ experiments in

which AE events, such as wind, rain, strong hail, and bird strike, are detected and

discriminated among different environmental conditions in conjunction with artifi-

cial AE sources. The intention of using such sound sources is to emulate impact

damage or audible cracks caused by different objects such as tools or bird strikes.

Time feature extraction algorithm, in addition to the principal component analysis

(PCA) method, is used under low sampling rates to extract and classify the relevant

information, which in turn is used to classify or recognise a testing condition that is

represented by the response signals.

2 Methods

2.1 Experimental Setup

An in situ wireless SHM system has been implemented on the top of a 300 W wind

turbine as shown in Fig. 1a. Furthermore, Fig. 1b shows the hardware components

which are used in developing this wireless system, including MICAz motes

equipped with the sensor board (MTS310) [2]. The omnidirectional microphone

sensor of the MTS310 board is replaced by a BNC connector for AE sensors. The

AE sensor is the BII-7070 from “Benthowave Instrument Inc.” (www.benthowave.

com) and operates at a usable frequency range of 0.1 Hz to 400 kHz with a size of

ϕ�L¼ 18.6� 20 mm. It is characterised by relatively small mass and low cost.

The wind turbine is installed on the roof of the School of Electrical and Electronic

Engineering (EEE) as illustrated in Fig. 2. This wind turbine has three blades made

of carbon with a diameter of 1.5 m.

All of the sensing units communicate with a PC base station via an RF interface

and are programmed in a TinyOS environment [5]. The PC base station includes an

MIB510 gateway board incorporating a MICAz mote which is used to forward the
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extracted features or the raw data to the PC for monitoring and processing. The PC

runs a software package which consists of a Java application and MATLAB scripts

to provide a user-friendly graphical user interface which allows operators to control

the monitoring process.

Fig. 2 System installation on the school’s roof for field studies and the PC base station in the lab

Fig. 1 (a) Wireless monitoring network installed on the top of a 300Wwind turbine, (b) hardware

components used
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2.2 AE Feature Extraction and Classification Algorithms

For field study and continuous monitoring, the relevant AE aliased signals captured

should be locally pre-processed on-board the wireless units, so that only the results

of evaluation and other meaningful features are transmitted to the remote control

room, which reduce the amounts of data captured. As the wireless system devel-

oped here is based on the use of MICAz platforms, which have limited power

resources and memory size as well as low processing capabilities, computationally

expensive algorithms which are based on spectral and statistical approaches cannot

be considered. Therefore, relatively simple signal processing algorithms are con-

sidered for on-board AE feature extraction.

In addition, for better analysis and classification results, content-based features

should be extracted from the envelope of the received AE aliased versions rather

than from the amplitude values of the time domain signal, since the envelope

optimises the signal shape and minimises the ambiguity in the signal caused by

lowering the sampling rate. Figure 3 summarises the steps of the proposed feature

extraction and classification algorithm utilised in this wireless SHM system.

In this algorithm, the envelope is extracted from band-pass filter outputs by full-

wave rectification and low-pass filtering. To do this, a one-pole filter with a

smoothing parameter β is applied to the full rectified AE aliased version shown in

Eqs. (1) and (2) [6]:

Fig. 3 AE feature extraction and classification scheme
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y tð Þ ¼ ��x tð Þ�� ð1Þ

y tð Þ ¼ 1� βð Þx tð Þ þ βy t� 1ð Þ ð2Þ

where x(t) is the aliased AE signal, and t¼ 1, 2, . . ., N where N is the number of

samples.

After the envelope of the aliased version is extracted, AE features, including

peak value, arrival time, mean value, and power value, are extracted as shown in

Fig. 3. These features have the advantage that they can be computed while the

sensing process is in progress without the need to have acquired the whole signal

first. The extracted features are assembled in vectors named “acoustic vector

properties” (AVPs) which are transferred to the control unit where they are

characterised and used to distinguish different AE events.

The extracted features are then used for AE classification as well as monitoring

the structural health of the blades under different environmental conditions, as

illustrated in Fig. 3.

As seen in Fig. 3, the proposed method provides two possible options for the

extraction of AE features: either on-board the wireless units or in the central unit.

The former option represents the default case and it is implemented for a continuous

monitoring approach where a simple content-based feature algorithm is applied. On

the other hand, the latter is used for off-line techniques or for cases where more

investigation, data fusion, and mining are requested using advanced feature extrac-

tion PCA-based approach. Formore information about PCA technique refer to [7, 8].

3 Results and Discussions

3.1 AE Event and Environmental Monitoring

Leaving the WTB system to rotate under different environmental conditions is

likely to result in different AE events. These events could occur based on these

conditions as well as on the structural health of the blades. Therefore, for a robust

SHM system it is very important to be able to distinguish and characterise these

events in order to specify the main causes of such events. The motivation was that if

this abnormality could be successfully detected and classified by the SHM approach

developed here, then damage could also be detected and discriminated. In this

regard, waveforms of various relevant environmental conditions were recorded

during this type of in situ experiment under wind and rain conditions. The exper-

iments were conducted while the wind turbine was installed on the school roof with

the wireless monitoring system on top of it as shown in Fig. 2. Each reading consists

of 500 samples, all of which were initiated by a simple threshold crossing condition

which was below 100 mV in order to allow the wireless units to detect such

waveforms even if they were weak.
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Figure 4 depicts an example of waveforms detected while the blades rotated due

to the wind, i.e., the wind condition. Such types of waveforms are caused by the

sound produced as a result of blade rotation. These signals are characterised as

noisy signals whose variance and power increase with wind speed. However,

raising the detection threshold value of the wireless units will lead to the filtering

of such signals.

The second environmental condition waveforms were signals caused during the

rainfall condition. These signals were recorded while the blades were stationary

and then when the blades were rotating. Figure 5 shows an example of the

waveform recorded in the former case. This type of signal is characterised by a

random sequence of repetitive AE pulses whose peak and repetition values depend

on the density and speed of the rainfall.

In contrast, a waveform of rain and wind conditions is shown in Fig. 6. This type
of waveform was recorded during light rainfall while the blades were spinning

under the wind load. As a result of blade rotation the collected rain waveform was

contaminated with the noise caused by the spinning of the blades. This type of

waveform appears as a sum of the two waveforms of the rain and wind conditions.

Fig. 4 Wind condition
waveform detected

Fig. 5 Rainfall condition
waveform detected
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In addition, the blades were also hit with a plastic stick, which has a diameter and

length of 15 mm and 500 mm, respectively, while the blades were stationary and

then during the rain test in order to capture both an abnormal signal and a rainfall
conditionwaveform. Figures 7 and 8 show an example of waveforms obtained from

such experiments for impact as well as rain and impact conditions, respectively.
Based on the results of the experiments conducted, these types of signals can be

usually characterised by the differences in amplitude and shape between the hit

event and the rainfall signals.

Furthermore, by comparing the signals received from all wireless units for the

measurements in the rainfall condition, it is noticeable that there is a high correla-

tion between these signals in terms of the amplitude and width of the individual

pulses, as shown in Fig. 9a. This is because they were caused by the same condition,

i.e., rainfall. This makes the features extracted from such signals among wireless

units almost the same. In contrast, if one of the blades encountered a hit during the

rainfall condition, the received signals will be similar to the signals shown in

Fig. 9b. In addition to the rainfall condition waveforms, this figure shows the

signals caused by the emulated impact damage of one of the wind turbine blades.

Fig. 7 Hit condition
waveform detected

Fig. 6 Rainfall and wind
condition waveform

detected
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The impact signal propagated from this blade to the other two blades, which are

then captured by other two wireless units, can be clearly seen in the last two plots

in Fig. 9b.

The above-mentioned in situ wireless experiments were conducted several times

and a sequence of AE aliased waveforms was recorded under the aforementioned

conditions. In addition, waveforms of the steady case at a very low wind speed were

also recorded. These waveforms were further analysed and classified as

discussed next.

Fig. 8 Rainfall and hit
condition waveform

detected

Fig. 9 AE events received at three wireless units (WU), (a) for rain, (b) rain and hit measurements
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Figure 10 illustrates the results using time domain features, including peak value

and RMS features as a combination to lead to the signals recorded being distin-

guished. From the captured waveforms discussed above, it is noticeable that those

relevant only to the wind condition have values of RMS greater than those in

waveforms for the steady condition case. This difference was increased by increas-
ing the speed of rotation of the WTBs. In contrast, the difference in peak values due

to raindrops hitting the blades between the waveforms of the former condition and

the rainfall condition led to the two cases being distinguishable, and as the strength
of the rainfall increased this difference increased as well. In addition, the wave-

forms relevant to the rain and wind conditionswere distinguished by their relatively
large RMS values compared to the rainfall condition due to the difference in noise

levels.

Finally, for the cases where the blades were manually hit, in order to generate

artificial sounds which emulated audible cracks or impact damage due to different

objects, the AE events produced gave the highest peak values as shown in Fig. 10.

These values made the discrimination of these events from the waveforms

discussed above very easy. The signals resulting from the propagation of the

emulated impact damage to the other blades are not considered in Fig. 10 since

they show the same features as the main signals, but with relatively low values.

In addition to the time domain features which were used in the above classifi-

cation of AE events under different environment conditions, the PCA features have

also been applied to a similar set of such events collected at the remote unit.

Figure 11 illustrates the discrimination results of this process. In this figure, to

ensure better representation of this classification, the first PCA features have been

integrated with the time domain features (average of peak values) of the AE events

Fig. 10 Classification of

received events under

different environment

conditions using time

domain features
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captured. As seen in this figure, it was found that this integration has the potential to

discriminate between these AE events, where they are clearly classified into six

non-overlapping clusters based on this combination.

In the last two figures, it can be seen that waveforms relative to the impact

damage emulated are obviously separated from the rest of waveforms discussed

above. To obtain better identification and classification of such impact or crack AE

events, more emulated impact measurements were conducted and feature extraction

algorithms applied, as discussed next.

3.2 Discrimination and Classification of Emulated
Impact Damage

Monitoring of the emulated impact damage is also carried out onWTBs through the

developed wireless SHM system. The impact was emulated by hitting the blades

while they were static, by three metallic balls of different sizes, as shown in Fig. 12.

The smallest ball (SB) has a diameter and mass of 5 mm and 1 g, respectively,

whereas the medium ball (MB) is 9 mm and 3 g and the largest ball (LB) 13 mm and

9 g. The balls were thrown to the blades at the same speed and from the same height

and at the same distance from the AE wireless units.

Fig. 11 Classification of received events under different environment conditions using the

integration of time domain and PCA features
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As a result of this emulated impact damage three different aliased AE signals

were generated, as illustrated in Fig. 13. It can be seen in this figure that the duration

and power parameters of these signals are proportional to the size of the ball used,

where the largest ball caused the longest signal duration and maximum power.

These experiments were repeated several times and in each case the AE parameters

or features discussed in Sect. 2 were extracted on-board the wireless unit and sent to

the control unit in the form of APVs. These APVs were used in the control unit to

discriminate between the three cases.

To identify the three cases, it was found that the AE parameters such as power

and duration features are sensitive to the type of impact damage emulated. These

parameters were used to discriminate between the different ball impacts, as shown

in Fig. 14. This figure shows that the AE aliased signals caused by the smallest ball

were characterised by small values of the selected parameters. These parameters

increased as the size of the ball increased, leading to a clear separation between the

three cases.

In addition to the time domain features, the PCA features have been applied to a

similar set of such events collected at the remote unit. Figure 15 illustrates the

discrimination results of this process. AE signals caused by the largest ball are

separated from the others as the PCA1 values are all positive. In addition, the PCA3

values are all negative for the smallest ball which distinguishes them from the

signals caused by the medium ball, whereas the PCA2 values are positive for all

cases. The values of PCA3 are almost linearly proportional to the strength of these

signals which increased as the effect of the impact source increased. From the

above, it can be seen that the three cases of impacts can be classified via PCA-based

features.

Fig. 12 Emulated impact

damage setup
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Fig. 13 Aliased AE signals caused by the emulated impact damages by the three balls, (a) LB,

(b) MB, (c) SB
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4 Conclusions

Throughout this study AE events and environmental monitoring measurements

were carried out in which each waveform was captured several times. The results

of separating and clustering the individual groups based on the extracted AE

features confirm the novelty of using AE in monitoring environmental conditions.

These results were confirmed using time features in addition to the PCA features.

This also showed that working under the utilization of low sampling rates to extract

AE features from aliased AE waveforms can help in fulfilling the requirements of

wireless SHM systems for WTBs, including reduction of sensing data and preserv-

ing the communication bandwidth of wireless sensor networks (WSNs). Future

work will extend the study to field studies including noise handling in the industrial

environment, e.g., offshore environment.

Fig. 14 Discrimination

between impact signals

caused by the three balls

using time domain features

Fig. 15 Discrimination

of impact signals caused

by the three balls using

PCA features
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Experimental Study on Acoustic Emission

Detection for Low Speed Heavy Duty Crane

Slewing Bearing

Yang Jiao, Guanghai Li, Zhanwen Wu, Chen Chen, and Shangyan Mi

Abstract By use of the custom-built crane model, AE instrument and loads, a large

amount of experiments have been done. For all AE signals acquired from the

slewing bearing with no defect and with defect on different operation mode, AE

signal parameter distribution analysis, AE signal parameter correlation analysis,

AE signal frequency spectrum analysis have been achieved. The AE parameter

distribution range for signals acquired from the slewing bearing with defect is much

wider than that for those from the slewing bearing with no defect. By observing

energy–duration correlation diagram, the defect signal can be identified evidently.

Through frequency spectrum analysis, it can be found that the defect will lead to

high frequency signal. In addition, the statistical analysis method is used to inves-

tigate the AE characteristics of the non-defective slewing bearing and defective

slewing bearing. The statistical results of AE parameters are obtained respectively

under different load and rotation speed of slewing bearing. Hits sum and energy

sum of AE signal acquired from the slewing bearing with defect are much higher

than the values acquired from the slewing bearing with no defect, and they increase

with loads increasing. The maximum amplitude, hits sum, energy sum of AE signal

acquired from slewing bearing with defect are all higher than those acquired from

the slewing bearing with no defect regardless of rotation speed.
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1 Introduction

Heavy duty slewing bearing is the key component of gantry crane, tower crane, and

arm crane. These hoisting equipment run in low speed, heavy load, and intermittent

operation. In operation a large impact load is supported by them. Their operational

status directly affects the performance of the whole system. If they get out of order,

the production efficiency of the whole equipment can be influenced, and the safety

of personnel and equipment is threatened.

For the scientific research project “The key technology research on slewing

bearing condition monitoring of low speed heavy duty crane,” a crane model is

made specially. A large amount of experimental study has been done.

The acoustic emission (AE) detection [1] for crane slewing bearing is discussed

in this paper. The acoustic emission detection on the slewing bearing with no defect

(ND), the slewing bearing with roller defect (RD), and the slewing bearing with

outer race defect (ORD) is done respectively. The result show that fault detection

for crane slewing bearing in low speed and heavy load is feasible.

2 Experimental Set-Up and Plan

The experimental setup consists of crane model, loads, testing instrument, com-

puter, and sensors. The main part of the crane model and loads are shown in Fig. 1a.

The crane model consists of foundation, slewing bearing, control cabinet, etc. Four

loads which each weight 2.2 t are made. The sensors layout is shown in Fig. 1b. The

German Vallen AMSY-6 is used as the testing instrument. The VS150-RIC reso-

nant sensors are adopted.

By increasing or decreasing load we can change crane load. Using control

cabinet, we can adjust crane speed. In addition, the roller defect and the outer race

defect are made to simulate the actual defect. The two defects are shown in Fig. 2.

The AE signal in the slewing bearing with ND, the slewing bearing with RD, and

the slewing bearing with ORD is acquired at three loads and three speeds.

Fig. 1 The crane model, loads, and sensors. (a) The crane model and loads, (b) sensors layout
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3 Acoustic Emission Signal Feature Analysis

3.1 AE Signal Parameter Distribution Analysis

The crane model carrying 4.4 t of loads rotates in a circle at a moderate speed. For

the slewing bearing with ND, or the slewing bearing with RD, or the slewing

bearing with ORD, AE signal is acquired respectively. The AE parameter distribu-

tion of defect free slewing bearing and defective slewing bearing is shown in

Table 1. Comparing with defect free slewing bearing, the AE parameter distribution

range of defective slewing bearing increase significantly, and it is obvious espe-

cially for the slewing bearing with ORD.

For example, the energy course of RMS is shown in Fig. 3. When the slewing

bearing with ND is running, the energy varies from 1–1,000 eU. The maximum is

1,000 eU. When the slewing bearing with RD is running, the energy varies from

1–1,800 eU. The maximum is 1,800 eU. When the slewing bearing with ORD is

running, the energy varies from 1–3,400 eU. The maximum is 3,400 eU.

3.2 AE Signal Parameter Correlation Analysis

The AE signal acquired from three kinds of slewing bearing was observed. AE

parameter correlation analysis [2] is made respectively. It is discovered that

energy–duration correlation diagram has obvious characteristics. It is shown in

Fig. 4. From the correlation diagram of defective slewing bearing, two kinds of AE

signal that were recorded as A and B can be distinguished.

Fig. 2 The outer race defect and roller defect. (a) The outer race defect, (b) The roller defect
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3.3 AE Signal Frequency Spectrum Analysis

AE signal acquired from defect free slewing bearing and defective slewing bearing,

carrying 4.4 t load and rotating one circle, was observed; frequency spectrum

analysis [3] is done respectively. All frequency spectrums are shown in Fig. 6.

The frequency spectrum of slewing bearing with ND is shown in Fig. 5a. Its

frequency range is 30–280 kHz.

The frequency spectrumof slewing bearingwithRD is shown inFig. 5b, c. Figure 5b

is the frequency spectrum corresponding to A signal shown in Fig. 4b. Figure 5c is the

frequency spectrum corresponding to B signal shown in Fig. 4b. It can be found that the

frequency spectrum of A signal is same as the frequency spectrum of slewing bearing

with ND. The frequency range of B signal is 30–950 kHz. It is a defect signal.

Fig. 3 RMS course. (a) Slewing bearing with ND, (b) slewing bearing with RD, (c) slewing

bearing with ORD

Table 1 AE parameter

distribution range of defect

free slewing bearing and

defective slewing bearing

Parameter distribution ND RD ORD

A (dB) 40–59 40–79 40–72

Hits 1–7 1–46 1–108

Energy (eU) 1–530 1–2,300 1–2,500

RMS (μV) 5–52 5–450 5–940

Risetime (μs) 1–582 1–915 1–2,670

Dur (μs) 1–3,549 1–8,826 1–5,510
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The frequency spectrum of slewing bearing with ORD is shown in Fig. 5d, e.

Figure 5d is the frequency spectrum corresponding to A signal shown in Fig. 4c.

Figure 5e is the frequency spectrum corresponding to B signal shown in Fig. 4c. It

can be found that the frequency spectrum of A signal is same as the frequency

spectrum of slewing bearing with ND. The frequency range of B signal is

30–950 kHz. It is a defect signal.

4 The Effect of Load and Rotation Speed on Statistical

Results of AE Parameters

4.1 Load Change

The crane model carrying 4.4 t of loads rotates in a circle at a moderate speed. The

parameter statistical analysis [4] for acquired AE signal is done. The curve of

relationship between AE parameters and loads can be obtained. In all statistical

parameters, hits sum, energy sum, COUNTS sum, duration sum, and rise time sum

have obvious change tendency. Only statistical curves of hits sum and energy sum

are shown in Figs. 6 and 7.

Fig. 4 Energy–duration correlation diagram. (a) Slewing bearing with ND, (b) Slewing bearing

with RD, (c) Slewing bearing with ORD
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Fig. 5 AE signal frequency spectrum. (a) Slewing bearing with ND, (b) A signal of slewing

bearing with RD, (c) B signal of slewing bearing with RD, (d) A signal of slewing bearing with

ORD, (e) B signal of slewing bearing with ORD
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As shown in Figs. 6 and 7, for all kinds of loads, hits sum and energy sum of AE

signal acquired from the slewing bearing with RD and with ORD are much higher

than the values acquired from the slewing bearing with ND. And hits sum and

energy sum increase with loads increasing.

4.2 Rotation Speed Change

The crane model carrying 4.4 t of loads rotates in a circle at different speeds. The

parameter statistical analysis for acquired AE signal is done. The curve of relation-

ship between AE parameters and rotation speed can be obtained. They are shown in

Figs. 8, 9, and 10.

In general, the maximum amplitude, hits sum, energy sum of AE signal acquired

from slewing bearing with defect are all higher than those acquired from the

slewing bearing with no defect regardless of rotation speed. Specifically, hits sum

and energy sum from the slewing bearing with defect are much higher than those

from the slewing bearing with no defect. And the values from the slewing bearing

with ORD are much higher than the values from the slewing bearing with RD
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except the crane running in low speed. For the maximum amplitude, the values

from the slewing bearing with RD are much higher than the values from the slewing

bearing with ORD except the crane running in high speed.

5 Conclusion

A large amount of field experiment on the slewing bearing with ND, the slewing

bearing with RD, and the slewing bearing with ORD has been done. Parameter

analysis for AE signal acquired on every slewing bearing has been carried out. The

conclusion is as follows.

1. Compared with the slewing bearing with ND, parameter distribution range of AE

signal acquired on defective slewing bearing increases obviously.

2. By observing the energy–duration correlation diagram, the defect signal can be

identified evidently.
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3. Through signal frequency spectrum, the frequency range of defect free signal is

30–280 kHz, and the frequency range of defective signal is 30–950 kHz. The

defect will lead to high frequency signal.

4. When the loads change, the AE statistical parameters have obvious change

tendency. Hits sum and energy sum increase obviously with loads increasing,

and the values acquired from the slewing bearing with defect are much higher

than the values acquired from the slewing bearing with no defect.

5. When rotation speed changes, AE parameters have different change tendency.

The maximum amplitude, hits sum, energy sum of AE signal acquired from

slewing bearing with defect are all higher than those acquired from the slewing

bearing with no defect regardless of rotation speed.

Through the experimental study, it can be observed that fault detection for crane

slewing bearing in low speed and heavy load is feasible.
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Interlaminar Shear Properties and Acoustic

Emission Monitoring of the Delaminated

Composites for Wind Turbine Blades

Wei Zhou, Yajuan Li, Zhiyuan Li, Xiaomin Liang, Yanrong Pang,

and Fang Wang

Abstract In this study, tensile tests have been carried out to investigate

interlaminar shear properties of the delaminated composite materials for wind

turbine blades. Acoustic emission (AE) technique was used to monitor the damage

and failure progress of the specimens and the shear failure mechanisms of the

delaminated composites have been discussed. The results show that the size of strip

delamination has little effect on the failure load of the composite specimens when

these defects are located at the center of interlaminar shear region. The main

damage evolution approaches the extremities of the shear plane. The AE relative

energy, amplitude distribution, and duration were connected with the damage

process of the specimens. Finally, the initiation and propagation of damage has

been proved by linear AE source location results.

1 Introduction

Glass fiber reinforced composites with its high specific strength, high modulus,

good fatigue resistance, etc. have become the most commonly used materials for

wind turbine blades [1, 2]. However, inevitable inner defects such as delamination

may result in the damage and bulk failure of wind turbine blades [3, 4]. Recent

investigations show that ultrasonic and radiographic techniques are capable of

reliably detecting inner defects of the blades [5–7]. Acoustic emission

(AE) testing, which is sensitive to dynamic defects, has become the primary method

of testing glass fiber reinforced composites [8]. But few studies concern the AE
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characteristic of delamination damages of composites for wind turbine blades are

reported.

In this study, tensile tests have been carried out to investigate interlaminar shear

properties of the delaminated composite materials. Acoustic emission technique

was used to monitor the damage and failure progress of the specimens and the shear

failure mechanisms of the delaminated composites have been discussed.

2 Methods

2.1 Materials and Specimens

The delaminated composites for wind turbine blades were manufactured using

unidirectional E-glass fiber epoxy prepreg. Ten layers of each composite laminate

were laid manually and teflon inserts with different widths (0, 10, 20, and 40 mm)

were introduced during the hand lay up process. Then, the composites with simu-

lated delaminations were formed by the hot-press at 120 �C for about 90 min. In

order to obtain the shear plane, the prepreg were pre-cut. The thickness of the

composite laminates was about 1.8 mm. Finally, rectangular specimens were cut

from each laminate using a high-speed diamond saw and the width of each

specimen was about 25 mm. Aluminum end tabs were bonded on all specimens

in order to prevent grip failure of the composite specimens. A total of five speci-

mens of each type composites were employed.

2.2 Experimental Procedures

The tensile tests of the specimens were carried out to research the interlaminar

shear properties of the delaminated composites and the damage process of the

specimens was recorded using AE technology. The unidirectional tensile tests

were performed with a crosshead speed of 1 mm/min via an electronic

universal testing machine (CMT5305). The loading–unloading tensile tests were

dominated with a speed of 500 N/s by program and the load history is

0! 3! 1! 5! 2! 7! 2! 8! 2! 9! 2! 12 kN. Furthermore, the lowest

load was kept for 5 s under unload conditions. AMSY-5 system from Vallen

Corporation was used for acquisition of AE signals.

Experimental setup for AE monitoring during the interlaminar shear tests is

shown in Fig. 1. Two VS150-RIC AE transducers were used, whose output was

amplified by 34 dB at the preamplifiers. In order to eliminate electric and mechan-

ical noises, the threshold was fixed to 46 dB. The transducers were mounted on the

specimen surface using a tape and the distance between them was 80 mm. Silicone

grease was used as coupling agent between the sensor and the specimen surface.
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AE parameters (event, relative energy, amplitude, etc.) were obtained during the

load process. These event data correspond to one AE sensor was discussed. In order

to obtain the linear AE source location, the pencil breakage tests were conducted.

According to the difference of the arrival times and the distance of the two AE

transducers, the velocity of the wave was computed. As a result, the precise AE

source could be determined.

3 Results and Discussion

3.1 Mechanical Properties of the Composites

According to a series of experiments, the average failure load and interlaminar

shear properties were obtained. The standard deviation of failure load and

interlaminar shear stress is less than 0.5 kN and 0.25 MPa, respectively. The

load–time curves of the four types of composite specimens are shown in Fig. 2.

Compared to Fig. 2a–d, similar linear relationships between load and time and

failure load of the specimens are observed. As the length of the delamination defect

increases from 0 to 10, 20, and 40 mm, the average failure load is 10.1, 10.2, 10.1,

and 10.3 kN, the interlaminar shear stress is 5.05, 5.83, 6.73, and 10.3 MPa,

respectively. From Fig. 2d, 40 mm in length was introduced into the specimen by

inserting teflon and the minimum area of the interface is obtained. That is why no

load drops and less AE activity are induced. Therefore, the size of strip delamina-

tions has little effect on the failure load of the composite specimens when these

defects lie in the middle of interlaminar shear region. The damage evolutions may

approach the extremities of the shear plane.

Fig. 1 Experimental setup

for AE monitoring during

the tensile tests

Interlaminar Shear Properties and Acoustic Emission Monitoring. . . 559



Figure 3 shows the photograph of the fractured specimens. In the case of specimen

without delamination defects in Fig. 3a, interlaminar crack is main failure mode and

no obvious fibers fracture is observed. Under the loaded condition, the specimen

experiences shear stress and crack propagations are induced along the shear plane.
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Fig. 2 Load, AE relative energy vs. time for specimens without defects (a) and with delamina-

tions at the length of 10 mm (b), 20 mm (c), and 40 mm (d)

Fig. 3 Photograph of the fractured specimens without defects (a) and with typical delamination

defects (b)
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Compared to Fig. 3a, similar failure mode of the specimen with delamination defect

is obtained in Fig. 3b. Furthermore, the surface of delamination defect is smoother

than other parts on the shear plane and shows that delamination propagations are not

induced along a flat plane.

3.2 AE Characteristics of the Composites

The interlaminar damage process and microscopic failure mechanism of the

composites were investigated by considering the corresponding AE signal charac-

teristics. The damage and failure process of the composite specimens could be

divided into two stages, the evolution and failure stages. The AE relative energy in

the four types of composite specimens is shown in Fig. 2. It can be seen that less

damage and low AE relative energy are obtained in the initial load stage. As the

load increases, the value of AE relative energy increases gradually. The appearance

of AE signals whose relative energy is about 3,000 will lead to the failure of the

shear plane. Compared to Fig. 2a, because of the presence of delamination defect,

AE signals, the value of relative energy is about 3,000, are observed earlier in

Fig. 2b–d. As the area of delamination defect increases, the bearing area of the shear

plane is decreased. A small region of damage evolution result in the early emer-

gence of AE signals which are connected with delamination growth. Figure 4 shows

the characteristics of AE amplitude and cumulative hits in the specimens.
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Fig. 4 Amplitude, cumulative hits vs. time for specimens without defects (a) and with delami-

nations at the length of 10 mm (b), 20 mm (c), and 40 mm (d)
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As shown in Fig. 4a, few AE signals were generated at the evolution stage of the

composites without delamination defects. As the load increases, the subsequent

macro-cracking generates fewer signals, especially the number of AE hits which

have an amplitude form 60 to 80 dB increases at the evolution stage. Compared to

Fig. 4a–c, as the length of delamination defect increases from 0 to 10 and 20 mm,

the total AE signals decreases. From Fig. 4d, it would be observed that there were

less AE signals and cumulative hits were recorded when the length of delamination

defect increased to 40 mm. This phenomenon could be attributed to the decrease of

the actual bearing area.

Figure 5 shows the characteristics of AE duration time produced in four kinds of

specimens. With regard to the composites without delamination defects, the dura-

tion time of AE signals was mostly distributed in a range under 200 μs at the

evolution stage. As the load increases, the AE signals which have long duration

time were generated. Compared to Fig. 5a–d, as the length of the delamination

defect increases from 0 to 10, 20, and 40 mm, the number of AE hits with the

duration time above 200 μs is 370, 95, 157, and 5, respectively. It has been found

that the decrease of the actual bearing area along the shear plane contributes to the

decrease of AE signals with long duration time. According to the AE signals in

experiments, the failure of the shear plane is connected to the AE signals whose

Fig. 5 Duration vs. time for specimens without defects (a) and with delaminations at the length of

10 mm (b), 20 mm (c), and 40 mm (d)
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relative energy is about 3,000. The decrease of the actual shear area results in the

decrease of the total AE signals, especially when the duration time is above 200 μs.

3.3 Effect of Delamination on the Composites

According to the experimental results, the average wave velocities along longitu-

dinal direction in unidirectional composites is 4,640 m/s. Figure 6 shows the results

of the linear AE source location for the four kinds of specimens. From Fig. 6a,

642 AE sources are observed and most AE sources approach the extremities of the

shear plane, whereas few AE sources are generated at the center of the shear plane.

In the case of the composites without delamination defects, the damage propagates

along the entire shear plane. As shown in Fig. 6b–d, as the length of the delamina-

tion defect increases from 10 to 20 and 40 mm, the number of AE sources is

340, 503, and 214, respectively. Compared to Fig. 6a–d, most AE sources approach
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Fig. 6 AE source location for specimens without defects (a) and with delaminations at the length

of 10 mm (b), 20 mm (c), and 40 mm (d)
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the extremities of the shear plane and the damage evolutions mostly focus on these

interlaminar shear regions has been proved.

Related research by Moura et al. [9] has reported the stress analysis of composite

bonded joints containing strip defects. It has been verified that stress distributions

are not markedly altered relative to the centered defect and stress concentrations are

more important when the defect approaches the extremities of the overlap. In

the case of the delaminated composite, lower stress values are obtained near the

center of the interlaminar shear plane when delamination defects are located at the

center of the shear plane. Therefore, the strip delamination defects which lie in

these low stress regions have little effect on the interlaminar damage and evolution

of the composite specimen.

Figure 7 shows the AE amplitude response of the four kinds of specimens under

unloading and reloading condition. As shown in Fig. 7a, no obvious damages are

induced and low AE amplitudes are obtained in the initial load stage. Furthermore,

no AE signals are generated during the unload conditions. As the load increases, the

high amplitude signals are present. Compared to Fig. 7a, in the failure stages of the

interlaminar shear plane, a few AE signals are generated during the unload condi-

tions in Fig. 7b, c. It can be attributed to the effect of delamination defects and is

agree well with the earlier damage evolution in Fig. 2b–d. From Fig. 7d, as the
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Fig. 7 Load, amplitude vs. time history graph for specimens without defects (a) and with

delaminations at the length of 10 mm (b), 20 mm (c), and 40 mm (d) under unloading and

reloading condition
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length of the denomination increases to 40 mm, the number of AE signals

decreases, resulting in no signals are generated during the unload conditions.

Generally, significant information about the interlaminar damage state can be

extracted form AE parameters. As the load increases, micro damage in the

interlaminar interface appears and generate small amount of AE signal. The

micro damages progressively accumulate by increasing load and macroscopic

crack occurs. Then rapid crack propagation and a drop in the load are obtained.

4 Conclusion

In summary, a study on the interlaminar shear properties of the delaminated

composite materials for wind turbine blades has been conducted. AE response

properties during the damage and evolution of the four kinds of specimens with

various delamination defects are obtained. The results show that the size of strip

delaminations has little effect on the failure load of the composite specimens when

these defects lie in the middle of interlaminar shear region, and the main damage

evolution approaches the extremities of the shear plane. The failure of the shear

plane is connected to the AE signals whose relative energy is about 3,000. The

decrease of the actual bearing area along the shear plane results in the decrease of

the total AE signals, especially when the duration time is above 200 μs. The linear
AE source location results agree well with the initiation and propagation of

interlaminar damage.
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Condition Monitoring of Shaft Crack

with Acoustic Emission

Li Lin, Yong Zhou, Fulei Chu, and Wenxiu Lu

Abstract A cracked shaft is one of the most catastrophic failures in any rotating

machine such as the axle of a railway vehicle with increasing speed which is usually

working in a hazardous environment. This paper describes an experimental inves-

tigation in which Acoustic Emission technology was applied to monitor the pres-

ence of a naturally fatigued crack in an operating high speed shaft. A test rig was

built for generating natural rotating fatigue crack on a shaft. The experiments show

that the classical AE parameters, such as energy, hit, and amplitude can indicate the

cracked shaft failure process.

1 Introduction

The testing and inspection of shaft, which is one of the rotating machine’s main

components, plays an important role in the safe operation, especially for the axle of

trains [1]. Fatigue cracking is one main [2] type of failure mode [1]. The Acoustic

Emission (AE) technique has been widely researched for the in situ monitoring and

has the potential to provide cost-effective condition monitoring [3–5].

Shigeishia et al. [6] demonstrate that acoustic emission technique can be applied

to condition assessment of bridges and show that AE is useful in detecting crack
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growth and determining the position of the crack tips at a much earlier stage in their

development, before they are noticed during visual inspection. Thakkar et al. [7]

present a laboratory study on the physical processes of impact and wear Acoustic

Emission (AE) generated during railway wheel–rail track interaction, with a view to

developing methods of in situ rail–wheel interaction monitoring using rail-mounted

sensors. Gu et al. [8] develop a new signal processing method which uses envelope

analysis with discrete wavelet transforms for application in an early fault detection

system for AE signals caused by crack growth on a rotating shaft. It has been shown

that the crack growth in rotating machinery can be detected and energy can be used

in the early detection of the crack.

Mohan et al. [3] indicate that acoustic emission energy can be used to indicate

the onset of ply and inter laminar failure. D. Mba et al. [9, 10] demonstrate the

results of an investigation for detecting and monitoring natural crack initiation and

propagation in slow-speed rotating machinery with the AE technology and con-

cluded that crack initiation and propagation on slow-speed bearings and shafts can

be detected with the AE technology.

Schumacher et al. [11] present a detection methodology using acoustic emission

techniques to identify vehicles operating with studded tires and found that using

relatively simple detection algorithms such as mean AE hit amplitude, vehicles

with studded tires could be discriminated reliably. D. Mba et al. [12] present an

experimental investigation in which several technologies such as Acoustic Emis-

sion, vibration and motor current signature analysis were applied to identify the

presence of a naturally fatigued pinion shaft in an operating gearbox and concluded

that the combination of these methods could offer good diagnostic information

though successful diagnosis is very dependent on the diagnostic path taken by the

investigator.

In this work, we have investigated shaft crack growth in specially built test rigs

that allowed continuous monitoring of AE throughout the life span of rotating shaft.

The classical AE parameters, such as energy, hit, and amplitude were applied to

detect the crack growth.

2 Experimental Setup

In this work, the experiment setup is the same as the test rig of the author’s article

“HHT-based AE characteristics of natural fatigue cracks in rotating shafts” [13].

The test rig consisted of four bearings, an electrical reduction geared motor

(reduction ratio is 3:1), a coupling at the driving end, and a rotating shaft with

25 mm diameter and 600 mm long. The diameter of the shaft was produced to

decrease to 6 with 2 mm long in the middle of the shaft and between the two deep

groove ball bearings which were used to transmit the hydraulic load onto the shaft

to accelerate fatigue crack initiation and growth as shown in Fig. 1a. The test rig

rotational speed was kept constant at 400 RPM. Two deep groove ball bearings

were employed to support the shaft on both sides.
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Fig. 1 Test rig
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It is expected that natural fatigue cracks will be initiated in the site of the

diameter sharp change due to the high bending stress concentration. The test shaft

was tested from the fatigue crack initiation; the fatigue crack grows until the shaft

completely fractured into two in the site of the diameter sharp change at loads

100 N. The damage for this test condition is observed in Fig. 1b, c.

Two Physical Acoustics Corporation R15a transducers were employed to detect

the fatigue crack. The AE sensors were attached to the outer ring surface of the two

middle bearings and connected to variable gain preamplifiers 20, 40, and 60 dB,

which were in turn connected to a ruggedized PC, containing Physical Acoustics

Corporation PCI-2 acquisition cards. The preamplifiers were set at a gain of 40 dB.

The system was also continuously set to acquire AE waveforms at a sampling rate

of 1 MHz.

Reference [13] addressed an application of recently developed Hilbert–Huang

transform (HHT) signal processing technique on AE feature extraction of natural

fatigue cracks in rotating shafts providing an energy–frequency–time distribution

with adaptable precision. This paper addresses an application of the classical AE

parameters, such as energy, hit, and amplitude on the same AE signal of natural

fatigue cracks in rotating shafts providing the cracked shaft failure process.

3 Test Results and Discussion

Acoustic Emission is “the class of phenomena whereby transient elastic stress

waves are generated by the rapid release of energy from localized sources within

a material” defined by the American Society for the Testing of Materials. Weavers

define AE as “Acoustic Emission is a naturally occurring phenomenon within

materials and the term acoustic emission is used to define the resulting transient

elastic waves when the strain energy is released suddenly from a material due to the

occurrence of micro-structural changes in a material” [14].

Figure 2 shows the AE waveform in which the information of the source can be

derived. Acoustic emission at the source of a test piece originates, propagates, and

hits a piezoelectric crystal transducer’s output voltage which is amplified and

passed to a data acquisition and analysis computer.

Amplitude is the important feature of an AE signal that passes through the

threshold as shown in Fig. 2, and is the highest voltage on the waveform. Amplitude

is described on a decibel (dB) scale in practice as:

A dBAEð Þ ¼ 20 log
Vp

Vref

ð1Þ

where Vp is the peak voltage at the transducing element’s output, with respect to the

reference voltage, Vref.

A hit due to AE signals hitting the transducer is the waveform shown in Fig. 2.
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Energy shown in Fig. 2 is the power energy of AE waveform that passes through

threshold and within duration period.

In this work, the shafts were tested and natural fatigue cracks would be initiated

and propagate in the site of the diameter sharp change which was produced to

decrease to 6 with 2 mm long in the middle of the shaft due to the high bending

stress concentration until the shaft completely fractured into two. These cracks

would be detected by the AE sensors. The test rig rotational speed was 400 RPM

and radial load was 100 N employed for this particular test.

Traditional AE parameters of continuous monitoring of the AE levels, such as

amplitude are presented in Fig. 3. The test lasted only 250 s and was terminated due

to the fracture of the shaft. Figure 3 shows trends of amplitude which is one of the

important traditional AE parameter. AE activity was noted from 108 s of operation.

Relatively high levels of AE activity were noted between 235 and 250 s of

operation. The value of the amplitude ranged mostly from about 30 to 50 dB

between 108 and 235 s. And it was observed that at approximately 235 s significant

increase in AE amplitude which ranged from 30 to 85 dB was shown until the test

was terminated.

It can be believed by the authors that increased AE activity between 108 and

235 s is attributed to crack initiation and the large transient AE events towards the

end of the tests are due to the rapid propagation of the crack.

Fig. 2 Acoustic emission waveform

Fig. 3 Amplitude

(dB) versus time (s)
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Interestingly observations of AE energy which is also one of the conventional

AE parameters, showed changing characteristics as a function of time. This is

presented in Fig. 4. Observations of continuous monitoring of the AE levels for

250 s of shaft operation did not show any considerable rise early during testing.

During the start of the test steady AE activity was noted. Figure 4 shows the results

for the test run until damage after approximately 250 s of operation.

On the initial stage of the test, the measured AE energy remained constant of

0. And this AE activity gradually increased after 110 s and the measured AE energy

remained constant. After approximately 235 s a large transient rise in AE energy

level was observed and this AE activity kept until the test was terminated.

Hit which is another classical AE parameter recorded over the duration of the

test is detailed in Fig. 5, where it was noted that high levels of AE activity were

observed at the end of the test, also observed was hit going up in a straight line with

time.

The early AE activity (108–235 s) was attributed to crack initiation. The crack

had initiated at the edge where the diameter of the shaft was produced to decrease

from 25 mm to 6 with 2 mm in the middle of the shaft and which is between the two

deep groove ball bearings used to transmit the hydraulic load onto the shaft to

accelerate fatigue crack initiation and growth. And the crack propagated at the edge

after 235 s to a rapid rise until failure of the shaft and the duration between

propagation to the final crack fracture was clearly noted and lasted only 15 s. In

the test where low load (100 N) was applied there was a clearly defined region

where crack initiation can be identified. This is attributed to the fact that the time

between initiation and accelerated crack propagation lasted 27 s (108–235 s).

Fig. 4 Energy versus

time (s)

Fig. 5 Hit versus time (s)
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4 Conclusion

The results of this experiment presented here demonstrate that classical AE param-

eters such as amplitude, energy, and hit are sensitive to the detection of natural

incipient crack initiation and propagation in high speed shafts. AE is reliable in

detecting crack growth at a much earlier stage in their development before they are

noticed during visual inspection on shafts whilst in operation. Crack initiation and

propagation on rotating shafts could be detected due to its release of much of AE

energy and resulting in a rapid increase of AE parameters such as amplitude,

energy, and hit. D. Mba et al. [10] found that there is a clear correlation between

increasing AE energy levels and the natural propagation and formation of shaft

defects in low speed shafts which was also found in higher speed shafts in this

paper. Therefore there is the potential to apply this AE technique in detecting crack

initiation and propagation on an operating shaft.
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Studies on Automobile Clutch Release

Bearing Characteristics with Acoustic

Emission

Guoliang Chen and Xiaoyang Chen

Abstract Automobile clutch release bearings are important automotive driveline

components. For the clutch release bearing, early fatigue failure diagnosis is

significant, but the early fatigue failure response signal is not obvious, because

failure signals are susceptible to noise on the transmission path and to working

environment factors such as interference. With an improvement in vehicle design,

clutch release bearing fatigue life indicators have increasingly become an important

requirement. Contact fatigue is the main failure mode of release rolling bearing

components. Acoustic emission techniques in contact fatigue failure detection have

unique advantages, which include highly sensitive nondestructive testing methods.

In the acoustic emission technique to detect a bearing, signals are collected from

multiple sensors. Each signal contains partial fault information, and there is overlap

between the signals’ fault information. Therefore, the sensor signals receive simul-

taneous source information integration is complete fragment rolling bearing fault

acoustic emission signal, which is the key issue of accurate fault diagnosis. Release

bearing comprises the following components: the outer ring, inner ring, rolling ball,

cage. When a failure occurs (such as cracking, pitting), the other components will

impact damaged point to produce acoustic emission signal. Release bearings

mainly emit an acoustic emission waveform with a Rayleigh wave propagation.

Elastic waves emitted from the sound source, and it is through the part surface

bearing scattering. Dynamic simulation of rolling bearing failure will contribute to

a more in-depth understanding of the characteristics of rolling bearing failure,

because monitoring and fault diagnosis of rolling bearings provide a theoretical

basis and foundation.
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1 Introduction

Automobile clutch release bearings are important automotive driveline compo-

nents. The active part (and the driven part) of the clutch passes through the friction

force between the contact surfaces, or uses a liquid as a transmission medium

(torque converter), or uses a magnetic drive (electromagnetic clutch) to transmit

torque. Currently, spring-loaded friction clutches (referred to as a friction clutch)

are in wide use in commercial vehicles. Engine torque is first sent through the

flywheel and pressure plate and then passed or driven through the disc, producing

contact surface friction. Commercial vehicles’ clutch release bearing structure,

shown in Fig. 1, has some common principles, described next.

In the automotive power transmission process, the role of the clutch release

bearing is to connect or disconnect the power transmission between the transmis-

sion and the engine via axial displacement of the bearing, thus completing the

smooth start of the car, or to suspend and/or transform gear operations. As the

vehicle design to raise the level of the clutch release bearing noise indicators are

increasingly high requirement.

For the clutch release bearing, early fatigue failure diagnosis is significant, but

conveying the release bearing’s early fatigue failure response signal is not obvious,

because it is susceptible to noise along the transmission path and to working envi-

ronment factors such as interference. Early fatigue failure between signal excitation

and a dynamic response of the intrinsic relationship that is not obvious, based on

acoustic emission (AE) signal processing and feature extraction of fault diagnosis

technology encountered new challenges. In the diagnosis of rolling bearing faults,

domestic and foreign scholars have conducted significant long-term research about

the development of AE signal fault detection and diagnosis techniques.

Fig. 1 Clutch state diagram
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However, compared with bearing fault diagnosis technology, bearing failure and

failure mechanisms of modeling theory are particularly inadequate. The following

research on the dynamic simulation of rolling bearing faults should help give a

better understanding of the characteristics of bearing failure:

1. A nonlinear time-varying bearing model was created. It had simulated local

spalling and damage to the bearings.

2. A rolling–stator coupling model was created, which could be studied as a rolling

dynamicmodel of a rotor with the outer ring, the inner ring, and the rolling injury.

3. A rolling nonlinear dynamics model was created, which was used for the

mathematical description of the inner ring, outer ring, and rolling elements of

the local damage.

4. A 6-DOF dynamic model of bearing failure was established. The model took into

account the influence of factors of variable stiffness and nonlinear rolling slide

caused by the bearing clearance time and, after the introduction of the analog unit

resonator frequency, of the natural vibration of faulty bearing components.

Dynamic simulation of a rolling bearing fault study will contribute to a better

understanding of the mechanism and characteristics of bearing failure, which will

provide a theoretical basis and foundation for monitoring and fault diagnosis of

rolling bearings.

2 Methods

A rolling bearing, which is a core component of rotating machinery, is the main

failure mode of contact fatigue rolling such parts. Acoustic emission technology has

developed rapidly in recent years, [1] and its advantages include its high sensitivity

of nondestructive testing methods. The AE technique has unique advantages in

detecting contact fatigue failure. In recent years, domestic and international

researchers have studied in depth metal parts in contact fatigue damage process to

understand the characteristic parameters and mechanism of damage [2]. Further-

more, researchers have also studied other AE signal amplitude fatigue. In both areas,

they have made progress. However, there is little research on AE signal character-

istics during contact fatigue damage on the wear-resistant coating of such a

nonhomogeneous material system. The study of AE signals reveals that understand-

ing of the mechanism of contact fatigue damage is still in its infancy, where

theamplitude, “energy counts, and average frequency” are commonly used to ana-

lyze the characteristics of important parameters of fatigue damage. Amplitude is the

sound of a crash in the emission’s maximum amplitude, which is directly related to

the degree of damage, and there is a hit with the AE amplitude’s square root of the

mean squared. The amplitude of the AE threshold’s operating frequency and the

propagation characteristics of the coating may well reflect that the degree of fatigue
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damage is the energy of a crash in the integral value of the amplitude of the AE’s

duration.

Bearing fault detection shows its complexity. Failure of rolling bearing work is

accompanied by abnormal noise generation under the broad category of AE, and

thus it can be applied to detect an AE technique. The AE technique for detection of

the bearing is mostly of the contact type [3], which is mainly to detect the fixed shaft

rotary bearing. For non-contacting type acoustic emission testing, must consider

removing noise [4]. In this detection state, each signal contains fault information

that is not complete, and there is an overlap between each signal’s fault information.

Therefore, how the sensor receives simultaneous source signal segment information

and then integrates signals into a complete acoustic signal of rolling bearing fault is

the key issue behind accurate fault diagnosis.

The fault signal processing method appears in the frequency characteristic.

Rolling work is accompanied by a failure to produce abnormal noise, which is a

broad category of AE, so one can use it to detect the AE technique [5]. For a long

time the fault bearings collected by AE signals at different speeds (0.5–0.85 rpm),

that the use of “the impact of the number of times per second” may reflect fault

information, but by the background noise interference is very serious. As the system

of rotating machinery is complex, collected bearing AE signals are complex and

noisy. A collision frequency based on a typical rolling bearing failure, and multi-

sensor while the time difference between when the source signal, establish time-

related rules [6]. When the rolling bearing’s outer ring, inner ring, cage, and other

components fail (such as from cracks, pitting, etc.), the other parts impact the

damaged points and generate AE signals. Depending on the defect portion, the

contact point is not the same frequency throughout the defect.

Rolling bearing damage analysis shows that rolling failure occurs during the

rolling part’s operation. Characteristics of the vibration signal can be divided into

different classes of wear and surface damage fault. Generally, bearing surface wear

failure experience working longer, which is a gradual failure, and therefore it has a

low degree of harm [7]. Fault surface damage includes fatigue pitting, spalling

formation, cracks, and so on, and the bearing point of damage, when in contact with

other components, produces an altered impulse force and causes the system reso-

nance, which leads to vibration and increases the noise. Under normal operating

conditions, the failure is most likely to occur in the form of rolling elements or inner

and outer raceway contact stress points to withstand cyclic changes due to the

emergence of fatigue pitting, leading to the cited rolling failure.

MM3A310 is a low-power, high-performance, three-axis, linear capacitive accel-

erometer and is the development of micromachining technology (Fig. 2). The high-

performance silicon micro-accelerometer sensing element’s composition appears in

a (3� 3� 1)-mm ASIC land grid array (LGA) package. It which ensures that the

sensor operates within the range from�40 to +85 �C, sealed from the environment.

The device has a user-selectable full scale of a�2 g/�4 g/�8 g/s;16 g measurement

range and a data output rate from 1 Hz to 4 KHz of signal conditions, temperature

compensation, self-test, and 96 free-fall detection-level embedded data output FIFO.

Two independent and flexible interrupts provide greatly simplify the algorithm for
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various motion status detection. It features standard I2C and SPI interface chip

communication.

The MM3A310 has a supply voltage of 1.71–3.6 V, a (3� 3� 1)-mm LGA-16

package, 10,000 g of high-impact viability, factory-programmable offset and sensi-

tivity, and digital temperature output.

The capacitive proportional voltage signal converter output interface integrated

circuit CAV424 works as follows: An through the capacitor COSC adjustable-

frequency reference oscillator drives two symmetrical integrators that are in time

and phase synchronization (see Fig. 3). Two capacitors CR and CM are controlled

by the amplitude of the integrator. Since the integrator has a high common-mode

rejection ratio and resolution, the difference between the two amplitude signals

provided by the two capacitors CM and CR reflects the voltage difference. This

Fig. 2 MM3A310 outline

Fig. 3 The voltage output of the oscillator
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voltage difference is filtered through the back of the active filter DC power signal

(rectifying effect), fed to the variable amplifier, and then adjusted to the desired

output voltage. If the CM and CR capacitors’ signals are the same, then when

rectified and filtered, the obtained DC voltage signal is zero (see Fig. 4). If the

measured capacitance CM changedΔCM, then the resulting output voltage changes

proportionally. If the CM and CR capacitances are not identical, then when

ΔCM¼ 0, the output terminal is obtained by an offset value, which is always

superimposed on the DC voltage signal.

A diagram showing a schematic of the current appears in Fig. 5. The frequency-

response curves are like those of standard environment AE sensors. High-

sensitivity, low-frequency AE sensors are optimized for testing tank floors and

other civil structures as well as for leak detection. An RG 178/0.3-m cable is used.

VS30-V has 6 dB less sensitivity if used with a 1.2-m-long cable (see Fig. 5).

Fig. 4 With a signal processing block

Fig. 5 Frequency-response

curves of the VS30-V
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Contact fatigue simulation experiment applied to performance testing of new

materials and processing technology. The quality of steel and advanced heat

treatment technology equipment is essential to the life of steel materials and their

reliability. The bearing raceway surface needs coating or laser quenching treatment.

Maintenance-free bearings are used in nonmetallic materials such as glass fiber–

reinforced polyamide (PA), silicon nitride (Si3N4), silicon carbide (SiC), nitrile

rubber, acrylonitrile, glass fiber– reinforced nylon, and grease. Bearing tests and a

measurement and control system in the assessment and validation analysis results

are essential in that vehicle clutch bearings bear the load, displacement, clutch

frequency, speed, and temperature and must be the main parameters of a simulation

test. Figure 6 shows the schematic diagram of the structure’s new testing device. In

the figure, (1) is the spindle, (2) is the spindle cooling system, (3) is the spindle

lubrication system, (4) is the clutch,(5) is the testing release bearing, (6) is the

cylinder, (7) is the electric motor, and (8) is the frame.

Calculating the contact stiffness between the contact stress and contact defor-

mation is based on a separation of the design parameters of the bearing’s internal

structure. Because these are very important parameters, one must design as accu-

rately as possible test equipment and a measurement and control system for

verifying the theory and basic experiments.

Fig. 6 Schematic diagram

of new testing device
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3 Results

1. The count and average frequency energy are used to analyze the characteristics

of fatigue damage. An important characteristic parameter is the amplitude of an

impact; that is, the degree of damage is directly related to the AE’s maximum

amplitude.

2. The morphological filtering is applied to the signal in the frequency domain, in

order to eliminate colored noise.

3. The results show that the method handle obtained by the integration of the source

signal and the rolling bearing fault signal similarly had a higher degree than the

corresponding state of the simultaneous source signal received by the sensor

chip information.

4 Discussion

Release bearing AE waves are generally sharp pulses with wideband. The AE sensor

used in communication between media is affected by frequency. Its waveform is

measured relative to a certain difference in the AE source waveform. A release bearing

AE wave is mainly from a Rayleigh wave transmit. Elastic waves emitted from the

source throughparts of the surfaceof the isolation bearingsundergo resonance, filtering,

and contact surface scattering. A sound detection sensor measures the sound intensity;

the accuracy affected by the installation position sensor measurements.

When the release bearing is subjected to alternating cycles of stress, the bearing

of the wave propagates along the surface, called a Rayleigh wave. A Rayleigh wave

propagates on the surface of the bearing. It is a wave for elliptical motion on the

surface of particles and can be regarded as the synthesis of a longitudinal wave and

a transverse wave motion. Therefore, a Rayleigh wave may travel only through a

solid medium. The attenuation of AE waves can be divided into three main aspects:

1. An increase in propagation distance diffusion attenuation: With increased elastic

wave propagation distance, the unit area of the acoustic energy and pressure

decreases, leading to diffusion attenuation.

2. Absorption and attenuation due to dielectric friction: Elastic waves come from

the viscous medium itself, and the heat conduction is caused by energy loss due

to absorption and attenuation.

3. Acoustic emission is a scattering wave in the medium: The material itself

contains impurities; the discontinuities in the porosity medium’s impedance

are mainly caused by scattering attenuation.

Separation bearing by alternating contact stress in operation, bearing parts and

components of the contact defects produced acoustic emission. On a crack isolation

bearing surface, scratches and other problems will lead to attenuation of Rayleigh

waves. In studies on the acoustic emission of various causes of decay, emitting

waves can be used to distinguish among different sound sources, whether it is

separated from the bearing detection performance.
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Research Based on the Acoustic Emission

of Wind Power Tower Drum Dynamic

Monitoring Technology

Penglin Zhang, Yuan Sang, Yaxing Xu, and Zhiqiang Zhao

Abstract Wind power tower drum is one of the key components of the wind power

equipment. Whether the wind tower drum performs safety directly affects the

efficiency, life, and performance of wind power equipment. Wind power tower

drum in the process of manufacture, installation, and operation may lead to injury,

and the wind load and gravity load and long-term factors such as poor working

environment under the action of crack initiation or distortion, which eventually

result in the instability or crack of the wind power tower drum and cause huge

economic losses. Thus detecting the wind power tower drum crack damage and

instability is especially important. In this chapter, acoustic emission is used to

monitor the whole process of wind power tower drum material Q345E steel tensile

test at first, and processing and analysis tensile failure signal of the material. And

then based on the acoustic emission testing technology to the dynamic monitoring

of wind power tower drum, the overall detection and evaluation of the existence of

active defects in the whole structure, and the acoustic emission signals collected for

processing and analysis, we could preliminarily master the wind tower drum

mechanism of acoustic emission source. The acoustic emission is a kind of online,

efficient, and economic method, which has very broad prospects for work. The

editorial committee of nondestructive testing qualification and certification of

personnel teaching material of science and technology industry of national defense,

“Acoustic emission testing” (China Machine Press, 2005.1).
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1 Introduction

Because of the characteristics of wind power, including renewable, wide distribution

and no pollution, wind power has become an important direction of the world

renewable energy development; modern wind turbines are also developing in the

direction of light, high efficiency, high reliability, and upsizing. In the design of

large- and medium-sized wind turbine, the higher tower drum is used to capture

more wind power. Tower drum is mainly used for supporting impeller and engine

room, which can lift the impeller and engine room to the desired height in order to

obtain enough wind power and make the generator run properly. Tower drum should

have not only a certain height to make wind turbine operate in the ideal position, but

also enough strength and stiffness to ensure that wind turbine will not collapse in the

bad environment. Thus ensuring that the tower drum under different circumstances

will be safe and reliable is the premise for normal operation of the wind generator.

The structure of wind power tower drum is conical cylinder made of Q345E steel

plate which belongs to the low carbon alloy steel. Its parent material metallographic

is ferrite and pearlite presenting zonal distribution. It adds some trace metal

elements on the basis of 16Mn alloy steel, and strictly controls phosphorus and

sulphur elements in order to improve the low temperature impact performance [2].

On the basis of ensuring the tensile properties, Q345E steel is focused on improving

the impact toughness of steel. Research on damage and fracture characteristics of

this kind of steel plate has vital significance on its equipment fault diagnosis.

Longitudinal weld joint and annular weld joint of wind power tower drum are

welded by union melt welding; T-type weld joint between the cylinder and flange is

alsowelded by unionmelt welding. Flanges are connected by a bolt. Surface defects of

Q345E steel in welding process are mainly crater arc crack, delay crack caused by

repair welding without preheating, etc. Internal defects are slag inclusion caused by

incomplete cleaning up and pores caused by incomplete drying potions. So nonde-

structive testing plays a vital role to guarantee the quality and security of tower drum.

In the detection of the wind turbine, the acoustic emission system can be used for

real-time monitoring of wind power tower drum, which can detect and evaluate the

existence of active defects in the whole structure, and can dynamically monitor and

predict early damage of the wind power tower drum in the operation process, and

also prevent catastrophic failure of the system caused by unknown discontinuous

and the maximum working load of limit system.

2 Testing Programs and Parameters

2.1 Test 1

The specimen in the test 1 was processed by 10 mm thick Q345E weld steel plate.

The test content was monitoring the whole process of tensile test by using acoustic

emission technique till the specimen fracture. In the test, we used displacement to
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control loading; the loading rate of tensile testing machine was 5 mm/min and

loading force was 10,000KGF, adopting uniform velocity and uniaxial tension.

Figures 1 and 2 show the shape and size of the specimens.

The specimens were divided into two groups to test; group A was two intact

specimens, group B was two specimens with an artificial defect which was a

rectangular groove in the middle of the specimens, and SAEU2S Acoustic Emission

System of Soundwel Technology Co. Ltd was used to monitor the whole process of

tensile test. Using an empirical approach the following settings were selected for

the succeeding tests (shown in Table 1).

2.2 Test 2

On the basis of test 1, we designed the test 2. This test was conducted in Jiuquan

city, Gansu province, Yumen Town CNOOC wind farm, the 11th wind generator.

By west wind and wind force of six grades, diameter of the bottom of the tower

drum was 4 m. Acoustic emission instrument adopted SAEU2S Acoustic

Emission System of Soundwel Technology Co. Ltd (eight channels). Distribution

of sensor is shown in Fig. 3.

Table 2 shows the acoustic emission system parameter settings. Sensors were

placed in the bottom of the tower drum between bolt links and the first line of girth

Fig. 1 Shape of the tensile test specimen (Group A)

Fig. 2 Shape of the tensile test specimen (Group B)
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Table 1 Settings for the

recorder software of test 1
Parameters Setting value

Preamp 40 dB

Sampling rate 10,000 kHz

Sampling length 4,000 μs
HDT 600 μs
HLT 1,000 μs
PDT 300 μs
Poisoning lockout time 1,000 μs
Spacing of sensors 70 mm

Band-pass filter 100–400 k

Fig. 3 Distribution of sensor of test 2

Table 2 Settings for the

recorder software of test 2
Parameters Setting value

Preamp 50 dB

Sampling rate 2,857 kHz

Sampling length 2,048 μs
HDT 1,000 μs
HLT 2,000 μs
PDT 800 μs
Poisoning lockout time 1,000 μs
Spacing of sensors 1,570 mm

Band-pass filter 100–400 k
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weld, using line positioning; the first sensor was put on the due north direction, and

seven other sensors uniformly distributed along the counterclockwise.

After the completion all attachments, breaking a 2H 0.5 mm pencil as trigger

signal of the experiment to test the sensitivity of the eight sensors. Simultaneous

determination propagation velocity of sound waves in the wind power tower drum

was 3,200 m/s. And then we could start to run the wind tower drum acoustic

emission dynamic monitoring test.

After completion of acoustic emission testing, magnetic memory testing method

was used for the reinspection.

3 Test Results and Analysis

3.1 Acoustic Emission-Associated Figure Analysis

After replaying, filtering, and preliminarily analyzing AE signals collected from the

test, various parameter-associated diagrams were obtained. Some electromagnetic

interference signals usually have high amplitude and low energy, which can be

distinguished through the energy-amplitude association diagram. As Fig. 4 shows,

those plots close to the x-axis are mostly electromagnetic interference signals which

have lowenergy, and cracks signal and fracture signal have high amplitude and energy.

As can be seen from Fig. 4, the amplitude of crack signal of the intact specimen

distributes between 80 and 94 dB, the amplitude of fracture signal is 97 dB which is

the highest, the amplitude of crack signal of the defective specimen distributes

between 80 and 90 dB, and the amplitude of fracture signal is 92 dB, which is lower

than that of the intact specimen. Meanwhile, amplitude of the crack signal is very

high, but the corresponding energy is not always high. The highest energy of AE

signals of the intact specimen reached 100,000 (mv*μs), and that of the defective

specimen reached 120,000 (mv*μs), but these are not crack signals or fracture

signals; they may be friction signal caused by the relative displacement occurred

between the specimen and tensile machine or sensors.

Figure 5 shows that most of the signals are concentrated in the range between

40 and 60 dB. For intact specimen, there are a number of signals between 90 and

100 dB; they have high amplitude and short duration, which conform to the

characteristic of the crack signal, and for detective specimen, signals which have

the same characteristics distribute between 80 and 90 dB, and their amplitude is

obviously less than that of intact specimen. In Fig. 5 we can see some high-

amplitude and long-duration signals, which may be mechanical rubbing and elec-

tromagnetic interference.

Figures 4 and 5 are associated diagrams that show acoustic emission signal

parameters of crack propagation of the specimens in the tensile process, which are

about energy-duration and ringing counts-duration. From these four diagrams, as a

result, in the case of equal energy and ringing counts, the duration of the fracture

signal is much bigger than the duration of the crack propagation.
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Also, time-energy and time-ringing count diagrams could reflect how the acous-

tic emission signal changed with time. Figures 6 and 7 show the acoustic emission

process of the test 1; the tensile process of intact specimen lasted for 282 s and that

of the defective specimen lasted for 240 s. Energy of acoustic emission signal and

ringing counts basically changed the same trend with time in the tensile process of

specimen. Acoustic emission process of Q345E steel specimen tensile could be
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Fig. 4 Energy-amplitude-associated diagrams in test 1, (a) specimen A, (b) specimen B
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roughly divided into three stages, including linear elastic stage, plastic deformation

stage, and fracture stage. It could be seen from Fig. 6 that the degree of failure of

specimen was growing with the continuous increase of tensile load. Change

of acoustic emission parameters in the steel tensile fracture process reflected

the fracture process of the material. In the early part of the specimen tensile, the

Fig. 5 Ringing counts-amplitude-associated diagrams in test 1, (a) specimen A, (b) specimen B
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material was basic in the elastic deformation stage with little dislocation movement

and no obvious yield point. In this stage amplitude value of a single acoustic

emission wave strike signal was less than 80 dB, ringing counts were less than

25, and energy was less than 20 (mv*μs). And these parameters of defective

welding plates were obviously slightly below those of the intact welding plates.

As shown in Fig. 6, ringing count of the intact specimen suddenly increased to

7 from the 230th second approximately and ringing count of the defective specimen

suddenly increased to 7 from the 200th second approximately; this kind of situation

lasted before specimen fracturing, which illustrate that necking occurred to the

specimens in this period and dislocation produced uneven slip inside the material,

and thus some acoustic emission signal was generated. However, the material has

entered the instability stage in this time, cross-sectional area of the specimen

reduced sharply, and the load which the specimen required was also reduced, so

the acoustic emission signals were not strong.

Fig. 6 Time-ringing count-associated figure of specimen A in test 1, (a) specimen A, (b)

specimen B

Fig. 7 Time-energy-associated figure of specimen A in test 1, (a) specimen A, (b) specimen B
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In elastic stage, plastic deformation stage, and necking stage, acoustic emission

energy of the specimens is released with burst peak instead of uniform energy, which

could clearly be observed. In addition, the peak energy of the intact specimen is greater

than the peak energy of the defective specimen. As shown in Table 3, with the

continuous increase of tensile load, tiny cracks begin to expand, which cause stress

concentration and accumulate a lot of energy; the energy releases with the form of

elastic waves; there appears a few burst points in the process of energy release.

Figures 6 and 7 show that the material produced a high-intensity acoustic

emission signal at the time of fracture. The amplitude, ringing count, and energy

of the defective specimen and the intact specimen, respectively, suddenly increased

from the 280th and the 280th second; the amplitude was up to 90 dB but not in

excess of 100 dB, the highest ringing count was 75, and the highest energy was

117 (mv*μs). It shows that there has been a long time of energy accumulation

before this energy was intensively released; when cracks of the specimen sharply

changed, this higher intensive energy was intensively released. That is to say, at the

critical load point in which cracks of the specimen extended to the next stage,

acoustic emission signal energy increased dramatically.

By comparing and analyzing those above figures, they can well describe the

fracture process of the material and show strong regularity in the whole process of

the tensile test. Different types of acoustic emission sources will produce different

acoustic emission signal characteristics. In fact in the process of specimen tensile

acoustic emission signal source was very complicated; in each stage the acoustic

emission source type was not sole, and it should be a variety of acoustic emission

source overlay.

The active defect was closely related with acoustic emission parameters. We

could comprehensively consider parameters such as energy, amplitude, ringing

counts into monitoring wind power tower drum, and predicting the early damage.

In test 2, because the northwest and the north wind is in the majority in the

northwest district, cracks on the tower drum or looseness of bolts may generally

occur in the position of the wind blowing. On that day test 2 was conducted by the

west wind. By sorting out and analyzing the acoustic emission parameters collected

at the scene, the signal amplitude of other channels was mostly concentrated on

50 dB, but the signal amplitude of channel 8 was concentrated on 60–70 dB. Also

we found that there were many high-amplitude signals near the channel 8, whose

amplitude was greater than 65 dB, and those parameters such as ringing count,

energy, and rising count value were very high; we preliminarily considered that

there exists active acoustic emission source near the channel 8 which was in the east

position; Fig. 8 shows the AE signal parameter-associated diagrams of the channel

8 of the wind power tower drum in service.

Table 3 Relationship between acoustic emission burst energy and loading

Groups

Breaking point 1 Breaking point 2 Breaking point 3

Time (s) Loading (Mp) Time (s) Loading Mp Time (s) Loading Mp

A 34.41 345 98.63 350 313.10 230

B 19.86 315 32.38 335 242.07 225
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3.2 Acoustic Emission Source Localization

Acoustic emission source of tensile process of the Q345E weld steel plate is mainly

from dislocation movement, macroscopic crack propagation, and so on; under each

damage mode developing in the process plenty of acoustic emission signals could

be generated, which could accurately reflect damage information of the material,
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Fig. 8 AE signal parameter-associated diagrams of the channel 8 in test 0032
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and its measurability is good. Figures 9 and 10, respectively, show the linear

positioning figures of specimens A and B in test 1, using line positioning to arrange

two sensors with 70 mm spacing.

Acoustic emission is not accurate positioning; due to uneven material and

sensors and other inconsistencies, there is an error of 10 % of sensor maximum

distance. Thus there is a need to conduct reinspection with other NDT methods.

Figure 9 shows that positioning count of the No.1 sensor is 210 times and

positioning count of the No. 2 sensor is 290 times, at a distance of 36 mm from

No. 1 sensor, positioning number reached 676 which is the most, the acoustic

positioning accords well with the actual fracture location. The positioning total

number of the intact specimen is 1,475 times. Figure 10 shows that positioning

number at the No. 1 sensor is 260 times and positioning number at the No. 2 sensor

is 624 times; there appears some positioning points at a distance of 34–38 mm from

Fig. 9 Linear positioning diagram of specimen A in test 1

Fig. 10 Linear positioning diagram of specimen B in test 1
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No. 1 sensor, because an artificial crack was made at a distance from No. 1 sensor,

and the acoustic emission events are active. Also there appear some positioning

points at a distance of 2–8 mm from No. 2 sensor, the actual fracture location is at a

distance of 5 mm from No. 2 sensor, and the acoustic positioning accords well with

the actual fracture location. The positioning total number of the defective specimen

is 1,308 times which is slightly less than that of the intact specimen. Acoustic

emission source location shown in the figures is in conformity with the actual

fracture location of specimens; it illustrates that location accuracy is higher.

Fig. 11 shows the dynamic monitoring of linear positioning diagram for wind

power tower drum. There are many signals among channels 1–7, the signal amplitude

Fig. 11 Linear positioning diagrams of 8 channels in test 2
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is very low, the energy is very small, and between channel 1 and channel 8 appeared

more signals; especially in the location of the channel 8, there appear most acoustic

emission events. Through the comparative analysis of the acoustic emission param-

eters in channel 8 position, there exists active acoustic emission source. In order to

further determine the accuracy of judgment, we usedmagnetic memory testing for the

position to recheck, which confirmed the existence of stress concentration and confirm

the accuracy of the method of acoustic emission testing results.

Acoustic emission is not accurate positioning; due to uneven material and

sensors and other inconsistencies, there is an error of 10 % of sensor maximum

distance. Thus there is a need to conduct reinspection with other NDT methods.

3.3 Waveform Analysis

Frequency spectrum analysis technology is widely used as an important auxiliary

analysis method to study acoustic emission signals because it is relatively simple

and practical. FFT algorithm quickly transforms the digital signal to its

corresponding spectrum, which will be able to get on the characteristics of various

signals from the spectrum. By analyzing AE signal parameter-associated diagrams,

we screen out some crack signals and obtained their waveforms that were recorded

by the software of Soundwel. In addition, the response frequency range of the

acoustic emission sensor is 60–250 kHZ, and the collected signals amount to signal

after the band-pass filter, which filter out most of the low-frequency and high-

frequency noise-jamming signal. Figures 12, 13, 14, and 15 show crack waveform
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Fig. 12 Crack waveform diagram of specimen A
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diagrams and crack FFT analysis diagrams of specimens in the test 1. By Figs. REF

Fig. 12 and 14 it can be seen that the amplitude of acoustic emission signal of the

intact specimen is greater than that of the defective specimen.

By FFT analysis of acoustic emission signal spectrum analysis diagram it can be

found that the spectrum distribution range of the two kinds of specimens is mainly

between 0 and 500 kHz, and acoustic emission signal amplitude of the intact

specimen fluctuates greatly, the largest peak is 1.336 V, spectral distributes inten-

sively and the total energy increases greatly. It is obvious that the crack is rapidly

expanding. Because of its flaws, acoustic emission signal amplitude of the defective

Fig. 13 Crack FFT analysis diagram of specimen A in test 1
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Fig. 14 Crack waveform diagram of specimen B
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specimen fluctuates slightly, the largest peak is 0.320 V, and spectral distributes

dispersedly. Comparing two kinds of signal spectrum after careful observation,

energy on frequency distribution has obvious difference. High-frequency compo-

nent and low-frequency component of energy of the intact specimen are higher than

those of the defective specimen. Obviously, how the existence of defects on

specimens influences the acoustic emission signal could be reflected in the spec-

trum analysis. It is beneficial to summarize the feature information of acoustic

emission signal spectrum domain for identifying whether there are defects on wind

power tower drum.

For test 2, some improvements were made to test parameters; we got the

waveform diagram of dynamic monitoring as shown in Fig. 16 and its FFT analysis

diagram as shZwn in Fig. 17. The spectrum distribution range is mainly between

100 and 500 kHz, and acoustic emission signal amplitude of the intact specimen

fluctuates greatly; the largest peak is 0.034 V. The frequency components of the

various modal components of the fault signal are more than the frequency compo-

nents of the various modal components of the normal signal, and its amplitude is

higher than that of normal signal amplitude of each modal component, which can

verify that there are some problems on the tower drum.

3.4 Noise Signal

In dynamic monitoring for wind power tower drum, noise signal mainly includes

electromagnetic noise and mechanical noise. In the process of wind power tower

drum dynamic monitoring, the main sources of noise signal are the fittings, bolt

force caused by deformation, and friction between the bolt load redistribution

caused by unevenness. In the two tests, we just adopted frontier identification and

Fig. 15 Crack FFT analysis diagram of specimen B in test 1
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data filtering to filter out the noise. Since wind generator working environment is

bad, the external interference is inevitable, and the acoustic emission signal

contained more electrical and mechanical noise, which needs further research to

eliminate acoustic emission signal noise and extract the typical defects in the

development of acoustic emission signals that could reflect the status of defects

such as qualitative and quantitative indicators.

Fig. 17 FFT analysis diagram in test 2
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Fig. 16 Acoustic emission waveform diagram in test 2
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4 Conclusions

This chapter has demonstrated the applicability of acoustic emission to wind power

tower drum dynamic monitoring. Acoustic emission line positioning method was

adopted to realize the defect source of accurate positioning, combined with feature

parameters and frequency spectrum analysis method to realize the accurate classi-

fication of typical defect signal and noise signal. Through the magnetic memory

testing and the reinspection, we found that magnetic memory testing results and

acoustic emission detection results fit very well. Acoustic emission system is able to

collect the weak fault signal, which is more suitable for early detection of the

failure, and to avoid the failure of deteriorating even further. We have drawn the

following three conclusions.

1. Q345E steel internal damage process of ductile fracture and acoustic emission

parameters and associated graphs has a direct corresponding relationship. The

cumulative changes of acoustic emission parameters can reflect the damage

inside the material. Acoustic emission source of tensile fracture process is

mainly from the dislocation motion, macroscopic crack extension, etc. Each

injury pattern in its development has rich obvious acoustic emission signal, and

these acoustic emission signals can timely and accurately reflect the damage

information; its measurability is good.

2. In elastic stage, plastic deformation, and creep fracture stages, necking stage of

the tensile test acoustic emission energy is released with sudden peak energy

instead of uniform energy. In addition, in tensile failure process energy peak of

the intact specimen is greater than the defective specimen. As a result, the

acoustic emission time-energy-associated diagram of the failure mechanism

analysis of wind power tower drum has the vital significance.

3. Acoustic emission detection without additional downtime and shutdown, com-

pared with the conventional nondestructive testing method, is simpler, convenient,

and economical; provides environmental protection; and can effectively change the

traditional way of wind power tower drum test. Since wind generator working

environment is bad, the external interference is inevitable, and the acoustic emis-

sion signal contained more electrical and mechanical noise, which needs further

research to eliminate acoustic emission signal noise and extract the typical defects

in the development of acoustic emission signals that could reflect the status of

defects such as qualitative and quantitative indicators.
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Part VI

Miscellaneous



Acoustic Emission and Digital Image

Correlation as Complementary Techniques

for Laboratory and Field Research

Rami Carmi, P.A. Vanniamparambil, J. Cuadra, K. Hazeli, S. Rajaram,

U. Guclu, Arrie Bussiba, I. Bartoli, and Antonios Kontsos

Abstract This article presents the advantages of combining Acoustic Emission

(AE) and Digital Image Correlation (DIC) in nondestructive testing (NDT) appli-

cations focusing on in situ damage monitoring. This data-fusion approach is used

herein to characterize the mechanical and damage behavior of a fiber metal

laminate (Glare 1A) tested in both tension and fatigue. Furthermore, the approach

is used to investigate the structural behavior of partially grouted reinforced masonry

walls. The obtained AE datasets were post-processed, in combination with DIC and

mechanical information, using signal processing and pattern recognition techniques

to investigate progressive failure of the Glare 1A. In the case of the masonry wall

specimens, DIC clearly identified critical damage areas as a function of applied

loading, while AE was capable to monitor the damage process and reveal changes

in the overall behavior. The presented analysis demonstrates the potential of

integrating AE and DIC in data-driven damage mechanics investigations at multi-

ple time and length scales.

1 Introduction

Acoustic Emission (AE) and Digital Image Correlation (DIC) are two Nondestruc-

tive Testing (NDT) techniques that are rarely used simultaneously, although the

combined information has shown that it can greatly assist material characterization
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from deformation, fracture, and damage evolution aspects, as demonstrated in this

article.

AE can be used to monitor an entire component using a relatively small number

of sensors capable to detect transient elastic waves generated due to sudden

microstructural changes in the material [1]. In addition to real time extracted AE

parameters with relevance to the deformation and damage process, postmortem

analyses can be used to separate the signals into clusters that contain AE informa-

tion from various failure mechanisms activated during loading.

The application of the DIC method can be achieved with one camera (for 2D) or

two cameras (for 3D measurements) [2]. The method is based on tracking gray scale

light intensity on the surface of the tested item as loading is applied, which is then

used to compute tensorial components of in and out of plane strains. The final result

is typically a full field strain map of the loaded structure developing with time [3–

5]. This technique has the potential of visualizing defects or strain evolution on the

surface with a very high accuracy (~100 με).
These NDT techniques have been considered by the authors as complementary

ones and have been already applied for understanding fundamental plasticity as

well as crack initiation and growth in light metal alloys, progressive damage

development in fiber-reinforced polymer composites and failure of structural com-

ponents used in civil engineering applications [6–8]. The fundamental reason for

this integration is that AE can monitor the structure in terms of both volumetric and

surface effects, though without the capability to visualize them, whereas DIC

detects defects and provides full field strain maps, though only on the surface of

the monitored specimen or component. Therefore the integration of these two NDT

techniques by definition has the potential to lead to more quantitative and compre-

hensive results compared to the stand-alone use of each method as also demon-

strated in this article.

The research work presented herein first illustrates the capabilities of the com-

bined AE-DIC method in investigating the tensile and fatigue behavior of a fiber-

reinforced metal laminate (FML). Specifically, Glare 1A (registered trademark of

ALCOA) is a type of hybrid composite consisting of alternating thin layers of metal

sheets and fiber-reinforced epoxy prepregs [9, 10]. This composite is used as

shielding material against debris and meteors in space stations, and as aircraft

skin [11]. Second, larger scale testing was conducted on partially grouted masonry

wall specimens to examine their structural behavior for different types of reinforce-

ment architectures.

The results of the research work in this paper are discussed with emphasis on the

AE response by using relevant DIC information that focuses on providing a better

and more quantitative understanding of the damage progress.
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2 Materials, Structures, and Methods

2.1 FML Glare 1A

The characterized FML composite was Glare 1A with 1.4 mm in thickness. This

material has a stacking sequence of three layers (each 0.3 mm in thickness) of

Al-7475T76 alloy, and two prepreg (containing a mold-mat chemical thickening

agent) layers of S2-glass fibers (each 0.25 mm in thickness) in an epoxy resin

(designated FM-94 [10, 12]) with a 0.6 volume fraction of unidirectional fibers. At

the final stage of processing, the FML was post-stretched by 0.4 % in order to

achieve residual compressive stress in the metal and residual tensile stress in the

fiber–resin interface. More details on the manufacturing process can be found

elsewhere [9, 10]. A metallographic cross section of the composite with unidirec-

tional fibers is illustrated in Fig. 1.

The mechanical behavior of flat Glare 1A specimens was characterized using

both quasi-static and cyclic loading in a MTS computerized servo-hydraulic system

with a load capacity of 100 KN. The commercially available Micro II AE system

(manufactured by MISTRAS) was operated by using the AEwin software and by

mounting on the specimens’ surface two resonant sensors (Pico) with 2/4/6 AST

preamplifiers and band-pass filters between 20 kHz and 1 MHz. An amplitude

threshold of 32 dB was selected in accordance with measured background noise

levels. AE signals and post-processing data were analyzed using the NOESIS

software (MISTRAS). Prior testing, both the sensors’ sensitivity and material

wave speeds were measured.

Fig. 1 The layup of Glare 1A containing unidirectional glass fibers in an epoxy matrix as well as

aluminum alloy layers; longitudinal and perpendicular cross sections of the sample located in

lower left and right images, respectively. Fiber diameter was 10 μm
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A 5 megapixel GOM 3D DIC system (distributed by Trilion Quality Systems)

was used in parallel to the AE system to acquire DIC data. The cameras were

calibrated for a field of view (FOV) of 55� 44 mm and were positioned 40 cm away

from the specimen to capture the required FOV. A random speckle pattern (black

dots on white paint) was applied on the specimen surface to track the deformation

process with a strain sensitivity of about 60 με. For the monotonic tests, the images

were recorded at a rate of 1 Hz, while in the fatigue tests a rate of 22 Hz was used.

For quantitative understanding of the mechanical behavior of the FML, a

comprehensive study was conducted on its constituents, namely, S2-glass fibers,

Al-alloy, epoxy resin, and interface matrix/fibers. To this aim, besides the flat Glare

specimens used for the uniaxial tensile and fatigue tests, special specimens were

designed for fiber and matrix/fiber characterization. Furthermore, and although DIC

was used, an extensometer (manufactured by MTS) with a gauge length of 10 mm

was additionally used. A constant displacement rate of 0.5 mm/min was selected for

the quasi-static tests, while a sinusoidal wave loading profile with frequency equal

to 5 Hz and a load ratio of 0.1 was used for the fatigue tests with different maximum

stresses related to the measured yield stress. Metallographic and fractographic

studies were also performed in order to track micro-cracking, delamination, other

deformation and fracture features, as well as to assist the AE classification process.

Figure 2 illustrates the experimental setup that includes the combined AE and

DIC systems. A closer view of the speckle painted specimen for DIC measure-

ments, as well as the attached AE sensors and used extensometer is given in the

upper left corner of Fig. 2.

Fig. 2 Experimental setup focusing on the speckle painted specimen and the location of the AE

sensors and the extensometer
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2.2 Partially Grouted Reinforced Masonry Walls

The tested structure consisted of partially grouted masonry wall specimens

reinforced with steel beams in different configurations for comparison of their

response. The wall was base-fastened and loaded by a hydraulic actuator mounted

(Fig. 3a) in the upper left corner of the wall in displacement control using a triangle

wave at a frequency of 0.02 Hz. The wave amplitude was increased every two cycles

until significant damage or final fracture was observed. The damage evolution was

monitored simultaneously by DIC, AE, several LVDTs and was assisted by visual

inspections. For the DICmeasurements, a FOV of approximately 3,700� 4,000 mm

was used with the cameras positioned 6 m from the wall. The distance between the

two lenses was 1.92 m. A random speckle pattern was created on the surface using

spray paint and perforated sheets. The sampling rate was 1–2 frames per second

depending on the overall duration of each test. The noise level for strain measure-

ment was measured 50 μm/m. For AE measurements, four resonant R15 sensors

(MISTRAS) were mounted on the back side of the wall near the lower right corner

using hot-glue (Fig. 3b). In order to obtain appropriate signals for representative

source localization, a square configuration with AE sensors placed 1 m apart

was selected. The same AE system and software were used; a threshold of 44 dB

was chosen. Pretests of 0.3 mm pencil lead break (PLB) [13] were performed in

order to determine values for appropriate AE parameters in the system.

3 Experimental Results

3.1 Glare 1A Constituent

Figure 4 illustrates the mechanical and acoustic responses of Al-Alloy specimens in

terms of AE counts and cumulative AE energy. As shown, significant AE activity

initiates near yielding at ~1 % true strain. The sudden increase in AE activity was

Fig. 3 Experimental setup of the tested masonry wall; (a) front view with coating for DIC

measurements, (b) rear view showing the AE sensors and LVDTs for displacement measurements
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followed by a stage of moderate AE recordings up to ~11 % strain at which point

DIC confirmed (see arrows) the onset of micro-cracking in the middle of the gauge

area. This pronounced activity was followed by another stage of slow AE record-

ings until a final burst at the fracture point. The results in Fig. 4 clearly indicate

dominant stages of plastic deformation and micro-cracking initiation/evolution.

The existence of the aforementioned micro-mechanisms can be further seen by

the different AE waveforms as depicted in Fig. 5a, b. The waveform in Fig. 5a was

Fig. 4 Mechanical and

acoustic responses

combined with DIC

measurements of

Al-7475 T76 specimens

in quasi-static tensile tests
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Fig. 5 AE results obtained by testing Al alloy samples: (a) representative AE waveform obtained

near yielding, (b) waveform corresponding to micro-cracking, (c) weighted peak frequency

versus partial power for several AE waveforms, (d) wavelet analysis of the waveform shown in

(b) indicating a dominant peak frequency of 400 kHz
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collected in the quasi-plateau region following the macroscopically observed

yielding, while the waveform in Fig. 5b was recorded right at the transition point

(~11 % strain).

A pattern recognition technique [14–16] was applied using the k-means algo-

rithm. The classification procedure was based on the weighted peak frequency and

is described elsewhere [17], and therefore it will not be repeated here. Table 1

summarizes the features which were used to classify the AE data.

AE data in Fig. 5c are displayed in terms of the weighted peak frequency

(PF) and a partial power defined by FFT analysis. This two-dimensional feature

projection reveals two dominant groups of AE signals, one in the 150–200 kHz

range (plastic deformation) and the second between 350 and 400 kHz (micro-

cracking). A representative wavelet analysis of the micro-cracking waveform in

Fig. 5b is shown in Fig. 5d; a PF of around 400 kHz is clearly identified.

Results from a similar study performed on fiber bundle specimens are shown in

Fig. 6. It should be emphasized based on the waveform of Fig. 6a that AE from a

fiber breakage exhibits a rapid decay as compared to the more moderate decay

shown in Fig. 5a for the Al-alloy specimen. Figure 6b, c show results from both

frequency and time domain analysis; a dominant frequency of 450 kHz and AE

amplitude between 50 and 90 dB (Fig. 6c) were found. Finally wavelet analysis

shows in 3D display the measured PF of the fiber fracture.

To complete the constituent’s characterization, matrix/fiber specimens were also

tested and the results are shown in Fig. 7. For the waveform in Fig. 7a, three

characteristic frequencies appeared in the wavelet analysis as shown in Fig. 7b. The

450 kHz one was already attributed to fiber breakage, while the other two of

approximately 50 and 150 kHz are related to matrix and interface cracking,

respectively. This conclusion is also based on AE waves recorded at early stages

of loading (Fig. 7c) which have one characteristic frequency of ~100 kHz (Fig. 7d)

associated with matrix cracking.

Table 1 Frequency features and their definition

Feature Definition

Peak frequency [kHz] Maximum of frequency spectrum fpeak
Weighted peak frequency fwpf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f peak � f centroid

p
Frequency centroid

f centroid ¼

ð
f �A fð Þdfð
A fð Þdf

A( f )¼Amplitude at frequency f

Partial power [%] Fraction of frequency spectrum

Partial power 1 [%] 0–150 kHz

Partial power 2 [%] 150–300 kHz

Partial power 3 [%] 300–450 kHz

Partial power 4 [%] 450–600 kHz
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Fig. 6 AE results obtained by testing fiber bundle specimen; (a) AE waveform from fiber

breakage, (b) PF, (c) amplitude, (d) wavelet analysis
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3.2 Glare 1A Quasi-Static Mechanical Behavior

Figure 8 illustrates the applied stress and cumulative AE counts versus strain

obtained simultaneously by DIC (full field inserts) and the extensometer (X-axis
values) for a representative uniaxial tensile test of Glare 1A. As shown, good

agreement was found between the strain measurements provided by DIC (notice

the DIC colorbar scale) and by the extensometer. The mechanical response of the

FML is characterized by bilinear behavior, as also previously reported [18]. Signif-

icant AE activity initiated at the transition point between the elastic and plastic

response (see arrow). The damage evolution during testing can be represented by

both the exponential profile of the cumulative AE counts and the changes of the full

field DIC strain maps.

To further quantify the fracture process of the tested Glare tensile specimen, AE

data are displayed in Fig. 9a in terms of AE amplitude (Y-axis), PF (color range) and

versus strain (obtained by the DIC method). Three peak frequencies are well

emphasized by the used color range. The first one is around 50–150 kHz, the second

between 200–300 kHz, and the highest one in the range between 400 and 450 kHz.

To eliminate frequency range overlap and to identify the corresponding dominant

failure mechanism and the sequence of their appearance, separated AE cumulative

counts are shown in Fig. 9b. The lowest PF which was attributed to both plastic

deformation (based on Fig. 5) and matrix cracking (based on Fig. 7) was extracted

from AE signals recorded near the macroscopically observed yielding, while

Fig. 9b shows that this group of AE signals continued to increase up to the final

fracture. The second PF appeared mostly at and past the elastic plastic transition,

while Fig. 9b shows that it saturates before the final fracture. The AE waveforms

with these intermediates PFs are possibly correlated with interfacial micro-cracking
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which appeared in later stages of deformation but ended near the softening zone

shown by the arrows, and indicates the point past which the overall hardening rate

appears to decrease. This quantitative description of the sequence of damage events

based on AE information indicates that the contribution of the fibers, matrix, and

interfaces reduces during the final stages of deformation which is dominated by

Al-alloy micro-cracking as shown in Fig. 5.

Finally, Fig. 10 shows relevant microscopic images of the main fracture modes

in Glare 1A tested in tension. Figure 10a demonstrates the fiber breakages mainly

perpendicular to the loading axis. The fracture surface further revealed the ductile

behavior of the Al-Alloy, de-bonding of the matrix–Al-layer interface, matrix

cracking, and fractured fibers and the matrix–fiber interface.

3.3 Glare 1A Fatigue Behavior

Figure 11a. illustrates obtained results in terms of PFs as well as mechanical

information (maximum strain per cycle, residual stiffness defined by the slope of

the line defined by the line that connects the endpoints of each loop and energy
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density defined as the enclosed area in each loop) extracted by the hysteretic cyclic

behavior of a selected fatigue test with σmax¼ 0.6σy and load ratio of 0.1. As the

number of cycles increases the limits of the hysteresis loops and their enclosed area

also increase (Fig. 11b). Up to ~15,000 cycles a moderate increase in the maximum

strain and energy density occurs, accompanied by a same trend in the residual

stiffness. In addition, both low and high PF values appear indicating matrix, matrix/

interface, and fiber breakage together with plastic deformation mechanisms. From

this point and up to ~30,000 cycles a relative silence in the AE activity is observed.

This behavior may be attributed to crack arrest phenomena of the micro-cracks

(mainly de-bonding delaminations at the interfaces) due to the laminate nature of

this composite. Beyond this region dramatic changes are observed in the mechan-

ical properties, namely, sudden decrease in the stiffness due to the massive cumu-

lative damage accompanied by increasing maximum strain and energy density.

These variations are further associated with a significant change in the AE activity

due to development of several damage mechanisms. Fiber breakages occur just

after the plateau region (PFs of around 450 kHz), followed by matrix micro-

cracking (PFs about 50–100 kHz) and after that simultaneous activation of several

damage mechanisms is possibly occurring: interface cracking with PFs of

100, 150 kHz, plastic deformation around 200 kHz, and micro-cracking at 400 kHz.

The mentioned damage mechanisms were also analyzed using FFT and relevant

results displayed in terms of weighted peak frequency (Fig. 12a). The main peak

frequencies are depicted and the dominant ones as defined by their intensity include

fiber breakage and matrix cracking. Only for comparison to the quasi-static behav-

ior, a wavelet analysis of an AE waveform possibly from fiber breakage is illus-

trated in Fig. 12b.

At the end of the fatigue loading the specimen was removed for damage charac-

terization purposes and images were obtained by looking at the pre-polished thickness

and the cross section normal to the applied load. Figure 13a demonstrates the

characteristic breakage of the fibers which shows micro-cracking at different orienta-

tions. This damage is completely different from the one observed in quasi-static mode

(see Fig. 10a) which appeared to consist of discrete cracks perpendicular to the applied

loading direction. Figure 13b demonstrates interface cracking between the metal and
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fiber/resin layer. As shown the micro-cracks occurred adjacent to interface as also

observed in the quasi-static case (see Fig. 10b). The occurrence of cracks in this area

may be attributed to the stress distribution resulting from the post-stretching at the final

stage of the manufacturing process, namely, compressive stresses at the metal and

tensile residual stresses at the fiber/resin layer.

3.4 Masonry Wall Damage Characterization

Figure 14a shows the loading history up until the end of the second cycle combined

with the distribution ofAE amplitude and the average strain thatwasmeasured byDIC

at the bottom right area (see highlighted box in Fig. 14b).As one can notice, significant

AE activity starts from the first loading cycle. This preferred site of damage is to be

expected since this region transfers the horizontal applied load by the actuator to the

wall foundation in a cyclic mode. As a consequence massive deformation and

cracking occurs as the load changes from tensile to compression mode.

Fig. 13 Characteristic damage patterns during fatigue in two different views: (a) fiber fragmen-

tation parallel to the loading direction, (b) fiber fragmentation at metal–resin interface, as well as

fiber-matrix micro-cracking (see curved dot line) perpendicular to the loading direction
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At the first cycle, a good correlation exists between AE activity and DIC

measurements. High AE amplitude values were detected accompanied by high

local deformation indicated by a pronounced damage development at this area.

Increasing the load by 50 %, increases significantly the localized measured strain by

DIC. In addition, the AE amplitude increases from 80 dBae to more than 95 dBae

(at the peak load) which can be mostly attributed to interface cracking as shown by

the DIC pictures. Post loading visual inspection assessed those results and revealed

a micro-crack in the form of hairline cracks along the mortar. It is also worth

mentioning that both AE and DIC provided early signs of cracking far before visual

inspection could detect those hairline cracks. This mutual correlation between AE

and DIC has significant importance in terms of validating real AE signals and

filtering noise due to friction, vibration, hydraulic flow, and mechanical impact,

among other reasons.

Finally, Fig. 15 displays the last stage of the loaded wall which manifests

catastrophic damage. Figure 15a shows the loading history of the entire test. As it

Fig. 14 Continuous monitoring results up to the second cycle of the loaded masonry wall: (a) AE

activity combined with load and DIC average strain as measured in the square area shown on the

bottom right corner, (b) full field DIC principal strain at the peak load of the second cycle
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Fig. 15 Final stage of the loaded wall; (a) the load history up to fracture, (b) DIC strain mapping

indicating extensive macro-cracks network
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can be noticed the seventh load cycle shows a decrease in the load amplitude due to

significant accumulated damage. The latter is being well reflected by the DIC

measurements, revealing an extended a micro-crack network (Fig. 15b).

4 Discussion

The present study accentuates the great potential of using a variety of advanced

techniques together with common ones in order to understand in a comprehensive

way fundamental aspects related to plastic deformation, micro-cracking, evolution

of damage and its profile quantified in both monotonic and cyclic loading condi-

tions. With respect to structural durability, the integration of both techniques

illustrates in real time the damage progression and highlights the preferential sites

of intensified damage.

The comprehensive work on the Glare-1A with its complicated structure empha-

sizes the potential of the combination of the AE and DIC methods to reveal its

deformation and fracture behavior. The mechanical response of this hybrid com-

posite is characterized by bilinear behavior with a secondary low modulus (Ep) at

the plastic regime as compared to the higher one at the elastic region. The observed

Ep is a consequence of the competitive activation of several damage mechanisms.

The evolving plasticity of the Al-alloy contributes to the overall strain hardening

(similar to monolithic Al-Alloy) whereas the other damage mechanisms of the

resin/fiber layers, the fiber breakages, and the matrix cracks contribute to softening.

This competition appears to end (see the softening point in Fig. 9b) when the

damage in the resin/fiber layer is substantial as compared to strain hardening

contributions, which leads to localized “necking” followed by a decrease in the

stress and causes the final fracture. This argument is based on the fracture sequences

revealed by the NDT measurements in this paper which visually show the localized

strain regions in the Al-Alloy.

Damage evolution can be represented by the exponential growth of the cumu-

lative AE energy. In addition, significant AE activity initiates at a characteristic

threshold strain. From practical/engineering point of view, it is important to know

this value in cases where no damage can be tolerated for proper functioning (fail-

safe approach). The exponential profile of the damage modeled in terms of AE

information is very similar to a micro-mechanical damage model suggested by

Talreja [19], for inter-laminar cracking in composite laminates such as the tested

FML. Talreja proposed the use of a damage tensor defined as:

Dij ¼ k � t tc
s � t � cos θ ni � nj ð1Þ

where t is the thickness of the specimen, tc is the ply thickness, s the crack

spacing, θ the angle between the fiber direction and the transverse direction, and

n¼ (cos h, sin h, 0). By using a thermodynamic framework for the description of the
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material response, Talreja further determinedD1 for a bilinear stress–strain curve in

the following form:

log
D1

D0
1

¼ Et

η
d4 e1 � e10
� �� �þ A e20 � e10

� �2n o
þ B e31 � e01

� �3n oh i
ð2Þ

where D0
1 is the initial damage (initial crack density) that begins to grow at

threshold strain e01 and Et the tangent modulus beyond the initiation of damage

growth. Combining Eq. (1) for the non-zero component of damage tensor and

Eq. (2) with g¼ 1 s�1, gives the crack density as an exponential function of strain,

as shown schematically in Fig. 16a by the dashed curve. The predicted profile is in

agreement with experimental results such as the ones obtained by Kistner et al. [21]

in graphite–epoxy composites shown in Fig. 16b. The exponential behavior of the

crack density vs. strain was also viewed in NCF cross-ply laminates up to the

transition point where damage coalescence is operating [20]. These observations

strengthen the argument that AE is a powerful tool in damage characterization

especially when used in combination with other complementary NDT methods,

such as the DIC presented in this paper.

The field work on a reinforced masonry wall contributed decisively in determin-

ing the optimum reinforcing steel beam pattern (consisting mainly by reinforced

beams in appropriate distance from each other, and all perpendicular to the applied

load) to withstand earthquake-type loads. The findings of both NDT techniques used

in this paper are relatively straightforward. In other words the current results

emphasize the potential of these characterization tools for appropriate engineering

decisions. Furthermore, it is well known that shear forces are responsible for major

damage modes during applied loading. When these forces cause a major damage, a

Fig. 16 (a) A bilinear stress–strain behavior with associated transverse crack density and

(b) experimental stress–strain curve and associated transverse rack density of a graphite–epoxy

(0, 90) [20]
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shear wave is emitted due to pertinent movement in the damaged area. The AE wave

typically composed of a longitude and transverse wave, when the shear mode is

dominant shows a relatively late arrival of its peak amplitude [22]. Therefore by

analyzing the shear component of recorded AE waves one can predict the damage

severity of a structure [23]. On these experiments a good correlation betweenAE and

DIC achieved using shear wave analysis. In this context, Fig. 17 illustrates typical

longitudinal and shear waves that were analyzed during different stage in the

experiment.

5 Conclusions

Application and research results from integrating of DIC and AE are presented in

this article. Combined data can assist the characterization of the mechanical

behavior of fiber metal laminates. As for the wall, the AE-DIC combined data

can serve to form an important basis for engineering considerations that can ensure

structural performance in extreme conditions. The following conclusions can be

drawn from the recent work:

1. The bilinear mechanical behavior of Glare 1A is a consequence of the compet-

itive activation of several damage mechanisms, including plastic deformation

and micro-cracking coalescence at the Al-Alloy, as well as fiber breakage and

interfacial de-bonding at metal/resin layer in addition to fiber/matrix and matrix

cracking. The softening behavior occurs as the balance of these mechanisms is

interrupted.

2. The obtained AE data highlight the operated damage mechanisms and their

sequence appearance in terms of characteristics PF and damage evolution with

exponential profile. This AE activity follows the same trend with suggested

micro-mechanical models for damage development in terms of crack density for

laminated composites.
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Fig. 17 Typical AE waves that were recorded during different stages of loading; (a) Mode I early

stages, (b) mode II at cycle 2 and beyond
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3. The AE-DIC data reveal critical damage areas of the loaded wall as a function of

applied loading, providing in this way early signs of deterioration that can be

implemented in structural health monitoring applications.

Acknowledgment The authors wish to thank Prof. Ahmad Hamid and Prof. Frank Moon from the

Civil engineering Dept. at Drexel University, for assistance in conducting the tests on the

masonry wall.

References

1. R.K. Miller, P. McIntire, Nondestructive Testing Handbook, Vol 6: Acoustic Emission Testing
(American Society for Nondestructive Testing, Columbus, OH, 2005), p. 447

2. M. Sutton et al., Application of an optimized digital correlation method to planar deformation

analysis. Image. Vision. Comput. 4(3), 143–150 (1986)

3. T. Chu, W. Ranson, M. Sutton, Applications of digital-image-correlation techniques to

experimental mechanics. Exp. Mech. 25(3), 232–244 (1985)

4. B. Pan et al., Two-dimensional digital image correlation for in-plane displacement and strain

measurement: a review. Meas. Sci. Technol. 20(6), 062001 (2009)

5. M.A. Sutton, J.J. Orteu, H.W. Schreier, Image Correlation for Shape, Motion and Deformation
Measurements: Basic Concepts, Theory and Applications (Springer, New York, 2009)

6. J. Cuadra et al., Damage quantification in polymer composites using a hybrid NDT approach.

Compos. Sci. Technol. 83, 11–21 (2013)

7. E. Schwartz et al., The Use of Digital Image Correlation for Non-destructive and Multi-scale
Damage Quantification. In SPIE Smart Structures and Materials +Nondestructive Evaluation
and Health Monitoring (International Society for Optics and Photonics, Bellingham, WA,

2013)

8. P.A. Vanniamparambil et al., An integrated structural health monitoring approach for crack

growth monitoring. J. Intel. Mat. Syst. Struct. 23(14), 1563–1573 (2012)

9. T. Beumler, Flying Glare, A contribution to aircraft certification issues on strength properties

in non-damaged and fatigue damaged GLARE® structures. Dissertation, Faculty of Aerospace

Engineering, Technical University Delft, 2004

10. A. Vlot, Glare: History of the development of a New Aircraft Material (Kluwer, New York,

2001)

11. C. Vermeeren et al., Glare design aspects and philosophies. Appl. Compos. Mater. 10(4–5),

257–276 (2003)

12. G. Wu, J.M. Yang, The mechanical behavior of GLARE laminates for aircraft structures. JOM

57(1), 72–79 (2005)

13. ASTM E976, Standard Guide for Determining the Reproducibility of Acoustic Emission
Sensor Response (ASTM, West Conshohocken, PA, 2005)

14. A. Anastassopoulos, T. Philippidis, Clustering methodology for the evaluation of acoustic

emission from composites. J. Acoustic. Emission. 13(1–2), 11–22 (1995)

15. M. Sause et al., Quantification of failure mechanisms in mode-I loading of fiber reinforced

plastics utilizing acoustic emission analysis. Compos. Sci. Technol. 72(2), 167–174 (2012)
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Integral Thickness Measuring

D.A. Terentyev

Abstract The method of integral thickness measuring has been developed. It is

realizable on the basis of standard AE systems and AE sensors. On the object at a

distance of several meters or tens of meters apart two AE sensors are placed. They

are used as a transmitter and a receiver of the acoustic signals. On the spectrogram

of received signals the dispersion curves are extracted. The arithmetic mean

thickness, the thickness dispersion, and the estimation of the minimum thickness

can be calculated.

1 Introduction

Most of the acoustic emission (AE) systems operate within the frequency range

from 30 to 500 kHz. This frequency range is used for AE testing, since only within

this range the following two requirements are satisfied at the same time: first, the

acoustic signal attenuation is so small that the useful signals can cover distances of

several meters; and second, the noise level is low in comparison with the useful

signals.

The unique properties of the above frequency range allow for fast and complete

testing of the large areas of the object using a small number of sensors. It would be

useful not only for the AE techniques, but also for the active acoustic testing

[1]. The combination of two said techniques in a single device is particularly

promising.

One of the most pressing problems of nondestructive testing (NDT) is detection

of corrosion damage of the object and determination of its extent. Generally, values
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of residual wall thickness and areas of corrosion damage are used as a quantitative

characteristic of the degree of damage. To determine these parameters, ultrasonic

thickness gauges are commonly used which allow for making local measurements

of the wall thickness.

The disadvantages of this method are the high labor content of testing of large-

area objects, the necessity to remove insulation on the whole tested area, and the

impossibility to measure thickness of the object areas to which there is no physical

access. These disadvantages lead to that the thickness is usually measured on a

small part of area of the tested object as a result of which the degree of corrosion

damage is determined with low accuracy; there is a probability of missing a

corrosion defect, and the degree of subjectivity of testing increases. In addition,

the object parts of large area remain nontested at all. It should be also mentioned

that arrangement of monitoring of the large-area objects by the methods of ultra-

sonic thickness measuring is a complicated problem.

Thus, the urgent problem is the development of the method that permits to carry

out an integral measuring of thickness, i.e., to receive data on the wall thickness

between the sensors mounted on the object some distance apart.

2 Integral Thickness Measuring

To solve the assigned task by the acoustic methods, it is necessary to transmit the

signal through a few meters of the object wall. This requires changing frequency

range from the region of above 1 MHz that is typical for the conventional ultrasonic

thickness gauges to the range from 30 to 500 kHz that is typical for AE testing.

“INTERUNIS” company has developed the method of integral thickness mea-

suring and monitoring, which is based on the phenomenon of dependence of the

Lamb wave group velocity on the product of frequency and wall thickness, and

realizable on the basis of standard AE systems and AE sensors [2].

The work scheme is as follows. On the object at a distance of several meters or

tens of meters apart two AE sensors are placed (Fig. 1). They are used as a

transmitter and a receiver of the acoustic signals. At the transmitter an electrical δ
pulse is fed with the result that this AE sensor radiates a wideband impulse with a

length of about 1 μs.
The spectrogram of the received signal is calculated (Fig. 2). In this spectrogram

we extract the dispersion curves of various Lamb waves [2]. Since the arrival times

of different frequency components t( f ) in a complicated way depend on the plot of

thickness h(x) at the section between the sensors
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t fð Þ ¼ tRAD þ
ðL

0

dx

vi f � h xð Þð Þ, ð1Þ

analysis of the frequency dependence of Lamb wave arrival times enables to get

information about the thickness values at the segment between sensors. Here, vi is a
group velocity of i-th mode of Lamb wave, tRAD is a time point of radiation, and L is

the distance between sensors.

Fig. 1 Emitter and receiver arrangement on the testing object and the arithmetic mean thickness

values between them

Fig. 2 A waveform, spectrum, and spectrogram calculated using a specialized software “A-Line

OSC Processing”

Integral Thickness Measuring 625



3 Experiments on Objects with Uniform-Thickness Wall

To test the method operation, at first we have conducted a series of experiments on

pipelines with a uniform-thickness wall. In such cases Eq. (1) is simplified to

t fð Þ ¼ tRAD þ L

vi f � hð Þ : ð2Þ

It has been found that the accuracy of thickness measuring can reach 1 %. It has

also been found that this method is operable at least within the thickness range from

4 to 40 mm. It has been revealed that the present method is operative only when the

distances between AE sensors are more than 1 m, because in this case the different

portions of dispersion curves are sufficiently separated from each other along the

time axis. Furthermore, it has been revealed that the maximum distance can amount

up to 12 m on pipes with the insulation and up to 56 m on pipelines with the

insulation removed (Fig. 3). The experiments have shown that welded seams have

no effect on measurements.

To automate the process of extraction of dispersion curves from the spectrogram

and determine the wall thickness in cases when the thickness is uniform, a modi-

fication of the Hough transform has been developed. This extraction method has

been added to the specialized software “A-Line OSC Processing” developed by

“INTERUNIS” company, which is applied for manual and automatic processing of

waveforms and spectrograms of AE signals [3].

Since the group velocity of Lamb waves depends on the product of frequency

and thickness, the plots of dispersion curves on spectrograms (2) corresponding to

Fig. 3 An experiment on the section of pipeline of length 56 m
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any distances between sensors and to any objects of the same material with uniform

thicknesses are related to one another by an affine transformation (Fig. 4). There-

fore, theoretically any Lamb mode and any frequency range can be used for

extraction on such objects—the result is supposed to be the same. However, the

most preferred selection is an operation using zero-order Lamb waves, S0 and A0,

because only waves of this type can propagate at any frequencies that enables to

select frequencies rather low to ensure low signal attenuation. In this situation an

emitted signal can cover the sufficiently great distances between sensors. Further-

more, for decreasing errors of determination of thickness, the frequency regions are

preferable, within which the derivative of the group velocity with respect to

frequency is sufficiently high.

It was found that the pipe curvature had no significant effect on the values of

group velocity and this made it possible to use the model of Lamb waves instead of

the more complicated Pochhammer-Chree model [4]. However, when analyzing the

spectrograms, the substantial problem was in signals arriving not by the shortest

routes, but by helixes, once or several times rounding the pipe. Existence of such

Fig. 4 The plots of dispersion curves on spectrograms corresponding to objects with uniform

thicknesses and to objects with thickness variations

Integral Thickness Measuring 627



signals resulted in occurrence of one or several additional curves on the spectrogram

which in contrast to electromagnetic interferences or other noises are not always

distinguishable in their shape from the true dispersion curves (Fig. 5).

4 Experiments on Objects with Wall Thickness Variations

Later, a series of experiments was conducted on the objects with wall thickness

variations.

First experiment was set up on a pipeline which firstly had a uniform-thickness

wall; the thickness was reduced up to 50 % of its original value by means of an

angle grinder aside of the segment between the sensors (Fig. 6). As a result, it has

been found that the region, wherein the thickness values affect the measurement

results, is a narrow elongated area with a width of no more than 6 % of the distance

between the sensors along the segment connecting the sensors.

In another experiment, on a pipeline which firstly had a uniform-thickness wall,

a thickness profile in the form of the step function was made. To do this, using an

angle grinder the thickness was reduced up to 50 % of its original value at the

portion of the segment between the sensors (Fig. 7). The dispersion curves obtained

by experiment (Fig. 2) coincided with the curves calculated for the corresponding

geometry of the object by (1).

Fig. 5 Signals propagating by the helixes are indistinguishable from signals propagating by the

shortest routes

628 D.A. Terentyev



It should be noted that plots of dispersion curves on the objects with significant

variations of wall thickness are no longer related to one another by an affine

transformation, and differ from the previously discussed case of the objects with

the uniform thickness (Fig. 4). As the first approximation, it is possible to consider

Fig. 6 A pipeline whose thickness was reduced up to 50 % of its original value aside of the

segment between the sensors

Fig. 7 A pipeline with the thickness profile in the form of the step function
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that the time of arrival at any frequency is equal to the time of arrival, which would

be observed on some object with thickness being anywhere equal to the arithmetic

mean valueM[h] of thickness on a real object, summarized with a correction, which

depends on the product of the variation σ2 of thickness values on a real object, and

the second derivative of reciprocal of the group velocity with respect to the product

of thickness and frequency:

ti fð Þ ¼ tRAD þ L

vi f � M h½ �ð Þ þ
1

2

∂2
v�1
i f � hð Þ� �

∂ f � hð Þ2
�����
f �M h½ �

0
@

1
Af 2 � L � σ2:

For this reason, when applying the extraction method developed for the simpler

geometry of objects, a mismatch appears among the results obtained using different

frequency ranges and different Lamb modes. For example, when using the portion

of mode S0, corresponding to the low-frequency part of the slope of the group

velocity plot, the obtained effective values of thickness fall in the range between the

arithmetic mean value and the maximum value of thickness. When using the

portion of mode S0, corresponding to the essentially linear part of the group velocity
plot, the obtained effective values of thickness coincide with the arithmetic mean

value of thickness. At the same time, when using the low-frequency portion of

mode A0, corresponding to the rapid growth of the group velocity with increasing

frequency, the obtained effective values of thickness fall in the range between the

minimum value and the arithmetic mean value of thickness.

The mathematical simulation shows that in case when the arithmetic mean value

of thickness is determined with the use of the linear portion of the plot of the

dispersion curve of mode S0, it becomes also possible to determine the variation.

For this purpose, the mismatching value between the arithmetic mean value of

thickness and the effective thickness values obtained with the use of the

low-frequency portion of mode A0 is used. For example, we have applied the

following formula:

σ2 ¼ t fð Þ � L � v�1
i f �M h½ �ð Þ � tRAD

1
2

∂2
v�1
i

f �hð Þð Þ
∂ f �hð Þ2 j

f �M h½ �

�
f 2L:

�

In turn, the arithmetic mean value of thickness and the value of variation of the

thickness allow estimation of the minimum thickness of the object, for example, by

the formula

hmin ¼ M h½ � � kσ,

where k is a safety factor within the range from 0.5 to 3.

Now, work is under way on experimental estimate of determination accuracy of

the arithmetic mean thickness value and the minimum thickness value between the

sensors. It should be mentioned that these two parameters are widely used for NDT

of objects exposed to corrosion and erosion [5].
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The procedure of data acquisition for the integral thickness measuring has been

added to capabilities of the portable universal device “UNISCOPE” (Fig. 8),

intended for AE testing, leak detection, and vibration control [6]. It has enabled

to combine the benefits of active and passive methods of acoustic testing in a single

device.

5 Conclusions

1. The method of integral thickness measuring and monitoring is developed. It

allows us to measure thickness values in the area between two AE sensors

installed on an object some distance apart.

2. The experiments show that the method is operable within the thickness range

from 4 to 40 mm and within distances from 1 to 56 m.

3. The region, wherein the thickness values affect the measurement results, is a

narrow elongated area with a width of no more than 6 % of the distance between

the sensors.

4. The use of the portion of mode S0, corresponding to the essentially linear part of
the group velocity plot, makes it possible to determine the arithmetic mean value

of the thickness between two sensors.

5. Work is under way on experimental estimate of determination accuracy of the

arithmetic mean thickness value and the minimum thickness value between two

sensors.

Fig. 8 Portable universal device “UNISCOPE”
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Separation of the Elastic and Plastic Wave

in Electromagnetically Induced Acoustic

Emission Testing

Zhichao Cai, Suzhen Liu, Qingxin Yang, and Chuang Zhang

Abstract In this chapter, a developed electromagnetically induced acoustic

emission technique (EMAE) which can be used for nondestructive flaw detection

is introduced. This method is different from traditional acoustic emission testing

(AET) in the behalf of locally electromagnetic force, which has a big advantage of

contactless load. Based on the principle of electromagnetic acoustic transducers

(EMAT), it causes the dynamic locally elastic vibration in the area of eddy current

during the process of loading at the same time. Acoustic emission sensors receive

the stress wave signal, which is the superposition of plastic wave and elastic wave.

It is very meaningful to separate the elastic and plastic wave in EMAE. The

results could enhance detection accuracy of small crack properties and acoustic

emission signal.

1 Introduction

The brittle and fatigue fracture caused by micro-crack and fatigue damage often

happens suddenly in the thin aluminum plate surface in the extreme condition, and

even leads to a catastrophic accident. Electromagnetically induced acoustic emis-

sion (EMAE) is considered as a nondestructive testing method by electromagnetic

induction; the electromagnetic force in crack area, which is induced by exciting

coil, stimulates the deformation at the tip of crack and produces acoustic emission

signal [1–3]. Therefore, it fixes the tiny defects or crack position. Meanwhile, the
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eddy current inside the material interacts with the biasing magnetic field, causes

body forces, and then generates elastic waves. The characteristics of acoustic

emission parameters contain the abundant information of defects. Analyzing acous-

tic emission signal parameters has better ability to judge crack growth and predicate

mechanical life.

This chapter embarks on the electromagnetic-stress coupling theory and ana-

lyzes the wave propagation characteristics of electromagnetic load. A finite element

(FE) model of electromagnetic acoustic emission is established in this chapter, and

the deformation of precrack under electromagnetic load is studied. Fast Fourier

transform (FFT) is used to analyze stress wave signal. This study reveals the defect

characteristics of plastic deformation and elastic deformation signal, which can be

used to identify the features of true acoustic emission.

2 Source of EMAE

2.1 Principle of EMAE

EMAE is considered to be a “passive” nondestructive technique, which usually

identifies cracks only while loading specimen during the test. Unlike regular stress

load, a local load due to electromagnetic force replaced the whole load. Meanwhile,

EMAE has a wide application prospect based on its contactless load.

The previous literature mostly studied the collection and analysis of acoustic

emission signal [4–6]. However, there are less scholars undertaking research on the

source of acoustic emission. Figure 1 shows the principle of acoustic emission.

Output

Power 
AmplifierSignal

Acquisition
System

Preamplifier Exciting   
Coil

F
Sensor Eddy

Current

Magnet

B

Sensor 

Fig. 1 Acoustic emission under electromagnetic load
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Effective current density at defect tips is higher than other areas by several orders of

magnitudes. The eddy current flows in opposite directions along the crack tip.

Meanwhile, an external static magnetic field is perpendicular to the detection

area, and produces localized electromagnetic force with the opposite direction.

The AE signal has low amplitude and wide frequency band, which is excited by

elastic-plastic deformation and interfacial friction. So EMAE signals are produced

by plastic wave.

2.2 Electromagnetic Load Limit

Even though acoustic emission testing (AET) is classified as a nondestructive

method, AE is more strongly dependent on dislocation. So this method is only

capable of detecting the progression of existing crack, friction process, and the

formation of new cracks. As a local load, EMAE should be considered as internal

mechanical or thermal effects. Therefore, it is essential to set the appropriate

loading time and incentive amplitude to avoid additional mechanical or thermal

damage in the existing crack.

Taking aluminum sheet for example, most of the aluminum sheets have ductile

fracture. Crack opening displacement (COD) portrays as the main parameter of the

crack tip field. For penetrating mode І crack in aluminum sheet, the critical

displacement is 0.09 mm [7]. In the following experiments and simulations, the

frequency of excitation current is 500 kHz and the amplitude is 5 A; the loading

time is two cycles. The maximum displacement of crack tip is 3.41� 10�7 mm

under eddy excitation. Due to the exciting current amplitude and cycle being too

small, the temperature is far from the crack tip metal melt (the melting point of the

aluminum is 660 �C). So the influence of temperature can be negligible during the

analysis. Therefore, we can conclude that EMAE of local electromagnetic excita-

tion does not cause additional damage to the component.

2.3 Comparison with EMAT

The AE wave is generated as the electromagnetic acoustic emission by the electro-

magnetic load, which is an electromagnetic-stress coupling process. EMAE and

electromagnetic acoustic transducers (EMAT) exist at the same time during elec-

tromagnetic excitation in the crack. Compared with EMAT [8], the mechanisms of

loading condition and coupling process are similar, while the mechanisms of

transduction are discrepant. In general, due to the effect of the instantaneous

electromagnetic force on the crack, load of EMAE can be considered as completely

plastic medium. While in the study of EMAE, the approximate assumption is

inappropriate to analyze acoustic emission mechanism by theory of elastic vibra-

tion. The elastic deformation in EMAT is essentially different from plastic defor-

mation in EMAE.
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The electromagnetic load is conducive to the spread of the acoustic emission

signal. AE signal modulates ultrasonic signal which is motivated by EMAT. The

modulation process for ultrasonic is controllable. The spread improves transmission

distance of acoustic emission signal and ensures the acoustic emission signal

integrity during the transmission.

Different from the traditional nonlinear ultrasonic technique, the ultrasonic is

modulated by the interactions between the ultrasonic wave and AE signal which is

from the closed-crack defect itself.

EMAT is based on the electromagnetic-stress coupling. The acoustic wave

equation of the isotropic elastic medium is as follows:

λþ Gð Þ∇∇ � uþ G∇2uþ f ¼ ρ
∂2

u

∂t2
ð1Þ

where λ is Lame constants, G is Shear modulus, ρ is the mass density, u is the

displacement, and f denotes electromagnetic force per unit volume.

f ¼ Je � B0 þ Bdð Þ ð2Þ

where Je is eddy current density, Bd is alternating magnetic field, and B0 is static

magnetic field.

Figure 2 shows the displacement of elastic wave under alternatingmagnetic field at

a fixed point, which is on the elastic wave transmission path. The displacement of

z direction is significantly larger than the other two directions, because of the electro-
magnetic force mainly along the z direction. The frequency of the electromagnetic

force generated by excitation is twice as large as the exciting current frequency. So the

frequency of the elastic wave is twice as large as the exciting current frequency.

Comparing (a) with (b), it indicates that the displacement due to staticmagnetic field is

about five times larger than that due to alternatingmagnetic field. The frequency of the

latter is twice than the former. In both cases, z direction displacements are stronger

Fig. 2 (a) Three directions of fixed-point displacement under alternating magnetic field. (b) Three

directions of fixed-point displacement under static magnetic field
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than the other two directions. The amplitude of z-direction displacements has a 1/7

period advance than x direction and 1/20 period advance than y direction.
The crack deformation contours and stress wave propagation over time are

shown in Fig. 3. Gradient of the deformation around the defect is along its

tangential direction. The changes of deformation are very sensitive to the position

of coil and permanent magnet. The spread diffusion of stress wave is mainly related

to the length and angle of crack.

Differences of the deformation will be reflected in the intensity of elastic wave

signal, and AE signal is due to the expansion or the vibration of cracks.

3 Stress Wave Propagation in Solids

3.1 Angle of Elastic Wave

Different from the plastic wave, the elastic wave has certain directivity in EMAT. And

the directivity of the elastic wave should start from the source. The areas of defect tip

concentrate on the electromagnetic force mentioned above. The effective area is the

main elastic wave source which has the similar shape with the triangular area of defect

tip. And depth of the area is skin depth. The elastic source is thus simplified to the two

Fig. 3 Crack displacement contour
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rectangular sources between the couple sides of defect tip. The directional coefficient

of the material plane is as follows:

Dr ¼ sin kd sin θð Þ
kd sin θ

ð3Þ

where k is thewavelength, θ is the directional angel, and d is the effective crack length.
The following equation can be launched by using Eq. (3):

sin θ ¼ π=kd ð4Þ

The directional angle of elastic wave is determined by wavelength and effective

crack length. The directional angles under different effective crack length are com-

pared. Using the finite element analysis, it can be calculated by taking the maximum

displacement of circular path.Thecenterof the circle is the center of theprecrack,which

creates a circular path with 7 mm radius. Directional angle can be calculated from the

curve, and the value can be decided by the cutoff displacement. The value of cutoff

displacement is 1/5 period advance than themaximal displacement. As shown in Fig. 4,

Fig. 4 The maximal displacement curve on circular path
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with the increase of the effective crack length, directional angle decreases significantly,

and the directivity of elastic wave is better.

Diffusion coefficient decides spread angle and the crack angle decides the

direction of diffusion as shown in Fig. 5, which has a referential meaning for

setting the AE sensors. This arrangement should avoid the position of elastic

wave propagation path.

3.2 Stress Wave Propagation Mode

Electromagnetic excitation stress wave propagation through the whole solid under

the material thickness is less than the wavelength of the stress wave, so in the

propagation of plate waveguide is mainly Lamb wave. According to its transmis-

sion mode, Lamb wave can be divided into symmetric mode and the antisymmet-

ric mode. And the dispersion equation of symmetry mode and antisymmetric

mode can be obtained by solving the wave equation. It is difficult to distinguish

collected signals characteristic of multi-mode. With guided wave propagation

distance increasing, the signal will gradually lengthen along the time axis and

overlap the stress wave signal. So it is hard to distinguish the types of waves from

time-domain signals.

4 Experiment and Discussion

A hole with a diameter of 13.14 mm analogue simulates fixed bolt hole in the

aluminum sheet metal, and a precrack with a length of 25.5 mm is made by repeated

bending. The dimension of the sheet is 0.5 m� 0.2 m� 0.0013 m. Motivate probe

is composed of a cylindrical permanent magnet and an exciting coil. Permanent

magnet provides a magnetic field of 0.1 T. And the drive coil with bigger size can

produce a larger area of eddy current. However, electromagnetic load should

consider the size of crack and permanent magnet. In order to meet the requirements

of experiment, a 100-turns coil with an outer diameter of 26 mm is designed, which

is supported by 500 kHz alternating current. The Physical Acoustic Company’s

Fig. 5 (a) The normalized distribution of undamped elastic wave at closed defect. (b) The

normalized distribution of undamped elastic wave at 20� defect
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WSA acoustic emission sensor is selected in the experiment, which has a wide

frequency response, and the arrangement follows the principle mentioned above.

The signal of EMAE is transient acoustic emission, selecting first crash signal.

The time of transient acoustic emission acquisition is 750 μs. As shown in Fig. 6,

the stress wave signal is gathered by AE sensors with a wide spectrum distribution.

The composition of high-frequency signal is mainly produced by the EMAT. The

signals also have corresponding change in frequency spectrum from 500 kHz to

1 MHz, which is due to the signal modulation. The signals shown in Fig. 7 are

traditional AE signals after low-pass filtering, and the AE signals contain three

Fig. 6 Frequency domain and time domain before filtering

Fig. 7 Frequency domain and time domain after filtering
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frequency bands generated from the loaded crack itself and have broadband fre-

quency characteristics of acoustic emission.

The separation of the elastic and plastic wave is the demodulation and filtering

process, which helps to acquire the true AE signal. Thus the characteristics of

emission signal are effective in detecting the defects and can enhance the detection

capability for small cracks.

5 Conclusion

Acoustic emission load is no longer needed for the whole load. In the process of

passive monitoring, just a transient external electromagnetic field actively is

applied to a defect, which can excite the stress wave by the vibration of the defect

itself. Meanwhile, electromagnetic load produces ultrasonic. In this chapter, the

following work has been done:

1. In the process of electromagnetic load, the AE signal is interfered by ultrasonic

wave caused by elastic vibration.

2. According to amplitude-frequency characteristic, directional angle, and propa-

gation mode, this chapter distinguished the differences between acoustic emis-

sion plastic wave and elastic wave.

3. The elastic and plastic waves are separated by low-pass filtering and reasonable

sensor arrangement, which has a good effect.

The future work will focus on the rigorous implementation of the elastic wave

control. And EMAE can be developed to evaluate the decentralized structure

caused by microscopic discontinuities.
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Correlation Between Acoustic Emission

and Induced Hydrogen of Shield Metal

Arc Welding

P. Homsawat, C. Jirarungsatian, and I. Phung-On

Abstract This chapter presents a study on detecting acoustic emission (AE) of

hydrogen diffusion after shield metal arc welding (SMAW) process. Technique to

detect hydrogen which diffused from steel, gas, or other elements is performed. A

correlation between occurred AE and induced hydrogen in weldment after welding

is determined. In the experiment, a broadband AE sensor and welded specimens

were mounted on a wave guide plate which has 250 mm of separate distance for

monitoring and recording AE activity of hydrogen diffusion. The specimens are

prepared according to the welding standard (JIS Z 3113). The specimen sizes were

25 mm width, 130 mm length, and 12 mm thickness. Four types of electrodes were

used for welding to vary hydrogen amount. The welding current was lower than

the manufacturer’s specification of 15 amperes. The specimens were quenched in

5 s after welding process. The results showed that the AE technique can be used to

detect hydrogen diffusion after weld. The emitted AE signals were analyzed to

determine the relation with the amount of hydrogen. The method for measurement

of hydrogen referred to the welding standard (JIS Z 3113). The correlation plot

between AE and diffused hydrogen amount can be shown as 0.8 of R2 linearity. The

benefit of this study will be applied to monitor the weldment before cold crack

occurs.
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1 Introduction

Nowadays, the business of fabrication industries has been expanded to support an

increasing market demand. The welding process has also been developed continu-

ously by advanced technique [1, 2]; however the inspection technique must be

developed to ensure the weld quality after welding process. The cold cracking is

one of the failure types which could occur on welds after welding process. The

amount of hydrogen diffusion on welds is a cause of this case which could induce a

crack any time after welding process is done.

Indeed, the procedure of shield metal arc welding (SMAW) process allows

inspecting a discontinuity after 72 h of welding process by using NDT techniques.

If a crack is found, the repairing will be done and then wait for another 72 h for

inspection. The advanced inspection technique is required for monitoring a crack

during the waiting period to solve this problem. Acoustic emission (AE) is the

advanced technique which is frequently applied for welding process monitoring

[3]. However, there are two possible acoustic sources on welds after welding

process which are crack and induced hydrogen in the welds. Therefore, the char-

acteristic of AE source should be studied to use in AE analyzing process.

In this work, acoustic emission was applied for studying a correlation between

acoustic emission characteristic and induced hydrogen of SMAW. The result of this

work could be used as the AE source identification and signal conditioning process

for the AE application of cold cracking monitoring.

2 Methods

The procedure of this work is illumined in Fig. 1 as a flow diagram. Three

preparation conditions of 3.2 mm diameter low-hydrogen (E7016) electrodes

were used in the experiment to produce the difference of hydrogen amount in the

welds for studying a relation with AE activity. From Fig. 1, a specimen was A36

steel plate which was 25� 130� 12 mm. The specimen was cleaned to be free of

dirt and oil before welding process. The welding electrodes were left in the

humidity container overnight for saturation and then they were baked in the oven

which was kept at 300 �C. The baking duration differed which were 10, 35, and

60 min for producing three electrode conditions. For the convenience of reference

and explanation of the results, the three different welding conditions were called

welding conditions A, B, and C (welded by 10-, 35-, and 60-min baked electrode

weld condition, respectively).

After electrode had been baked, two specimens were welded by SMAW (120A)

on one surface of each which controlled the weld length as about 115 mm. Two

specimens were welded: one specimen was dipped into a cold water to stabilize a
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microstructure and grain and then used as the specimen for acoustic emission

monitoring experiment, and the other was dipped into cold water for 5 s and then

cleaned before immersed in 45 �C glycerin with gas collector for 48 h as shown in

Fig. 2a. After 48 h, measure the amount of hydrogen gas and then record and

calculate a unit to volume per 100 g of weld weight (ml/100 g). The method of

measurement for hydrogen evolved from deposited metal refers to JIS Z 1331

(1991).

The acoustic emission setup is shown in Fig. 2b. The wide-band AE sensor was

used to detect an acoustic activity of welds. The activities were amplified by 60 dB

preamplifier. The AE acquisition unit (LOCAN320) recorded AE parameters which

are count, amplitude, duration, rise time, energy, and hits. The waveform and

frequency spectrum were also recorded by a spectrum-analyzing device. The sensor

was mounted on A36 guide wave plate (250� 350� 16 mm) away from the

specimen about 250 mm. The performance of sensor mounting was performed by

lead-break technique before start and after finish of each experiment. An acoustic

couplant was used for coupling AE signal between specimen and guide wave plate.

Fig. 1 Schematic of the experiments
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3 Results

3.1 Hydrogen Gas Measurement

The hydrogen amounts of three weld conditions after 48-h hydrogen gas-evaluated

measurement were 6.06 ml of condition A, 5.24 ml of condition B, and 5.05 ml of

condition C which confirmed that the amount of hydrogen gas related to the baking

duration of welding electrode.

3.2 Acoustic Emission Analysis

The analysis considered only the initial 2 h of AE data acquisition because after that

the amount of AE activity was decreased and then no activity detected. The

collected AE signals of three weld conditions were conditioned and filtered out

unwanted signals which are background noise, electrical noise, and mechanical

signal. The AE activities of the first 5 min of each acquisition were neglected to

avoid a mechanical noise of sensor mounting and water evaporation on the

specimen.

The remained signals were analyzed by the AE parameter correlation plot

technique to characterize the signals. Count, duration, and energy were plotted

wherein the result showed that the trend of each correlation plot is the same. Thus,

this chapter presented only the correlation plots between count and energy (Fig. 3a–c)

as a sample for three weld conditions.

Figure 3a shows the AE result of welding condition A which had the trend line of

AE activities longer than the result of welding conditions B and C in Fig. 3b, c. This

comparison could describe that the higher hydrogen creation would emit a high

energy and count of AE signal.

Fig. 2 (a) Apparatus of H2 measurement, (b) specimen and sensor mounting on wave guide plate
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When considering the history plot of energy, the notice points were the amount

of total AE activities (total hits) and amount of decay by time of each condition as

shown in Fig. 4a–c.

The total hits of each condition in 2 h did not have a trend and repeatability. The

condition A could produce hits as highest or lowest from each experiment. Thus the

total hits could not be considered to relate with the amount of hydrogen gas

evolution. However considering the hits decay line of each condition, we found

that weld condition A presented a highest slope when compared with other weld

conditions. These results could be described by consideration of a behavior of

hydrogen gas escaping from weld. If high amount of gas was stuck in the weld,

the weld structure would be with more cavities than low amount of gas. Thus the

gas could escape quickly from weld for high hydrogen gas stuck. The high energy

would be also released which presented as high slope of decay line as in Fig. 4a–c.

However the parameter of energy could be related to the amount of hydrogen by

description of energy/hits. This comparison could describe that the higher hydrogen

creation would emit a high energy and count of AE signal as shown in Fig. 5

which showed the correlation of AE parameters and hydrogen gas amount

from welds. The R-square values of them were beyond 80 % which ensure the

correlation results.

Fig. 3 (a) AE correlation plot and a trend line of welding condition A: welded by 10-min baked

electrode (6.06 ml of hydrogen); (b) AE correlation plot and a trend line of welding condition B:

welded by 35-min baked electrode (5.24 ml of hydrogen); (c) AE correlation plot and a trend line

of welding condition C: welded by 60-min baked electrode (5.05 ml of hydrogen)
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Fig. 4 (a) AE history plot of welding condition A and decay line, (b) AE history plot of welding

condition B and decay line, (c) AE history plot of welding condition C and decay line

Fig. 5 Comparison of AE parameters with the amount of hydrogen gas
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4 Discussion

The results showed that the AE technique can be used to detect hydrogen diffusion

after weld. The emitted AE signals were analyzed to determine the relation with the

amount of hydrogen gas by AE parameters which were counts and energy. The

characteristic of hydrogen gas was described in correlation plot technique which

can be used for identification of AE source of other weld inspection. The benefit of

this study will be applied to monitor the welds after welding process for detecting

cold cracking to reduce the time and cost of production.
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Numerical Simulation Study on Propagation

Law of Acoustic Emission Signal

of Slewing Ring

Xinhua Wang, Jun Liang, Kai Qi, and Guanghai Li

Abstract Based on the explicit dynamic analysis method, finite element model of

acoustic emission signal propagation of slewing ring is created by using ANSYS/

LS-DYNA software, processing acoustic emission signal as a kind of high fre-

quency stress wave. The propagation law of acoustic emission signal of slewing

outer ring is respectively studied from four aspects: amplitude, frequency, energy,

and propagation path. The results show that time-domain waveform of acoustic

emission signal is distorted through propagating due to the complexity of the

propagation path, and frequency components of the signal are dispersed and energy

is attenuated at the same time. Compared with the upper and lower surfaces of

slewing outer ring, the form of signal energy attenuation of outer surface is

relatively simple and can be described as an exponential decay. Therefore, the

outer surface is suitable for installing sensors and signal acquisition in the course of

acoustic emission testing; however, taking the impact of signal distortion into

account, the number of the sensors used in acquisition should not be less than three.

1 Introduction

Acoustic emission testing, as a dynamic nondestructive testing technique, achieves

the detection, location, and evaluation of severity on damage source by receiving

and analyzing transient elastic waves arising from the rapid release of energy of
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damage source in the structure [1, 2]. Compared with other NDT techniques,

acoustic emission signal directly carries the comprehensive information including

the activity, intensity, and other aspects of damage source. Therefore, acoustic

emission testing is easy for the real-time online damage monitoring, and it has

broad application prospect in the structural health monitoring [3].

Slewing ring has a complex structure and poor working condition, so it is

difficult for routine vibration monitoring, oil analysis, and other methods to realize

the online monitoring of the fault especially weak fault [4, 5]. But acoustic emission

testing is sensitive to the active defect, L.M. Rogers applied acoustic emission

technique to the crack detection of slewing ring for the first time in 1979, and

succeed in detecting the fatigue crack difficult to be diagnosed with the vibration

method [6, 7]. Based on the study of acoustic emission testing on the low-speed

bearing, Mba D. and Jamaludin N. monitored the integrity of slewing ring mounting

bolts using the acoustic emission technology and thought that acoustic emission

parameters could provide valuable information for condition recognition [8]. But

the structure of slewing ring is complex; acoustic emission signal will cause

attenuation, reflection, mode conversion, etc. in the process of propagation, making

the difference between the original signal and the received signal of the acoustic

emission source when testing and affecting the accuracy of the acoustic emission

testing result. Therefore, it is necessary to research on the propagation law of

acoustic emission signal in the slewing ring.

Based on the theory of fluctuation dynamics, this paper established the numer-

ical analysis model of acoustic emission signal propagation of slewing ring to

simulate the acoustic emission signal propagation in the interior of slewing ring

using the large-scale dynamic finite element software ANSYS/LS-DYNA. Through

analyzing the simulation results, the propagation law of acoustic emission signal on

the time-domain waveform, frequency spectrum, and others is studied.

2 Acoustic Emission and Finite Element Simulation

2.1 Acoustic Emission Signal and Signal Analysis

Acoustic emission is a phenomenon that stress and strain energy is released in the

form of elastic wave by damage source of material or component under the action

of external force or internal force. The elastic wave released by damage source

carries the status information of acoustic emission source, and the information

propagate from the inside to the surface or within the structure along with the

elastic wave, converted to an electrical signal by the acoustic emission sensor.

Then, after amplified by the pre-amplifier, the electrical signal is converted to

digital signal by the acoustic emission acquisition system, which is the acoustic

emission signal. Acoustic emission signal is the numerical expression of acoustic
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emission phenomenon, it can be divided into continuous signal and burst-type

signal based on the waveform characteristics. Continuous signal is formed by a

series of burst-type signals, the typical burst-type acoustic emission signal is similar

to exponential decay signal, shown as Fig. 1a, and the Fourier transform of the

signal was shown as Fig. 1b.

The acoustic emission signal carries the status information of acoustic emis-

sion source, so we can identify the state of acoustic emission source through

analyzing and processing the acoustic emission signal. These analysis methods of

acoustic emission signal are mainly divided into parametric analysis and wave-

form analysis. Parametric analysis achieves the evaluation of acoustic emission

source by artificially defining time and frequency domain parameters such as

amplitude, energy, ringing counts, rise time, peak frequency, and others. There-

fore, parametric analysis only uses the part information of acoustic emission

signal, making it difficult to accurately evaluate the acoustic emission source.

Waveform analysis is considered to be the most accurate analysis method of

acoustic emission signal. Recently, with the extensive application of wavelet

analysis, modern spectral analysis, neural network, and other new analysis tech-

nology, the waveform analysis of acoustic emission signal has been applied well

and achieved good results.

2.2 Explicit Dynamics and Finite Element Method

Acoustic emission wave belongs to the category of mechanical wave. For infinite or

semi-infinite ideal medium, the propagation of acoustic emission wave could be

processed as the propagation of elastic wave. According to the wave equation:
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Fig. 1 Time-domain waveform and frequency spectrum of burst-type acoustic emission signal.

(a) Time-domain waveform. (b) Frequency spectrum
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>>>>>>>>>>:
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Where, Δ¼ εxx + εyy + εzz, ∇2 ¼ ∂2

∂x2 þ ∂2

∂y2 þ ∂2

∂z2. By solving the formula (1), the

propagation situation of acoustic emission wave can be obtained in the ideal

medium. But in the practical engineering, the formula (1) is often difficult to obtain

analytical solution because the diversity of the boundary conditions, so an approx-

imate solution should be worked out by using numerical method such as the finite

element method. In the explicit dynamics, the general system equation of structure

could be expressed as:

KDþ C _D þM€D ¼ F ð2Þ

Where, D is vector formed by the displacement components, K is stiffness matrix,

C is the damping coefficient matrix determined by the testing, M is mass matrix,

F is external load vector. The formula can be changed into:

€D ¼ M�1 F� C _D þ KD
� �� � ¼ M�1 F� Fint

� � ¼ M�1Fresidual ð3Þ

Where, F is external force vector, Fint is internal force vector, Fresidual is residual

force vector, Acceleration vector €D is often used to form the lumped mass of a

diagonal mass matrix to solve it, generally not need to solve the matrix equation, so

it is not difficult to be solved.

3 Numerical Simulation Research

3.1 Establishment of FEM Model

In order to study the propagation law of acoustic emission signal of slewing ring,

the slewing outer ring is used as an example. Finite element model of acoustic

emission signal propagation of slewing outer ring is created in the ANSYS/LS-

DYNA software, and the physical dimension of finite element model is shown in

Fig. 2 (units: mm). According to the characteristics of axial symmetry of slewing

ring, the 1/40 of the finite element model is created firstly, and the material

parameters used in the model is as, the density: ρ¼ 7,800 kg/m3, the elasticity
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modulus: E¼ 207 GPa, the Poisson’s ratio: μ ¼ 0.27. To call the explicit algo-

rithm, the explicit element of 3D solid 164 is selected for mesh generation, but the

selection of mesh size and time step need to simultaneously satisfy the two

requirements: accuracy and stability. Therefore, when meshing the geometry

model, the element dimensions should not be greater than 2 mm, and time step

is automatically calculated for the analysis by the software based on the minimum

element size. The 1/40 of the finite element model is shown in Fig. 3, and the

Fig. 2 Physical dimensions

of slewing outer ring

Fig. 3 1/40 of finite

element model of slewing

outer ring
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integral finite element model of acoustic emission signal propagation of slewing

outer ring could be created through extending the created 1/40 of the finite

element model.

3.2 Loading and Boundary Conditions

Initial contact fatigue crack often appears in the rolling element and the raceway

contact area of slewing ring. Considering the weakest situation, acoustic emission

source should be located on the position near the bolt hole, as shown in Fig. 3. In

order to study the propagation of acoustic emission signal, we ignore the generation

mechanism of acoustic emission signal, and acoustic emission signal was induced

to generate by applying an exponential decay-type external load [9]. The applied

external load is as (units: N):

F tð Þ ¼ 5� 10�3 � e�4:5t=0:00005 cos 2πftð Þ t � 0

0 t < 0

�
ð4Þ

So the applied radial load component and axial load component is as:

Fr tð Þ ¼ F
�
t
�
cos α

Fz tð Þ ¼ �F
�
t
�
sin α

(
ð5Þ

For this type of slewing ring, contact angle α¼ 45�, so when f¼ 120 kHz, F(t),
Fr(t), Fz(t) load–time curves are shown in Fig. 4.

Fig. 4 Load–time curves

of incentive external load
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3.3 Selection of Analysis Path

Eighteen paths, situated on the upper surface, the outer surface, and the lower

surface of slewing outer ring, are selected to analyze the propagation law of

acoustic emission signal. The position parameters of each path are shown in Table 1.

Analyzed points are uniformly distributed on the whole 0�–180� area of each path

of slewing outer ring, and these points are either in the middle section or in the same

section of the bolt hole, as shown in Fig. 5.

4 Results and Discussion

4.1 Dynamic Response

Under the excitation of exponential decay external load, F(t), displacement–time

history curves of acoustic emission source in the radial, circumferential, and axial

direction are shown in Fig. 6a, which show the exponential type decay. After the

source signal is transmitted, the displacement–time response curves of node 2046

(r¼ 0.204m, θ¼ 0�, z¼ 0.024m), node 60058 (r¼ 0.204m, θ¼ 45�, z¼ 0.024m),

and node 118178 (r¼ 0.204 m, θ¼ 90�, z¼ 0.024 m) are shown as Fig. 6. The

waveform of acoustic emission signal has changed significantly when the signal

propagates outwards, and the changed waveform is difficult to describe the acoustic

emission source in a simple form.

Table 1 Position

parameters of path
Path no. R/m Z/m

1 0.1590 0.060

2 0.1687 0.060

3 0.1770 0.060

4 0.1860 0.060

5 0.1950 0.060

6 0.1986 0.060

7 0.2040 0.060

8 0.0600 0.048

9 0.0600 0.036

10 0.0600 0.024

11 0.0600 0.012

12 0.2040 0

13 0.1986 0

14 0.1950 0

15 0.1860 0

16 0.1770 0

17 0.1673 0

18 0.1580 0
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Fig. 5 Positions of

analyzed points of slewing

outer ring

Fig. 6 Displacement–time response curves of typical nodes. (a)Acoustic emission source,Node8922

(r¼ 0.16766 m, θ¼ 0�, z¼ 0.02707 m). (b) Node 2046 (r¼ 0.204 m, θ¼ 0�, z¼ 0.024 m) (c) Node

60058 (r¼ 0.204 m, θ¼ 45�, z¼ 0.024 m). (d) Node 118178 (r¼ 0.204 m, θ¼ 90�, z¼ 0.024 m)



Exponential decay oscillation,F(t), is different from simple harmonic oscillation.

When it is loaded into the node as an initial condition, the asymmetric load will

inevitably lead to an asymmetric node displacement. In addition, this trend is not

constrained by boundary condition, the asymmetric displacement increases gradu-

ally after accumulation, finally leads node to deviate from the equilibrium position,

as shown in Fig. 6. When the asymmetric vibration of acoustic emission source

spreads to other nodes with the stress wave, it will also lead other nodes to deviate

from equilibrium position. But in the practical engineering, this deviation is not

possible, mainly because that the boundary in actual is always affected by various

constraints. These constraints allow high frequency stress wave to propagate for-

ward, but will limit the rigid body displacement of nodes. To highlight the changes

of acoustic emission signal in the propagation process, firstly it should eliminate the

signal trend, deviating from the zero point, before the signal for further processing.

After eliminating the trend item, the displacement–time history curves of node 2046

are shown in Fig. 7. The signal eliminated the trend rules out the influence of the

trend term, and it roughly presents exponential decay oscillation around zero point.

4.2 Amplitude Variation

Amplitude is one of the main parameters for the acoustic emission signal. For the

piezoelectric acoustic emission sensor, it often acquires the acoustic emission

signal by obtaining displacement component perpendicular to the surface. There-

fore, for the upper and lower surface of slewing outer ring, axial displacement could

be selected as analysis parameter, but for the outer surface, radial displacement is

selected. Figure 8 shows the changes of the amplitude of the acoustic emission

wave regarded as acoustic emission signal over the path.

Fig. 7 Displacement–time

response curves of Node

2046 after eliminating

trend term
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Overall, whether the upper surface, or the outer surface or the lower surface, as

the selected point is gradually moving away from acoustic emission source, the

amplitude of obtained signal exponentially declines in the overall trend. But for the

nodes whose radial angle away from the source point is 155�–180�, the amplitude of

the obtained signal slightly increases because acoustic emission waves interfere

with each other in this space. Considering a single path, the signal amplitude

declines like a wave. But for the different paths, the oscillation amplitudes are

diverse from each other when the displacement amplitudes decline, not exhibiting

uniform regularity.

4.3 Frequency Spectrum Variation

The changes of time domain signal only reflect the changes of signal over the time,

and do not reflect the signal components in the frequency domain. Using fast

Fourier transform to analyze the frequency spectrum of signal eliminated the

trend terms, the signal frequency domain components of node 8922, node 2046,

Fig. 8 Amplitude–path curves of acoustic emission signals. (a) Upper surface (z¼ 0.06).

(b) Outer surface (R¼ 0.204). (c) Lower surface (z¼ 0)
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node 60058, and node 118178 are shown in Fig. 9. Compared with the signal of

acoustic emission source (node 8922), the frequency spectrum of the acoustic

emission signal after propagation undergoes significant change. The frequency

component distribution is more scattered, and the maximum amplitude of the

frequency domain decreases with the increase of propagation distance, while the

distribution band gradually widens, appearing more “glitches” in the low frequency

area. The signal is equivalent to via a low-pass filter in the propagation process, and

high frequency signal is filtered to some extent. But its essence is that high

frequency signal is easier to attenuate, and the longer the transmitted distance, the

more obvious this attenuation. This indicates that the frequency components of

acoustic emission signal will change in the propagation process. That change

is relevant with the signal propagation distance and the signal propagation path,

the more complex the path and the longer propagation distance, the more obvious

this change.

Fig. 9 Frequency spectrum of acoustic emission signals. (a) Acoustic emission source, Node

8922. (b) Node 2046. (c) Node 60058. (d) Node 118178
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4.4 Energy Attenuation

The carried energy of the signal may be defined as:

E ¼
ð t

0

s2 tð Þdt ð6Þ

For the total displacement, s(t) could be expressed as the vector sum of the

radial, circumferential, and axial displacement. That is:

s2 tð Þ ¼ s2r tð Þ þ s2θ tð Þ þ s2z tð Þ ð7Þ

So, the total energy of the node signal in slewing outer ring can be expressed as:

E ¼ Er þ Eθ þ Ez ð8Þ

Selecting the same nodes as the analysis object, the change curves of total energy

of nodes with the path are shown in Fig. 10. The change curves of total energy are

Fig. 10 Total energy–path curves of acoustic emission signals. (a) Upper surface (z¼ 0.06).

(b) Outer surface (R¼ 0.204). (c) Lower surface (z¼ 0)
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more similar to the change curves of the amplitude with the path. In the circum-

ferential region whose radial direction angle is 0�–155� from the acoustic emission

source, the common logarithm of the total energy shows in the form of gradual

decline that is particularly evident for the outer surface. For the upper and lower

surfaces, the total energy gradually decays in general, but the specific forms of the

attenuation are different each other for the different paths, for example, two paths of

R¼ 0.177, R¼ 0.195 show up the wave-like attenuation, which indicates that the

signal energy presents uneven distribution due to the existence of the bolt hole and

the energy near the bolt hole is higher than other area. Similar to the changes of the

maximum amplitude of the displacement with the path, total energy is firstly

attenuated and then rebounded in the circumferential region whose radial direction

angle away from the acoustic emission source is 155�–180�, mainly because that

acoustic emission signals spread to this region along both sides of the slewing outer

ring and interfere with each other.

For the upper and lower surface, axial signal energy (z director) is selected as the
analysis parameter, and for outside surface, the radial signal energy (r director) is
considered. The part of energy can be received by the piezoelectric acoustic

emission sensors, as shown in Fig. 11. And compared with the total energy

Fig. 11 Energy–path curves of acoustic emission signals received by sensors. (a) Upper surface

(z¼ 0.06). (b) Outer surface (R¼ 0.204). (c) Lower surface (z¼ 0)
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distribution with the path, the curves of received energy do not have significant

change along the path. Using least-square method, the data of four paths, z¼ 0.048,

0.036, 0.024, 0.012, lying on the area before 155� on the outer surface, could be

fitted to a straight line, which is:

log10eEx θð Þ ¼ �0:5528θ � 30:3919 ð9Þ

Where, the units of θ is rad. That shows the energy attenuates in accordance with

exponential decay form.

4.5 Propagation Path

Assuming acoustic emission signal does not occur to reflection when encountering

the boundary in the propagation process. In accordance with Huygens’ principle,

the diagram of propagation paths of acoustic emission signal in the slewing outer

ring could be given, shown as Fig. 12. For the acoustic emission source in the A

point, by which the acoustic emission signal caused would transmit forwards along

the path AB, AC, and AD. At the same time, B, C, and D will become new wavelet

sources, the wavelets excited by the B, C wavelet sources would transmit forwards

along the path BD, CD, and is superimposed onto the wave from the source

A. Similarly, C will not only receive the wave from source A, but also will be

affected by two wavelet of source B and D. The signal received by E or F could still

Fig. 12 Diagram of

propagation paths of

acoustic emission signal
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be analysed according to the above ideas. The above analysis shows that propaga-

tion path of acoustic emission signal in the slewing ring is greatly affected due to

the existence of the bolt hole, this effect increases along with the increase of

propagation distance, while the complexity of this path will lead to the rapid

attenuation of wave energy and the complication of wave components.

The above analysis is based on non-reflective boundary assumption. But when

the acoustic emission signal propagates to the boundary, reflection would occur to

varying degrees and further enhance the complexity of wave propagation path,

making time domain waveform and frequency domain components of the received

signals further distortion. The complexity of wave propagation path and some

reflection on the boundary are the main factors of signal distortion when acoustic

emission signal propagates inside the slewing ring. In order to reduce the influence

of the signal interference, the number of acoustic emission sensors should not be

less than three when the acoustic emission testing is performed, the installation

position should give preference to the outer surface for installation.

5 Conclusion

By establishing the finite element model of acoustic emission signal propagation in

the slewing ring, the propagation rule of acoustic emission signal in the slewing

outer ring is studied; the following conclusions could be drawn:

Firstly, acoustic emission signal propagation in the slewing ring would produce

the dispersion of the frequency components and energy attenuation, causing the

time domain waveform and frequency domain signal distortion. So the acoustic

emission signal obtained by sensor is often the distorted signal, and it has a certain

deviation with the actual when using it to analyze the acoustic emission source.

Secondly, compared with the upper and lower surfaces of slewing outer ring, the

energy attenuation form of the outer surface signal is relatively single and simple.

On the outer surface, especially the several paths near to the raceway, the relation-

ship between the common logarithm of signal energy and the path could be simply

described as the linear relationship. That is to say, the energy of acoustic emission

signal attenuates like an exponential decay.

Thirdly, the complexity of signal path and some reflection on the boundary are

the main factors of signal distortion. When the acoustic emission testing is

performed, the number of acoustic emission sensors should not be less than three

in order to reduce the influence of signal distortion. At the same time, the outer

surface should be selected to install the sensors as a matter of priority.
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Three-Dimensional Finite Element

Simulation of Signal Detection Transducer

for Electromagnetically Induced Acoustic

Emission

Guangchao Zhang, Qingxin Yang, and Liang Jin

Abstract Electromagnetically induced acoustic emission technique is a new non-

destructive testing technology. By electromagnetically induced high density eddy

current pulse, we can get a strong signal which can be used to locate small flaws in a

thin-walled structure nondestructively. The strength of the acoustic emission signal

determines the accuracy of the signal detection. This paper presents two three-

dimensional finite element models for signal detection electromagnetic ultrasonic

transducer, and the analysis based on three-dimensional finite element simulation

on sensitivity of models with different coil shapes has been performed, and the

matching problem between permanent magnet and coil size is also considered.

1 Introduction

The further industrialization and modernization of China is greatly increasing the

demand for aluminum alloy sheets; from the perspective of manufacture and

application, a high-performance, high-efficiency detection technique is in great

need. Dynamic nondestructive detection can be performed by electromagnetically

induced acoustic emission detection technique without coupling agent and

pretreatment to specimens. Thus it not only can detect the flaws in the aluminum

sheet in the production process but also can inspect specific areas without loading

the whole structure [1–3]. In this paper, we applied the electromagnetic ultrasonic

transducer to the signal detection of electromagnetically induced acoustic emission,

and performed simulation analysis about the influence of the coil shape, size on the

transducer’ detection capability.
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2 Mechanism of Signal Detection Transducer

Electromagnetically induced acoustic emission technique is mainly used in sheet

metal, the eddy current will concentrate at the tip of the defect, the defect in the

sheet metal will vibrate and even crack at the tip, generating acoustic emission

signal. The spreading of signal in the sheet metal fits the general law of a sound

wave. When the frequency of the alternating electromagnetic field ranges is in KHz

range, the alternating electromagnetic field in the aluminum sheet can be consid-

ered as magnetoquasistatic (EQS), Under the effect of the alternating electromag-

netic field, the eddy current in the aluminum sheet will produce the Lorentz force,

which is the power load to stimulate the acoustic emission phenomenon, where the

acoustic wave equation of the isotropic elastic medium is shown below [4]:

F ¼ Je � Bd ð1Þ

E

2 1þ μð Þ ∇2uþ 2μ

1� 2μð Þ∇ ∇ � uð Þ
� �

þ F ¼ m
∂2

u

∂t2
ð2Þ

In Eq. (1), F is the Lorentz force, Bd and Je are the alternating electromagnetic

field and eddy current, respectively.

In Eq. (2), E and μ are the material elastic modulus and Poisson’s ratio, m and

u is the material density and the displacement, respectively.

The units of equation above are SI.

The acoustic wave in the metal sheet is a kind of vibration by the lattice collision

and other physical effects in the metal. When the vibration spread to the field which

under the signal detection electromagnetic ultrasonic transducer, eddy currents will be

induced by the effect of magnetostatic field. The induced eddy currents will produce

the alternating magnetic field, which will further induce the electromotive force in the

coil of the signal detection transducer, and the electromotive force is the voltage signal

thatwe need [5, 6]. Themechanismof the signal detection transducer is opposite to the

signal excitation transducer [7–9]. According to observation of the difference of the

stress wave that excited by different signal excitation transducer, we can analyze the

sensitivity of the signal detection transducer to different stress wave.

3 Simulation Analysis of Signal Detection Transducer

The efficiency of signal detection electromagnetic ultrasonic transducer is mainly

decided by the shape of the coil. Commonly, the coil is designed as snakelike or

spiral. We build the three-dimensional models that are based on the two different

coil shape mentioned above, and analyze the characteristics of the two models.

Figure 1 shows the concrete three-dimensional models. Figure 2 shows the finite

element three-dimensional models that hide the air far-field.
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Considering the permanent magnet domain, we set the material as air, and the

constitutive relation as remnant flux density with the downward direction, and it’s

value is 2[T]. To get the sensitivity of the two kinds of transducer to different stress

wave, we excite the coil with current at first, then we observe the stress waves

excited by the two kinds of transducer. The way we excite the coil is by boundary

feed, and the excitation function is sin(2� π� f0� t)� 1[A](t< T0), in which the

value of f0 is 1 MHz, and T0¼ 1� 10�6 s. The body load of the aluminum sheet is

Lorentz force contribution. This model is the coupling of magnetic fields and solid

mechanics; the mesh of the different domains of the models are generated in

different sizes, and the way we study the models is time dependent and the step is

T0/20, stop at 6� T0.
Figure 3a, b show the stress nephograms of the snakelike coil model at different

time. We can observe the stress mainly concentrate on the directions that are

perpendicular to the long side of the snakelike coil, the stress-deformation perpen-

dicular to the surface of the aluminum sheet. That is to say, snakelike coil signal

detection transducer model is sensitive to transverse wave that perpendicular to the

long side of the snakelike coil.

Figure 4a, b show the stress nephograms of the spiral coil model at different

times. It can be seen that the stress is radial distribution from the spiral coil.

Fig. 1 Concrete three-dimensional transducer models with different coil. (a) Transducer model

based on spiral coil. (b) Transducer model based on snakelike coil

Fig. 2 Finite element three-dimensional model of signal detection transducer with air far-field

hidden. (a) Finite element model based on spiral coil. (b) Finite element model based on

snakelike coil
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The stress-deformation is perpendicular to the surface of the aluminum sheet. That

is, spiral coil signal detection transducer model is sensitive to transverse wave from

every direction.

Comparing the stress nephograms of the two models, the stress excited by

snakelike coil has good directivity, while spiral coil has no directivity. What is

more, the stress wave excited by the snakelike coil is more energy-intensive and has

higher amplitude. Considering that the acoustic emission signal is generated by

subtle crack shock or further crack of the tip, then radiate to the surrounding, thus

we draw the conclusion that the coil of the acoustic emission signal detection

electromagnetic ultrasonic transducer should be designed to spiral shape.

Figure 5 shows the magnet flux density norm in permanent magnet of different

models at different times. Figure 5a, b show the magnetic flux density distribution

in the permanent magnet of the snakelike coil at t¼ 2� 10�7 s and t¼ 4� 10�6 s,

Fig. 5c, d show the magnetic flux density distribution in the permanent magnet of

the spiral coil at t¼ 2� 10�7 s and t¼ 4� 10�6 s. We can see the magnetic flux

density in the permanent magnet mainly concentrated near the boundary; the closer

it is to the boundary, the higher the norm value. Thus we can conclude that we will

get the maximum utilization when the permanent magnet coverage area equals the

coil size.

Fig. 3 The stress nephogram of snakelike coil model at different times. (a) Stress nephogram at

t¼ 2� 10�7 s. (b) Stress nephogram at t¼ 4� 10�6 s

Fig. 4 The stress nephogram of spiral coil model at different times. (a) Stress nephogram at

t¼ 2� 10�7 s. (b) Stress nephogram at t¼ 4� 10�6 s
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4 Conclusion

We analyzed the mechanism of detection transducer of acoustic emission signal,

built and analyzed the three-dimensional finite element models of snakelike coil

and spiral coil. Because the signal of acoustic emission has no directivity, the

detection transducer with spiral coil can more easily catch the acoustic emission

signal. The magnetic flux density in the permanent magnet mainly concentrated

near the boundary; the closer it is to the boundary, the higher the norm value. Thus

we will get the maximum utilization of permanent magnet when the coverage area

of permanent magnet equals the coil size.

References

1. Liu Suzhen, Yang Qingxin, Jin Liang et al., Application of electromagnetic acoustic emission

technology in non-destructive testing. Trans. China Electrotech. Soc. 24(1), 23–27, (2009)

2. Jin Liang, Yang Qingxin, Liu Suzhen, Electromagnetic stimulation of the acoustic emission for

fatigue crack detection of the sheet metal. IEEETrans. Appl. Supercond. 20(3), 1848–1854, (2010)

3. Zhang Chuang, Liu Suzhen, Yang Qingxin et al., Signal processing of electromagnetically

induced acoustic emission based on FFT and wavelet packet. Trans. China Electrotech. Soc.

25(4), 24–28, (2010)

Fig. 5 Magnetic flux density norm in permanent magnet of different models at different time. (a)

The magnet flux density norm of snakelike coil at t¼ 2� 10�7 s. (b) The magnet flux density norm

of snakelike coil at t¼ 4� 10�6 s. (c) The magnet flux density norm of spiral coil at t¼ 2� 10�7 s.

(d) The magnet flux density norm of spiral coil at t¼ 4� 10�6 s

Three-Dimensional Finite Element Simulation of Signal Detection Transducer. . . 671



4. G. Rongsheng, S. Gongtian, L. Shifeng, Acostic emission signal processing and analysis

technique. Nondestr. Test. 24(1), 23–28 (2002)

5. H. Ogi, Field dependence of coupling efficiency between electromagnetic field and ultrasonic

bulk waves. J. Appl. Phys. 82(8), 3940–3949 (1997)

6. X. Zhao, K. Venugopal, G. Mei, In-line nondestructive inspection of mechanical dents on

pipelines with guided shear horizontal wave electromagnetic acoustic transducers. J. Pressure

Vessel Technol. 127, 304–309 (2005)

7. X. Jian, S. Dixon, K. Grattan et al., A model for pulsed Rayleigh wave and optimal EMAT

design. Sensor. Actuator. 128, 296–304 (2006)

8. X. Jian, S. Dixon, Enhancement of EMAT and eddy current using a ferrite back-plate. Sensor.

Actuator. 131, 57–61 (2006)

9. B. Dutton, S. Boonsang, R. Dewhurst, Modeling of magnetic fields to enhance the performance

of an in-plane EMAT for laser-generated ultrasound. Ultrasonics 44, 657–665 (2006)

672 G. Zhang et al.



Name Index

A

Anastasopoulos, A.A., 369–380

B

Bai, W.J., 217–224

Bardadyn, M., 435–443

Bartoli, I., 605–621

Bashkova, T.I., 283–290

Bashkov, O.V., 283–290

Bouzid, O.M., 533–545

Bussiba, A., 605–621

C

Cai, Z.C., 633–641

Cao, H., 395–404

Carlos, M., 15–22

Carmi, R., 605–621

Chai, M.Y., 217–224

Chen, C., 547–554

Chen, G.L., 575–582

Cheng, X., 347–353

Chen, H.Q., 469–479

Chen, H.Y., 451–457

Chen, X.Y., 575–582

Chernigovsky, V., 93–102

Chu, F.L., 567–573

Chu, L., 313–320

Ciesielski, M., 435–443

Corneanu, G., 23–31

Cuadra, J., 605–621

Cumanan, K., 533–545

D

Dai, G., 115–124

Dai, R.L., 149–156

Dong, J., 15–22

Dong, Y.B., 3–13

Duan, Q., 217–224

F

Fan, M., 57–68

Filho, O., 323–334

Fu, Y., 181–190

G

Gallego, A., 323–334

Geng, R.S., 503–512

Ge, P., 293–301

Godinez, V., 15–22

Gong, Y., 57–68

Gu, A.J., 205–215

Guclu, U., 605–621

Gu, H.B., 293–301

Guo, Z.H., 451–457

H

Han, B., 83–91

Han, Z.Y., 225–233

Hazeli, K., 605–621

He, T., 127–138

Homsawat, P., 643–649

Huang, S.F., 347–353

Hu, Z.L., 47–53

G. Shen et al. (eds.), Advances in Acoustic Emission Technology: Proceedings of the
World Conference on Acoustic Emission-2013, Springer Proceedings in Physics 158,

DOI 10.1007/978-1-4939-1239-1, © Springer Science+Business Media New York 2015

673



J

Jia, H.L., 157–165

Jiang, S.L., 489–499

Jiang,Y., 323–334

Jiang, Z.W., 469–479

Jiao, H.D., 347–353

Jiao, J.P., 255–265

Jiao, Y., 547–555

Jia, X., 245–253

Jin, F.X., 225–233

Jing, P., 503–512

Jin, L., 667–671

Jirarungsatian, C., 383–392

Jomdecha, C., 383–392

Jun, L., 395–404

K

Kang, Y.W., 451–457

Kaphle, M., 513–520

Kenok, R., 481–487

Kontsos, A., 605–621

Kourousis, D.A., 369–380

L

Liang, G.L., 71–80, 83–91

Liang, J., 651–665

Liang, X.M., 557–565

Li, D., 489–499

Li, G.H., 255–265, 547–555, 651–665

Li, J., 489–499

Li, J.R., 225–233

Li, J.Y., 267–281

Li, L.C., 217–224

Li, L.F., 235–243

Lim, J., 445–450

Lin, L., 567–573

Liu, B., 181–190

Liu, C., 157–165, 167–179

Liu S.F., 3–13, 47–53

Liu, S.Z., 633–641

Liu, X.P., 451–457

Liu, X.Q., 157–165, 167–179

Liu, Y.L., 303–311, 337–346

Li, W., 245–253

Li, W.Z., 337–346

Li, Y.J., 557–565

Li, Y.Q., 217–224

Li, Y.T., 425–432

Li, Z.Y., 557–565

Long, F.F., 149–156

Lowenhar, E., 15–22

Luo, H.Y., 225–233

Luo, Y., 205–215

Lu, W.X., 567–573

M

Ma, Y.K., 417–424

Methong, W., 405–414

Mi, S.Y., 547–555

Momoki, S., 357–368

N

Neasham, J., 533–545

Ning, J.G., 313–320

O

Ohtsu, H., 195–203, 357–368

Osawa, S., 357–368

P

Pang, Y.R., 557–565

Pan, Q.X., 33–44

Papasalouros, D.G., 369–380

Paradowski, K., 435–443

Petersen, T.B., 93–102

Phung-On, I., 643–649

Plowiec, J., 435–443

Poopat, B., 405–414

Popkova, A.A., 283–290

Q

Qi, G., 57–68

Qi, K., 651–665

Qiu, F., 141–146, 417–424

Qi, Y.X., 57–68

Qu, J., 347–353

R

Rajaram, S., 605–621

Ren, H.L., 33–44, 313–320

S

Sagata, F., 323–334

Samokhvalov, A.B., 103–113

Sang, Y., 585–601

Shemyakin, V.V., 93–102

Sheng, S.P., 303–311

674 Name Index



Shen, G.T., 3–13, 47–53, 235–243, 425–432,

523–532

Shiotani,T., 195–203, 324, 357–368

Song, M.P., 115–124

Song, Y., 149–156

Suwansin, W., 383–392

T

Takada, Y., 195–203

Tan, A.C.C., 513–520

Terentyev, D.A., 623–631

Thenikl, T., 23–31

Tian, G.Y., 533–545

Tian, Y.T., 489–499

Tsopelas, N.K., 369–380

V

Vallen, H., 23–31

Vanniamparambil, P.A., 605–621

W

Wang, B., 303–311, 337–346

Wang, F., 557–565

Wang, G.L., 293–301

Wang, H.Y., 523–532

Wang, J.Z., 149–156

Wang, K.Q., 469–479

Wang, Q., 149–156

Wang, X.H., 651–665

Wang, X.J., 255–265

Wang, X.Y., 469–479

Wang, Y., 71–80

Wang, Z.H., 157–165, 167–179

Watanabe, T., 195–203

Wu, W.F., 71–80

Wu, X., 157–165, 167–179

Wu, Z.W., 235–243, 425–432, 523–532,

547–555

X

Xia, F.Y., 337–346

Xiao, D.G., 33–44

Xiao, D.H., 127–138

Xu, B.Q., 205–215

Xu, C.G., 33–44

Xu, D.Y., 347–353

Xu, F.Y., 323–334

Xu, H.T., 451–457

Xu, Y.S., 347–353

Xu, Y.X., 585–601

Y

Yang, B., 33–44

Yang, P., 181–190, 395–404

Yang, Q.X., 633–641, 667–671

Yang, Y., 245–253

Yuan, Y.L., 523–532

Yu, B., 337–346

Yu, H.S., 127–138

Yu, Y., 181–190, 395–404

Z

Zagorski, A., 435–443

Zhang, C., 633–641

Zhang, G.C., 667–671

Zhang, J.J., 425–432, 523–532

Zhang, K., 293–301

Zhang, L., 267–281

Zhang, N., 181–190

Zhang, P.L., 585–601

Zhang, Y., 115–124, 141–146, 417–424

Zhang, Y.J., 3–13

Zhang, Z., 235–243

Zhang, Z.N., 33–44

Zhao, Z.Q., 585–601

Zhou, J.P., 115–124

Zhou, W., 557–565

Zhou, Y., 567–573

Name Index 675



Subject Index

A

Abnormal grain growth (AGG), 313

Aboveground storage tank (AST)

and AE

advantages, 452

elastic energy, stressed materials, 452

maintenance actions, 453

MicroSAMOS 24, 452

PetroChina Pipeline Company, 452

relationship, sensor and volume,

452, 453

signal acquisition and data analysis

methods, 452

comparison, AE and NDT, 452, 453

financial burden, 451

PetroChina Pipeline company, 451–452

Acoustic emission (AE)

account and signal amplitude, type 1,

342, 343

acquisition system, data, 151

AGG and ZTA, 313–314

aircraft, 508

Al2O3 ceramic, 316–317

alumina-containing ceramics, 315

amplitude vs. counts, 389
array types, 128

and AST (see AST bottom plate)

attenuation (see Attenuation)
behaviors, Q345 Steel (see Fatigue crack

growth rate (FCGR))

bottom tank condition, 388

calibration system, 34–35, 38–39

carbon fiber composite materials, 417

cluster analysis

silhouette value, 387, 388

types, 386–387

uniform and pitting corrosions, 387

comparative analysis

parameter courses, 530

statistical parameters, 527, 530

waveform and spectrums, 530, 531

composite cylinder, 418–423

configuration, wireless, 16–18

continuous acquisition, 60–63

conventional measurements, continuous

acquisition, 64

corrosion sources, 389, 390

Crane box beam (see Crane box beam)

data collection, 58

data processing and interpretation, 96–99

delay-and-sum beamforming, 130–132

detection, corrosion, 384

development and test, 6–9

DIC method, 606

distance effect, propagation, 474–475

dynamic nondestructive test method, 417

electromagnetic induced (see
Electromagnetic ultrasonic

transducer)

entropy measurement, 63–67

environmental monitoring, 537–542

and ERD (see Events of random
damage (ERD))

experimental setup, 316, 482–483

feature extraction and classification

algorithms, 536–537

field vs. laboratory, 384–386
frequency attenuation, 150

Hertz theory, 97

high-amplitude, 341, 342

intermittent acquisition, 60–63

leakage flow effect, 473–474

load and speed change, 551–554

location method, 314–315

G. Shen et al. (eds.), Advances in Acoustic Emission Technology: Proceedings of the
World Conference on Acoustic Emission-2013, Springer Proceedings in Physics 158,

DOI 10.1007/978-1-4939-1239-1, © Springer Science+Business Media New York 2015

677



Acoustic emission (AE) (cont.)
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specimen failures, 296

Cell grid, 3D model. see Grid method
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emission (AE))
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damage process, 314

ZTA, 317–320

CFRP. See Carbon fiber reinforced polymer

(CFRP)
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fracture process, 207

geometric model, 209
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numerical simulation, 209

specimen setup and dimensions, 207, 208

tracking and image registration

techniques, 208
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Concrete material

damage process, 213

3D internal structure, 324

four-point bending, 207

fracture process, 207
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source location (see Source location
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hazardous facilities, 94
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wind turbines (see Wind turbine blades)

Contact fatigue

loading and boundary conditions, 656–657
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time domain analysis, 61

window sequences, 60–61

Correlation analysis
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D4 spectrum of signal, 476–477
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Correlation analysis (cont.)
leakage signals, 50

and structure integrity assessment, 17

Correlation coefficient (CC), 331, 332
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oil tank jar damage, 395–396
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(see Fuzzy clustering)
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AE detection (see AE detection)
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Cyclic stress

fatigue stages, 289
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Damage evaluation
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elastic wave methods, 195–196

Fourier analysis, 196

frequency responses, 197

mortar test specimens, 197, 198

physical parameters, 201

propagation distance and frequency, 202
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sensitivity error, sensors, 198

Young’s modulus, 201

Damage mechanism

AE location technology, 314

and AE parameters, 253
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metal structure, 246
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Q345R, 249

rolling bearing analysis, 578
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algorithm, 168
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wavelet transform, 168–169
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Data processing

digital filtering and simulation, 95
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interference types, 96

PLB waveforms and spectrums, 96, 97

random noise fluctuations, 99

spectral and correlation methods, 95

wave acquisition and propagation, 96

Delaminated composites

AE characteristics, 561–562

damage evolutions, 559
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3D model, cubic cell grid. see Grid method

Drain point. See Pipeline drain point

3D reconstruction, 330, 334

Dynamic monitoring, 589, 596, 599, 601
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Electromagnetic acoustic transducers (EMAT)
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fixed-point displacement, 636
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after filtering, 640

before filtering, 640

load limit, 635

principle, 634–635

Electromagnetic ultrasonic transducer

concrete three-dimensional models,
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dynamic nondestructive detection, 667

finite element three-dimensional model,

668, 669

magnetic flux density norm, 670, 671

permanent magnet domain, 669
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669, 670

Embedded smart sensor, 506

Emulated impact damage

AE signals, 543, 544
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parameters, 543
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time domain features, 543, 545

Energy-duration correlation diagram, 549, 551
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Gibbs probability, 271–272

measurement, 63–65

position (see Position entropy)

stress wave, 298

vs. tensile strength, 278
Environmental monitoring

AE events, 537

audible cracks/impact damage, 541

hit condition, 539

non-overlapping clusters, 542
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rainfall and wind condition, 538, 539

time domain features, 541

waveforms, 540

wind condition, 538

wireless units, 539, 540

Events of random damage (ERD)

amplitude spectrum, 275–277

fracture process, 268

Gibbs probability entropy, 271–272

internal structural variations, 268

multivariate approach, 269–271

paper sheet experience, 268

probability spectrum space, 277

random damage, paper specimens, 272–273
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Events of random damage (ERD) (cont.)
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Failure mechanism, 346
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thrust ball bearing, 164
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Fatigue crack growth rate (FCGR)
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piezoelectric transducers, 228
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steel structures, 226
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Fatigue diagram

AE sources, 288

aluminum alloy, 289, 290
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damage accumulation, AE count, 287

material’s properties, 283

representation, 284

signals analysis, 285–286

slope of curves, 289
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two-parameter distribution, 286, 288

wavelet transformation, 286

Fatigue test
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full scale aircraft

AE Based SHM, 509

background noise, 509

crack atlas, 511
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repairing cycle and method, 511

signal processing, 510–511

Fault diagnosis

AE signal processing and feature

extraction, 576

rolling bearings, 577

FCGR. See Fatigue crack growth rate (FCGR)

Feature extraction
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classification scheme, 536

emulated impact measurements, 542

fatigue failure, 576
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off-line techniques, 537

orthogonal wavelet transform, 169
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real time waveform capture, 19

signal and noise, 182

signal processing algorithms, 536

TR, 29

FEM. See Finite element method (FEM)

Fiber metal laminates (FML), Glare 1A

acoustic and mechanical responses, 609, 610

AE waves, 620

Al alloy samples, 610

bilinear stress–strain behavior, 619
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damage evolution, 618
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fatigue behavior, 614–616
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FML composite, 607

frequency features, 611

GOM 3D DIC system, 608

masonry walls, 609

mechanical behavior, 608

quasi-static mechanical behavior, 613–614

stress and AE cumulative counts vs. strain,
612, 613

unidirectional glass fibers, 607

Field experiment, drain point

background noise, 463–465

experimental setup and procedure, 461

frequency and time domain, background

noises, 463

leak detection, 463

leak rate, 461

Finite element method (FEM)

beamforming localization performance, 128

and explicit dynamics, 653–654

physical dimension, 654, 655

signal analysis, 652–653

signal detection transducer simulation (see
Electromagnetic ultrasonic

transducer)

slewing outer ring, 655
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Flaw propagation, AE, 482, 484, 485, 487

Fracture process

accumulation process, 268

acoustic activity, 256

Al2O3 ceramic, 316–317

ERD (see Events of random damage (ERD))

paper material, 270

trajectory, damage states, 277–279

ZTA ceramic, 317–318

Frequency characteristics, elastic wave.

see Damage evaluation

Frost beamformer, 74, 75, 78

Fuzzy clustering

amplitude distribution, 399–402

count distribution, 399, 401, 403

duration distribution, 399–402

energy distribution, 399–401

FCM, 397

HCM, 396

initialization, 398

mathematical programming, 397

weighting, 398–399
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Gasifier

acoustic emission testing, 494

AET, 491–494

background noise, 494

cracks, vessel wall, 489

device parameter and problem, 490

dig-mending positions, 489, 490

distribution map, defects, 491, 492

grooving patterns, 491

HB2’s and HB3’s detection signal, 495–497

internal defects, ultrasonic testing rank,

491, 492

original testing data, 498, 499

rank, ultrasonic recheck, 494

TOFD, 489

ultrasonic testing, 489

Gaussian distribution, 72, 74, 75, 80

Genetic algorithm (GA)

actual detection process, 182

de-noising of algorithm, 188

expansion coefficients, 182

metal corrosion, 181

signal sparse decomposition

acoustic emission sampling signal, 187

optimization problems, 186

optimized matching atom, 185–186

population evolutionary, 187–188

structural properties, atomic over-

complete dictionary, 184–185

spectral subtraction method, 182

wavelet transform, 182

Geometric models

actual data processing stage, 111–112

preparatory stage, 111

simulated events prototypes, 111

German Vallen AMSY-6 instrument, 548

Grid method

geometric models, 103

industrial structures, 103, 112

model principles, 104–106

oil refinery and chemical industry, 113

regular cubic cells, 104

sound propagation, 104, 105

surface fragment-based models, 103

H

Hard clustering means (HCM), 396

HDF5, 27

Hexagonal close-packed (HCP) structures, 242

HHT signal processing technique, 206, 570

High background noise. See Gasifier
Hilbert–Huang transform (HHT)

crack recognition, 256

natural fatigue cracks, 570

signal processing tool, 256

time–frequency distribution, 207

Hydrogen

AE parameters comparison, 648

deposited metal, 645

gas measurement, 646

SMAW (see Shield metal arc welding

(SMAW) process)

in welds, 644

I

IMF. See Intrinsic mode functions (IMF)

Instrument

pipeline leakage location, 47–53

wireless (see Wi-Fi wireless acoustic

emission system)

Interference suppression

array signal processing, 83

Bartlett beamforming, 83, 84

2D-MUSIC, 84

JJM, 83

null-forming weights, 83, 84

signal model, 84–85

Interlaminar shear properties. See Delaminated

composites

Intermittent acquisition

expression, 61
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Intermittent acquisition (cont.)
measurements, 65, 66

multiscale, 61, 62

window sequences, 60

Intrinsic mode functions (IMF)

civil engineering, 206

harmonic function, 258

Hilbert transform, 207

multipoint excitation, 213

theory of elasticity and simulation, 206

vibration mode/component, 258

Irregular-shaped objects, AE source location.

see Grid method

J

Jamming jam method (JJM), 83

JJM. See Jamming jam method (JJM)
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Laboratory experiment, drain point

background noise, 463

effective distance, AE system, 462

experimental setup and procedure, 460–461

leak rate calculations and estimations,

461–462

Lamb waves

AE systems and sensors, 624

dispersion curves, 624

operation, zero-order, 627

thickness values, 625

Large atmospheric tank, 256, 259

Laser vibrometer primary calibration method,

36, 38–40

Leakage, underground pipeline

AE energy parameter, 450

amplified signals, 446–447

crest factor

abnormal pipeline, 448, 449

four pipelines, 448

normal pipeline, 448

signal processing, 447

detection application, 446

energy calculation, AE, 447

experimental setup, AE, 447

hydrant branches, AE sensors, 446

jogging pump, 445–446

location plot, 449

PAC, 446

signal spectrum pattern, 450

steel, 445

visual inspection, 449

Liquid monomer, 58

Load change, AE detection, 551–553

Localization

actual fracture, 596

cross and circular arrays, 135

dynamic monitoring, 596

linear array, AE source, 135, 136

linear positioning diagram, 595

magnetic memory testing, 597

Q345E weld steel plate, 594

Location

AE source (see Grid method)

AE sources, 12

Low sampling rates

AE, 536–542

emulated impact damage, 542–545

OWTs, 534

SHM, 534

system installation, 534, 535

M

Mahalanobis distance method, 256

Masonry walls

damage characterization, 616–618

experimental setup, 609

grouted reinforced, 609

structural behavior, 606

Matching pursuit (MP) algorithm

acoustic emission signals corrosion, 182

GA, 182

Run time comparison, 190

signal sparse decomposition, 183–184

Mathematical algorithm, 142, 397, 630

Mean absolute error (MAE), 332, 333

Mesh

AE source identification, 103

wave-guiding rod, 117

Metal magnetic memory testing (MMMT)

intensity Hp varies, artificial defect area,

430, 432

signals, testing path, 430–431

Methyl methacrylate (MMA), 58

Micro-and macro-cracks, 236, 283–285,

287, 289

MMA. See Methyl methacrylate (MMA)

MMMT. See Metal magnetic memory testing

(MMMT)

12MnNiVR

amplitude vs. time, 260, 261

composition table, 259, 260

energy vs. time, 261, 262

experiment, 258–259

686 Subject Index



large-scale atmospheric tank, 256

Mahalanobis distance method, 256

methods, 257–258

oil supply security, 255

RA vs. time, 261, 262

steel material, 256

tensile experiment, 259

waveform analysis, 262–265

Model

AE event simulation, 109

curved surface, 106

cylindrical vessel, located sources, 109, 110

definition, 106

location error concentration, 109, 110

pattern recognition algorithm, 109

relative error of distance, 107, 108

sensor placement, 107

source location, AE, 107

sphere vessel representation, 107, 108

statistic of location precision, 109, 110

types, 106

Modulation

nonlinear interaction, physical

processes, 100

time-driven RMS, 99

Monitoring

structural health, AE systems, 15–16, 18

underground pipelines, 436, 441–443

wireless AE system, 4

Moving window, 59, 63, 68

Multi-agent, 156

Multiresolution wavelet analysis algorithm, 169

2D-MUSIC algorithm, 84, 87

N

Natural gas cylinder. See Compressive natural

gas (CNG) cylinder

NDT. See Nondestructive testing (NDT)

Near-field noise source localization

bearing-range spectrum, 87

data covariance matrix, 86

frequency component, 87

Gaussian noise, 87

oblique projection operator, 85

RMSE bearing angle vs. SNR, 90
signal and interference sources, 86

SNR vs. RMSE range, 90

source localization, 87–89

spatial spectrum slice, 88, 89

Network

data logger, 20

digital telecommunication, 443

fracture process, 275

internal structure, 275

mesh transmission technology, 442

paper fracture, 274

sensor fusion, 18

SHM, 18

Zigbee protocol, 19, 20

NIMO project

acquisition, AE system, 373, 374

AST capability, 373

data transmission, 374

located events vs. event’s location, 379
mounting, AE sensors, 373

multi-frequency power separation

technique, 378

R15 sensor, AE activity, 376

signature graphs, 379, 380

system installation, AE, 372

system’s behavior, 374

time-driven ASL, 375, 376

waveform, signals, 376

Noise diagnostics

characteristics, 99, 100

data acquisition and processing methods, 95

data processing and interpretation, 96–99

hazardous facilities, 94

nonlinear interaction, physical

processes, 100

optimal acquisition parameters, 94

post-processing recognition procedures, 99

quasi-autocorrelation function, 101, 102

reactor of polypropylene production, 94–95

waveforms, preliminary analysis, 99

Noise signal

characteristics, 494

dynamic monitoring, 599

electrical and mechanical, 600

pipeline, 51

threshold value, 174

time domain, 171

traditional discrimination methods, 94

Noise sources localization. SeeNear-field noise
source localization

Nondestructive testing (NDT)

AET, 427–430

aircraft life evaluation, 509

Al-Alloy, 608

comparison, AE

conservative evaluation, 455, 456

optimistic evaluation, 455, 456

storage tanks, 453

suitable evaluation, 454–455

tanks rating distribution, 453, 454

testing correct rate, 454

crack initiation and growth, 606

and DIC (see Digital image correlation

(DIC))
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Nondestructive testing (NDT) (cont.)
full aircraft fatigue tests, 509

MMMT, 430–432

specimen/component, 606

underground pipeline (see Underground
pipeline)

Null-forming weights method, 84, 87

Numerical simulation

ABAQUS software, 117

amplitude variation, 659–660

analysis path selection, 657

diameter, wave-guiding properties, 119–121

dynamic response, 657–659

energy attenuation, 662–664

FEM model, 654–656

frequency spectrum variation, 660–661
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119, 121

loading and boundary conditions, 656

propagation path, 664–665

stress wave, 117, 118

waveform diagram, 117, 118

wave-guiding rod model, 117

O

Oblique projection

operator, 85

processing, signal, 84

signal and interference sources, 86

Offshore wind turbines (OWTs), 534

Online data processing, 25–26

OWTs. See Offshore wind turbines (OWTs)

P

PAC. See Physical Acoustic Corporation (PAC)
Paper-sheets

ERD (see Events of random damage (ERD))

in fracture process (see Fracture process)
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Parameter analysis

alumina ceramics damage process, 314

signal analysis methods, 257, 259

waveform methods, 525

wire break signals, 223

Passenger ropeway

continuous circulating, 525, 526

mechanical transport facility, 523

parameter courses, 526, 528

statistical parameters, 525, 527

test rolling bearing, 525, 526

waveform and spectrum, 526, 528, 529

PCA. See Principal component analysis (PCA)

Peak frequency, AE signals

circular array test, 153–155

data acquisition system, 151

linear array test, 152–153

metal construction, 151

rock acoustic velocity dispersion, 150

signal’s frequency spectrum, 149, 150

wave speed, 150

Physical Acoustic Corporation (PAC)

AE monitoring system, 198

NANO-30, 273

R15-type AE sensor, 39, 570

and spectrum analyzer, 460

Physical mechanism

HHT method (see Hilbert–Huang transform
(HHT))

IMF (see Intrinsic mode functions (IMF))

spectral analysis, 206

Piezoelectric composite material

concrete composition, 348

linear location principle, 348

test principle, 348

1–3-type structure, 349

Pipe leak inspection. See Pipeline drain point

Pipeline drain point

acoustic attenuation, 465

background noise, 463–465

effective distance, AE system, 462

experimental setup and procedure, 460–461

leak rate calculations and estimations,

461–462

leak signal characteristics, 460

sensor mounted locations, 462

unapproachable location, 459

Pipeline leak. See also Leakage, underground

pipeline

AE signal attenuation

breakpoint location, 475–476

leakage flow effect, 473, 474

parameters, 475

pressure effect, 472–473

propagation distance effect, 474

correlation analysis method, 479

detection system and model

AE system, 470, 471

four-channel digital testing system, 470

test model, 470, 471

elastic and pressure wave, 469

experimental method, 471–472

positioning method, 476–479

Pipeline leakage location instrument

attenuation testing, signals, 50–51
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leakage detection, 53
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waves, 51–52

water and gas supply, 47

wavelet analysis, 53

Plastic wave

AE, 641

demodulation and filtering process, 641

PMMA. See Polymethyl methacrylate

(PMMA)

Polymethyl methacrylate (PMMA), 58
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signal, 246–247

system disorder, 245
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decomposition, 479
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wavelet decomposition, 476–478

PRI2DB, 29–31
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541, 543, 545

Probability-constraint. See Robust broadband
adaptive beamforming

Propagation distance

acoustic wave, 419

damping characteristics, 196

leakage AE signal attenuation, 474

quantitative damage evaluation, 196

Propagation law

and FEM, 652–654

NDT, 651

real-time online damage monitoring, 652

SHM, 652

slewing ring (see Slewing ring)

theory of fluctuation dynamics, 652

Q

Q345R

AE (see Acoustic emission (AE))

energy-to-time curve, 249, 250

hit-to-time curve, 249, 250

load displacement, 249

mechanical behavior, 247, 248

position entropy and time curve, 249,

250, 252

signal position entropy, 246–247

specimen shape and size, 247, 248

system parameters, 247, 248

tensile damage process, 249–252

Quasi-static tension, 58, 59

R

Rayleigh wave tomography

damage areas, I to IV, 364

internal damages, 363

P-and S-wave, 362

sensor array, 362, 363

RC bridge deck

AE measurement

existing damages, 364, 365

parameters, 366

vibration-related, 364, 365

exfoliations and range, repair, 361, 362

Rayleigh wave tomography, 362–364

sensor array, AE tomography, 362

Relative entropy, 67, 68

Release bearing. SeeAutomobile clutch release

bearings

Robust broadband adaptive beamforming

array manifold vector, 73

beam pattern

algorithm, random error, 77, 78

Frost beamformer, 77, 78

proposed algorithm, 79

chi-squared distribution, 75–76

Cholesky factorization, 76

diagonal loading approach, 72

element antenna array processor,

72–73

frequency values, steering vector, 77

Gaussian distribution, 74–75

MATLAB toolbox, 76

Monte-Carlo realization, 77

multiple frequency-dependent parameters,

76–77

output SINR vs. SNR, 79–80
perturbations/calibrated errors, 74

received data frequency spectrum, 74

sensors uniform linear array, 77

signal and interference impinge, 77

SOCP, 76

steering vector error, 72

structure, 72, 73

Robust broadband diagonally loaded (RB–DL)

beamformer, 77
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Robust broadband worst-case-based (RB–WC)

beamformer, 77

Rolling bearing

AE signal analysis method

parameter courses, 524

statistical analysis, 524

waveform and spectrum analysis, 525

in-service nondestructive testing

method, 523

passenger ropeway (see Passenger
ropeway)

Rolling element bearing fatigue

acoustic emission detection, 158

data-processing methods, 158

deformation/crack propagation, 157

elastic wave, 157

fatigue test, 158–159

generation and propagation, cracks, 158

health bearing, 158

rotating machines, 157

signal development law, 159–164

spectrum analysis, 164

variance of kurtosis, 158

vibration signal, 164, 165

Rotation speed change, AE detection, 553–554

S

Second-order cone programming (SOCP),

76, 80

Sensitivity. See Sensor sensitivity
Sensor fusion, 18

Sensors

affixed

detect source location accuracy,

351, 352

linear location, 350, 352

pencil lead broken, 349, 350

response, 350, 351

concrete structure, 349

and defect source, 348

embedded

detect source location accuracy,

351, 353

linear location, 350, 352

pencil lead broken, 349, 350

response, 350, 351

Sensor sensitivity

comparison, standard sensor sensitivity, 39,

41–42

definition, 34–35

laser vibrometer, 39

primary and secondary calibration, 38

resonant and operating frequency ranges, 58

sensitivity value and resonant frequency,

40, 43

sound source signal, 38

ultrasonic transducer excitation device, 38

Shield metal arc welding (SMAW) process

acquisition unit, AE, 645

AE analysis

correlation plot and welding condition,
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history plot, 647, 648

hydrogen gas, 647, 648

R-square values, 647

baking duration, 644

experiments, 644, 645

H2 measurement, 645, 646

NDT techniques, 644

SHM. See Structural health monitoring (SHM)

Signal analysis

acoustic emission theory, 144
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information entropy (IE), 160
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RMS, 160

vibration signal, 164

wavelet theory, 168–169

wear pattern, 163

Signal detection
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electromagnetically induced acoustic
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simulation analysis, 668–670
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absolute energy vs. time, 518

crack signal and STFT analysis, 518, 519

data acquisition system, 515, 516
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514–515, 518, 520

magnitude squared coherence, 516, 517

maximum cross-correlation coefficients,
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pencil lead break tests, 515, 516

rubbing signals, 518

SHM, 513

signal-processing tools, 513–514
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Signal frequency spectrum analysis
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energy–duration correlation diagram,
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Signal parameter distribution analysis

AE parameter distribution range, 549, 550
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Signal simulation model
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FE simulation results, 129, 130
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SNR. See Signal-to-noise ratio (SNR)
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without steel, 328

Hsu-Nielson (H-N) sources, 329

methods, 325–327
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sensor sensitivity and calibration, 329
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TOA, 324
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travel-time tomography algorithm, 324

Vallen system, 327

Specimen thickness, Q345 Steel. see Fatigue
crack growth rate (FCGR)

Spectrogram

AE signals, 626

“A-Line OSC Processing” software,

624, 625

dispersion curves, 626, 627

SQLite

advantages, 27

in AE technology

data transparency, 27–28

external parameters, 29

flexibility, 28

new data integrity check, 29, 30

signal strength (SS), 28, 29

storage length, waveform data, 28

true energy (E), 28, 29

waveform features, 29

disadvantages, 27

Stage

AE signal, 261

cyclic fatigue, 287

data processing, 111–112

elastic deformation, 249

evolution, 562

labels O–A, 278

marginal spectrum, 265

preparation, 111

Static load experiment

specimen failures, 296

tensile state, 256

tubular test specimens, 295

Statistical analysis

load change, 551–553

rotation speed change, 553–554

Steady probability distribution, 277, 300

Steel iron, 331

Storage tank floors. See Aboveground storage

tank (AST)

Storing AE data

alternative data file formats, 27

data acquisition unit, 24

data file types, 25–26

new data file format, 30

online data processing, 25–26

previous binary data format, 24–25

PRI2DB, 29–31

read-access, stored data, 30

SQLite, 27–29

Strain gage measurement, 505

Stress wave propagation

elastic wave angle, 637–639

Lamb wave, 639

Structural health monitoring (SHM)

and AE, 508, 509

aftermath repairing, 504

alarm output, 20

amplification circuit, 17

amplitude vs. time graphic examples, 20, 21

and AU method, 507
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Structural health monitoring (SHM) (cont.)
automated sensor checking, 19

CFRP, resistance measurement, 506

and CVM, 505–506

data logger, 20

data storage, 19

dual power inputs, 18–19

embedded smart sensor, 506

fatigue tests, 504

filter, 19–20

four-channel wireless AE board, 16, 17

full scale aircraft fatigue test, 509–511

hardware setup, 17

in situ wireless, 534

industrial products, 504

internal preamplifier setup, 17

IP-67 NEMA box, 17

low power consumption design, 18

NDT, 513

NIST sponsored project, 16

one node system, 16

parametric channels, 17

powering mechanism, 18

sensor, 18, 19

signal receiver module, 17

strain gage measurement, 505

strain gauge conditioner, 18

structural health monitoring, 15

theoretical analysis and engineering

experience, 505

ultrasonic guided waves, 508

vibration signal analysis,

507–508

waveform and power spectrum, 20, 21

waveform capture and feature extraction, 19

weather protection, 20

1284 wireless AE system, 20

wireless data transfer and data saving, 19

WTBs, 542

Zigbee wireless protocol, 20

T

Tank bottom corrosion

acoustic emission testing, 141

artificial neural network (see Artificial
neural network)

characterization factors, 141–142

TDOA location method, 314

Tensile deformation

AE (see Acoustic emission (AE))

characteristics, TA2, 243

load and AE parameters vs. time

broadband sensor, 238, 240

resonant sensor, 238, 239

Ti-6Al-4V alloy, 236

waveform behavior, AE, 238–241

Tensile process

AE activities, 238

“bang bang”, 219

carbon fiber composite materials (see
Carbon fiber composite laminate)

characteristics, 262

delaminated composite materials, 558

fatigue behavior, 606

fiber-resin interface, 607

force-time history, 259

fracture process, 601

friction signal, 589

Jinan Test Group Corporation, 219

location entropy, 247

massive deformation, 616

noise sources, 258

Q345E weld steel plate, 594

Q345R, 249

specimen, 259

static load, 256

strength and ductility, 237

stress-strain curve, 304

waveform behavior, 238–241

Tensile testing

AE signal, 256

data, AE, 236

device, 305

elevator wire ropes (see Wire ropes)

Macro-SAMOS AE monitoring system, 218

12MnNiVR specimen, 260

parameters, AE collection, 218

and position entropy, 247

Q345R, 246

Testing instrument. See Pipeline leakage
location instrument

Thailand

AE

corrosion detection, 411

double-active PZT elements, 411, 412

prototype instrument, source location,

411, 412

services and applications, 413

structural monitoring, 411

testing, drum leakage and cracking, 413

universities, 414

CNG cylinder (see Compressive natural

gas (CNG) cylinder)

Thickness measurement

AE sensors distance, 626

degree, corrosion damage, 624

dispersion curves plots, 627

emitter and receiver arrangement, 624, 625

experiment, pipeline section, 626
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“INTERUNIS” company, 624

NDT, 623–624

Pochhammer–Chree model, 627

signals propagation, helixes, 628

variations

mathematical simulation, 630

pipeline, step function, 628, 629

reduction, original value, 628, 629

thickness and frequency, product, 630

“UNISCOPE”, 631

waveform, spectrum and spectrogram,

624, 625

Threshold

AE signal decomposition, 175

and autocorrelation, 174, 175

compression, wavelet, 171–172

probability theory, 174

Time-frequency analysis

AET, 206

3D Hilbert spectrum, 263

processing method, 206

real-time monitoring, 263

STFT, 58

waveform analysis method, 258

Timeof flight diffraction technique (TOFD), 489
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AE (see Acoustic emission (AE))

amplitude distribution, 236

chemical composition, TA2, 236

deformation processes, 235–236

experimental setup, 236, 237

mechanical property, TA2, 237

metallographic photo, 242

polycrystalline alpha, 242

prism slip, 242

TA2, 236

tensile deformation (see tensile deformation)

Ti-6Al-4V alloy, 236

TOFD. See Time of flight diffraction technique

(TOFD)

Toughening analysis

AE location method (see Acoustic
emission (AE))

ZTA ceramic, 318–320

Trajectory of damage states (TDS), 277–279

U

Ultrasonic guided waves, 508

Underground pipeline

AE monitoring, 436

industrial research

AE sensors, surface, 439

bandwidth level, 441

cathodic protection, 440

directional antenna operation, 442

iMOD-9300-GPRS module, 442–443

linear location, AE sensors, 441, 442

measuring AE, 438–439

networking transmission

technology, 442

permanent Internet connection, 442

sensors directly mounting, 439

Vallen Company VisualAE

software, 441

laboratory tests

artificial leakage defects, 439, 440

pipeline construction, 436

PipeScan1 inspection robot, 437–438

sensor inside and mounted, 439, 441

signals identification, air and water,

439, 440

leakage (see Pipeline leak)
sensors distance, 443

wireless communication, 443
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Vibration signal analysis, 507–508

Visualization of damage

AE tomography (see AE tomography)

RC bridge deck (see RC bridge deck)

VS150-RIC resonant sensors, 548

W

Wave attenuation, 418, 465

Waveform analysis

AE behavior, 262–265, 653

crack and FFT analysis, 597–599

3D Hilbert spectrum, 263, 264

experimental parameters, tensile, 263, 264

FFT analysis, 263, 598

frequency spectrum analysis

technology, 597

marginal spectrum, 265

12MnNiVR

AE signal frequency, 264

3D Hilbert spectrum, 263, 264

FFT and AE signal, 263

HHT and EMD method, 262

marginal spectrum analysis, 265

tensile experimental parameters,

263, 264

parameter method, 262

signal frequency, 264

signal processing, 256

tensile testing, 222–223

time-frequency, 258
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resonant sensor, 238, 241

wave and frequency spectrum
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resonant sensor, 238, 241

Wave-guiding properties
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fixed emission frequency, 124

types and initial condition

simulation, 122
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numerical simulation model (seeNumerical

simulation)

stress, propagation, 116

Wave-guiding rod

ABAQUS software, 116

acoustic emission detection, 115

finite element method, 116

plate-type boss structure, 124

stress wave signal, 124

wave-guiding properties (see
Wave-guiding properties)

Wavelet

decomposition, 172–174

threshold compression

coefficients, 172

power spectrum analysis, 171, 172

signal, time domain, 171

Wi-Fi wireless acoustic emission system

communication distance testing, 7, 8

data communication technique, 6

data transmitting rate testing, 8, 9

design, 4–5

function and parameters, 13

long distance wireless model and PC, 6, 8

pressure vessel

attenuation testing, 11

background noise testing, 11

LPG tank, 9, 10

operating status, 10

PDT, HDT and HLT, 10

pressurization, 12

sampling length and frequency, 10

sensitivity testing, channels, 10, 11

source location testing, 11, 12

signal acquisition unit, 5–7

switch and long distance model, 6, 7

time-difference location testing, 9

Wind power tower drum

AE-associated figure analysis, 589–594

AE source localization, 594–597

line positioning method, 601

longitudinal weld joint and annular weld

joint, 586

noise signal, 599–600

testing programs and parameters

recorder software, test, 587, 588

sensor distribution, 587, 588

sound waves, 589

tensile testing machine, 586, 587

waveform analysis, 597–599

world renewable energy development, 585

Wind turbine blades (WTBs)

AE sensors’ positions, 370

application-specific factors, 372

blade condition grading, 371

bulk failure, 557

color-grading results, 371

composites (see Delaminated composites)

data analysis, 372

description, 558

emulated impact damage, 539

experimental procedures, 558–559

glass fiber reinforced composites, 557

in situ wireless inspection system, 534

materials and specimens, 558

monitoring process, 534

NIMO project, 372–374

pattern recognition, 370

semipermanent AE installation, 371

static and fatigue tests, 370

Wireless

AE System, 16–18

state-of-the-art features, 18–20

Wi-Fi (see Wi-Fi wireless acoustic

emission system)

Wire ropes

absolute energy, 221–222

amplitude, 220

defect monitoring, 218

failure feature extraction, 217

fatigue test, 218

parameter analysis, 223

traction and bearing structure, 217

waveform and spectrum analysis, 222–223

WTBs. See Wind turbine blades (WTBs)

Z

Zirconia-toughened alumina (ZTA)

and Alumina, 313–314

Brazilian Split test, 314

fracture process, 317–318

toughening analysis, 318–320
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