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Preface

Many textbooks treat the topic of photosynthesis as a branch of the biological

sciences. The focus is usually on how the electron transport chain and the dark

reactions work together to produce carbohydrates and oxygen from carbon dioxide

and water. However, the earliest events in this process, including the absorption of

light, the act of charge separation, the process of stabilizing the charge-separated

state, the buildup of charge to catalyze the oxidation of water, and the movement of

protons, are topics that fall more properly under the realm of biophysics and are

often not given the attention they deserve. On one hand, the basic laws of physics

govern the early events in photosynthesis and place important constraints on how

the capture and storage of light energy can occur. On the other hand, living

organisms have an enormous degree of flexibility, allowing basic biochemical

processes to be optimized through the process of evolution. The result of the

eons-long interplay between fundamental physical constraints and evolutionary

adaptation is the process of oxygenic photosynthesis.

In this volume, we divide the topic of the biophysics of photosynthesis into five

sections. Each of these sections covers a specific aspect of photosynthesis, ranging

from light absorption through evolution of the reaction centers. The chapters

describe the role that basic physical principles play and give a picture of current

research in the area.

Part I deals with the absorption of a photon and the process of energy transfer

among the antenna chlorophylls. In Chap. 1, Frank Müh and Thomas Renger use

structural information provided by crystallography and spectroscopy to calculate

couplings among pigment-protein and excitonic pigment-pigment assemblies. In

Chap. 2, Jörg Pieper and Arvi Freiberg describe the technique of hole-burning

spectroscopy and how it provides critical information on exciton-phonon coupling

in antenna pigments. In Chap. 3, Tjaart Krüger, Vladimir Novoderezhkin, Elisabet

Romero, and Rienk van Grondelle offer a fresh view of energy transfer among the

pigment array and the initial act of photochemical charge separation.

Part II focuses on the underlying principles of electron transport relevant to

photosynthetic reaction centers. In Chap. 4, Christopher Moser discusses how quan-

tum mechanical tunneling among inorganic and organic cofactors governs electron
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transport in proteins. In Chap. 5, Isaac F. Céspedes-Comacho and Jörg Matysik

describe the often-neglected, but equally important, operation of spin in electron

transport. In Chap. 6, David Mauzerall and Steve Mielke provide information on

the thermodynamics of energy changes in photosynthesis through the use of pulsed

photoacoustic spectroscopy.

Part III is devoted to the charge separation and its stabilization over periods of

time that are relevant to physiology. In Chap. 7, Sergei Savikhin and Ryszard

Jankowiak show how ultrafast optical spectroscopy and hole-burning spectroscopy

provide information on the mechanism of primary charge separation in a variety of

photosynthetic reaction centers. In Chap. 8, Stefano Santabarbara, Robert Jennings,

and Giuseppe Zucchelli illustrate how the concept of quasi-equilibrium states

provides a framework for understanding the kinetics of electron transfer and radical

pair stabilization in photosystem I. In Chap. 9, James Allen and JoAnn Williams

describe their work on protein cofactor interactions and how they are able to

modulate the midpoint potentials of cofactors in the bacterial reaction center.

Part IV is concerned with the description of donor-side intermediates of photo-

system II and the process of water splitting. In Chap. 10, K. V. Lakshmi, Christo-

pher Coates, and Ruchira Chatterjee describe the discovery and properties of radical

intermediates in photosystem II. In Chap. 11, Jian-Ren Shen outlines structure–

function relationships gleaned from the high-resolution structure of the Mn4CaO5

water-splitting cluster. In Chap. 12, Serguei Vassiliev and Doug Bruce provide

insight obtained from computational studies on water and oxygen diffusion path-

ways within photosystem II.

Part V attempts to provide a time course of how the flexibility of biology

overcame the inflexibility of physics in the evolution of photosynthesis. In

Chap. 13, Alexander Melkozernov provides a compelling narrative of how an attempt

to protect against ionizing radiation provided the protein framework for what was to

become the photosynthetic reaction centers. In Chap. 14, John Allen posits a novel

mechanism to describe how anoxygenic type I and type II reaction centers cooperated

in space and time to create the process of oxygenic photosynthesis.

We hope that the reader of this volume will come away with a deeper appreci-

ation of the role of biophysics of the early events in photosynthesis and a more

in-depth understanding of how light is converted into a stable charge-separated

state and, ultimately, into chemical bond energy.

University Park, PA, USA John H. Golbeck

St. Catharines, ON, Canada Art van der Est
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Chapter 1

Structure-Based Calculation

of Pigment–Protein and Excitonic

Pigment–Pigment Coupling

in Photosynthetic Light-Harvesting

Complexes

Frank Müh and Thomas Renger

Abstract In photosynthesis, specialized pigment–protein assemblies, termed

light-harvesting complexes (LHCs) or antenna proteins, absorb solar photons and

deliver the excitation energy by exciton transfer (XT) to the photochemically active

centers. To understand this process, it has to be linked to molecular structures and

spectroscopic properties of LHCs. In this chapter, we show how this link is provided

by theoretical modeling.We first describe what excitons are and how themechanism

of XT is influenced by the coupling of excited states to molecular vibrations. This

description defines key parameters that are important for a modeling of XT: (1) site

energies, (2) excitonic couplings, and (3) exciton-vibrational coupling constants.

Next, we discuss how these parameters can be calculated from a crystal structure of

the LHC within the framework of an electrostatic model of intermolecular interac-

tions. Finally, we showapplications to the Fenna–Matthews–Olson (FMO)protein of

green sulfur bacteria and the major LHC of higher plants (LHCII) to illustrate how

this approach works and what has already been learned from it.

Keywords Antenna protein • Chlorophyll • Exciton transfer • Excitonic coupling

• Frenkel exciton • Normal mode • Reorganization energy • Site energy • Spectral

density • Transition density

1.1 Introduction

Photosynthesis starts with the capture of sunlight. This process is referred to as

light-harvesting and involves the absorption of photons by pigment molecules (e.g.,

chlorophylls or carotenoids) that are bound to specialized pigment–protein complexes

F. Müh, Ph.D. (*) • T. Renger, Ph.D.
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Altenberger Strasse 69, 4040 Linz, Austria
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(PPCs). The latter are termed light-harvesting complexes (LHCs) or antenna proteins.

Their task is twofold. First, they have to deliver the excitation energy (i.e., the energy

taken up from the absorbed photons) to other specialized PPCs, the reaction centers

(RCs), where the actual photochemical reactions take place. As the LHCs are more

abundant and bindmore pigments than the RCs, they increase the effective absorption

cross section of the RC and thus the number of photons that can be successfully

captured. In addition, they often bind a variety of different pigment types absorbing

at differentwavelengths und thus allow for the exploitationof awider rangeof the solar

spectrum. Second, the LHCs contribute to a regulation of the energy flow to the RCs.

Such a regulation is necessary, because photosynthetic organisms are exposed to

varying light intensities, e.g., the changing brightness of the sunlight over a day.

While, clearly, darkness hampers photosynthesis, too much light is problematic as

well, since it can do harm to the cell, e.g., by production of reactive oxygen species

(ROS) as a consequence of photochemical side reactions.

To see how the LHCs are embedded in the photosynthetic apparatus, let us take

the thylakoid membrane of higher plants as an example (Fig. 1.1). Here, photosyn-

thesis takes place in organelles of the plant cell known as chloroplasts. The

chloroplasts contain in their interior (the stroma) an extended membrane system,

Fig. 1.1 Upper part: Overview of processes in and around the thylakoid membrane in oxygenic

photosynthesis. Arrow color code: yellow, photon flux; orange, exciton transfer; blue, electron
transfer; red dashed, proton transport; black, chemical reaction. Lower part, left: Schematic

structure of a photosystem II (PSII) supercomplex of higher plants based on the data of Caffarri

et al. [1]. Lower part, right: Arrangement of cofactors (chlorophylls, pheophytins, quinones; only

π-systems shown) in the cyanobacterial PSII core complex based on the data of Umena et al. [2];

figure made with VMD [3]

4 F. Müh and T. Renger



the thylakoids, that enclose a region called lumen. In the upper part of Fig. 1.1 is

shown the major proteins of the light reactions of photosynthesis that are either

embedded in the thylakoid membrane or soluble in the stroma or the lumen and in

contact with the membrane proteins. At the beginning of the chain of events in this

apparatus is the splitting of water molecules into oxygen, protons, and electrons at

the water-oxidizing complex (WOC) bound to the core complex of photosystem II

(PSII). A light-energy driven electron transfer (ET) process within the RC of PSII

results in the reduction of plastoquinone (PC) to plastoquinol (PQH2) that is

released into the membrane. The electrons (and protons) stored intermediately in

this “quinone pool” are used by the cytochrome (cyt) b6f complex to reduce the

soluble electron carrier plastocyanin in the lumen, which delivers the electrons to

photosystem I (PSI). Another light-driven ET in the RC of PSI leads to the

reduction of the soluble electron carrier ferredoxin in the stroma, which in turn

provides electrons to the ferredoxin:NADP+ reductase (FNR) for the final storage of

these electrons in the form of NADPH. Altogether, these processes cause a net

transport of protons from the stromal to the lumenal side of the membrane. The

resulting electrochemical potential difference is used by the ATP-synthase to form

ATP. Thus, the solar energy is ultimately used to transform water into oxygen,

reduction equivalents (NADPH), and chemically stored energy (ATP). These are

the light reactions of photosynthesis. The oxygen is used by other organisms (e.g.,

human beings) for their survival, while NADPH and ATP are expended by the plant

cell itself to produce sugar from CO2 in the dark reactions of photosynthesis.

As can be seen from Fig. 1.1, there are two light-powered molecular machines in

the photosynthetic apparatus, PSII and PSI. Both contain besides the RC a core

antenna system, but are surrounded by additional peripheral LHCs. Let us have a

closer look at PSII. The PSII core complex in plant thylakoids is part of a

supercomplex that contains various copies of the major light-harvesting complex

II (LHCII) and the minor LHCs called CP24, CP26, and CP29 as sketched in the

lower left part of Fig. 1.1 [1, 4, 5]. These PPCs deliver energy to the core complex

by virtue of a radiationless excitation energy transfer or exciton transfer (XT).

Radiationless means that the donor complex does not emit a photon, which is then

absorbed by the acceptor complex, but rather that a quantum of excitation energy,

an exciton, is transferred directly (orange arrows in Fig. 1.1). This process is further

explained below. The PSII core complex itself contains two antenna proteins

termed CP43 and CP47 that in turn deliver the energy to the RC (lower right part

of Fig. 1.1). Thus, there is a cascade of XT processes between photon capture and

the actual photochemistry in the RC. An understanding of light-harvesting implies

to unravel the molecular mechanisms of these XT processes and their regulation.

One approach to gain information about XT is the application of time-resolved

spectroscopic techniques that allow to monitor changes of molecular properties in

the course of the process. Another pillar of research is structural biology providing

information about the arrangement and conformations of the involved molecular

complexes. For example, detailed crystal structures are available for LHCII [6–8]

and CP29 [9] of higher plants as well as of the cyanobacterial PSII core complex

1 Structure-Based Calculation of Pigment–Protein and Excitonic. . . 5



that is homologous to that of plants [2, 10, 11]. The arrangement of chlorophylls

and RC cofactors in the latter is shown in the lower right part of Fig. 1.1.

The challenge is to find a link between the molecular structures on one hand and

the spectroscopic properties and the function of the LHCs on the other hand.

Related questions that need to be answered are: (a) Why is light-harvesting so

efficient? (The quantum yield is near 100 %, i.e., virtually every photon excitation

reaches the RC.) (b) What is the influence of the protein matrix on the embedded

pigments that makes them fulfill different tasks at different places? (i.e., XT versus

ET) (c) Are there basic building principles of LHCs? (d) How is XT regulated to

avoid harmful side reactions? (e) How is XT directed in space? (i.e., towards the RC

or an energy sink) (f) What determines the XT rates? (g) What can we learn from

nature to create artificial light-harvesting devices? In this chapter, we cannot give

an answer to all of these questions, but we shall demonstrate that theoretical

modeling of LHCs is pivotal to finding these answers. The modeling is based on

a quantum physical treatment of the XT process that allows for a calculation of

spectroscopic properties and the determination of XT rates and mechanisms.

However, the theory contains parameters that have to be fixed. At this point,

information about the molecular structure comes into play. This chapter is devoted

to a description of methods that can be used to compute the parameters in question

from the crystal structure of a PPC and thus to link structure and function.

The chapter is organized as follows: First, we introduce the basic molecular

physics of pigments. Then, we explain what an exciton is and define different kinds

of XT based on a quantum physical description. This treatment leads to a definition

of the key parameters that we wish to determine on the basis of a crystal structure,

i.e., site energies, excitonic couplings, and exciton-vibrational coupling constants

(see below). Next, we discuss molecular interactions and how these interactions can

be described by computable molecular properties (in particular, atomic partial

charges). In the following sections, we demonstrate how these molecular properties

can be combined with structural information to determine the requested parameters.

Finally, we discuss exemplary applications to illustrate how this approach works

and what has already been learned from it. These applications encompass the

Fenna–Matthews–Olson (FMO) protein of green sulfur bacteria, which is a suitable

model PPC because of its simple, yet not too simple, architecture, and, coming back

to Fig. 1.1, the antenna system of PSII.

1.2 States of Photosynthetic Pigments

Light-harvesting requires molecules that absorb photons in a certain wavelength

range. As the solar spectrum of sunlight has its largest intensity between 400 and

800 nm [12], the molecules have to absorb in the visible (VIS) or near infrared

(NIR) range. If they absorb visible light, they are referred to as dyes or pigments,

since they appear colored. The most prominent dye is the one that

makes leaves green, the chlorophyll (Chl), whose molecular structure is shown in

6 F. Müh and T. Renger



Fig. 1.2 (more precisely: Chl a; for a review of different Chl types and nomencla-

ture, see [13]). What determines the color of such a pigment?

For concreteness, let us consider a dye molecule with Nnuc atoms having atomic

numbers zI, (I¼ 1, . . .. . ., Nnuc) and Nel electrons (in the case of Chl a, Nnuc¼ 133

and Nel¼ 478). The Cartesian coordinates and momenta of the electrons are

denoted by ri and pi, respectively, and those of the nuclei by RI and PI. Then, the

molecule is characterized by the Hamiltonian [14]

Hmol ¼
XNel

i¼1

p2i
2mel

þ 1

2

X
i6¼j

e2

ri � rj
�� ���X

i, I

zIe
2

ri � RIj j|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Hel Rð Þ

þ
XNnuc

i¼1

P2
I

2MI
þ 1

2

X
I 6¼J

zIzJe
2

RI � RJj j|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Vnuc Rð Þ

ð1:1Þ

where e is the elementary charge, mel the electron mass, and MI the mass of the Ith
nucleus. The first three terms on the right hand side (rhs) of Eq. (1.1) represent the

kinetic energy of the electrons and the potential energy arising from the Coulomb

interaction between electrons as well as between electrons and nuclei. The last two

terms describe the kinetic energy of nuclei and the potential energy due to Coulomb

repulsion between nuclei.1 Light in the visible range is absorbed by the electrons of

the molecule, i.e., the photon energy is used to promote the electrons from their

Fig. 1.2 (a) Molecular structure of chlorophyll a (taken from LHCII, PDB entry 1rwt); hydrogen

atoms added by molecular modeling; figure made with VMD [3]. (b) Structural formula of Chl

a with IUPAC numbering scheme. The blue arrows correspond to the polarizations of the first

(y) and second (x) optical transitions of Chl a (Qy and Qx, respectively)

1 In Eq. (1.1), spin-orbit coupling and other terms related to spin are neglected.

1 Structure-Based Calculation of Pigment–Protein and Excitonic. . . 7



ground state to a higher energy level. These energy levels are determined by the

stationary Schrödinger equation:

Hel Rð Þϕa r;Rð Þ ¼ Ea Rð Þϕa r;Rð Þ ð1:2Þ

where Hel(R) is the electronic Hamiltonian specified in Eq. (1.1) and ϕa(r, R) is the

wave function characterizing the state a of the electrons. We have introduced the

symbols r and R to denote collectively the coordinates of all electrons and of all

nuclei, respectively. The square of the wave function jϕa(r,R)j2 can be interpreted

as the probability of finding the electrons in state a at the positions represented by

r given that the nuclei are at the positions represented by R. Apparently, the states

of the electrons depend on R, which simply reflects the fact that the chemical

structure as well as the conformation of the dye molecule influences the electronic

energy levels Ea and their energy differences Ea�Eb and, hence, the type of

photons preferentially absorbed by the dye. It follows that the structure of a pigment

itself is one important factor that determines its color. The variation of the chemical

structure is clearly used in natural photosynthesis to optimize light-harvesting,

since there are different types of pigments present in the photosynthetic antenna

to exploit a broader range of the solar spectrum (e.g., Chl a and b and different

carotenoids in LHCII), as mentioned above. The role of different conformations of

chemically identical pigments in different environments (e.g., different degrees of

non-planarity of the tetrapyrrole ring system of Chl a) is more difficult to assess.

However, as we shall see further below, a key factor for the tuning of the color and

for an understanding of XT is the electrostatic interaction of the electrons with the

pigment´s environment including the electrons of other pigments.

Due to the huge number of electrons and nuclei, Eqs. (1.1) and (1.2) are difficult

to work with, and we need approximations to proceed. The first of these approxi-

mation is based on the large mass difference between electrons and nuclei

(mel/MI< 10�3). This fact allows to consider the electrons as moving much faster

than the nuclei and as responding instantaneously to changes of the nuclear

positions. Then, it makes sense to solve the Schrödinger equation (1.2) for each

R separately, so that R becomes a parameter. The resulting electronic wave

functions ϕa(r, R) and states a are called adiabatic. Actually, the total wave

function ψ(r, R) of the molecule in any state, obtained from the Schrödinger

equation Hmolψ ¼ Eψ with Hmol given by Eq. (1.1), is a linear combination of all

ϕa(r, R) that depends on R. However, the problem can be simplified, as in most

cases this linear combination is dominated by one ϕa(r, R), so that to each state of

the molecule can be assigned one adiabatic electronic state. This procedure is

referred to as the Born–Oppenheimer approximation. In each adiabatic state, the

nuclei move in a potential

Ua Rð Þ ¼ Ea Rð Þ þ Vnuc Rð Þ ð1:3Þ

where Ea(R) is the electronic energy given as solution to Eq. (1.2) and Vnuc(R) is

the potential energy due to nuclear repulsion as specified in Eq. (1.1). Ua(R)
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is termed the potential energy surface (PES) of the molecule in state a. Since R is a

3Nnuc-dimensional vector, Ua(R) is a rather complicated hypersurface that cannot

be visualized easily. Fortunately, further simplifications can be made. When

we study light-harvesting and XT, we are normally interested in excited states of

the pigments, but not in photochemical reactions that lead to complicated

rearrangements of the nuclei. Thus, for our purposes, it is sufficient to look at the

PES in the vicinity of its minimum. This can be accomplished by invoking a Taylor

expansion of Ua(R) around the minimum R(a):

Ua Rð Þ � Ua R að Þ
� �

þ 1

2

X3Nnuc

α:β¼1

∂2
Ua

∂Rα∂Rβ

 !
R¼R að Þ

ΔR að Þ
α ΔR að Þ

β ð1:4Þ

Here, we have introduced the deviation of each of the components Rα of

R (α¼ 1, . . ., 3Nnuc) from the minimum,ΔRðaÞ
α ¼Rα�R

ðaÞ
α . Equation (1.4) indicates

that we are only interested in small deviations ΔRðaÞ
α , as we have truncated the

Taylor series after the second-order term. In this case, we can further simplify by

transforming the nuclear coordinates according to

ΔR að Þ
α ¼

X
ξ

M�1=2
α A

að Þ
αξ qa,ξ ð1:5Þ

In Eq. (1.5), A
ðaÞ
αξ is a transformation matrix, and the new coordinates qa,ξ are

mass-weighted normal mode coordinates [15, 16]. The nuclear motion is then

equivalent to that of 3Nnuc� 6 independent harmonic oscillators (without transla-

tion and rotation of the pigment as a whole), and we have.

Ua qð Þ � Ua 0ð Þ þ 1

2

X3Nnuc�6

ξ¼1

ω2
a,ξq

2
a,ξ ð1:6Þ

with q denoting all normal mode coordinates collectively, and with ωa,ξ and Ua(0)

being the frequency of the ξth mode and the energy at the minimum, respectively,

of adiabatic state a. For later applications, it is convenient to introduce dimen-

sionless coordinates defined by Qa,ξ¼ qa,ξ (�h/2ωa,ξ)
�1/2. Equation (1.6) then

becomes

Ua Qð Þ � Ua 0ð Þ þ 1

4

X3Nnuc�6

ξ¼1

�hωa,ξQ
2
a,ξ ð1:7Þ

The electrons in a molecule can be regarded as a kind of glue that holds the

nuclei together and determines their equilibrium positions R(a) by virtue of Ea(R) in
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Eq. (1.3). Then, one can imagine that a change of the electronic state (e.g., by

absorption of a photon) leads to a certain redistribution of the electronic charge

density (e.g., from e jϕa(r,R)j2 to e jϕb(r,R)j2; we will see an example for this

redistribution further below) and, hence, a change of the forces that the electrons

exert on the nuclei. As a consequence, the R
ðaÞ
α , Qa,ξ, and ωa,ξ will in general be

different in different adiabatic states a. In what follows, we shall ignore all these

changes except for those of the R
ðaÞ
α . Then, the Qξ and ωξ are independent of a, and

we are allowed to draw a simple 2D sketch of the PES by taking one of the normal

mode coordinates as an example. This is done in Fig. 1.3a for those adiabatic states

of a pigment that we are mostly interested in here, namely, the electronic ground

state (a¼ 0, S0 state) and the first excited state (a¼ 1, S1 state). The oscillator

potentials pertaining to the two adiabatic states are displaced by an amount �2gξ
along the coordinate axis due to the change of R

(a) between a¼ 0 and a¼ 1,

while they are displaced by U1
min�U0

min along the energy axis. The displacement

�2gξ plays a crucial role in the coupling of the excited state to the molecular

vibrations.2 This is due to the above-mentioned large mass difference between elec-

trons and nuclei, causing a change of the electronic state to be essentially instantaneous

Fig. 1.3 (a) Potential energy surfaces (PESs) of the ground state S0 and the first excited state S1 of

a pigment molecule in the harmonic approximation. Shown is a cut through the PESs along a

representative dimensionless vibrational normal coordinate Qξ. λξ is the reorganization energy of

the mode ξ for the S0!S1 transition. (b) Electron configuration of the S0 and S1 states of a

pigment within a simple molecular orbital (MO) picture. The transfer of an electron from the

highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO)

due to absorption of a photon (hν) creates a bound electron–hole pair that is referred to as exciton

2 This coupling is characterized by the coupling constant gξ, which is defined as half the displace-

ment of the minima of the two PES for reasons that will become evident below. The negative sign

is merely a convention that allows a positive gξ (as, e.g., in Eqs. (1.12) and (1.13) below) to shift

the excited state PES to the right with respect to the ground state PES as in Fig. 1.3a.
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on the time scale of nuclear motion (Franck–Condon principle; [17, 18]).3 As a

consequence, the excited state formed by photon absorption has initially the nuclear

positions corresponding to the equilibrium positions of the ground state. However,

at these coordinates, the excited state is not in its potential minimum, but at an

energy that is higher by an amount λξ, termed the reorganization energy of mode ξ.
As can be seen directly from Fig. 1.3a in conjunction with Eq. (1.7), the reorgani-

zation energy is connected to the displacement by the mode frequency according to

λξ¼ ℏωξg
2
ξ . Taking into account all modes, the energy of the absorbed photon with

frequency ν is given by

hν ¼ Umin
1 � Umin

0 þ
X3Nnuc�6

ξ¼1

�hωξg
2
ξ ð1:8Þ

Thus, part of the photon energy is deposited in molecular vibrations to an

amount depending on the coupling constants gξ. Further below, we shall see that

this coupling of electronic excitations to vibrations is important for XT in light-

harvesting. However, then we have to take into account also vibrations of the

protein medium.

After having simplified as far as possible the description of molecular vibrations,

we still have to deal with the electronic problem given by Eq. (1.2) at fixed R. The

first step to a solution is to consider one electron moving in the electric field of the

clamped nuclei and the averaged field of the other electrons (Hartree–Fock approx-

imation; see [19]). The resulting wave functions are molecular orbitals (MOs).

These MOs can be filled from the bottom up with the Nel electrons, putting two

electrons with opposite spin in each orbital.4 In this way, one particular electron

configuration can be assigned to each adiabatic state of the pigment, as shown for

the S0 and S1 states in Fig. 1.3b. While the clarity of such an MO picture is quite

appealing, it is an approximation as it neglects the correlation of the motion of

different electrons. Taking into account this electron correlation is the central

problem to be solved in quantum chemistry and beyond the scope of this chapter

(we refer the reader to [16, 19–21]). However, we have to face the fact that the

necessary approximations in the treatment of electron correlation limit the accuracy

of the calculated wave functions ϕa(r,R) and energies Ea(R), which is of concern in

the structure-based simulations of PPCs. We come back to this problem below.

3 The Franck–Condon principle states that during the time of an electronic transition, the nuclear

motion can be neglected, so that the nuclei are practically “frozen” during the process of light

excitation of the molecule. In a plot of the PESs, this means that the transition occurs at constant

Q (valid for all Q). Hence, it is termed a “vertical” transition.
4 Actually, each electron occupies one spin orbital. In the restricted closed-shell Hartree–Fock

approach, two of these spin orbitals with different spin functions have the same spatial wave-

function, so that two electrons occupy the same spatial orbital [19]. The energy levels depicted in

usual MO schemes (as for example in Fig. 1.3b) refer to these spatial orbitals.
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1.3 Excitons and Exciton Transfer

The concept of an exciton originates from solid state physics and was proposed by

Frenkel to describe the excitation of atoms in a lattice [22]. The basic idea is that the

excitation produces an electron–hole pair that is able to move through the lattice

like a particle without a net charge transfer (CT). In the case of dye molecules, the

exciton can be visualized best in the approximate MO picture. Absorption of a

photon with energy hν corresponding to the lowest electronic transition causes an

electron in the highest occupied molecular orbital (HOMO) to “jump” into the

lowest unoccupied molecular orbital (LUMO) as indicated in Fig. 1.3b. We empha-

size again that this view is approximate. Because of the electron–electron interac-

tion in the dye, all electrons are involved to a certain extent, and the S0! S1
transition is more than simply a HOMO!LUMO transition. Nonetheless, the

relevant aspects can be discussed on the basis of the simple MO picture. Thus,

the photon promotes one electron to a higher energy level, leaving a defect electron

(hole) in the lower level. Often, electron and hole are described as a pair of charged

particles that attract each other. This bound electron–hole pair is the exciton that

stores the photon energy. As the electron and the hole are located on the same

molecule, the distance between the two is confined to roughly the diameter of the

molecule. Such a “small” exciton corresponds to the situation in insulating solids

studied by Frenkel and is, therefore, referred to as Frenkel exciton. The crucial

question is: How can a Frenkel exciton move in a PPC?

To answer this question, we have to consider the electron–electron interaction

between two adjacent dye molecules. Let us call one of these molecules the donor D

and the other the acceptor A. Then the initial state of the XT process is

jD*Ai¼ jS1S0i, where D is in its first excited state S1 and A in its ground state

S0, and the final state is jDA* i¼ jS0S1i, where A is excited and D in the ground

state. The Coulomb interaction between molecules can be represented by the

quantummechanical operator V̂ ¼ e2= r1 � r1j j, where r1 and r1 denote the position
of electron no. 1 of D and of A, respectively. Actually, V̂ represents the Coulomb

interaction of all electrons of D with all electrons of A, but due to the indistin-

guishability of the electrons, the interaction can be cast in a form, where only one

representative electron from each molecule shows up explicitly (see [23]). Then,

the interaction energy can be written as the following integral:

D�Ah jV̂ DA�j i ¼ N2
el

ð
dr1 . . . drNel

dr1 . . . drNel
ϕ Dð Þ∗
1 rð Þϕ Að Þ∗

0 rð Þ e2

r1 � r1j jϕ
Dð Þ
0 rð Þϕ Að Þ

1 rð Þ

ð1:9Þ

Here, ϕðDÞ
0 (r) and ϕðDÞ

1 (r) are the many-electron wave functions (solutions

of Eq. (1.2)) for the ground and first excited adiabatic states, respectively, of D, and

ϕ Að Þ
0 rð Þ and ϕ Að Þ

1 rð Þ those of A, and we have assumed for simplicity that both

molecules have the same number Nel of electrons. (The symbol “*” at the wave
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functions indicates complex conjugation.) One can distinguish different contributions

to the integral D�Ah jV̂ DA�j idepending on the intermolecular distance. If the distance

is sufficiently large (say, >4 Å edge-to-edge), the intermolecular overlap, i.e., the

spatial overlap of electronic wave functions on Dwith those onA, can be neglected. It

is this regime ofmolecular interactions that wewill be concernedwith in this chapter.5

Further below, we shall exploit the neglect of intermolecular overlap to derive simple

computation schemes. Concerning the coupling D�Ah jV̂ DA�j i, this neglect means

that Eq. (1.9) can be written as

D�Ah jV̂ DA�j i ¼
ð
dr1dr1

ρ Dð Þ
01 r1ð Þρ Að Þ

01 r1ð Þ
r1 � r1j j ð1:10Þ

where we introduced the transition density

ρ Xð Þ
01 r1ð Þ ¼ Nele

ð
dr2 . . . drNel

ϕ Xð Þ∗
1 rð Þϕ Xð Þ

0 rð Þ ð1:11Þ

for pigment X¼D, A. (The transition density is further explained below in the

context of the computation of excitonic couplings.) The kind of process effectuated

by such a coupling can be easiest envisaged as a simultaneous excitation–

deexcitation of the DA pair as shown in terms of a simple MO picture in Fig. 1.4.

Thus, the Coulomb interaction of the electrons on D with those of A disturbs the

electron motion such that with a certain probability the electron in the LUMO of D

jumps to the HOMO of D, while at the same time one electron of A jumps from the

HOMO to the LUMO. The net effect of these jumps is that the exciton has moved

Fig. 1.4 Simple MO picture of radiationless exciton transfer (XT) between two molecules with

negligible wave function overlap. The transitions are caused by the intermolecular Coulomb

interaction of electrons

5 In fact, it is the neglect of electron exchange between the pigments that justifies the use of the

term “Frenkel exciton.”
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from D to A (green arrows in Fig. 1.4). Because this type of radiationless transfer is

central to the Förster theory of XT, we refer to the coupling given by Eq. (1.10) as a

Förster-type excitonic coupling. One may notice that the electrons on D and

A disturb each other in the state jDA* i as they do in the state jD*Ai. Indeed, by
virtue of the coupling D�Ah jV̂ DA�j i, the exciton is as likelymoved back fromA toD

(red arrows) as it is moved from D to A, and the exciton is not really transferred, but

merely delocalized between the two pigments. To see, howXT becomes directional,

we have to consider molecular vibrations. But before doing that, we briefly comment

on situations, where the intermolecular overlap can not be neglected.

If D and A approach each other closer (say, <3.5 Å edge-to-edge, depending on

the dimer geometry), there is a non-negligible intermolecular overlap. As a conse-

quence, electron exchange between the two pigments has to be taken into account.

Then, the coupling D�Ah jV̂ DA�j igains an overlap-dependent contribution (Dexter-
type coupling; [24]), and the exciton states jDA* i and jDA* i become coupled to

charge-transfer (CT) states jD+A�i and jD�A+i, where literally an electron has

moved from one pigment to the other [25]. Clearly, such couplings are important in

the RC [26]. However, their role in light-harvesting is not yet well understood and a

topic of current research. Here, we only mention that CT states may be relevant to

understand the ring-shaped LHCs of purple bacteria [27] and certain features of the

core antenna of cyanobacterial PSI.

Turning back to the question of the directionality of XT, we consider now our

pair of molecules D and A to be embedded in a protein matrix, i.e., we look at a very

simple model PPC with only two pigments. The vibrations of the protein can be

characterized approximately by normal modes as explained above for the vibrations

of the pigments. By virtue of intermolecular electrostatic interactions, the protein

oscillators are coupled to the adiabatic states of the pigments to an extent that

depends on the distance and location of the involved atoms relative to the pigments.

Then, not only has the PES of a particular pigment state contributions from the

protein modes, but also the harmonic function representing one such mode depends

on the pigment states. To make this statement more transparent, let us pick out one

protein normal mode Q with frequency ω, whose vibrating atoms are in the vicinity

of the two pigments D and A. Then, we can assign a parabolic PES along

the coordinate Q to each of the three states |DAi¼ |S0S0i (electronic ground state

of the PPC) as well as |D*Ai¼ |S1S0i and |DA* i¼ |S0S1i (local excited states of

the PPC) as shown in the left part of Fig. 1.5a.

Here, we have defined the origin at the equilibrium position of Q in the

electronic ground state of the PPC. With this choice, the PESs of both local excited

states are shifted along the Q-axis [14]:

UD Qð Þ ¼ Umin
D þ �hω

4
Qþ 2gDð Þ2 ð1:12Þ

UA Qð Þ ¼ Umin
A þ �hω

4
Qþ 2gAð Þ2 ð1:13Þ
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If the pigments were not coupled excitonically, they would absorb light

preferentially at the energies UD(0) and UA(0), employing the Franck–Condon

principle. The transition energies UD(0) and UA(0) are called the site energies of
the pigments D and A, respectively, and in general, they are different because

UD
min 6¼UA

min and gD 6¼ gA, since

Δα ¼ UA 0ð Þ � UD 0ð Þ ¼ Umin
A � Umin

D þ �hω g2A � g2D
� � ð1:14Þ

Further below, we shall see, how the protein can be made responsible for

these differences. In the following, we denote the excitonic coupling by V ¼ D�Ah j
V̂ DA�j i and assume for simplicity that it does not depend on Q. (This assumption is

Fig. 1.5 (a) Left: Harmonic PESs pertaining to a protein vibrational mode Q with frequency ω for

the ground state DA and the local excited states D*A and DA* of a pair of pigments bound to a

PPC. Right: PESs of the DA pair after the excitonic coupling V between the local excited states has

been taken into account. (b) PESs of the two excited states of the DA pair in the limit jΔγj� j2V j
with Δγ¼ �hω(gA� gD). (c) PESs of the two excited states of the DA pair in the limit jΔγj� j2V j
with γ¼ (gA + gD)/2
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justified below in the context of the FMO protein.) If V 6¼ 0, the two states jD*Ai
and jDA* i are no longer adiabatic states of the DA dimer. Rather, they are referred

to as diabatic states. To find the adiabatic states of the dimer, we have to solve an

eigenvalue problem, that is, we have to diagonalize the matrix:

UD Qð Þ V

V UA Qð Þ

 !
) E1 Qð Þ 0

0 E2 Qð Þ

 !
ð1:15Þ

The resulting adiabatic PESs are shown in the right part of Fig. 1.5a and are

given explicitly by

E1,2 Qð Þ ¼ 1

2
UD Qð Þ þ UA Qð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔE Qð Þ2 þ 4V2

q	 

ð1:16Þ

where we have introduced the abbreviation

ΔE Qð Þ ¼ UA Qð Þ � UD Qð Þ ¼ Δαþ QΔγ ð1:17Þ

with

Δγ ¼ �hω gA � gDð Þ ð1:18Þ

The quantity Δγ can be interpreted as representing the difference in coupling of

the electronic transition of donor and acceptor to the vibration represented by the

mode Q. Introducing, in addition, the two quantities

γ ¼ 1

2
gA þ gDð Þ ð1:19Þ

and

Emin ¼ Umin
D þ Umin

A

2
þ Δγ2

4�hω
ð1:20Þ

we can rewrite Eq. (1.16) as

E1,2 Qð Þ ¼ Emin þ �hω
4

Qþ 2γð Þ2 � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δαþ QΔγð Þ2 þ 4V2

q
ð1:21Þ

where it becomes apparent that the two adiabatic PESs originate from a harmonic

oscillator shifted by �2γ that is perturbed by adding or subtracting the square-root

term. The two adiabatic states are linear combinations of the two local excited states

1j i ¼ s Qð Þ D∗Aj i þ u Qð Þ DA∗j i ð1:22Þ
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2j i ¼ �u Qð Þ D∗Aj i þ s Qð Þ DA∗j i ð1:23Þ

The probabilities of finding the exciton in state j1i on D or A are s(Q)2 and u(Q)2,
respectively, and vice versa for state j2i (implying s(Q)2 + u(Q)2¼ 1). Note that

these probabilities depend on Q and, thus, are influenced by nuclear motion. The

coefficients s(Q) and u(Q) can be traced back to the parameters Δα and Δγ
(contained in ΔE(Q)) as well as V in the following way:

s Qð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Y Qð Þ2

q ð1:24Þ

u Qð Þ ¼ Y Qð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Y Qð Þ2

q ð1:25Þ

with

Y Qð Þ ¼ u Qð Þ
s Qð Þ ¼

ΔE Qð Þ
2V

þ V

Vj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔE Qð Þ
2V

� �2

þ 1

s
ð1:26Þ

However, it is yet not clear, how XT from D to A takes place. To see this, it is

helpful to look at limiting cases. The two relevant quantities to define these limits

are Δγ and V.
If jΔγj� j2V j, i.e., the difference in exciton-vibrational coupling between D

and A is much larger than the excitonic coupling, we can make the following

approximation:

E1,2 Qð Þ � Emin þ �hω
4

Qþ 2γð Þ2 � 1

2
Δαþ QΔγj j ¼

Umin
A þ �hω

4
Qþ 2gAð Þ2

Umin
D þ �hω

4
Qþ 2gDð Þ2

8>>><>>>: ð1:27Þ

Hence, in this limit, the two adiabatic states are close to the diabatic states

(Fig. 1.5b), and the exciton is localized on either the donor D or the acceptor A. The

excitonic coupling V can be considered as a small perturbation that causes the

transitions between states jD*Ai and jDA* i with the initial state being in thermal

equilibrium. To better see, how the parameters V, Δα, and Δγ determine the

direction of XT, we have to do further approximations: We have to go into the

high-temperature limit, i.e., we assume that �hω� kBT, and we have to consider

many modes Qξ with a dense distribution of frequencies ωξ. Then, the rate for XT

from pigment m to pigment n (with m, n¼D, A) can be expressed as [28]:

km!n ¼ 2π
�h2

Vj j2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT

p exp � ΔUm!n þ λð Þ2
4λkBT

" #
ð1:28Þ
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in complete analogy to nonadiabatic ET theory [29]. Here, we have defined the

“energy gap” by

ΔUm!n ¼ Umin
n � Umin

m ¼ �Δα�
X
ξ

�hω g2n,ξ � g2m,ξ

� �
ð1:29Þ

and the reorganization energy by

λ ¼
X
ξ

�hωξ gm,ξ � gn,ξ

� �2
ð1:30Þ

In the definition of ΔUm!n in Eq. (1.29), the positive sign applies, if m¼A,

n¼D, and the negative sign, if m¼D, n¼A. Note that ΔUD!A¼�ΔUA!D and

(gm� gn)
2¼Δγ2/�h2ω2 for each mode. According to Eq. (1.28), the parameters V,

Δα, and Δγ (represented by V, ΔUm!n, and λ) influence the XT rate. To charac-

terize the direction of XT, we introduce the equilibrium constant

K ¼ kD!A

kA!D

¼ exp
ΔUA!D þ λð Þ2

4λkBT
� ΔUD!A þ λð Þ2

4λkBT

" #
¼ exp �ΔUD!A

kBT

	 

ð1:31Þ

From Eq. (1.31), we see that the sign of ΔUD!A determines the direction of XT:

If ΔUD!A< 0, K> 1, and the exciton is preferentially located on the acceptor. If

ΔUD!A> 0, K< 1, and the exciton preferentially stays on the donor. For

ΔUD!A¼ 0, we have K¼ 1, and the exciton bounces forth and back between D

and A with equal probability. Note that this is a true equilibrium, where the exciton

hops between D and A, but at all times is fully localized on either D or A. In order to

determine the sign of ΔUD!A, we have to know Δα and Δγ. Although V does not

show up in Eq. (1.31), it is, of course, a prerequisite for XT, and its magnitude has to

be known to determine the XT rate and to decide, whether the limit jΔγj� j2V j
applies or not.

For completeness, we mention that with an additional assumption we arrive at

the Förster theory of XT. For this purpose, we have to assume that gm� gn� 0, i.e.,

each mode is primarily coupled to either the donor or the acceptor. Then, the

exponential term in Eq. (1.28) can be expressed in terms of the emission spectrum

of the donor and the absorption spectrum of the acceptor [30–32].

Coming back to the one-mode picture, there exists another limit, in which

jΔγj� j2Vj, i.e., the excitonic coupling is much larger than the difference in

exciton-vibrational coupling. Then, we can make the following approximation:

E1,2 Qð Þ � Emin þ �hω
4

Qþ 2γð Þ2 � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δα2 þ 4V2

p
ð1:32Þ

Here, the two adiabatic PESs correspond to two harmonic oscillators that are

shifted by the same amount �2γ with respect to the ground state (Fig. 1.5c) and
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have aQ-independent energy difference given by the square-root term in Eq. (1.32).

The adiabatic electronic states are now Q-independent linear combinations of the

two localized excited states:

1j i ¼ s 0ð Þ D∗Aj i þ u 0ð Þ DA∗j i ð1:33Þ

2j i ¼ �u 0ð Þ D∗Aj i þ s 0ð Þ DA∗j i ð1:34Þ

These are obtained by diagonalizing the matrix in Eq. (1.15) for Q¼ 0. States of

this sort are in general referred to as delocalized exciton states. The exciton is

delocalized in the quantum physical sense, i.e., the excitation cannot be assigned

unequivocally to a particular pigment. All that can be said is that pigment D or A is

excited with a certain probability determined by the coefficients s(0) and u(0).
However, as these coefficients depend on Δα and V, so does the degree of

delocalization.

Here, again, two limits can be considered: If jΔαj� j2Vj, we obtain from

Eq. (1.26) that Y(0) either becomes zero or very large depending on the sign of V.
In any case, one of the coefficients s(0) or u(0) becomes essentially zero and the

other one. This means that the two states j1i and j2i become localized, one on D and

the other on A. If, on the other hand, jΔαj� j2Vj, we obtain Y(0)�� 1 depending

on the sign of V, resulting in s(0)¼ 2�½ and u(0)¼� 2�½. In this case, the exciton

is found with equal probability on either D or A. For most pigment pairs in real

PPCs, the situation is between these two extremes.

Let us assume that V> 0. Then, we can still distinguish the three basic cases

Δα< 0, Δα¼ 0, and Δα> 0 (Fig. 1.6). To understand, how XT takes place in this

limit, we first have to answer the question of how a transition from the energetically

higher exciton state j1i to the lower exciton state j2i (red arrows in Fig. 1.6) can

happen. The origin of such a transition is a small perturbation that couples the two

states j1i and j2i. However, in contrast to the limit discussed before, this perturba-

tion is not of electronic origin, but due to nuclear motion. Performing the diago-

nalization in Eq. (1.15) for Q¼ 0 is an approximation, and the exciton states are not

exactly the adiabatic states of the DA dimer for Q 6¼ 0. Thus, nuclear motion results

in a coupling of the states, i.e., it contributes an off-diagonal matrix element to the

Hamiltonian in the basis of exciton states. This can be seen by rewriting the PES of

the local excited states in Eqs. (1.12) and (1.13) as

UD Qð Þ ¼ Umin
D þ �hωg2D þ �hωgDQþ �hω

4
Q2 ð1:35Þ

UA Qð Þ ¼ Umin
A þ �hωg2A þ �hωgAQþ �hω

4
Q2 ð1:36Þ

whereUD(0) andUA(0)were used to define the exciton states in Eqs. (1.33) and (1.34).

Transforming the Q-dependent terms in Eqs. (1.35) and (1.36) into the exciton basis

then results in diagonal and off-diagonal Q-dependent matrix elements, where the

latter read
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J12 ¼ s 0ð Þu 0ð ÞQΔγ ð1:37Þ

We see that in this limit, all the relevant parametersΔγ,Δα, and V (with the latter two

hidden in s(0) and u(0)) contribute to the residual coupling between the two adiabatic
states of the DA dimer. (Note that J12 does not imply a Q-dependence of V, but
originates solely from theQ-dependence ofUD(Q) andUA(Q).) In a real PPC, there is
not just one mode, so that the states j1i and j2i can be regarded as being coupled to a
bath of harmonic oscillators. If, then, the state j1i is initially populated, thermal

relaxation results in a transition to state j2i with the excess energy
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δα2 þ 4V2

p
being dissipated in the bath. How is this energetic relaxation related to XT?

The answer to the latter question depends on Δα. If Δα¼ 0, the transition from

j1i to j2i does not affect the probability of finding the exciton on either D or

A. However, if Δα< 0, the probability of finding the exciton on A is higher in state

j2i than in state j1i, so that energetic relaxation results in a net transfer of

probability from D to A, and vice versa for Δα> 0 (blue arrows in Fig. 1.6).

Thus, the sign of Δα determines the direction of XT. Note, however, that in this

case the exciton is always delocalized. XT is complete only, if, for example,

A further transfers the exciton to another pigment.

It should be clear now, that knowledge of the parameters Δα, Δγ, and V is

important for an analysis of XT mechanisms. In a real PPC, there are normally more

than two pigments and significantly more than one vibrational mode to consider.

For example, one monomeric subunit of the FMO protein has almost 19,400 normal

modes [33]. A further complication arises from the fact that in most cases the two

limits discussed above do not really apply, but rather jΔγj � j2V j. Nonetheless, the
parameters Δα, Δγ, and V have to be known for computations of XT rates and

optical spectra. In the following, we shall see how this information can be extracted

from a crystal structure of the PPC.

Fig. 1.6 Relationship between thermal relaxation (red arrows) from a higher exciton state j1i to
a lower state j2i (both delocalized over two pigments D and A) and XT between D and A.

The size of the circles symbolizes the probability to find the exciton on either pigment in the

respective exciton state. The sign of the site energy difference Δα determines the direction of

probability transfer (blue symbols) due to the relaxation process
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1.4 Molecular Interactions and Charge Distributions

We now exploit the neglect of intermolecular electron exchange to partition the

PPC into building blocks that mutually interact only via non-bonded interactions,

i.e., without covalent bonds. The neglect of intermolecular overlap of electronic

wave functions is also referred to as the “long-range approximation” [34]. For

simplicity of notation, we consider only two building blocks explicitly. The building

blocks are a pigment denoted A and an arbitrary second building block denoted B.

The latter could be another pigment, cofactor or protein subunit. In the following,

these building blocks are simply referred to as “molecules.” We presume that the

Schrödinger equation for each of the two molecules has been solved within

the approximations discussed above, so that we can write for the electronic states

at the equilibrium geometry

H Að Þ aj i ¼ E Að Þ
a aj i ð1:38Þ

H Bð Þ bj i ¼ E
Bð Þ
b bj i ð1:39Þ

Here, the quantum numbers a and b count the adiabatic electronic states of A

and B, respectively. The two equations correspond to Eq. (1.2) with R representing

the nuclear coordinates at the energy minimum of the ground state PES, i.e., Q¼ 0

in the normal mode representation. The long-range approximation allows for the

use of perturbation theory.6 According to perturbation theory, the Hamiltonian of

the combined system of the two molecules is written as

H ¼ H 0ð Þ þ H
0 ð1:40Þ

with the zeroth-order Hamiltonian H(0)¼H(A) +H(B) representing the non-

interacting molecules and the perturbation H0 being the electrostatic interaction

between the molecules. As each adiabatic state of A can be combined with each

adiabatic state of B, a suitable basis for the representation of the states of the

combined system are product states of the form jabi¼ jaijbi (also referred to as

Hartree products; [30]). If molecule A is originally in state jai and B in state jbi, the
perturbative approximation to the energy of the state jabi, after the interaction

between the molecules has been switched on, is

Wab ¼ W
0ð Þ
ab þW

1ð Þ
ab þW

2ð Þ
ab þ � � � ð1:41Þ

6We have to be careful, however, if B is another pigment. Below, we shall focus on the S0!S1
transitions of A (a¼ 0,1). Then, we have to exclude the S0! S1 transitions of the other pigments.

This is no restriction, since the couplings between these transitions are treated explicitly in the

exciton formalism and do not require a perturbative approximation; see [30].
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where the superscript indicates the order of the perturbation. The zeroth-order

contribution is simply the energy of the non-interacting molecules, since

H 0ð Þ abj i ¼ H Að Þ þ H Bð Þ
� �

abj i ¼ E Að Þ
a þ E

Bð Þ
b

� �
abj i ¼ W

0ð Þ
ab abj i ð1:42Þ

The first-order correction reads

W
1ð Þ
ab ¼ abh jH0

abj i ð1:43Þ

and is the electrostatic interaction energy between the permanent charge densities

of the two molecules in states jai and jbi. These charge densities have contributions
from the electrons and the nuclei. Because of the neglect of intermolecular wave

function overlap, we can define the electronic charge density for each molecule X in

state jxi separately as

ρ Xð Þ
xx r1ð Þ ¼ �Nele

ð
dr2 . . . drNel

ϕ Xð Þ∗
x rð Þϕ Xð Þ

x rð Þ ð1:44Þ

which is analogous to the definition of the transition density in Eq. (1.11), but with

the two wave functions referring to the same adiabatic state. Let the atomic

numbers and positions of the nuclei be zK and RK, respectively, as above

(cf. Eq. (1.1)), and denote by x a general position in space. Then, the whole charge

density of molecule X in state jxi is

eρ Xð Þ
xx xð Þ ¼ ρ Xð Þ

xx xð Þ þ
X
K

ezKδ x� RKð Þ ð1:45Þ

The electrostatic potential due to this charge distribution, evaluated outside the

molecule, can be written as

ϕ Xð Þ
xx xð Þ ¼

ð
dx

0 ρ Xð Þ
xx x

0� �
x� x

0j j þ
X
K

ezK
x� RKj j ð1:46Þ

It is then possible to write the first-order interaction energy between molecules

A and B as

W
1ð Þ
ab ¼

ð
dxeρ Að Þ

aa xð Þϕ Bð Þ
bb xð Þ ð1:47Þ

This equation is still unhandy, but there is a procedure to arrive at a practical

scheme for the explicit computation ofW
ð1Þ
ab . The trick is to assign to each atom K of

molecule X an atomic partial charge q
ðXÞ
K (x, x) in a way that the electrostatic

potential of all these charges mimics the potential ϕðXÞ
xx (x). This can be accom-

plished by suitable fitting algorithms [23]. Then, the first-order interaction energy
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can simply be obtained by summing up the Coulomb interactions of all the atomic

partial charges belonging to different molecules, i.e.,

W
1ð Þ
ab ¼

X
I, J

q
Að Þ
I a; að Þq Bð Þ

J b; bð Þ
RI � RJ

�� �� ð1:48Þ

where I counts the atoms of A, J those of B, and RI and RJ are the respective atom

positions.

The second-order correction to the interaction energy is somewhat more

complicated:

W
2ð Þ
ab ¼ �

X
a0 a0 6¼að Þ

abh jH0
a

0
b

�� 
a

0
b

� ��H0
abj i

W
0ð Þ
a0b

�W
0ð Þ
ab

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{U
Að Þ
ind

�
X

b
0
b
0 6¼bð Þ

abh jH0
ab

0�� 
ab

0� ��H0
abj i

W
0ð Þ
ab

0 �W
0ð Þ
ab

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{U
Bð Þ
ind

�
X

a
0
a
0 6¼ a

� �
,

b
0
b
0 6¼ b

� �
abh jH0

a
0
b

0�� 
a

0
b

0� ��H0
abj i

W
0ð Þ
a0b0

�W
0ð Þ
ab

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Udisp

ð1:49Þ

Here, one has to distinguish two principally different types of interaction

energies: inductive and dispersive. In U
ðAÞ
ind , the permanent charge density of mol-

ecule B in state jbi induces a change of the electron density in molecule A (hence

inductive), i.e., it polarizes the electron cloud of A. The polarization can be

expressed as a sum over all excitations, which is why there is a sum over a´ 6¼ a.

Similarly, U
ðBÞ
ind originates from the polarization of molecule B by the permanent

charge distribution of molecule A in state jai. In addition, in Udisp, there is a mutual

polarization of the electron clouds of the two molecules originating from the

intermolecular electron–electron interaction. This mutual polarization is also

known as London dispersive interaction [35] or van der Waals interaction.7

In principle, the matrix elements occurring in the numerators of Eq. (1.49) can be

recast in terms of atomic partial charges. (Note that then, besides charge distribu-

tions, one also needs transition densities for the cases a0 6¼ a and b0 6¼ b that likewise
can be expressed with atomic partial charges as shown below.) However, there is a

7 The term “van der Waals interaction” is sometimes used to subsume inductive and dispersive

interactions.
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complication due to the energy differences occurring in the d enominators. A closed

expression for the dispersive interaction in terms of molecular polarizabilities can

be deduced [34, 36], but then these polarizabilities have to be calculated with

quantum chemistry. For molecules as large as chlorophylls, such calculations are

not only computationally demanding but also not necessarily accurate enough. A

similar problem appears, if one abandons perturbation theory altogether and tries to

calculate the molecular interactions directly with quantum chemistry or combina-

tions of quantum chemistry with classical molecular dynamics simulations. There-

fore, in the following, we shall stick on the simplest possible approximation, in

which only the first-order correction to the interaction energy is treated explicitly in

terms of atomic partial charges, while second- and higher-order effects are effec-

tively taken into account by introducing dielectric continua. In other words, we

model the PPC as a collection of atomic partial charges that are situated on the atom

positions (inferred from a crystal structure for heavy atoms and from molecular

modeling for hydrogen atoms) and are embedded in a polarizable continuum

(which is not necessarily homogeneous, see below). Although this approach is

approximative, it turns out to work quite well for ordinary PPCs in photosynthesis.8

1.5 Site Energies

Above, we have already introduced the site energy as the energy difference between

first excited and ground state of a pigment in site m at the equilibrium positions of

the nuclei in the ground state. If we take into account not just one, but all relevant

vibrational modes of the PPC, the site energy is

ΔUm 0ð Þ ¼ Umin
m, 1 � Umin

m, 0|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
ΔUmin

m

þ
X
ζ

�hωζg
2
ζ|fflfflfflfflfflffl{zfflfflfflfflfflffl}

λint

þ
X
ξ

�hωξg
2
m,ξ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

λm

ð1:50Þ

with the difference between energy minima of the PES of the S0! S1 transition of

pigment m, ΔUmin
m , the reorganization energy of intramolecular pigment modes ζ,

λintra (assumed for simplicity to be pigment-, but not site-specific) and the reorga-

nization energy of environmental modes ξ, λm, (depending on the site m due to

specific interactions of the pigment with the local environment consisting of

protein, other pigments etc.). On the other hand, for a pigment in vacuum, we

would have just the transition energy

8Readers interested in alternative approaches that go beyond this level will find information in

Renger and Müh [30] and the references therein.
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ΔUvac 0ð Þ ¼ Umin
vac,1 � Umin

vac, 0|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
ΔUmin

vac

þ λint ð1:51Þ

which is the same we already considered above in Eq. (1.8). Thus, if we transfer a

pigment from vacuum to site m in the PPC, the transition energy changes due to a

shift of the difference in energy minima and the additional contribution from λm
(Fig. 1.7). The site energy difference Δαmn between two pigments in different sites

m and n that are chemically identical and have the same conformation, then is

Δαmn ¼ ΔUn 0ð Þ � ΔUm 0ð Þ ¼ ΔUmin
n � ΔUmin

m þ λn � λm ð1:52Þ

similar to Eq. (1.14).

Within the framework of perturbation theory described above, the change from

ΔUvac(0) in vacuum to ΔUm(0) in the PPC is obtained to first order from Eq. (1.48).

The pigment A is now our pigment in site m, so we replace A with m, and the

“second molecule” is in fact the whole environment of the pigment, which we

call “background” (bg) and replace B with bg. Equation (1.48) has to be applied

twice, namely, for a¼ 0 (electronic ground state of the pigment) and a¼ 1

(first excited state). The background is always in its electronic ground state

(b¼ 0). Thus we have

Fig. 1.7 Energy level shifts resulting from transferring a pigment from vacuum to the binding site

m in a PPC. Uvac,0(0) and Uvac,1(0) are the energies of the S0 and S1 state, respectively, of the

pigment in vacuum at the equilibrium structure of the ground state. Um,0(0) and Um,1(0) are the

corresponding quantities of the protein-bound pigment in site m. The superscript “min” indicates

an energy of the PES minimum, and “Δ” indicates a difference between S1 and S0 state. λint is the
reorganization energy of intramolecular pigment modes assumed, for simplicity, to be not affected

by pigment–protein interactions. λm is the additional reorganization energy due to coupling of the

S0! S1 transition of the pigment to protein vibrations in site m
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ΔUm 0ð Þ � ΔUvac

�
0
� ¼ Um, 1 0ð Þ � Um, 0

�
0
�� Uvac,1

�
0
�þ Uvac, 0

�
0
�

¼ W
1ð Þ
10 �W

1ð Þ
00 � Uvac,1 0ð Þ � Uvac, 0 0ð Þð Þ

¼
X
I, J

q
mð Þ
I 1; 1ð Þ q

bgð Þ
J 0; 0ð Þ

R
mð Þ
I � RJ

��� ���
�
X
I, J

q
mð Þ
I 0; 0ð Þ q

bgð Þ
J 0; 0ð Þ

R
mð Þ
I � RJ

��� ��� � ΔUvac 0ð Þ ð1:53Þ

that is,

ΔUm 0ð Þ ¼
X
I, J

q
mð Þ
I 1; 1ð Þ � q

mð Þ
I 0; 0ð Þ

� �
q

bgð Þ
J 0; 0ð Þ

R
mð Þ
I � RJ

��� ��� ð1:54Þ

Here, we have used the atomic partial charges q
ðmÞ
I (1, 1) and q

ðmÞ
I (0, 0) that

represent the charge distribution of the pigment in the first excited and the ground

state, respectively, and the charge distribution of the environment in its ground state

is represented by the charges q
ðbgÞ
J (0, 0). The sum over I goes over all atoms of the

pigment that carry different partial charges in the excited and the ground state, and

the sum over J is over all environmental atoms.

We believe that Eq. (1.54) represents the dominant mechanism of color tuning

for protein-bound pigments, namely, the charge density coupling between pigment

and environment. This mechanism also provides a descriptive explanation for the

site energy shifts. To see this, we recast Eq. (1.54) in the form

ΔUm 0ð Þ ¼
X
J

Δϕm RJ

� �
q

bgð Þ
J 0; 0ð Þ ð1:55Þ

where we have introduced the electrostatic difference potential of the pigment in

site m as

Δϕm xð Þ ¼
X
I

q
mð Þ
I 1; 1ð Þ � q

mð Þ
I 0; 0ð Þ

� �
x� R

mð Þ
I

��� ��� ð1:56Þ

In the left part of Fig. 1.8 is shown the difference potential for a typical Chl

a molecule. The figure is a contour plot showing only a cut through the potential in

the π-plane of the molecule. Nonetheless it illustrates the aforementioned redistribu-

tion of electrons in a dye molecule upon light excitation. The regions of positive and

negative difference potentialΔϕm are represented by blue and red color, respectively.
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Thus, electrons are redistributed from the blue to the red regions. In an alternative

view, the contour plot can be interpreted as illustrating directly the exciton being

localized on the pigment.With the exciton being seen as an electron–hole pair, the red

and blue colors indicate the spatial regions where the electron and the hole, respec-

tively, is predominant. Apparently, the exciton is characterized by a certain degree of

electron–hole separation resulting in an electrostatic potential (Δϕm) that interacts

with the permanent charge distribution of the surrounding PPC (represented by the

partial charges q
ðbgÞ
J (0, 0)). It is this interaction that determines the site energy shift.

Then, it depends on the relative sign of an environmental partial charge and the

difference potential (Δϕm) at the position of this charge (Eq. (1.55)), whether the

contribution of the background charge to the site energy is a blueshift (>0, higher

transition energy) or a redshift (<0, lower transition energy) as summarized in the

right part of Fig. 1.8. SinceCoulomb interactions are effective at long distance, a fairly

large portion of the PPC will contribute to the total site energy of a pigment. For

example, most of the 96 site energies of Chl a in one monomeric subunit of

cyanobacterial PSI [39] were found to be significantly influenced by more than

20 amino acid residues [40].

The simple picture drawn so far seems to indicate that the calculation of site

energy shifts is easy. However, the situation is in fact more complicated. Besides

the higher-order effects to be discussed below, there are at least two problems that

are not yet solved satisfactorily and are topics of current research. The first problem

concerns the approximate treatment of the many-electron system of the pigment.

Fig. 1.8 Left: Electrostatic potential Δϕm of Chl a (contour plot in the π-plane of the molecule;

blue: Δϕm> 0, red: Δϕm< 0) representing the difference in charge distribution between first

excited and ground state. The difference potential has been obtained with quantum chemistry

[23, 37] employing time-dependent density functional theory implemented in Q-Chem [38]. Right:
Contribution of a background partial charge to the resulting site energy shift of a pigment in site

m of a PPC depending on the relative sign of the background partial charge and the difference

potential Δϕm
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The “shape of the exciton” as represented by the contour plot in Fig. 1.8 depends

somewhat on the quantum chemical method used to calculate the electronic wave

functions [23, 37]. Hence, different methods in general yield different atomic

partial charges and different site energy shifts. At present, there is no faithful

method to directly evaluate the reliability of the calculated charge sets. The only

way to test the charge sets is to simulate optical spectra of PPCs and compare with

experiment. Although this procedure works, it is rather empirical and provides no

systematic route to improved atomic partial charges.

The second problem is due to conformational variations between chemically

identical pigments in different sites. For example, the macrocycle of a chlorophyll

may become nonplanar because of interactions with the protein. If the degree of

nonplanarity varies from site to site, the site energy difference Δα between two

pigments can no longer be calculated solely on the basis of Eq. (1.54), but obtains

an additional contribution that has to be determined by quantum chemical

methods.9 The limited accuracy of the latter then is again an issue. For chlorophylls,

it seems that quantum-chemistry based methods so far have overestimated the

contributions of conformational variations to site energy shifts, and further work

is required to better quantify these effects.

We now turn to the higher-order site energy shifts. The simplest way to include

these is to place the atomic partial charges of pigment and background in a

homogeneous dielectric with an effective dielectric constant εeff. The site energy

shift then becomes

ΔUm 0ð Þ ¼ 1

εeff

X
I, J

q
mð Þ
I 1; 1ð Þ � q

mð Þ
I 0; 0ð Þ

� �
q

bgð Þ
J 0; 0ð Þ

R
mð Þ
I � RJ

��� ��� ð1:57Þ

In this charge density coupling (CDC) method [40, 42, 43], the dielectric

constant accounts for all polarization effects. However, employing a homogeneous

dielectric continuum implies to neglect polarizability differences between mole-

cules. Further, εeff has to be determined from a comparison of simulated and

measured optical spectra of the PPC. Thus, it is essentially an adjustable parameter

that not only serves to describe medium polarization in an averaged form, but also

to compensate for possible errors in the charge sets. Therefore, one has to be careful

with a physical interpretation of this parameter.

A somewhat more differentiated approach is to distinguish between the protein

volume, the surrounding aqueous medium and eventually a membrane region, and

to assign different dielectric constants εp, εsolv, and εmem, respectively, to these

regions. This is done in the Poisson–Boltzmann/quantum chemical (PB/QC) method

[37, 42, 44, 45]. The name of this method originates from the fact that besides the

9We note that there are other types of light-harvesting complexes that contain more flexible

pigments (e.g., bilins, see [41]). In these cases, the contribution from conformational variations

may become dominant.
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atomic partial charges originating from quantum chemistry, one also needs to

calculate variants of the electrostatic potentials ϕðmÞ
00 (x) and ϕðmÞ

11 (x) of the ground

and excited state of the pigment that take into account the polarization induced by

these charges in the dielectric environment. This is accomplished by solving the

so-called linearized Poisson–Boltzmann equation.We shall not go into further details

of this method, but refer the interested reader to a recent review [30]. There, it is

also shown that by similar means another problem concerning the charge distribution

of the PPC can be solved: Certain groups in the protein can take up or release a proton.

Examples are the acidic or basic side chains of amino acids. Since the change of the

protonation state of such a group implies that it loses or gains a full elementary

charge, the protonation state can have a profound influence on the site energy of a

nearby pigment. Therefore, it is important to know the probability of such a group to

be protonated. Because the protein environment influences the stability of the

protonated relative to the deprotonated form, electrostatic methods are used to

evaluate the protonation probability (for further details, see [46, 47]). The atomic

partial charges corresponding to the most probable states of the protonatable groups

then contribute to the background charges in both the CDC and the PB/QC method.

1.6 Excitonic Couplings

Next, we consider two pigments in the PPC situated at sites m and n and ask for the
excitonic coupling V, which has been shown above to be one of the crucial

parameters. We call this coupling now Vmn to specify the involved sites. Based

on Eq. (1.10), we can write

Vmn ¼
ð
dr1dr1

ρ mð Þ
01 r1ð Þρ nð Þ

01 r1ð Þ
r1 � r1j j ð1:58Þ

where r1 and r1 are the spatial coordinates pertaining to the transition density of the

pigment in site m and n, respectively. The transition density as defined in Eq. (1.11)
has no simple classical interpretation. Nonetheless, we can handle it formally as if it

was a charge density. Note that the transition density, in contrast to the charge

density, is defined only up to a factor of �1, which is, however, of no concern for

the calculation of optical spectra and XT. The next logical step is to introduce the

counterpart of an electrostatic potential:

ϕ mð Þ
01 xð Þ ¼

ð
dx

0 ρ mð Þ
01 x

0� �
x� x

0j j ð1:59Þ
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By analogy to Eq. (1.47), we can then write

Vmn ¼
ð
dxρ mð Þ

01 xð Þϕ nð Þ
01 xð Þ ð1:60Þ

Note that there is no contribution from the nuclei. It is probably not surprising

that the next step is to represent the potential ϕðmÞ
01 (x) in terms of atomic partial

charges q
ðmÞ
I (0, 1). Then, the excitonic coupling is simply

Vmn ¼
X
I, J

q
mð Þ
I 0; 1ð Þq nð Þ

J 0; 1ð Þ
R

mð Þ
I � R

nð Þ
J

��� ��� ð1:61Þ

The spatial coordinates R
ðmÞ
I andR

ðnÞ
J are those of the atoms of the two pigments.

This way of calculating the excitonic couplings is denoted the Transition charge

from Electrostatic potential (TrEsp) method [23]. The transition charges are also

referred to as “transition monopoles” based on the pioneering work of Weiss [48]

and Chang [49], who derived them in a different way.

The potential ϕðmÞ
01 (x) is shown for a typical Chl amolecule in Fig. 1.9a (again as a

contour plot of a cut through the potential in the π-plane of the molecule). It can be

seen that the potential has a strongly dipolar character. Thus, instead of using all the

Fig. 1.9 (a) Electrostatic potential ϕðmÞ
01 of Chl a (contour plot in the π-plane of the molecule; blue:

ϕðmÞ
01 > 0, red: ϕðmÞ

01 < 0) representing the transition density between first excited and ground state.

The transition density has been obtained with quantum chemistry [23] employing time-dependent

density functional theory implemented in Q-Chem [38]. (b) Dielectric boundary between chloro-

phylls and protein in trimeric LHCII and assignment of dielectric constants used in the calculation

of excitonic couplings with the Poisson-TrEsp method; figure made with VMD [3]
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monopoles q
ðmÞ
I (0, 1) placed at the atom positions, it may be approximated by just two

partial charges of opposite sign placed at the positions indicated in Fig. 1.9a.10Within

this extended-dipole approximation, the excitonic coupling between the S0! S1
transitions of two chlorophylls can be calculated from just four Coulomb interactions.

Even for pigments that are close to each other, this approximation is often very

accurate and provides a suitable alternative to the TrEsp or other more sophisticated

methods [23]. Note that the dipole is oriented along the axis joining the nitrogen

atoms NB and ND (according to the crystallographer0s nomenclature), which is

defined as the y-axis (see Fig. 1.2b) according to the Gouterman model of transitions

in tetrapyrroles [51, 52]. Based on this model, the S0! S1 transition is also referred to

as Qy transition. We note that there is some discussion about the possibility that this

dipole is not exactly oriented along this axis (see [53], and references therein).

A further approximation is obtained by replacing the extended dipole with a point

dipole. The latter is formally derived by letting the two charges of the extended

dipole approach each other until they meet in one point, while the magnitudes of the

charges are changed such that the magnitude of the dipole moment remains constant

[54]. The resulting vector is the transition dipole or transition dipole moment μðmÞ
01

that can be calculated from the first moment of the transition density:

μ mð Þ
01 ¼

ð
dx x ρ mð Þ

01 xð Þ ¼
X
I

R
mð Þ
I q

mð Þ
I 0; 1ð Þ ð1:62Þ

Within this point-dipole approximation, the excitonic coupling is given as

Vmn � μ mð Þ
01 � μ nð Þ

01

R3
mn

� 3
μ mð Þ
01 � Rmn

� �
μ nð Þ
01 � Rmn

� �
R5
mn

ð1:63Þ

where Rmn is a vector joining the centers of the two pigments and Rmn is the

corresponding center-to-center distance. Equation (1.63) is quite popular. However,

it should be applied with care, since it corresponds to the first non-vanishing term in

a multipole expansion of the interaction between the two transition densities.

As such, it is a crude approximation and at best valid, if the extension of the

pigments does not exceed their center-to-center distance. This condition is often

violated by the rather densely packed pigments in PPCs. Nonetheless, the transition

dipole is an important quantity, as its square is proportional to the dipole strength

or absorption cross section of the S0! S1 transition. This brings us to the question

of how well the dipole strength can be calculated.

The application of different quantum chemical methods to calculate the Qy

transition density of chlorophylls shows that the overall shape of the potential

10 A systematic procedure for finding these positions is described in [50].
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ϕðmÞ
01 (x) does not depend significantly on the chosen method. However, the magni-

tude of the transition dipole moment does, and it is usually overestimated. To solve

this problem, the transition charges are rescaled with a correction factor χ chosen

such that the dipole strength obtained from the first moment of the transition charges

matches the experimental value, i.e., we have for the corrected transition charges

eq mð Þ
I 0; 1ð Þ ¼ χ q

mð Þ
I 0; 1ð Þ ð1:64Þ

However, the vacuum dipole strength of large molecules is normally not avail-

able. Rather, these molecules are investigated in organic solvents. Knox and Spring

[55] provided an important analysis to relate the dipole strengths of chlorophylls in

solution to those in vacuum.

The interaction between transition densities is influenced by a polarizable

medium similar to that between charge densities. An important difference is that

in the case of excitonic couplings only the optical (fast) polarization of the envi-

ronment needs to be taken into account, since there is no time for the nuclei to react

during an electronic transition. To consider screening and local field corrections in

the TrEsp method, an additional scaling constant f is introduced, so that with

transition charges properly scaled to the vacuum value of the dipole strength, the

excitonic coupling becomes:

Vmn ¼ f
X
I, J

eq mð Þ
I 0; 1ð Þeq nð Þ

J 0; 1ð Þ
R

mð Þ
I � R

nð Þ
J

��� ��� ð1:65Þ

Of course, one can subsume fχ2 in one correction factor and use unscaled charges
in Eq. (1.65). The distinction between f and χ2 has its roots in a more differentiated

way to investigate the influence of the polarization as explained in the following.

In an extension of the TrEspmethod, referred to as Poisson-TrEsp [40, 42, 56, 57],

different dielectric constants are assigned to the volumes inside and outside the

pigments. More precisely, pigment-shaped cavities are defined based on overlapping

spheres representing the atoms of the chromophores as shown for trimeric LHCII in

Fig. 1.9b. The transition charges are placed within the cavities on the atom positions.

The dielectric constant becomes position-dependent, ε¼ ε(x), in that ε(x)¼ 1 is used

for the space inside the cavities, and ε(x)¼ εopt otherwise. Here, εopt¼ n2, where n is

the refractive index of the medium. For each pigment, a potential ϕðmÞ
01 (x) is calcu-

lated numerically as the solution to the Poisson equation:

∇ ε xð Þ∇ϕ mð Þ
01 xð Þ

� �
¼ �4π

X
I

eq mð Þ
I 0; 1ð Þδ x� R

mð Þ
I

� �
ð1:66Þ
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This potential not only takes into account the potential due to the transition charges

as in Eq. (1.59), but also that due to the polarization that the transition charges induce

in the surrounding dielectric medium. The resulting excitonic coupling is then:

Vmn ¼
X
J

ϕ mð Þ
01 R

nð Þ
J

� �eq nð Þ
J 0; 1ð Þ ð1:67Þ

The tilde on the transition charges in Eqs. (1.66) and (1.67) indicates that

transition charges have to be employed that are scaled with reference to the vacuum

dipole strength of the pigments. Normally, εopt¼ 2 is used. This value is suggested

by microscopic simulations [58] as well as by an estimate [53] that is based on

a comparison of the dipole strengths of protein-bound and solvent-extracted

Chl a [59].

A comparison of excitonic couplings obtained with Poisson-TrEsp to those

obtained with TrEsp in vacuum ( f¼ 1) allows to estimate an effective value of

f for use with the TrEsp method in a medium. Application to various PPCs resulted

in values of f between 0.6 and 0.8 [30]. The result 1/f< εopt is reasonable, as in the

Poisson-TrEsp method the pigment interior is assumed to be non-polarizable, and

there is a local field enhancement of the transition density by the polarizability of

the environment. The assumption of a non-polarizable interior of the pigments is

physically motivated, since the S0! S1 transition, which makes a major contribu-

tion to the polarizability of the volume occupied by the pigment, is already

accounted for in the exciton simulation, for which Vmn is determined. On the

other hand, higher transitions of the pigments contribute to the polarizability of

the pigment volume, which thus has a residual polarizability neglected so far. This

problem has not been further analyzed yet.

Application of the Poisson-TrEsp method shows that the medium surrounding

the pigments does not always diminish Vmn, but in rare cases may even enhance it

[57] in agreement with earlier model calculations [56, 60]. This result calls in

question the general applicability of screening factors. Other methods have been

employed, in which the dielectric environment is directly incorporated in the

quantum chemistry of the pigments (for a review, see [61]). The results from

these methods suggest on the one hand that the heterogeneity of the protein is

ultimately important to understand excitonic couplings in detail. On the other hand,

they also arrive at a value of εopt¼ 2 for a reasonable description of the average

dielectric properties of a PPC.

1.7 Exciton-Vibrational Coupling

The CDC method for the calculation of site energies also provides a means to get

information about the exciton-vibrational coupling constants gm,ξ that underlie the
reorganization energy λm. To see this, we write down again the PES of the ground
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state of the PPC, Um,0(Qξ), and of the state, in which pigment m is locally excited to

its S1 state, Um,1(Qξ):

Um, 0 Qξ
� � ¼ Umin

m, 0 þ
�hωξ

4
Q2

ξ ð1:68Þ

Um, 1 Qξ
� � ¼ Umin

m, 1 þ
�hωξ

4
Qξ þ 2gm,ξ

� �2
ð1:69Þ

Then, the energy difference between first excited and ground state as a function

of the normal mode coordinate Qξ, ΔUm(Qξ)¼Um,1(Qξ)�Um,0(Qξ), is given by

ΔUm Qξ
� � ¼ Umin

m, 1 þ
�hωξ

4
Qξ þ 2gm,ξ

� �2
� Umin

m, 0 �
�hωξ

4
Q2

ξ

¼ ΔUmin
m þ �hωξgm,ξQξ þ �hωξg

2
m,ξ ð1:70Þ

Thus, gm,ξ is related to the first derivative of ΔUm(Qξ) with respect to the normal

mode coordinate:

∂ΔUm Qξ
� �

∂Qξ
¼ �hωξgm,ξ ð1:71Þ

If we recall that the normal modes originate from a transformation of the

Cartesian coordinates of the nuclei according to Eq. (1.5), we can write [33]:

gm,ξ ¼ 2�hð Þ�1=2ω�3=2
ξ

X
J

M
�1=2
J AJξ �∇J ΔUm Rð Þð Þj0 ð1:72Þ

Here, AJξ is the transformation matrix, ∇J the gradient with respect to the

Cartesian coordinates of atom J (taken at the ground state equilibrium positions

of the nuclei), and the sum goes over all environmental atoms that contribute to the

mode ξ. Now, we make the assumption that the permanent charge distributions of

either electronic state of pigment m and of the environment do not change appre-

ciably due to small displacements of the nuclei. Then, the atomic partial charges

can be considered constant, and the gradient of the CDC expression for ΔUm(R)

(Eq. (1.57)) can be calculated to give:

gm,ξ ¼
1eεeff 2�hð Þ1=2ω3=2

ξ

X
I, J

q
mð Þ
I 1; 1ð Þ � q

mð Þ
I 0; 0ð Þ

� �
q

bgð Þ
J 0; 0ð Þ

R
0ð Þ
m, I � R

0ð Þ
J

��� ����3

	 R
0ð Þ
J � R

0ð Þ
m, I

� �
� M

�1=2
I AIξ �M

�1=2
J AJξ

� �
ð1:73Þ

Here, I counts the atoms of the pigment and J those of the environment. R
ð0Þ
m;I and

R
0ð Þ
J are the respective Cartesian coordinates of the equilibrium positions of the
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nuclei in the ground state of the PPC. Thus, gm,ξ can be calculated directly from the

crystal structure, if the atomic partial charges are known. The effective dielectric

constant eεeff differs from εeff used in Eq. (1.57), however, since the latter has to

account for electronic and nuclear polarization, whereas the former has to describe

only the electronic part. Note that in the present calculations, only information

about λm is obtained, but not about λint. The latter requires a quantum chemical

treatment of the pigment.

In a similar way, coupling constants gmn,ξ that eventually lead to a Qξ-depen-

dence of the excitonic coupling Vmn can be calculated, since

∂Vmn Qξ
� �

∂Qξ
¼ �hωξgmn,ξ ð1:74Þ

(Note that this coupling is different from J12 discussed before.) By invoking the

TrEsp method, we obtain [33]:

gmn,ξ ¼
f

2�hð Þ1=2ω3=2
ξ

X
I, J

eq mð Þ
I 0; 1ð Þeq nð Þ

J 0; 1ð Þ
R

0ð Þ
m, I � R

0ð Þ
n:,J

��� ���3 R
0ð Þ
m, I � R

0ð Þ
n,J

� �
� M

�1=2
J AJξ �M

�1=2
I AIξ

� �
ð1:75Þ

where I counts the atoms of pigment m and J those of pigment n, and R
ð0Þ
m;I and R

ð0Þ
n;J

are the respective ground state equilibrium positions of the nuclei.

1.8 Application to the FMO Protein

The FMO protein is a small water-soluble PPC occurring in green sulfur bacteria

that is situated between the outer antenna system (chlorosome/baseplate) and the

RC complex [62]. Thus, it acts as a kind of XT mediator. The crystal structure of the

FMO protein is known for quite some time [63, 64]. It is a trimer with each

monomer being a shell-like structure holding seven bacteriochlorophyll (BChl)

a pigments in its interior and eventually binding an eighth BChl a per monomer

at the monomer–monomer interface [65]. The presence of the latter pigment has

been confirmed only recently [66].

Because of its relatively simple structure, the FMO protein is a suitable model

system for experimental and theoretical research on PPCs. Nonetheless, it took a

long time to arrive at a suitable set of site energies and excitonic couplings to

describe the optical spectra of the FMO protein with the seven inner pigments (apo-
form) and to model exciton dynamics [67]. A major obstacle in earlier theoretical

analyses was the use of a rather high value for the dipole strength of the Qy

transition of BChl a. Louwe et al. [68] used a value of 68.9 D2, but considered

dielectric screening by the protein with εeff¼ 2.4, resulting in a relatively low value
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for the effective dipole strength11 of ~30 D2. The latter value was later confirmed by

application of the Poisson-TrEsp method [56]. More precisely, the analysis by

Knox and Spring [55] suggests a value for the dipole strength in vacuum of 37.1

D2. Combined with εopt¼ 2.0, the Poisson-TrEsp method provides excitonic cou-

plings that can be compared with TrEsp calculations to yield 1/f¼ εeff¼ 1.25 and

hence again 30 D2.

The lower values of Vmn paved the way for finding realistic site energies from

fits of optical spectra, but the fits did not provide a structure-based explanation

for the assignment of site energies. A first step in this direction was to consider

the influence of charged amino acids, which together with the fits resulted

in the assignment of the lowest site energy (i.e., the “energy sink”) to BChl a 3

(in the numbering scheme of Prosthecochloris aestuarii according to [64]).

Consequently, it was proposed that the FMO protein is oriented in such a way

that BChl a 3 faces the RC complex for efficient XT [56]. This orientation was later

confirmed experimentally by a combination of chemical labeling with mass

spectrometry [69]. A more detailed structure-based rationale for the assignment

of site energies was provided by application of the PB/QC method [44] and later

the CDC method [42, 43]. It was stressed that besides amino acid side chains, the

backbone architecture of a PPC has to be taken into account, as the dipoles of

the peptide bonds can make a significant contribution to site energy shifts. In this

respect, two α-helices were found important in the determination of the energy

sink at BChl a 3 in the FMO protein [44], and site energy differences turned out to

be the major mechanism for the direction of XT in this system. Thus, it is the

inhomogeneous charge distribution within the PPC that guides the exciton to a

particular site. An advantage of the electrostatic calculation scheme is that certain

parts of the PPC can easily be tested for their influence by just setting the respective

atomic partial charges to zero. In this way, it was found that without the

dipole fields of the two aforementioned α-helices, XT through the FMO protein

gets stuck in the center of the PPC instead of reaching BChl a 3 at the interface to

the RC complex [44]. This is a clear illustration of how the methods described in

this chapter work and how they provide information about structure–function

relationships in PPCs.

The eighth BChl a in the FMO protein (holo-form) is located at the side opposite

to BChl a 3 [66]. This finding led to the proposal that BChl a 8 faces the

chlorosome/baseplate and serves as entrance site for the exciton coming from

the outer antenna. Indeed, application of the CDC method to the holo-form showed

the eighth pigment to have the highest site energy [43]. The origin of the blueshift

is a conglomerate of negatively charged amino acid side chains in a negative region

of the Δϕ8 potential (cf. Fig. 1.8). Since these groups can principally be protonated

and lose their negative net charge, the influence of the medium dielectric constant

on the protonation states was tested. For example, contact with the chlorosome/

baseplate could lower the polarizability of the environment of the eighth BChl a.

11We define the effective dipole strength as vacuum dipole strength divided by εeff.
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It was found that only one group loses its net charge, and BChl a 8 remains the

most blueshifted pigment in the FMO protein.

Recently, a normal mode analysis (NMA) of one monomeric subunit of the

apo-form of the FMO protein has been carried out and combined with the CDC and

TrEsp methods to obtain the coupling constants gm,ξ and gmn,ξ, respectively [33].

A suitable measure for the strength of the exciton-vibrational coupling character-

istic for a local excited state is the Huang–Rhys factor

Sm ¼
X
ξ

g2m,ξ ð1:76Þ

These factors were found to vary between 0.19 and 0.54 between the seven

sites with an average value of 0.39 in excellent agreement with experimental

estimates [70, 71]. The variations of Sm suggest that the reorganization energies λm
for the local S0! S1 transitions are indeed site-dependent. However, as the accuracy

of the NMA-based data is presently unclear, it is too early to say anything about

the significance of this variation. A possibility to test the accuracy is to calculate the

spectral density and compare with experiment. The spectral density is defined as

Jm ωð Þ ¼
X
ξ

g2m,ξδ ω� ωξ
� � ð1:77Þ

In Fig. 1.10 is shown a comparison of the averaged NMA-based spectral density

Fig. 1.10 Averaged NMA-based spectral density J ωð Þ (Eq. (1.78), blue histogram) compared to

spectral densities inferred from experimental data. The black curve was obtained [72] from an

analysis of fluorescence line narrowing (FLN) spectra of the B777-complex of purple bacteria [73]

and the green curve from FLN spectra of the FMO protein [70]. The latter two have been rescaled

to the averaged Huang–Rhys factor 0.39 of J ωð Þ
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J ωð Þ ¼ 1

7

X7
m¼1

Jm ωð Þ ð1:78Þ

with data inferred from experiment. Apparently, the calculation overestimates

the spectral density in the low-frequency region and underestimates it in the

high-frequency range. The latter discrepancy is due to the inevitable lack of

the contributions from λint in the calculation of intermolecular coupling constants.

The overestimation of the low-frequency region may have its roots in the harmonic

approximation of nuclear motion, which is probably inadequate for soft protein

modes contributing to this frequency range. This problem is currently under further

investigation. Nonetheless, the NMA-based spectral density is closer to experiment

than any other structure-based spectral density. In particular, methods have been

applied, in which the environment is directly incorporated in the quantum chemis-

try of the pigments. Although these methods have, in principle, the potential to also

yield information about the intramolecular coupling constants, they failed so far at

arriving at a balanced description of λint and λm (for a further discussion and

references, see [33]).

The concept of the Huang–Rhys factor can be generalized to fluctuations of

excitonic couplings:

Smn ¼
X
ξ

g2mn,ξ ð1:79Þ

The NMA of the FMO protein shows that the values of Smn are about one order
of magnitude smaller than the values of Sm [33]. This result suggests that the

excitonic couplings are much less sensitive to nuclear motion than are the site

energies. Therefore, it is a reasonable approximation to neglect the dependence of

Vmn on the Qξ in calculations of exciton states as we did above.

Another important result of the NMA is that the coupling constants pertaining to

one mode ξ are usually different for different sites, which is a consequence of the

inhomogeneous distribution of charges and vibrating atoms in the PPC [33]. As a

result, coherent superpositions of exciton states decay fast, which is a prerequisite

for fast XT and an efficient dissipation of the excess energy during the relaxation to

the energy sink.

1.9 The Antenna System of PSII

Although significant progress has been made in characterizing the structure of PSII

in higher plants [1, 4, 5], crystal structures of sufficient resolution are available only

for LHCII [6, 7] and CP29 [9]. The computational methods described herein have

been applied so far only to LHCII [37, 74, 75]. In addition, high-resolution

structures of the PSII core complex from cyanobacteria have been published
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[2, 11], but rigorous structure-based calculations of site energies are in an early

stage [45]. Therefore, we concentrate on LHCII in the following overview.

LHCII is a trimeric complex that binds eight Chl a and six Chl b pigments as

well as four carotenoid cofactors and one structurally important phospholipid

molecule per monomer [8]. Based on the crystal structure by Liu et al. [6],

Novoderezhkin et al. [76] determined the 14 different Chl site energies of trimeric

LHCII from a simultaneous fit of steady-state and time-resolved optical spectra

using an exciton model with excitonic couplings obtained from the point-dipole

approximation. They assumed n¼ 1.54 for the refractive index of the protein and

dipole strengths of 33.1 D2 and 24 D2 for Chl a and b, respectively. The latter values
originate from the analysis by Knox and Spring [55] for the implied refractive

index. The effective dipole strengths are then 14 D2 and 10 D2 for Chl a and b,
respectively. The same values for the effective dipole strengths were used as

reference by Frähmcke and Walla [77] to scale the transition densities in a quantum

chemical computation of excitonic couplings. Their data confirm that the point-

dipole approximation is a reasonable approximation for the excitonic coupling

between Qy transitions of Chls in LHCII with the exception of the Chl b606/b607
pair (in the numbering scheme of [6]), for which the coupling is overestimated by

~30 cm�1. A similar conclusion follows from the application of the Poisson-TrEsp

method with vacuum dipole strengths of 21.0 D2 and 14.7 D2 for Chl a and b,
respectively, and εopt¼ 2 [37]. In addition, very similar couplings are obtained from

the two crystal structures with the exception of the Chl a611/a612 pair, which

shows the largest structural variation and a difference in the excitonic coupling of

21 cm�1 [37].

Application of the PB/QC method to LHCII resulted in site energies that allow

for a good match between simulated and measured low-temperature optical spectra

with the exception of circular dichroism in the Chl b region [37, 75]. This implies

that the optical spectra can in principle be understood on the basis of the crystal

structure within the approximations of the electrostatic model. However, this

analysis also clearly demonstrates the sensitivity of the computed site energies to

the quantum chemical method underlying the determination of the charge distribu-

tions. It should be emphasized again that neither the PB/QC nor the CDC method

use quantum chemically calculated transition energies. Other approaches applied to

LHCII, that use quantum chemistry more directly [78, 79], so far failed at the

description of low-temperature optical spectra. This indicates that the electrostatic

approach, despite its approximations and limitations, is presently a very efficient

route to a structure-based understanding of PPCs.

Regarding the direction of XT in LHCII, there are three main aspects to be

considered: (1) the heterogeneous charge distribution in the PPC causes site energy

differences between chemically identical pigments. These differences contribute to

directing XT as in the FMO protein. (2) Some strong excitonic couplings cause

exciton delocalization and corresponding shifts of energy levels. For example, the

two Chls a611 and a612 have site energies that would result in absorption peaks

centered at ~670 nm. Due to their relatively strong excitonic coupling of

~100 cm�1, two new bands appear at ~665 and 675 nm. XT then occurs by exciton
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relaxation as described above for the limit |Δγ|� |2V |. (3) There are two different

types of Chl (a and b) absorbing in different wavelength regions with the Chl b S1
states having higher energies than the Chl a states. Thus, XT occurs preferentially

from Chl b to Chl a.
The energy sink is found at Chl a610 in LHCII [37]. This result is in agreement

with the earlier fits [76] and experimental studies that apply site-directed mutagen-

esis to knock out specific Chls from LHCII and report the resulting spectral changes

[80]. However, this assignment applies strictly only to cryogenic temperatures. At

elevated temperatures that are closer to physiological conditions, an exciton level

seems to shift to lower energies, in which Chl a612 (strongly coupled to Chl a611) is
involved as known from studies on mutants [81]. Thus, the energy sink (i.e., the

terminal emitter domain) of LHCII is believed to encompass Chls a610, a611, and
a612. These Chls are located at the periphery of the LHCII trimer in a layer of

pigments facing the stroma, so that excitons are guided to the stromal side of the

thylakoid membrane (cf. Fig. 1.1). The further track of the exciton is presently

unknown, but ongoing research on the structures of CP29 and other antennae will

likely uncover it in the future together with a further insight into the regulation of XT.

1.10 Summary and Outlook

In this chapter, we use theoretical physics—simplified as far as possible—to link

structure and function in photosynthetic LHCs. The basic idea underlying our

approach is that despite the close packing of molecules in biological systems,

intermolecular wave function overlap can be neglected to arrive at a building

block principle. The complicated treatment of many-electron systems being inher-

ent in quantum chemistry then can be restricted to the building blocks, while

interactions between building blocks are treated with classical electrostatics.

Although approximative, this approach works reasonably well and allows us to

cope with the complexity of the involved molecular structures. Nonetheless, the

electrostatic approach reaches its limits. A future refinement of structure-based

simulations of PPCs will have to put more emphasis on quantum chemistry and

quantum dynamics. Given the limited accuracy of quantum chemical methods

particularly as regards excited states, this remains a challenge.
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Chapter 2

Electron–Phonon and Exciton–Phonon

Coupling in Light Harvesting, Insights

from Line-Narrowing Spectroscopies

Jörg Pieper and Arvi Freiberg

Abstract In photosynthetic antenna complexes, apart from defining the positions

and orientations of the pigment molecules, the protein matrix plays an important

role in excitation energy transfer dynamics. The low-frequency protein vibra-

tions—often referred to as phonons—serve as acceptor modes in nonadiabatic

excitation energy transfer between energetically inequivalent electronic or exci-

tonic energy states, assuring a spatially and energetically directed flow of excitation

energy within an antenna complex. Due to electron–phonon and electron–vibra-

tional coupling, the purely electronic or excitonic transitions of pigment molecules

are usually accompanied by a broad and asymmetric low-frequency sideband

spreading a few hundred wavenumbers and, in addition, by a number of distinct

lines covering the frequency range between ~200 and 1,700 cm�1. The

low-frequency sideband peaking at 20–30 cm�1 is typically identified with a

continuous distribution of widely delocalized protein vibrations. The narrow lines

at higher frequencies can mostly be attributed to localized pigment vibrations of

(bacterio-) chlorophyll molecules, which are only slightly modified by the sur-

rounding protein matrix. In conventional absorption or fluorescence spectra mea-

sured at cryogenic temperatures this substructure is usually hidden by significant

inhomogeneous broadening due to the heterogeneity of the amorphous protein

matrix. Line-narrowing spectroscopies like spectral hole burning and (difference)

fluorescence line-narrowing have been proved to be powerful experimental

tools for unraveling the hidden homogeneous spectral features from the

inhomogeneously broadened spectra. This contribution focuses on electron–phonon
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and exciton–phonon coupling in photosynthetic pigment–protein complexes. It also

discusses the underlying concepts of electron–phonon and electron–vibrational

coupling starting from the Franck–Condon principle and the general composition

of homogeneously and inhomogeneously broadened spectra of pigment–protein

complexes. The advantages and limitations of different spectroscopic techniques in

revealing the electron–phonon and electron–vibrational coupling parameters are

discussed based on model calculations. The chapter concludes with a discussion of

recent results on electron–phonon and electron–vibrational coupling for isolated

(bacterio-) chlorophyll molecules as well as for selected photosynthetic pigment–

protein complexes.

Keywords Photosynthesis • Pigment–protein complex • Electron–phonon

coupling • Electron–vibrational coupling • Huang–Rhys factor • Spectral density

• Spectral hole burning • Fluorescence line-narrowing

Abbreviations

BChl Bacteriochlorophyll

Chl Chlorophyll

FLN Fluorescence line narrowing

FWHM Full-width-at-half-maximum

IDF Inhomogeneous distribution function

LH1 Light harvesting complex 1 (of purple bacteria)

LH2 Light harvesting complex 2 (of purple bacteria)

LHC II Light harvesting complex II (of green plants)

PSB Phonon sideband

SHB Spectral hole burning

SMS Single-molecule spectroscopy

ZPL Zero-phonon line

2.1 Introduction

For efficient light-harvesting nature has developed specialized pigment–protein

complexes referred to as “antennae” whose electronic absorption spectra span

broad energy ranges of several hundreds to two thousand wavenumbers and are

well adapted to the maximum of the solar radiation reaching the earth’s surface.

Since in many cases photosynthetic antenna complexes consist of arrays of closely

spaced pigment molecules, excitonic interactions have to be taken into account (see

Sect. 1.1). The exciton, a bound state of an electron and a hole, is regarded as an

elementary excitation of condensed matter that can transfer energy without

transporting net electric charge. Relevant for photosynthesis are short range Frenkel

excitons where an electron and a hole reside on the same molecule and propagate
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together [1]. Excitons in the context of photosynthesis have already been discussed

since 1938 [2]; a modern overview of photosynthetic excitons can be found in

[3]. Within the recent years, much effort has been invested to unravel the excitonic

energy level structure and excitation energy transfer dynamics in photosynthetic

antenna complexes as well as the underlying pigment–pigment and pigment–

protein interactions (see Sects. 1.1 and 1.2) by different experimental approaches

like time-resolved spectroscopy [4], spectrally selective techniques [5] or single-

molecule spectroscopy (SMS) [6], and more recently, by two-dimensional elec-

tronic spectroscopy [7]. The wealth of experimental information has initiated

detailed theoretical simulations of excitation energy transfer, specifically, in the

major antenna complexes LHC II of green plants (see, e.g., Müh et al. [8] and

references therein) and LH2 from purple bacteria (see, e.g., Novoderezhkin and van

Grondelle [9], Freiberg and Trinkunas [10]).

In addition to the pigment–pigment interactions discussed above, photosynthetic

antenna complexes are also characterized by electron–vibrational coupling, which

refers to the interaction between a molecular electronic transition and intramolec-

ular nuclear vibrations determining the vibronic structure of optical spectra of

individual pigments (chromophores) [11]. A special case of electron–vibrational

coupling is the chromophore–host interaction, which gives rise to the electron–

phonon structure of the spectra. Strictly speaking, phonons are collective vibra-

tional modes (standing waves) in perfectly periodic lattices, in which all the lattice

particles simultaneously participate. Here, the term phonon is more loosely used to

distinguish delocalized low-frequency protein vibrations in pigment–protein com-

plexes (and amorphous lattices in general) from the higher-frequency intramolec-

ular vibrations localized on the (bacterio)chlorophyll ((B)Chl) and other pigment

molecules bound to the photosynthetic antenna complex. The electron–phonon and

electron–vibrational (vibronic) interactions together shape the so-called homoge-

neously broadened spectra of the photosynthetic pigment molecules surrounded by

an optically transparent dielectric medium, here consisting of the native protein

scaffold and buffer solution. In case of non-negligible excitonic coupling between

the pigment molecules of a given photosynthetic complex, one has to refer to

exciton–phonon coupling. In either regime, the purely electronic/excitonic transi-

tions of photosynthetic pigments embedded into amorphous protein environments

are thus typically accompanied by a large number of vibrational replicas due to

electron–phonon and vibronic coupling. The energetic difference between the

purely electronic/excitonic origin and a given vibrational line generally reflects

the corresponding vibrational frequency.

This is illustrated in Fig. 2.1 by showing vibrational spectra of the ground state

of a Chla-containing water soluble chlorophyll-protein (Chla-WSCP) complex

[12], obtained by spectrally selective low-temperature difference fluorescence

line-narrowing technique at 4.5 K (delta-FLN, see below). The Chla-WSCP com-

plex is well suited for studies of pigment–pigment and pigment–protein interac-

tions, because it binds only two Chla molecules, which are excitonically coupled

with moderate interaction energy of roughly ~100 cm�1, and which in the simplest

approximation [13] form only two excitonic energy levels denoted by E1
+ and E1

�.
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The delta-FLN spectrum shown in the center of Fig. 2.1 generally consists of three

parts: (1) the intense and narrow purely excitonic line at the excitation frequency of

ω¼ (E1—E0)/ħ. As follows, this frequency is for convenience taken as zero point

and considered as an origin of the delta-FLN spectrum. The readers familiar with

many spectroscopic techniques might recognize the analogy with Raman

Fig. 2.1 Schematic vibrational energy level diagram of Chla-WSCP derived from high-resolution

delta-FLN spectroscopy at 4.5 K. A 4.5 K delta-FLN spectrum of Chla-WSCP is shown as a blue
line; selected vibronic lines are labeled by their frequencies in wavenumbers (data taken from [12]).

The ZPL is cut off for clarity. Amagnification of the phonon region (labeled by a thick black arrow)
is shown to the right (black noisy line); the magnified wavenumber region is indicated by a dashed
arrow. The peaks in the phonon sideband are also labeled by their frequencies. A simulation of the

phonon region (red line) is calculated using a Huang–Rhys factor S of 0.81 and three one-phonon

profiles with peak frequencies of 24, 48, and 88 cm�1, respectively. In the energy level diagram

(see left side), the ground state as well as lower and higher exciton level of Chla-WSCP are given

by thick black lines and labeled by E0, E1
�, and E1

+, respectively. The ground state (E1
�!E0)

vibrational levels are indicated by dashed lines, the phonon region by grey color. The black arrow
represents a zero-phonon (purely excitonic) transition, while the blue and red arrows correspond to
transitions involving Chla vibrations and phonons, respectively
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spectroscopy (see, e.g., Aartsma and Matysik [4]); (2) a broad, asymmetric phonon

sideband adjacent to the purely excitonic line on its low-energy side and spreading

up to ~200 cm�1; and (3) around 50 distinct vibrational lines covering the fre-

quency range between ~200 and 1,700 cm�1. The phonon sideband peaking at

~24 cm�1 is shown in more detail in the rightmost spectrum of Fig. 2.1. It is

typically identified with a broad and continuous distribution of widely delocalized

low-frequency protein vibrations and their multi-quantum transitions, while the

narrow vibrational lines at frequencies higher than ~200 cm�1 can mostly be

attributed to localized Chla vibrations, only slightly modified by the environment

(see Rebane [11] and Kühn et al. [14] for reviews). Since the coupling between the

excitonic transition and the intramolecular vibrational degrees of freedom is weak

[12], the vibrational replicas represent in a good approximation just single-quantum

transitions for the local vibrational modes of Chla. Figure 2.1 also shows a

schematic energy level diagram of the ground state E1
�!E0 phonon and vibra-

tional transitions indicated by grey color and dashed lines, respectively. The black

arrow represents a zero-phonon (purely excitonic) transition, while the blue and red

arrows correspond to transitions involving Chla vibrations and phonons, respec-

tively. The complementary excited state vibrational frequencies can be observed in

hole burned spectra at 4.5 K and typically show little variation [15].

It is apparent from Fig. 2.1 that even the spectrum of a simplest pigment–protein

complex is rather complicated and extends over a significant range of frequencies.

Therefore, detailed knowledge of the parameters of electron–phonon and electron–

vibrational coupling is essential for a proper understanding and theoretical simula-

tions of optical spectra as well as energy transfer rates in photosynthetic systems.

Furthermore, the example of WSCP underlines that photosynthetic pigment–

protein complexes often feature excitonic rather than localized electronic states,

so that exciton–phonon and exciton–vibrational couplings also have to be consid-

ered (see below). The rich vibrational structure characteristic for homogeneously

broadened spectra is, however, not apparent in conventional absorption and fluo-

rescence spectra even at low temperatures, which are widely structureless due to

significant heterogeneity of the pigment microenvironments and ensemble averag-

ing, as will be discussed in some detail below. This observation constitutes the need

for experimental techniques which are capable of revealing phonon and vibrational

substructures at least at low temperatures such as spectral hole burning (SHB)

[16, 17], FLN [18], and delta-FLN [19–21]. In principle, the low-temperature SMS

[6, 22, 23] also belongs to this list. However, as is well known, the single-molecule

spectra suffer from poor signal to noise ratio, rendering investigation of weak

vibronic and phonon structures a rather difficult task. Therefore, in the present

chapter we will limit ourselves to providing an overview on the analysis of phonon

structure in line-narrowed (SHB, FLN, delta-FLN) optical spectra. Electron–

vibrational coupling will be addressed in parallel, because of the many analogies

to the case of phonons.

The present chapter is organized as follows: In Sect. 2.2 we will introduce the

homogeneous lineshape of an isolated pigment molecule embedded into a protein

matrix and explain the origin of the electron–phonon and electron–vibrational
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coupling. The meaning of the frequently used terms in the corresponding literature,

such as the Huang–Rhys factor and reorganization energy, will be clarified. Effects

of excitonic coupling on the electron–phonon coupling parameters will be shortly

commented. In Sect. 2.3 we will follow with a discussion of the origin of inhomo-

geneous spectral broadening and its effect on conventional absorption and fluores-

cence spectra. In Sect. 2.4 the different types of line-narrowing spectroscopies (SHB,

FLN, and delta-FLN) will be introduced. Their similarities and differences will

be illustrated by model calculations. Finally, in Sect. 2.5, we will provide a short

overview and critical discussion of some experimental results related to electron/

exciton–phonon and electron/exciton–vibrational coupling for (B)Chla pigment

molecules either in isolation or when embedded into the major photosynthetic

light-harvesting complexes of green plants (LHC II) and purple bacteria (LH2).

2.2 Conceptual Basis of Electron–Phonon

and Electron–Vibrational Coupling:

Homogeneously Broadened Spectra

A quantitative description of electron–phonon coupling requires a number of

simplifying assumptions to be made about the complex macromolecular pigment–

protein system, including the adiabatic, harmonic, and Franck–Condon approxima-

tions (see Rebane [11] and references therein). For simplicity, the theory of

electron–phonon coupling discussed below is strictly valid for highly localized

electronic transitions only, e.g., for isolated (B)Chl molecules at large distance from

other chromophores in a given photosynthetic complex. A short overview of the

excitonic coupling effects is provided at the end of this Section.

Within the adiabatic approach, the motions of the heavy nuclei of a macromol-

ecule are assumed to be uncorrelated with the faster motions of the much lighter

electrons so that the two types of motions can be separated. This assumption is the

prerequisite for the description of a macromolecule in terms of a potential energy

diagram as shown in Fig. 2.2 depicting the motion of the system of heavy nuclei

along one selected conformational coordinate qk for each the two electronic states

Ei and Ef. More generally, a macromolecular system of N atoms is characterized by

3N motional degrees of freedom including three translational and three rotational

components so that we arrive at a total of 3N-6 vibrational eigenmodes character-

ized by their eigenfrequencies ωk. A realistic assumption for Ei is a Lennard-Jones

potential [11] with an attractive and a repulsive component at large and small values

of the conformational coordinate, respectively. In thermal equilibrium at low

temperature, however, one can assume that the nuclei perform only small fluctua-

tions around the respective potential energy minima. Within the harmonic approx-

imation, it is then presumed that these fluctuations can be described by parabolic

potentials, i.e., the motion of the nuclei along one conformational coordinate is

equivalent to that of a harmonic oscillator moving around an equilibrium position.
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The various harmonic oscillators characterized by a frequency ωk and the

corresponding discrete energy levels with an energetic spacing of �hωk (as shown

in Fig. 2.2) are independent from each other. Upon electronic excitation due to

absorption of a light quantum the system of nuclei generally undergoes a

rearrangement leading to a shift of the equilibrium position and change of curvature

of the harmonic potential in the excited electronic state Ef. These changes deter-

mine the Franck–Condon type of vibronic coupling [24, 25]. As a first approxima-

tion, however, the parabolic potentials in the ground and the excited electronic state

are usually taken identical, except for the shift of the equilibrium position, resulting

in an identical phonon frequency ωk in both electronic states [11]. This is the

Fig. 2.2 Schematic potential energy diagram of a pigment embedded into an amorphous protein

matrix for the case of linear harmonic Franck–Condon coupling (left side) and the corresponding

absorption spectrum (right side) in the low temperature limit where kBT is much smaller than the

vibrational energy �hωk of the considered nuclear motion. The potential energy curves of a selected

nuclear motion are plotted as a function of its conformational coordinate qk in the electronic

ground and excited states Ei and Ef, respectively. The most probable transitions are given by red
full arrows for the cases of absorption (A) and fluorescence (C). Schematic vibronic wavefunctions

are given by grey lines for selected vibrational energy levels to illustrate the principle of the

overlap integral in Eq. (2.1). Red dashed arrows (B, D) indicate fast vibrational relaxation

following the initial electronic transition. The energy level diagram to the right of the potential

energy curves illustrates the different (multi-) quantum transitions of the selected vibrational

frequency ωk in absorption. The corresponding spectral features are qualitatively shown in the

right diagram, where 0–0 transitions constitute the ZPL (not in scale) and all transitions involving

phonons (0–1, 0–2, etc.) constitute the PSB. Note that in contrast to the different quantum

transitions of a single vibrational frequency ωk shown here, the vibronic energy levels depicted

in Fig. 2.1 correspond to one-quantum transitions of different vibrational eigenfrequencies
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situation also illustrated by the shifted potentials Ei and Ef of the ground and excited

electronic states shown in Fig. 2.2.

The transition probabilities between a given vibrational level in the electronic

ground state and any vibrational level in the excited electronic state as shown in

Fig. 2.2 are given by the Franck–Condon principle. Within the classical Franck–

Condon approach, the heavy nuclei do not react during a fast electronic transition

upon light absorption, i.e., the latter transition is vertical in the potential energy

diagram shown in Fig. 2.2. A detailed quantum mechanical description is beyond

the scope of this contribution; a comprehensive derivation can be found in

[11]. Briefly, the transition probability between the vibrational levels n and m in

the initial and the final electronic states Ei and Ef, respectively, is given by the

square of the product of electronic transition probability Df,i and the overlap

integral of the respective vibrational wave functions of each oscillator k [11]

Wfm, in ¼ Df , i

Y
k

mkjnkh i
�����

�����
2

: ð2:1Þ

Equation (2.1) is at the heart of the electron–phonon and electron–vibrational

coupling. Strictly speaking, the electronic transitions between the initial and final

electronic states are almost always coupled to the vibrations and the quantum

mechanical formulation of the Franck–Condon principle provides a probability

for each vibrational transition coupled to an optical excitation by evaluation of

the overlap integral in Eq. (2.1). As an illustration, schematic wavefunctions are

shown for selected vibrational levels in Fig. 2.2. For brevity, we will consider here

only the case of sufficiently low temperatures, i.e., at kBT� ħωk, where kB is the

Boltzmann constant. In this case only the lowest vibrational level of the electronic

ground state is thermally populated and serves as the starting point of an electronic

transition in absorption. Generally, the final vibrational level in the excited elec-

tronic state depends on the shift of the equilibrium position of the harmonic

potential in the excited electronic state. The situation depicted in Fig. 2.2 shows

the largest overlap of ground and excited state wavefunctions in case of a transition

from the lowest vibrational level in the electronic ground state Ei to the second

vibrational level in the excited electronic state Ef, i.e., the absorption process leads

to creation of two vibrational quanta or phonons and thus requires higher light

energy than the purely electronic or zero-phonon transition. Therefore, the sche-

matic absorption spectrum on the right side of Fig. 2.2 exhibits the most intense

feature at the position of the two-quantum/two-phonon (0–2) transition. All other

quantum transitions shown are less probable and appear with smaller intensity. We

distinguish transitions with and without participation of the vibrational quanta/

phonons that form the phonon sideband (PSB) and the zero-phonon line (ZPL),

respectively, as also shown in Fig. 2.2. The reason for the different linewidths of

ZPL and PSB components is discussed below. Following light absorption, the

macromolecular system depicted in Fig. 2.2 is in nonequilibrium state (again

assuming that kBT� ħωk), so that it subsequently relaxes to the lowest vibrational
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level in the excited electronic state Ef (see dashed arrow labeled with B). The

energy released upon this nonradiative equilibration process is called the reorgani-

zation energy. Then, following the Franck–Condon principle, de-excitation occurs

via a radiative transition into the second vibrational level of the electronic ground

state Ei, again followed by vibrational relaxation into the ground state in thermal

equilibrium (dashed arrow labeled with D). In contrast to absorption, the average

light quantum emitted as fluorescence is smaller than that of a zero-phonon

transition, so that in this simple case the electron–phonon coupling leads to mirror

symmetry between the absorption and fluorescence transition probabilities/spectra.

The energetic difference between the absorption and fluorescence spectral maxima

is called Stokes shift; it is numerically equal to twice the reorganization energy

(see Eq. (2.7) below). Qualitatively, the above potential energy model applies

to both localized vibrations of (B)Chl molecules and delocalized protein

vibrations (phonons).

The complexities rapidly amount in the more general cases of arbitrary potential

surfaces in the ground and excited electronic state, and especially, when the

electronic transition probability Df,i in Eq. (2.1) depends on nuclear coordinates

resulting in a breakdown of mirror symmetry [24, 25]. This latter effect in relation

with the Chla and BChla spectra will be discussed in the last part of this chapter.

At higher temperatures with kBT� ħωk, thermal population of higher vibrational

levels has to be considered so that transitions with annihilation of vibrations/

phonons become available. This generally leads to a redistribution of the electron–

vibrational band intensity in favor of the PSB. Also, in absorption, the PSB

components at the low-energy side of the ZPL are observed, in addition to those

present at the high-energy side. The latter and former are referred to as Stokes and

anti-Stokes parts of the PSB [11, 26].

We will now discuss the spectral lineshape of an isolated pigment molecule

whose electronic transition is coupled to a distribution of delocalized protein

phonons as well as to intramolecular localized vibrations. As discussed above,

this spectrum consists of a narrow purely electronic ZPL, a broad PSB, and a series

of narrow vibrational lines lying towards higher energy in absorption (see red line

in Frame A of Fig. 2.3, where for clarity only the ZPL and PSB parts are

reproduced). We assume that the shape of the latter spectrum is the same for all

chemically equivalent molecules in a bulk sample, so that it can be referred to as the

homogeneously broadened single site absorption spectrum. Furthermore, as is

frequently done, we apply a “mean frequency approximation” for phonons, i.e.,

the distribution of 3N-6 eigenmodes of the protein shall be represented by a single

band of mean frequency ωm and a lineshape that accounts for the whole ensemble of

energetically closely spaced protein vibrations. The analytical expression for the

low-temperature single site absorption and fluorescence spectra of a chromophore

embedded into an amorphous protein matrix within the approximation of Eq. (2.1)

is given by [27]
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Fig. 2.3 Schematic illustration of conventional (Frame A) and line-narrowing spectroscopies

(Frames B and C). Frame A: The homogeneously broadened absorption spectrum of a model

pigment–protein complex shown as a red line consists of ZPL and an asymmetric PSB towards

higher energies at low temperature. The homogeneously broadened spectrum is directly accessible

only by SMS and delta-FLN spectroscopies, see text. In conventional absorption spectroscopy,

however, inhomogeneous broadening has to be considered so that the resulting ensemble spectrum

(blue line) is the convolution of the homogeneously broadened absorption spectrum with a

Gaussian IDF (see dashed dotted line). The calculations were performed assuming an inhomoge-

neous width of 80 cm�1, a Huang–Rhys factor of 1.0, and a phonon profile with a peak at 20 cm�1

and a width of Γ¼ 20 cm�1 (ΓG¼ 10 cm�1, ΓL¼ 30 cm�1). Frame B shows a SHB spectrum of the

model pigment–protein complex introduced in Frame A (blue line). It consists of ZPL (or ZPH)

and real-PSB towards the high-energy side of the ZPL. The latter features correspond to the

homogeneously broadened absorption spectrum and appear due to resonant burning of pigment

molecules, whose ZPL are resonant with the burn frequency ωB (indicated by the red spectrum in

FrameA). The additional pseudo-PSB lying towards the low-energy side of the ZPL is the result of

nonresonant burning of pigment molecules whose PSB are resonant with the burn frequency ωB

(indicated by the dashed spectra in Frame A). Correspondences between features shown in Frames

A and B are indicated by full and dashed lines for the cases of resonant and nonresonant burning,

respectively. Frame C shows a FLN spectrum of the model pigment–protein complex introduced

in Frame A (red line) consisting of ZPL and only a single PSB towards the low-energy side of the

ZPL, because both, real-and pseudo-PSB, are found at the same side of the ZPL in the case of FLN.

Adapted from [82]. Copyright 2000 J. Pieper



L ωð Þ ¼ e�sl0 ω� Ωð Þ þ
X1
R¼1

SR
e�S

R!
lR ω� Ω� Rωmð Þ: ð2:2Þ

In Eq. (2.2), the � and + signs correspond to absorption and fluorescence,

respectively. The first term describes the ZPL with a Lorentzian shape l0 at a

frequency position Ω. The phonon sideband consists of all one-phonon and multi-

phonon transitions forming the lR-terms with (R� 1). Here, the terms for R¼ 1,

R¼ 2, R¼ 3, . . . correspond to one-quantum, two-quantum, three-quantum, . . . and
further multi-quantum transitions, respectively. This means that in case of a

one-quantum transition peaking at ωm, the two-quantum transition is found at

2ωm, the three-quantum transition at 3ωm, and any multi-quantum transition at

Rωm. In order to account for the frequency dependence of absorption and fluores-

cence, Eq. (2.2) would have to be multiplied by ω and ω3, respectively [11]. How-

ever, this effect is relatively small in the case of electron–phonon coupling given

the relatively low phonon frequencies.

The one-quantum lineshape l1 has a special meaning and is referred to as the

spectral density, generally representing the distribution of all (delocalized protein

as well as localized chromophore) vibrational modes, and their coupling strength to

the electronic transition. Referring to electron–phonon coupling only, the shape l1 is

also denoted as the one-phonon profile. Comparing the protein and the chromo-

phore vibrations, the 3N-6 chromophore frequencies collectively lie at higher

energies than the delocalized protein vibrations, because of the smaller effective

mass of the moving entities. Therefore, the chromophore vibrations are observed as

individual narrow lines at higher energies than the phonon sideband.

The dynamics of energy transfer and relaxation processes is mostly determined

by the quasi-continuum phonon part of the spectral density. Therefore, the total

coupling strength of phonons to an electronic transition, governing the intensity

distribution between the ZPL and the PSB, has a special interest [28]. It is

characterized by a single dimensionless number, the Huang–Rhys factor S. The

Huang–Rhys factor is associated with the displacement of the equilibrium positions

of the nuclei upon a photoexcitation of the chromophore as illustrated in Fig. 2.2.

Therefore, S is a measure for the strength of the linear electron–phonon coupling

and characterizes the average number of phonons accompanying a particular

electronic transition. It follows from Eq. (2.2) that the intensity share of ZPL

(IZPL) yields the value of exp(�S), being equivalent to

exp �Sð Þ ¼ α ¼ IZPL= IZPL þ IPSBð Þ: ð2:3Þ

In addition, the strength of electron–phonon coupling is often expressed in terms

of the Debye–Waller factor α that is also defined in Eq. (2.3). Typically, one

distinguishes weak electron–phonon coupling with S-factors smaller than 1 and

strong coupling with S-factors larger than 1. Although the Huang–Rhys factor has a

rigorous meaning only within the Franck–Condon interaction model, it is widely

used in a much broader context, even in case of excitons, as a general indicator of
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the exciton–phonon coupling strength. This operational approach based on Eq. (2.3)

is also followed in the present text. An overview of the experimentally determined

S-factors in case of isolated (B)Chls and several photosynthetic complexes,

obtained by different line-narrowing techniques, is given in Table 2.1. The charac-

teristic vibrational frequencies and corresponding coupling constants S for Chla
and Chlb are summarized in Table 2.2.

The phonon part of the one-quantum profile l1 is within the mean frequency

approximation represented by a product of the phonon density of states g(ω) and of
a frequency-dependent electron–phonon coupling term s(ω). The one-phonon pro-

files determined for various photosynthetic complexes are typically broad and

asymmetric lineshapes with a major peak at about 20–30 cm�1. The shape l1 can

often be well approximated by a Gaussian at its low-energy side according to

lR ¼ 2

ΓR

ffiffiffiffiffiffiffiffi
Π=

ln2

q exp � ω� ν� Rωm

ΓR=
2
ffiffiffiffi
ln2

p

" #2
0@ 1A ð2:4Þ

and a Lorentzian at its high-energy side according to

Table 2.1 Huang–Rhys factor S obtained by SHB, FLN, and delta-FLN for the lowest energy

states of different photosynthetic pigment–protein complexesa

Complex S-factor Method Reference

Chla in 1-propanol 0.56 Delta-FLNb [60]

BChla in triethylamine 0.46 Delta-FLNb [61]

FMO from green sulphur bacteria 0.46 Delta-FLNb [52]

LH1 from Rb. sphaeroides 1.6 Delta-FLNb [73]

B850 band of LH2 from Rb. sphaeroides 2.0 Delta-FLNb [73]

B800 band of LH2 from Rb. sphaeroides 0.1–0.9 SMS [46]

CP43 0.30 SHB [83]

[84]

CP47 0.7 SHB [85]

1.0 SHB [86]

CP29 0.50–0.68 Delta-FLNb [54]

LHC I 2.9 FLN [87]

LHC II monomer 0.62 Delta-FLNb [69]

LHC II trimer 0.9 SHB/FLN [50]

Chla dimers In WSCP 0.81 Delta-FLN [12]

Chlb dimers In WSCP 0.88 Delta-FLN [12]

PS I core from cyanobacteria 2.0 SHB [88]

P680 from PS II RC 1.9 SHB [89]
aObtained at the excitation/burn frequency corresponding to the half height of the IDF from the

long-wavelength side
bCorrected values, see text
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Table 2.2 Vibrational frequencies νj (�2 cm–1) and Huang–Rhys factors, Sj (�0.0005) of

Chla-WSCP and Chlb-WSCP obtained by delta-FLN spectroscopy at 4.5 K [12]

Chla-WSCP,

νj (cm
–1) [12]

Chla-WSCP,

Sj [12]

CP29,

νj (cm
–1) [54]

Chlb-WSCP,

νj (cm
–1) [12]

Chlb-WSCP,

Sj [12]

Chlb,
νj (cm

–1) [58]

183 0.0078 192 181 0.0173

228 0.0082 221 0.0246

240 0.0182 245

259 0.0160 262 269 0.0064 255

283 0.0052 287 283 0.0036

298 0.0104 310

327 0.0055 325 0.0112

356 0.0245 350 352 0.0249 345

384 0.0147 386 366 0.0112 375

402 0.0088 401 405 0.0061 405

435 0.0085 425 430 0.0050

470 0.0075 465

481 0.0137 467 488 0.0061

520 0.0157 517 515 0.0045 515

547 0.0042 545 537 0.0157

574 0.0072 573 572 0.0132 560

584 0.0049 598 0.0036 595

609 0.0075 607 620 0.0047 625

656 0.0013 641 0.0033

690 0.0013 701 700 0.0019 680

703 0.0019 700

718 0.0039 713 0.0025

734 0.0107 732

742 0.0353 745 746 0.0112 742

754 0.0212 757 0.0229 750

803 0.0101 800 800 0.0022

816 0.0066

840 0.0072 842 834 0.0140 832

863 0.0033

887 0.0019 885

920 0.0251 918 922 0.0291 923

985 0.0158 989 977 0.0110 980

993 0.0129 998 0.0036 1,003

1,024 0.0068 1,023 0.0022

1,047 0.0215 1,049 1,045 0.0056 1,040

1,067 0.0170 1,070 1,068 0.0050 1,070

1,104 0.0176 1,109 1,108 0.0087 1,087

1,128 0.0011 1,120

1,144 0.0303 1,145 1,150 0.0244 1,140

1,184 0.0460 1,186 1,172 0.0121

1,227 1,186 0.0226 1,190

1,217 0.0502 1,227 0.0249 1,217

1,243 0.0176 1,243 0.0090 1,253

1,259 0.0101 1,262 1,264 0.0126 1,275

(continued)

2 Electron–Phonon and Exciton–Phonon Coupling in Light Harvesting. . . 57



lR ¼
ΓR

�
2Π

ω� ν� Rωm½ �2 þ ΓR=
2

½ �2 , ð2:5Þ

where the width ΓR is defined as ΓR
gauß ¼

ffiffiffiffi
R

p
Γ0
gauß and ΓR

lorentz ¼RΓ0
lorentz in the case

of a Gaussian and Lorentzian, respectively [27].

The two terms g(ω) and s(ω) cannot be determined individually by optical line-

narrowing techniques; however, the density of phonon states, which represents the

3N-6 eigenfrequencies of the protein matrix, can be directly obtained using inelas-

tic neutron scattering [29]. Based on neutron studies, the density of phonon states

appears to be rather similar for many different proteins with broad and asymmetric

lineshapes peaking at about 20–30 cm�1 [30–32]. However, its spectral form was

shown to vary with protein size (see, e.g., [30]) and due to interaction with the

solvent (see, e.g., [32]). More recent, temperature-dependent inelastic neutron

scattering experiments indicated that the shape of the one-phonon profile may

change with temperature increase and shift towards lower frequencies above the

dynamical transition of the protein matrix at about 240 K [33]. The shape of the

one-phonon profile can in principle be predicted by normal mode analysis and

molecular dynamics simulations based on the crystal structure of a given protein

[29, 32] and has recently been reported for the Fenna–Matthews–Olson complex

[34]. Individual one-phonon profiles for several photosynthetic pigment–protein

complexes are listed in Table 2.3.

Similar concepts as for isolated chromophores are applicable to exciton–phonon

coupling in the photosynthetic complexes that bind the excitonically coupled

Table 2.2 (continued)

Chla-WSCP,

νj (cm
–1) [12]

Chla-WSCP,

Sj [12]

CP29,

νj (cm
–1) [54]

Chlb-WSCP,

νj (cm
–1) [12]

Chlb-WSCP,

Sj [12]

Chlb,
νj (cm

–1) [58]

1,285 0.0193 1,286 1,288 0.0224

1,304 0.0107 1,307 1,305 0.0093

1,329 0.0389 1,329 1,326 0.0509 1,330

1,354 0.0105 1,353 1,360 0.0093 1,270

1,375 0.0094 1,374

1,390 0.0173 1,387 1,393 0.0328 1,390

1,441 0.0232 1,439 1,443 0.0121

1,490 0.0088 1,490 1,484 0.0107 1,480

1,532 0.0330 1,537 1,522 0.0185 1,515

1,556 0.0212 1,556 1,550 0.0241 1,540

1,591 0.0058 1,573 0.0182

1,620 0.0091 1,610 1,628 0.0081

1,649 0.0114 1,665 1,654 0.0135

1,681 0.0067

Sum 0.80 Sum 0.74

The vibrational frequencies are compared to those determined for Chla in CP29 of green plants

[54] and isolated Chlb in solution [58]
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pigments with the following modifications. According to Davydov [13], within the

adiabatic approximation, the exciton–bath interaction can be separated into two,

diagonal and non-diagonal, parts. The diagonal part describes the modulation of the

molecular (site) transition energies by spatial and orientational coordinates of the

molecule and is primarily responsible for the phonon and vibrational/vibronic

sidebands of the exciton spectra. Its physical origin is the change in dispersion

interactions between the chromophores when one of the chromophores is electron-

ically excited. The non-diagonal part of the interaction is due to variation of the

inter-pigment (excitonic) coupling energies by nuclear motions. This term is mostly

accountable for the phonon-assisted exciton relaxation. Assuming for simplicity

only diagonal coupling (the dispersion force coupling limit [35]), a picture of

mutually shifted excitonic potential energy surfaces arises, qualitatively similar to

the one for individual chromophores shown in Fig. 2.3. However, due to

delocalized nature of excitons as well as vibrations the Huang–Rhys factor (and

the respective reorganization energy) corresponding to the specific exciton state is

modified compared with that of individual chromophores. For equivalent diagonal

coupling strength the electron–phonon coupling for an exciton state will be reduced

relative to that for a localized excitation. This effect will be larger, the wider (the

more spread) is the exciton band [35, 36]. Furthermore, since the extent of delo-

calization of different exciton states may be different, the reorganization energy and

the Huang–Rhys factor may also vary from state to state [37]. The value of

the Huang–Rhys factor for a selected exciton state can be accessed from the

experimental phonon sideband using the same procedure (see Eq. 2.3) as in case

Table 2.3 One-phonon profiles l1 obtained for the lowest energy states of different photosynthetic

pigment–protein complexes assuming a Gaussian and Lorentzian lineshape at the low- and high-

energy side of the mean phonon frequency ωm

Complex

Mean

phonon

frequency,

ωm (cm–1)

FWHM of the Gaussian

wing of the one-phonon

profile l1 (cm
–1)

FWHM of the

Lorentzian wing

of the one-phonon

profile l1 (cm
–1) Reference

FMO from green

sulphur bacteria

21 21 56 [52]

LH1 from

Rb. sphaeroides

26 26 130 [73]

B850 band of LH2

from

Rb. sphaeroides

28 28 80 [73]

CP29 22 20 130 [54]

LHC II trimer 18 16 160 [31]

Chla dimers in

WSCPa
[12]

Profile 1 24 25 25

Profile 2 48 20 50

Profile 3 88 24 60
aA proper description of the highly structured PSB of WSCP delta-FLN spectra required the

assumption of three individual one-phonon profiles, [12] for details
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of localized excitations. Also similar criteria of weak (S< 1) and strong (S> 1)

coupling apply. However, their physical meaning is different. In case of excitons

the strength of the electron–phonon coupling involves a propagation aspect. At

S� 1 excitons are free, almost not disturbed by lattice vibrations. In contrast,

when S� 1 the exciton is completely localized (self-trapped) by the on-site or

local electron–phonon coupling. Various situations in between can be described

as excitons propagating in the form of an exciton polaron, i.e., of an electronic

excitation, which is accompanied by lattice phonons [38]. The exciton polaron

effects discovered in bacterial light-harvesting complexes will be briefly introduced

in the last Section of this treatise. Vibrational sidebands of excitonic transitions in

dye aggregates and biological light-harvesting complexes are presently a matter of

active study. The physical insights and computational methodologies of this

research area can be found in [10, 39–43].

2.3 Encounter with the Reality: Inhomogeneous

Broadening

As already noted in Introduction, a direct experimental determination of single site

spectra of photosynthetic pigment–protein complexes (illustrated by red line in

Frame A of Fig. 2.3) can only be achieved by low-temperature SMS, which remains

a challenging task, although a number of successful single-molecule studies have

been reported since 1999 ([44–48]). On the other hand, conventional absorption and

fluorescence spectra are widely structureless because of significant inhomogeneous

broadening of optical transitions of the pigments embedded in amorphous protein

matrices [5].

Generally speaking, broadening mechanisms are considered to be homogeneous
when affecting an optical transition of all molecules in an ensemble in the same

way. Therefore, single-molecule spectra are by definition homogeneously broad-

ened spectra. Ensemble spectra may be inhomogeneously broadened, because the

specific environment of a pigment embedded into an amorphous matrix (including

proteins) may differ from protein to protein in a bulk sample, affecting the transi-

tion frequency of that molecule. Static inhomogeneous broadening of photosyn-

thetic pigment–protein complexes is usually well approximated by a nearly

Gaussian distribution with full widths Γinh in the order of 80–200 cm�1 [5],

which is referred to as inhomogeneous distribution function (IDF). Here, Γinh can
be viewed as a measure for the inherent heterogeneity of the protein matrix.

Sometimes, the IDF is also called site distribution function (SDF); however, this

notation might occasionally interfere with the term pigment binding site in photo-

synthetic complexes. Therefore, we stick with a unique IDF, which does not include

contributions from different pigment sites, but denotes a distribution of transition

frequencies for the pigments at one and the same binding site in a bulk sample due

to different protein conformations.
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Based on the above considerations, the absorption and fluorescence spectra for

an ensemble of pigments in an amorphous protein host at low temperatures are

obtained through a convolution of the homogeneously broadened spectrum of

Eq. (2.2) with a Gaussian IDF denoted as N (Ω0-ωC)

L ωð Þ ¼
X1
R¼0

SR
e�S

R!

� �ð
dΩ0N Ω0 � ωCð ÞlR ω� Ω0 � Rωmð Þ: ð2:6Þ

In Eq. (2.6), the �Rωm and+Rωm terms correspond to absorption and fluores-

cence, respectively, and the IDF function N (Ω0�ωC) of full width of Γinh peaks atωC.

The mutual relationships between the homogeneously and inhomogeneously

broadened spectra are illustrated by model simulations presented in Fig. 2.3,

Panel A. Due to the main focus of this chapter on electron–phonon coupling,

these and the subsequent simulations include only phonon modes. The homoge-

neously broadened absorption spectrum (bold red line) is calculated according to

Eq. (2.2). The intensities of the ZPL are distributed according to a Gaussian IDF

with Γinh¼ 80 cm�1 (dashed-dotted line). The resulting inhomogeneously broad-

ened absorption spectrum is calculated according to Eq. (2.6) (bold blue line). As

known from the experiments performed under non-line-narrowing conditions, the

latter spectrum appears to be widely structureless. When ωm<Γinh, the separate

ZPL and PSB features are wholly masked by the relatively broad IDF, which

determines the spectral resolution of conventional spectroscopy. The only apparent

signature of the electron–phonon coupling is a slight asymmetry of the

inhomogeneously broadened spectrum towards higher energies as well as a shift

between the purely electronic transition at the center of the IDF and the absorption

maximum, denoted as Sωm. Assuming mirror symmetry between the absorption and

fluorescence spectra around the ZPL, the shift between the absorption and fluores-

cence maxima, referred to as Stokes shift, can in the mean phonon frequency

approximation be estimated to be equal to twice the reorganization energy [27]

ΔωStokes 	 2 Sωm: ð2:7Þ

On the same footing, the width of the non-line-narrowed absorption spectrum is

approximately [27]

Γnon-line 	 Γinh þ Sωm: ð2:8Þ

Equations (2.7) and (2.8) hold the better the narrower is the one-phonon profile,

i.e., the better validated is the mean phonon approximation.

In summary, it is apparent from the simulations presented in Fig. 2.3 that any

phonon structure is hidden by inhomogeneous broadening in conventional spectra,

so that spectrally selective experimental techniques are necessary to unravel

information on electron–phonon coupling in photosynthetic pigment–protein com-

plexes. The static fluctuations of the environment, believed to be the main cause of
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inhomogeneous broadening of optical spectra, can formally be looked at as a kind

of a random noise that modulates the molecular transition energies, i.e., spectral

positions of ZPL. Possible modifications of the homogeneous shapes of the spectra,

which are related to electron–phonon and/or vibronic couplings, are ignored by this

approach. As will be shown in the final part of the chapter, this view turns out to be

too simplistic. In reality the total electron–phonon coupling strength depends on the

excitation frequency both for localized excitations and for excitons.

2.4 Phonon Structure in Selectively Excited Spectra

In general, all line-narrowing techniques (SHB, FLN, delta-FLN) are based on

selective laser excitation within an inhomogeneously broadened absorption profile

at low temperatures, which selects information from only a subset of pigment

molecules absorbing at a certain burn/excitation frequency. In SHB experiments,

the transition frequency of those molecules/states selected by the burn laser is

altered, so that the difference between pre- and post-burn absorption spectra reveals

a hole at the burn frequency and a concomitant increase of absorption at another

frequency. The latter gain in absorption is referred to as anti-hole or photoproduct

depending on the mechanism of hole burning. For details on the different SHB

mechanisms see Jankowiak et al. [5] and references therein.

A SHB spectrum for a model pigment–protein complex is shown in Frame B of

Fig. 2.3. This spectrum exhibits a sharp zero-phonon hole (ZPH) at the burn

frequency ωB and different PSB holes on the low- and high-energy sides of the

ZPH, respectively. Comparison with the single site absorption spectrum in Frame A

of Fig. 2.3 shows that the ZPH is due to resonantly burned electronic transitions

overlapping the burn frequency ωB. The width of the ZPH is twice the homoge-

neous linewidth γ, because the burn laser does not only select perfectly resonant

ZPL, but also those absorbing via their Lorentzian wings. Here, it is assumed that

the laser linewidth is much narrower than the ZPL width γ. The feature at the high-
energy side of the ZPH is the real-PSB, which is due to the phonon sidebands of the

resonantly burned ZPH. Therefore, ZPH and real-PSB correspond directly to ZPL

and PSB of the homogeneously broadened absorption spectrum, respectively,

shown by the bold red line in Frame A of Fig. 2.3. In addition, there are electronic

transitions within the IDF, which are nonresonantly overlapping the burn frequency

ωB via their phonon sidebands (see dashed lines in Frame A of Fig. 2.3). Following

fast relaxation into the zero-phonon energy levels, the burn process becomes

effective at the ZPL positions of those nonresonantly selected pigment molecules.

As a result, these transitions form an additional feature named pseudo-PSB, which

in ideal case forms the mirror image of the real-PSB. Electronic transitions at higher

energy than ωB do not contribute to the hole-burned spectrum. The corresponding

FLN spectrum is shown in Frame C of Fig. 2.3. The latter spectrum exhibits a ZPL

and only a single PSB feature. The reason for this observation is that the real-PSB
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lies on the low-energy side of the ZPL in fluorescence and is, therefore,

superimposed on the pseudo-PSB.

In a next step, expressions for the line-narrowed spectra of a pigment–protein

system shall be developed. As for SHB, the pre-burn (absorption) spectrum A

(τ¼ 0, ω) at the burn time τ¼ 0 is given by Eq. (2.6) [27]. SHB produces a

persistent loss of absorption for a distinct electronic transition selected by the

burn laser frequency. Upon exposure to the burn frequency ωB during time τ the

IDF is modified as given by [27]

N τ,Ω0 � ωCð Þ ¼ N Ω0 � ωCð Þexp �σIΦτL ωB � Ω0ð Þ½ �, ð2:9Þ

where the exponential term describes the hole growth due to the burn process. The

lineshape L(ωB-Ω0) corresponds to the homogeneously broadened absorption spec-

trum as given by Eq. (2.2). ZPL and PSB of this lineshape represent those electronic

transitions within the IDF that are bleached resonantly and nonresonantly, respec-

tively. Each of the purely electronic transitions burned according to Eq. (2.9) carries

a finite width γ of the ZPL and is accompanied by a PSB. Therefore, the homoge-

neously broadened absorption spectrum (Eq. 2.2) has to be convoluted with the

modified IDF (Eq. 2.9) to yield the entire absorption spectrum after a burn time τ,
which is given by [27]

A τ;ωð Þ ¼
X1
R¼0

SR
e�S

R!

0@ 1Að
dΩ0N Ω0 � ωCð Þ


exp �σIΦτL ω� Ω0ð Þ½ �lR ω�Ω0 � Rωmð Þ: ð2:10Þ

The total SHB spectrum is then obtained as the difference between the absorp-

tion spectrum at the burn frequency ωB at the burn time τ and the pre-burn

absorption spectrum at the start of the experiment, i.e.,

ΔA ωð Þ ¼ A τ;ωð Þ � A τ ¼ 0,ωð Þ ð2:11Þ

In order to be concise, we will not discuss effects of arbitrary burn fluence in the

present chapter. Rather, the reader is referred to comprehensive reviews for further

information (e.g., Jankowiak et al. [5]). In the low-fluence limit expanding the

exponential in Eq. (2.10) into a Taylor series and neglecting second and higher

order terms one obtains the SHB spectrum:

ΔA ωð Þ ¼
X1
R,P¼0

SR
e�S

R!

0@ 1A SP
e�S

P!

0@ 1Að
dΩ0N Ω0 � ωCð Þ


lP ωB � Ω0 � Pωmð ÞlR ω� Ω0 � Rωmð Þ, ð2:12Þ

where lP represents the electronic transitions bleached during the burn process. For

simplicity, the pre-factor σPϕτ was set to unity here. In the low-fluence limit, this
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has no effect on the shape of the spectrum. The FLN spectrum can be expressed in a

rather similar form, if the term –Rωm in the homogeneously broadened lineshape lR
is replaced by +Rωm to account for fluorescence.

All the above considerations as well as the model calculations presented in

Fig. 2.3 assume that real- and pseudo-PSB are mirror symmetric, which is valid

only in cases where the inhomogeneous width is much larger than the width of the

one-phonon profile Γ, i.e., Γinh�Γ. In this regard it is important to note that SHB

and FLN results obtained for the antenna complex LHC II of green plants [49, 50]

have established a width of the phonon sideband of ~ 100 cm�1 comparable or even

broader than the inhomogeneous width of only ~80 cm�1. Therefore, following [51],

we will now consider the different PSB contributions in the Γinh�Γ regime. The

simulated FLN and SHB spectra are shown by dashed curves in Frame A and Frame

B of Fig. 2.4, respectively. Specific parameters of these calculations are provided in

the figure caption. It is obvious from Fig. 2.4 that the real- (contribution b) and

pseudo-PSB (contribution c) exhibit clearly different shapes in both SHB and FLN

spectra. The PSB of the dashed FLN spectrum and the real-PSB of the dashed SHB

spectrum show features at 15 and 26 cm�1 that correspond to one- and two-quantum

transitions of phonons with ωm¼ 15 cm�1. The two-quantum transition and the

slight tailing towards higher phonon frequencies, however, are not observed in the

pseudo-PSB of the dashed spectrum in Frame B, i.e., the mirror symmetry between

real- and pseudo-PSB breaks down in the Γ�Γinh regime. This is because the

pseudo-PSB is governed by the quickly tailing Gaussian IDF rather than by the

slowly tailing Lorentzian wing of the one-phonon profile. The latter point is nicely

illustrated in frame A of Fig. 2.4 where it is obvious that the IDF determines the

shape of the pseudo-PSB (c) on its low-energy side. These findings suggest that

accurate extraction of Huang–Rhys factors from SHB spectra requires a careful

analysis, especially for systems in which the width of the PSB is similar to or larger

than that of the IDF. Although SHB in principle provides real- and pseudo-PSBs

as separate features (see above), the real-PSB is often interfered with by the

anti-hole, so that the one-phonon profile is routinely obtained from the more intense

pseudo-PSB.

In the limit of an infinitely wide IDF and low-fluence, this approximation would

be perfectly justified since the real- and pseudo-PSB terms, being mirror symmet-

ric, provide exactly the same information. Based on the argumentation above,

however, it can be expected that in real systems, the one-phonon profile determined

this way will not reflect the correct tailing at its high-energy side, particularly for

systems in which the IDF is narrow relative to the PSB. As a result, Huang–Rhys

factors calculated from the areas of ZPL and pseudo-PSB would generally be

artificially lowered, with the extent of lowering depending on the burn wavelength

and the relative widths of the IDF and PSB.

More recently, a new method for obtaining electron–phonon coupling parame-

ters called delta-FLN spectroscopy [52] emerged, which is capable of overcoming

the shortcomings of SHB and FLN spectroscopy discussed above. Earlier realiza-

tions of this technique [19, 20] have been applied to enhance spectral selectivity of

FLN mainly in the range of vibronic lines. The approach of Rätsep and Freiberg,
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however, readily yields the ZPL together with the phonon and vibrational structure

building on it so that electron–phonon and electron–vibrational coupling strengths

can be uniquely determined.

A delta-FLN spectrum is obtained as the difference between FLN spectra

recorded before and after an intermediate hole-burning step. This technique pro-

vides two important advantages over traditional SHB and FLN spectroscopy: first,

the scattered laser light which otherwise obscures the ZPL in FLN spectra can be

Fig. 2.4 Low-temperature line-narrowed fluorescence (Frame A) and hole-burned (Frame B)

spectra (dashed lines) simulated according to Eq. (2.12), respectively, for illustration of the

Γinh ~Γ regime. The calculations were performed assuming an inhomogeneous width of

80 cm�1, a Huang–Rhys factor of 1.0, and a phonon profile with a peak at 15 cm�1 and a width

of Γ¼ 57.5 cm�1 (ΓG¼ 15 cm�1, ΓL¼ 100 cm�1), i.e., in contrast to the simulations shown in

Fig. 2.3, the Lorentzian tailing of the one-phonon profile does exceed Γinh. In Frame A, the full
black line represents the ZPH (a), the red line is the real-PSB (b), and the blue line is the pseudo-
PSB (c). In Frame B, the real-PSB and the pseudo-PSB contributions are labelled by b and c,

respectively. The multi-PSBs are omitted for clarity and the zero-phonon lines are cut off at 4 % of

their peak intensity value. The dashed-dotted line represents the profile of the IDF. Note the

breakdown of mirror symmetry between the real-PSB and the pseudo-PSB contributions visible in

both frames and the high-energy tailing of the pseudo-PSB determined by the shape of the IDF.

Reprinted with permission from Pieper et al. [51]. Copyright 1999 Elsevier B.V.
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effectively eliminated in the difference spectrum, allowing direct measurement of

the ZPL; second, the “double selection” via both SHB and FLN suppresses the

pseudo-PSB term in the low-fluence limit, so that the final delta-FLN spectrum

becomes identical to the homogeneously broadened spectrum [19, 20, 53].

Theoretically, the delta-FLN spectrum is obtained by subtracting pre- and post-

burn FLN spectra according to delta-FLN(ω)¼ FLN(τ,ω)� FLN(τ¼ 0, ω). Here,
the pre-burn spectrum FLN(τ¼ 0, ω) is identical to Eq. (2.12), while the post-burn

FLN spectrum FLN(τ,ω) is best derived from Eq. (2.6) by replacing the IDF term by

N (Ω0-ωC) modified by the burn process. Accordingly, the post-burn FLN spectrum

can be written as

ΔFLN τ;ωð Þ ¼
X1
R,P¼0

SR
e�S

R!
SP

e�S

P!

ð
N Ω0 � ωCð Þ 
 exp �σIΦτL ω�Ω0ð Þ½ �


lR ωE � Ω0 � Rωmð Þ lP ω� Ω0 � Pωmð ÞdΩ0

ð2:13Þ

Note in this regard that Eq. (2.13) contains two absorption lineshapes: first, L due

to the hole-burning process, and second, lR due to the selective excitation of the

post-burn FLN spectrum. This difference leads to the “double selection effect” in

delta-FLN [19, 20, 53], which is more apparent when Eq. (2.13) is specified for the

low-fluence limit:

ΔFLN ωð Þ ¼ k e�3S
X1
R,P¼0

SQ

Q!

SR

R!

SP

P!

ð
dΩ0N Ω0 � ωCð Þ


lQ ωE � Ω0 � Qωmð Þ lR ωB � Ω0 � Rωmð Þ lP ω� Ω0 þ Pωmð Þ
ð2:14Þ

Except for writing down all terms explicitly, this equation is identical to that of

Reppert et al. [53]. To discuss the difference between delta-FLN on one hand and

FLN/SHB on the other in the low-fluence limit, this equation has to be compared to

Eq. (2.12). It emerges that Eq. (2.14) contains the absorption lineshape describing

the selective excitation twice as lR and lQ (identical to the quadratic term in [53]),

while this term appears only once in the comparable expression for FLN (Eq. 2.12).

Since the ZPL and PSB of the latter term represent resonant and nonresonant

excitation, respectively, the multiplication of lR with lQ leads to an enlargement

of the ZPL and a suppression of the PSB in the expression for delta-FLN and thus to

a suppression of the nonresonantly excited pseudo-PSB. Some of the earlier delta-

FLN results have, unfortunately, been analyzed in terms of Eq. (2.12) so that

the S-factors obtained were somewhat underestimated by a maximum of 20 % in

the case of CP29 [54]. Table 2.1 contains the corrected values of S assuming that the

delta-FLN spectrum in the low-fluence limit reflects the homogeneously broadened

fluorescence spectrum.
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2.5 Results for Selected Photosynthetic Systems

Chlorophylls are ubiquitous photosynthetic chromophores in plants and algae,

similar to BChls in bacterial systems [55]. The useful functioning of these mole-

cules is based on their unique quantum-optical and redox properties. Being the

lowest-energy electronic transitions in the visible range, the Qy singlet electronic

transitions are instrumental in all photophysical and photochemical processes these

pigments are involved in. Their properties in dependence on solvent polarity, axial

coordination of the central magnesium atom, pigment aggregation, temperature,

pressure, electric and magnetic field, etc. have experimentally been studied using

almost all conceivable spectroscopic techniques. Despite this intensive scrutiny,

optical spectroscopy of the (B)Chl molecules is still not fully understood, neither

experimentally nor theoretically [42, 56, 57]. Avarmaa and co-workers [58] were

the first to obtain high-resolution spectra related to the Qy electronic state of the

impurity Chla and BChla molecules. Yet these low-temperature results had rather

qualitative than quantitative value, since experimental limitations prohibited deter-

mination of the coupling strengths for both the bath phonons and individual

intramolecular vibrations. As follows we will discuss a few basic experimental

results, achieved by the delta-FLNmethod on the (B)Chla pigment molecules either

in isolation or when bound by the major photosynthetic light-harvesting complexes

of green plants (LHC II) and purple bacteria (LH2).

2.5.1 Isolated Photosynthetic Chromophores:
Chla and BChla

Mirror symmetry between the conjugate absorption and emission spectra is theo-

retically expected within the model framework of the crude adiabatic, Condon, and

harmonic approximations, assuming linear electron–phonon and vibronic coupling

(this set of approximations is known as the basic model [11]), together with

postulation of a fast excited state relaxation (the Kasha–Vavilov rule [59]). Whether

or not asymmetry exists between the (B)Chl Qy absorption and emission spectra has

for a long time been an unsettled question. The experimental data concerning this

problem were not only scarce but also controversial. While quantitative quantum

chemical modeling of the absorption and emission spectra should in principle

reveal the nature of the electronic transitions and the origin of any spectral asym-

metry, without proper experimental guiding this is a challenging task for the

chlorophyll type molecules owing to their relatively large size and extended

conjugation.

The deviations from mirror symmetry in optical absorption and fluorescence

emission spectra of Chla and BChla molecules were experimentally studied in

[60, 61] using different solvents to induce either penta- or hexa-coordination of the

central Mg atom. Based on the data obtained at different temperatures, one can
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safely conclude that mirror symmetry does not hold at any temperature between

4.5 K and ambient temperature neither in Chla nor in BChla molecules. In the

BChla emission (see Fig. 2.5), for example, the low-resolution vibronic sideband

structure is centered on modes at ~900 cm�1, while in absorption this band moves

out to 1,100–1,200 cm�1. In environments with sixfold-coordinated Mg, the emis-

sion sideband is considerably stronger, resulting in the corresponding reorganiza-

tion energy being slightly larger than the reorganization energy in absorption. In

fivefold-coordinated environments, however, the absorption value is 50 % larger

than the emission value. Most computational methods predict the spectral asym-

metry to be very much larger than that actually observed [62]; only the long-range

corrected density functional CAM-B3LYP reproduced detailed experimental

results for BChla and predicted asymmetry of the correct magnitude. These simu-

lations also revealed that the spectral asymmetry arises primarily through

Duschinsky rotation [61]. In the case of the Chla molecule the deviation from the

mirror symmetry between the conjugated absorption and fluorescence spectra was

assigned to a combined effect of Franck–Condon and Herzberg–Teller interactions

[60]. A detailed analysis of the breakdown of mirror symmetry between fluores-

cence and fluorescence excitation spectra of arylpolyene molecules dissolved in the
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Fig. 2.5 Comparison of the frequency-weighted absorption (intensity/ω, blue) and (intensity/ω3,

red) spectra of BChla in triethylamine (TEA) recorded at 4.5 K. The fluorescence was

nonselectively excited at 405 nm. Revealed from the inhomogeneously bradened fluorescence

lineshape is the homogeneously broadened delta-FLN spectrum (green), which comprises a

narrow ZPL at zero frequency together with its phonon and vibrational sidebands extending

towards lower frequency. See text for further details
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n-octane matrix in terms of Franck–Condon and Herzberg–Teller interactions can

be found in [63]. In case of Chla, however, the most recent analyses [64] exposed a

fundamentally new mechanism for the spectral asymmetry, which may overshadow

the above Franck–Condon and Herzberg–Teller mechanisms. This is the strong

coupling between the energetically closely spaced Qy and Qx excited electronic

states, mediated by high-frequency intramolecular vibrations.

2.5.2 LHC II Antenna Complex of Green Plants

LHC II is the major light harvesting complex of higher plants and green algae. Its

importance is underlined by the fact that it accounts for approximately 65 % of the

Chl of photosystem II. LHC II is believed to occur in trimeric form, where each

monomeric subunit binds 8 Chla and 6 Chlb molecules [65, 66]. Electron–phonon

coupling of the lowest energy level of trimeric LHC II has been intensively studied

by all the selective spectroscopy techniques described in this chapter: SHB [49, 67],

FLN [50, 68], and delta-FLN [69]. Initially, however, the results derived from the

different techniques appeared to be rather diverse. SHB results suggested weak

electron–phonon coupling with S¼ 0.8 and a rather narrow one-phonon profile

with a peak at ~18 cm�1 and a width of only ~25 cm�1 [49]. In contrast, FLN data

yielded slightly higher mean phonon frequencies of 22–24 cm�1 and systematically

wider and more asymmetric one-phonon profiles with a width of ~65 cm�1 [68]. In

the latter study, the S factor could not be directly obtained, because the ZPL is

typically hidden by intense scattered laser light in FLN spectra. The different shapes

of the PSBs obtained by SHB and FLN, respectively, are directly visible in Fig. 2.6

(data taken from Pieper et al. [49] and Pieper et al. [50]).

In this regard it is important to recall that the width of the widely asymmetric

phonon sideband revealed by FLN is of the same order of magnitude as the

inhomogeneous width of ~80 cm�1, determined by constant fluence SHB spectros-

copy [49]. As demonstrated by the model calculations for the Γinh ~Γ regime above

(see Fig. 2.4), a breakdown of the mirror symmetry between the real- and pseudo-

PSB contributions can be expected in this case even in the limit of linear Franck–

Condon coupling. Consequently, the SHB and FLN data shown in Fig. 2.6 can be

simultaneously modeled assuming a Huang–Rhys factor of ~0.9 and one and the

same broad and strongly asymmetric one-phonon profile peaking at ~15 cm�1. In

the case of SHB, however, analysis had been based on the pseudo-PSB, which is cut

off by the narrow IDF found for the lowest Qy-state of LHC II at ~680.0 nm. This is

further illustrated in Fig. 2.6, where the pseudo-PSB contributions to SHB and FLN

are plotted individually and labeled by full arrows in Frames A and B. It is apparent

that the pseudo-PSB contribution simulated for FLN is similar to the one directly

visible in SHB. In the case considered here, the advantage of FLN lies in the

accessibility of the real-PSB, which is undisturbed by the narrow IDF. The same

feature is hardly visible in SHB (see Frame B of Fig. 2.6), because as described

above it is refilled by the anti-hole produced during the burn process. These results
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indicate that the apparent breakdown of mirror symmetry between real- and

pseudo-PSB in the case of LHC II is a purely technical effect and not comparable

to the spectral subtleties discussed in the previous paragraph for (B)Chl. In sum-

mary, a simultaneous modeling of SHB and FLN spectra of LHC II is necessary to

obtain the correct parameters of electron–phonon coupling [21, 51].

The parameters of electron–phonon coupling of trimeric LHC II reviewed above

have been further corroborated by delta-FLN spectroscopy [69]. In Fig. 2.7 a

pre-burn FLN spectrum selectively excited within the fluorescence origin band of

LHC II is shown as a black curve for a representative excitation wavelength of

682 nm. As expected, the spectrum is composed of a sharp ZPL located at the

excitation wavelength and the broad phonon sideband peaking about 22 cm�1 to the

red of the ZPL. In this spectrum the ZPL is still contaminated with scattered light

originating from the excitation laser. An additional FLN spectrum (blue curve) was

recorded after hole burning at the excitation wavelength with a burn fluence of

32 mJ/cm2 shown as a blue curve in Fig. 2.8. The delta-FLN spectrum (red curve) is

Fig. 2.6 Analysis of phonon structure in SHB and FLN spectra of trimeric LHC II at 4.2 K. Frame a:

FLN spectrum (noisy line) experimentally obtained by selective laser excitation within the lowest

energy state of LHC II with λE¼ 680.5 nm (see dashed arrow). The ZPL contaminated with scattered

laser light has been subtracted for clarity. The fit of the FLN spectrum was calculated according

to Eq. (2.13) (smooth line). The feature labeled by a full arrow is the simulated pseudo-PSB, whose

shape differs significantly from the entire phonon sideband, but proves to be rather similar to pseudo-

PSB observed directly by SHB in Frame b. Data are taken from Pieper et al. [51]. Frame b:

Experimental SHB spectrum (noisy line) experimentally obtained with λB¼ 681.0 nm and a burn

fluence of 15 J/cm2. The real- and pseudo-PSB are indicated by full and broken arrows, respectively.
The fit was calculated according to Eq. (2.12) with γ¼ 0.2 cm�1 and σIΦτ¼ 0.003 (smooth line).
Reprinted with permission from Pieper et al. [51]. Copyright 1999 Elsevier B.V.
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readily obtained by subtracting the post-burn FLN spectrum from the pre-burn

spectrum. The latter spectrum now consists of both the ZPL and PSB, because the

subtraction procedure widely eliminates the scattering contribution and thus pro-

vides a reliable measure of the ZPL intensity. A Huang–Rhys factor S of 0.88 can be

directly obtained from the delta-FLN spectrum, which turns out to be practically the

same value reported above from the simultaneous fits of SHB and FLN spectra [51].
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Fig. 2.7 Experimental 4.5 K delta-FLN spectra of trimeric LHC II excited/burned at 682.0 nm

(lower red curve). The ZPL is cut off at 3.7 % of its full intensity for ease of inspection. The black
(a) and blue curves (b) show the corresponding pre- and post-burn FLN spectra, respectively. FLN

spectra were recorded with a fluence of 0.4 mJ/cm2, while the fluence applied for hole burning

was 32 mJ/cm2. Reprinted with permission from Pieper et al. [69]. Copyright 2009 American

Chemical Society

Fig. 2.8 Temperature dependence of INS spectra of trimeric LHC II obtained with an incident

neutron wavelength of 5.1 Å and an elastic resolution of ~0.75 cm�1. The spectra are given

equidistant offsets of 0.002 for ease of inspection. The smooth, full lines correspond to theoretical

fits (see text for details). Reprinted with permission from Pieper et al. [31]. Copyright 2004

American Chemical Society
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To the best of our knowledge, LHC II is the only isolated photosynthetic antenna

complex that has been investigated by inelastic neutron scattering (INS) in order to

directly obtain the phonon density of states [31]. Low-temperature INS spectra of

LHC II are presented in Fig. 2.8. The data can be well described by a one-phonon

function S1(ω) with a maximum at 18.4 cm�1 as well as Gaussian and Lorentzian

widths of 16 and 160 cm�1 at their low- and high-energy sides, respectively.

Widely similar parameters were employed before to model the SHB and FLN

results shown in Fig. 2.6 under the reasonable assumption that the electron–phonon

coupling strength s(ω) is quite uniform in the investigated range of vibrational

frequencies. This finding is a further proof for a rather broad and asymmetric

distribution of phonon frequencies in LHC II as derived before from SHB and FLN.

2.5.3 Strong Exciton–Phonon Coupling in the LH2 Antenna
Complexes of Purple Bacteria

The idealized exciton states in deformable (soft) lattices interact with the local

vibrations of the molecular units themselves as well as with the collective phonons

of the surroundings, leading (like in individual molecules albeit more complex

ways) to dissipation of excitations as well as to vibronic and electron–phonon

spectral structures, respectively. The same interactions, which increase with tem-

perature, also govern decoherence and transport dynamics of excitons. To envision

the latter effects, one could picture a moving exciton dragging behind a cloud of

phonons, an exciton polaron. The thicker the cloud, the slower moves the exciton. In

the limiting scenario the exciton may stop moving altogether localizing on a small

region of the lattice. “This latter phenomenon is called exciton “self trapping” [38].”

A strong (S> 2) exciton–phonon coupling has been found [70–73] in fluores-

cence spectra of the ring-shaped B850 aggregates of BChla, which is a part of

the LH2 bacterial antenna complex, several times greater than observed for the

monomeric BChla chromophores in similar protein environments [52]. This is

unexpected, since coupling in case of excitons should be several times smaller

than in case of respective localized excitations due to “motional reduction”

[38]. A visible consequence of such a strong exciton–phonon interaction is a

broad multi-phonon PSB.

The Frenkel exciton model [1] as well as its various modifications such as the

Redfield theory, which assume negligible exciton–lattice interactions, cannot cap-

ture strong coupling effects. A theoretical model involving dynamic exciton

polaron formation in the spirit of Holstein [74], Heeger [75], and others has,

therefore, been developed by us to explain the conflicting observations in case of

the LH2 complexes [71, 73, 76, 77]. The fundamental nature of this model is that

due to strong exciton–phonon interaction a structural reorganization of the imme-

diate environment is induced by the exciton, thereby lowering the exciton energy

and causing its localization. In the one-dimensional electronic systems this kind of
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exciton self-trapping is taking place at all nonvanishing couplings [78], being thus

unavoidable in any real structure. The situation is rather different in higher dimen-

sional organizations, where the free and self-trapped excitons, being separated by

an energetic barrier, can co-exist. Since the B850 ring can be considered with

certain reservations a one-dimensional crystal made from the BChlamolecules that

strongly couple with their environment, exciton polarons rather than Frenkel

excitons are generic photoexcitations of the LH2 antenna complex.

A configuration coordinate diagram (Fig. 2.9) illustrates this issue. Shown in the

figure are the adiabatic potential energy surfaces that correspond to the ground state

(GS, gray), the three lowest (k¼ 0, �1) light-absorbing Frenkel exciton states

(Exciton, blue of different shades), and the relaxed self-trapped exciton state

(STE, green). The transitions between the ground and the excited states are linearly

coupled via two interaction coordinates. The horizontal Q2 coordinate accounts for

the diagonal (energetic) coupling, while the Q1, for the off-diagonal (structural)

interaction. The straight and curly arrows represent the optical transitions and

relaxation channels, respectively. The reorganization energy related to the diagonal

exciton–phonon bath couplings in the LH2 complexes from Rps. acidophila is

285 cm�1. The same parameter for the off-diagonal couplings is 73 cm�1

[77]. Since just the ground state and the Frenkel exciton states from one side and

the self-trapped exciton state and the ground state from another side are directly

coupled by photon transitions, it should be clear from Fig. 2.9 that the absorption

and emission spectra in such a system deliver different information about the

excited states of the matter. While the absorption spectra characterize the exciton

E
n
erg

y

Q1

Q2

Fig. 2.9 The configuration coordinate model with two (off-diagonal Q1 and diagonal Q2)

interaction coordinates for the excitons in the B850 aggregate of LH2. The colored surfaces

counted from the bottom of the figure towards the growing potential energy (not in scale)

correspond to the ground state (GS, gray), self-trapped exciton (STE, green), and Frenkel exciton

states k¼ 0 and k¼�1 (Exciton, blue of different shades). Upward and downward bold arrows
indicate the photon absorption and fluorescence emission transitions, respectively. The curly
arrows designate relaxation channels
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immediately after its creation, the emission spectra describe the exciton behavior

immediately before its annihilation [38]. This situation is qualitatively different

from that for localized impurities in condensed matter.

2.5.4 Excitation Energy Dependence of Electron–Phonon
Coupling

As it was already noted above, the basic models ignore possible variations of

electron–phonon and/or vibronic couplings, i.e., homogeneous lineshapes, through

the IDF. This view is too simplistic, especially for amorphous host materials, where

significant dispersion of the solvent shift has been predicted and observed [79, 80].

Strong color effects in the linear electron–phonon coupling strength S [54, 60]

were also reported. Figure 2.10 demonstrates a large increase of the Huang–Rhys

factor with increasing excitation wavelength across the inhomogeneously broad-

ened absorption band in the low-temperature spectra of glassy samples of Chla
and BChla [60, 81]. The observed quasi-linear increase of S suggests a strong

correlation between the electron–phonon coupling strength and the solvent shift.

Such a correlation can be rationalized within a two-particle Lennard-Jones model

of intermolecular interactions [81]. The same model also allows changes of the

quadratic couplings, which affect the widths of ZPLs. The latter effect is yet to be

shown experimentally.
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Fig. 2.10 Wavelength dependence of the electron–phonon coupling strength S for the Chla-doped
1-propanol (blue rhombs) and for the BChla-doped TEA (red rings) solutions at 4.5 K. The lines

connecting the scattered data points present linear fits of the data. Plotted on the background with

continuous coloured curves are the corresponding absorption spectra. The areas with drop lines
denote IDF of the ZPL related to the Qy electronic transitions. A reciprocal (linear in energy)

presentation of the wavelength scale is used. Qy and Qx refer to the two lowest-energy singlet

electronic transitions; Qyv indicates vibronic sidebands related to the Qy transition
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Apparently similar increase of the coupling strength as in Chla and BChla
impurity spectra is observed for excitons in the CP29 antenna complex of green

plants [54], and the LH2 and LH1 bacterial antenna complexes [73]. While the

weakly coupled CP29 excitons in the protein environment are quite expected to act

in a similar way as the localized Chla and Bchla molecular excitations in common

solvents, the case of strongly coupled as well as self-trapped excitons in bacterial

antennas is more complex. A detailed analysis of this situation is beyond the scope

of this chapter. We only remark that the latter excitons appear to exhibit strong

color effects even without involvement of any solvent shift dispersion [10, 73].

To conclude this paragraph, it is of notice that opposite tendency, i.e., a decrease of

S with increasing excitation wavelength, has also been reported in various pigment–

protein complexes such as FMO [52] and WSCP [12]. Due to this color effect,

the data for the Huang–Rhys factor presented in Table 2.1 are all obtained at the

excitation/burn frequency corresponding to the half height of the IDF from the

long-wavelength side.
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Chapter 3

Photosynthetic Energy Transfer and Charge

Separation in Higher Plants

Tjaart P.J. Krüger, Vladimir I. Novoderezhkin, Elisabet Romero,

and Rienk van Grondelle

Abstract In this chapter we introduce the physical models at the basis of

photosynthetic light harvesting and energy conversion (charge separation). We

discuss experiments that demonstrate the processes of light harvesting in the major

plant light-harvesting complex (LHCII) and charge separation in the photosystem II

reaction center (PSII RC) and how these processes can be modeled at a quantitative

level. This is only possible by taking into account the exciton structure of the

chromophores in the pigment–protein complexes, static (conformational) disorder,

and coupling of electronic excitations and charge-transfer (CT) states to fast nuclear

motions. We give examples of simultaneous fitting of linear and nonlinear (time-

dependent) spectral responses based on modified Redfield theory that resulted in a

consistent physical picture of the energy- and electron-transfer reactions. This

picture, which includes the time scales and pathways of energy and charge transfer,

allows for a visualization of the excitation dynamics, thus leading to a deeper

understanding of how photosynthetic pigment-proteins perform their function in

the harvesting and efficient conversion of solar energy. We show that LHCII has the

intrinsic capacity to switch between different light-harvesting and energy-

dissipating (quenched) states. We introduce the conformational “switching” model
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for the LHCII protein to explain its role both in light harvesting and in

photoprotection. This model explains how the local environment of the protein

controls its intrinsic conformational disorder to serve a functional role. Finally, we

demonstrate that the PSII RC performs charge separation via two competing path-

ways of which the selection depends on the conformational disorder induced by slow

protein motions. Therefore, we show that the pigment–protein interactions play a

decisive role in controlling the functionality of the pigment–protein complexes at

work in photosynthesis.

Keywords Photosynthetic light harvesting • Single-molecule spectroscopy • Fem-

tosecond spectroscopy • Quantum coherence • Conformational dynamics

• Fluorescence blinking • Charge separation • Electron transfer • Energy transfer

• Two-dimensional electronic spectroscopy

Abbreviations

2DES Two-dimensional electronic spectroscopy

CD Circular dichroism

Chl Chlorophyll

ChlZ Additional chlorophylls bound at the periphery of the photosystem II

reaction center

CS Charge separation

CT Charge transfer, D1/D2/Cytb559—reaction center of photosystem II

FL Fluorescence

FLN Fluorescence line-narrowing

LD Linear dichroism

LHCII Major light-harvesting complex II of plants

NPQ Nonphotochemical quenching of chlorophyll a fluorescence

OD Optical density (absorption)

P Special pair of chlorophylls in reaction center

Phe Pheophytin

PR Participation ratio

PSI, PSII Photosystem I, photosystem II

qE Major, energy-dependent component of NPQ

Qy, Qx Lowest electronic transitions of Chl and Phe

RC Reaction center

RC5 RC6, reaction center of photosystem II lacking one peripheral Chl, and

containing all peripheral Chls

SMS Single-molecule spectroscopy

TA Transient absorption

ZPL Zero-phonon line
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3.1 Introduction

In the primary steps of photosynthesis, solar photons are absorbed by pigments

associated to protein domains. These pigment–protein complexes are embedded and

organized in the photosynthetic membrane. The pigments (chlorophylls and carot-

enoids) serve to absorb the incoming photons (lending the pigment-proteins the term

“light-harvesting antennas”) and very efficiently transfer the ensuing electronically

excited state to a photoactive pigment-protein complex, the reaction center (RC).

Upon excitation of the RC, an ultrafast charge separation (CS) is initiated, leading to

the formation of a transmembrane electrochemical potential difference that drives

all the subsequent chemical processes [1–4]. In plant photosynthesis, antenna

complexes consist of chlorophylls (Chls) as the main light-harvesting pigments,

carotenoids with both light-harvesting and photoprotective functions, and other

cofactors bound to the proteins. Crystallography studies have revealed intermediate-

and high-resolution structures of the major plant light-harvesting complex LHCII

[5, 6] and the core complexes of cyanobacterial photosystem I (PSI) [7] and

photosystem II (PSII) [8–13]. Due to the large number of pigments bound in these

complexes, the effective concentration may easily be about 0.5 M, the distance

between nearest-neighbor pigments being as short as 9–10 Å, thus giving rise to

strong (>10 cm�1) pigment–pigment interactions. As a result, the antenna and the

RC are generally characterized by a complicated manifold of excited states, includ-

ing collective electronic excitations (excitons) with a high degree of delocalization,

and more localized excitations on weakly coupled pigments.

In this chapter we discuss the process of excitation energy transfer and trapping

in the context of the major light-harvesting complex of plants, LHCII, and the PSII

RC. Figure 3.1 shows the structure of LHCII [5], which, being part of the lhc

multigenic family, is a trimeric pigment–protein complex, where each monomer is

characterized by three transmembrane helices binding eight Chls a, six Chls b, and
four carotenoids. The Chls are arranged in strongly coupled clusters, with the

different clusters being weakly coupled to each other. Energy transfer occurs on a

multitude of time scales from the carotenoids and the Chls b to the Chls a. Once
located on the lower-energy Chls a the excitation either migrates within the trimeric

complex or jumps to an adjacent light-harvesting complex. Eventually the core of

PSII is excited and CS in the RC is initiated. The Chl arrangement in LHCII can be

divided into two layers: a stromal and a lumenal layer, with the lowest energy states

located in the latter.

LHCII has the surprising property that it can switch between a light-harvesting

state and a quenched state [14]. In the light-harvesting state the complex delivers

excitation energy with a high efficiency to a neighboring light-harvesting complex

and eventually to the RC; in the quenching, photoprotective state excitation energy

is efficiently converted into heat. We will demonstrate that this functionality works

like a switch between conformational states that are naturally available to the

complex and is controlled by its biological environment. The complex has

“learned” to control its own disordered energy landscape [15].
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The pigment organization in the isolated PSII RC is shown in Fig. 3.2. The

complex contains ten pigments: four Chl a and two pheophytin a (Phe) in the center
(PD1, PD2, ChlD1, ChlD2, PheD1, PheD2, the RC core), two additional Chls (ChlsZ)

located at opposite sides on the periphery of the complex and two β-carotenes
situated between the ChlsZ and the RC core. CS takes place in the RC core, where

the Chls and Phes are arranged in two quasi-symmetric branches (D1 and D2),

selectively along the so-called active branch (D1) [16]. After a series of energy- and

electron-transfer events, the final charge-separated state PD1
+PheD1

� is created. We

show how the mixing of excitonic and charge-transfer states in combination with

Fig. 3.1 Pigment–protein organization in the plant light-harvesting complex II (LHCII), viewing

the whole trimer along the membrane from the stromal side (left) and viewing one monomeric

subunit parallel to the membrane plane (right). The protein is shown in a ribbon-representation and
the pigments as sticks. For clarity, the Chl phytyl chains and lipids are omitted. The separation

between stromal- and lumenal-side Chls is indicated by dashed line. X-ray structure adapted from
the following reference [5]. Colors: gray—protein; green—Chl a; blue—Chl b; yellow—lutein;

orange—neoxanthin; magenta—violaxanthin or zeaxanthin

Fig. 3.2 Pigment–protein arrangement in the photosystem II reaction center (PSII RC), viewed

perpendicular to the membrane normal. (a) The protein is represented as ribbonswith D1 in yellow
and D2 in orange. The pigments are represented as sticks. (b) Expanded view and labeling of the

pigments. X-ray structure adapted from the following reference [12]
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the intrinsic disorder of pigment-proteins produce a complex but highly efficient

way of separating charges.

In LHCII and the PSII RC, each Chl binding site is characterized by its own

specific protein microenvironment, giving rise to a set of “site” energies. Each of

these site energies is modulated by slow conformational motion of the protein

matrix, which results in “static” disorder of the site energies within a single

complex (thus producing more localized exciton wave functions). Different disor-

der patterns determined by conformational changes are viewed in conventional bulk

spectroscopy (with ensemble averaging) as inhomogeneous broadening. However,

the conformational dynamics can be monitored directly using single-molecule

techniques [17–19].

The exciton states also couple to the fast, collective nuclear vibrational modes of

the protein (known as phonons) as well as to intra- and interpigment vibrations.

These couplings give rise to a number of processes: (1) homogeneous broadening of

the electronic transition spectra; (2) redshifting of these spectra due to reorganiza-

tion effects (which are associated with changes in the equilibrium position of the

nuclear modes after electronic excitation); (3) a further decrease in the delocaliza-

tion size due to polaron effects; and (4) transfer of electronic excitations within the

excited-state manifold, including fast (fs) relaxation between exciton states within

strongly coupled clusters and slower (ps) energy migration between clusters or

monomeric sites. Thus, the coupling between the excitons and this vibrational

“bath” allows for energy transfer between excited states belonging to the same or

to different spectral bands. This energy transfer is the basic mechanism of photo-

synthetic light harvesting, producing an ultrafast energy cascade from higher to

lower levels, a process which contributes to the effective energy migration in the

antenna and delivery of excitation energy to the RC.

Since the biochemical isolation of antenna complexes and the discovery of their

structures, the fast energy-transfer and primary CS events have been studied using a

variety of advanced laser spectroscopic methods, including time-resolved

(sub-100 fs) nonlinear techniques that are interpreted together with theoretical

modeling (see for a review [1, 2, 16, 20–27]). In this chapter we discuss a number

of important experimental results and show how the light harvesting in plant LHCII

and the CS process in PSII RCs can be modeled at a quantitative level by taking into

account the exciton structure, static (conformational) disorder, and coupling of

electronic excitations and charge-transfer (CT) states to fast nuclear motions in a

pigment–protein complex. Simultaneous fittings of linear and nonlinear (dependent

on excited-state evolution) spectral responses of the LHCII complex and the

isolated RC complex of PSII have been done at a quantitative level using modified

Redfield theory [18, 27–29]. The consistent physical picture of energy and electron

transfer emerging from these models allows for a visualization of the excitation

dynamics. The picture also allows for a physical view on how LHCII can switch

between a light-harvesting and a quenching state, thereby providing a molecular

explanation for the important, regulatory property known as nonphotochemical

quenching in plant photosynthesis.
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3.2 Physical Models of Energy Transfer

3.2.1 Collective Electronic Excitations: Excitons

Photosynthetic light-harvesting complexes have three important physical properties

that enable effective light harvesting: relatively long-living (ns) excited states of

their pigments, a high cross section for light absorption, and a sufficiently high

pigment density to give rise to a phenomenon known as “coherence” [1, 27, 30–35].

The latter property can be understood in the following context. Let the wave

function jni denote the elementary excitation of the n-th Chl in the antenna.

Quantum mechanics allows for a superposition of such wave functions, i.e.,

c1jn1i+ c2jn2i+. . ., for constants c1, c2, . . ., where one elementary excitation is

shared among a number of pigments. Such a collective excitation is known as an

“exciton” and is different from the independently excited pigments n1, n2, . . . due to
correlations (“coherences”) between them. These correlations are given by the

terms ci*cj, i 6¼ j, appearing due to the off-diagonal elements of the electronic

Hamiltonian, i.e., H ~ jniihnjj, i 6¼ j. In this coherent state a pigment “knows”

about the excitation of its neighbors. This dramatically changes the spectrum of

the light-harvesting pigment–protein as well as its energy-transfer dynamics. In

natural light-harvesting systems these features produce more efficient light absorp-

tion, faster conversion from short- to long-wavelength spectral bands, and more

irreversible trapping of excitations by the RC.

The Hamiltonian of the antenna in the basis of the local excited-state wave

functions jni is given by

H ¼
XN
n¼1

En nj i nh j þ
XN
n 6¼m

Mnm nj i mh j, ð3:1Þ

where N is the number of Chls in the antenna, En is the electronic transition energy

of the n-th Chl, and Mnm is the interaction energy between the n-th and m-th Chls.

For simplicity we consider only the lowest Chl excited states, corresponding to the

Qy transition. The off-diagonal couplings Mnm produce new, collective eigenstates

that are delocalized over a number of Chls instead of excitations localized on

individual pigments. The energies ωk and wave functions jki of the exciton

eigenstates can be obtained by diagonalizing the Hamiltonian in Eq. (3.1):

H ¼
XN
k¼1

ωk kj i kh j; kj i ¼
XN
n¼1

ckn nj i, ð3:2Þ

where the collective exciton states jki contain a coherent superposition of the

original individual molecular excitations jni. The wave function amplitudes cn
k

reflect the participation of the n-th site in the k-th exciton state.
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Generally the energies ωk of the exciton states exhibit some shifts from the site

energies En due to exciton splitting, the extent of which is determined by the

couplings Mnm. The resulting exciton band consists of a manifold of N discrete

exciton transitions. In addition, interaction with phonons induces a homogeneous

broadening and a further energy shift of the corresponding spectral lines. This will

be elaborated on in the next section.

3.2.2 Exciton–Phonon Coupling and Spectral Line Shapes

We consider the k-th exciton state from the manifold of N one-exciton levels. The

corresponding line shape is given by the coupling of this level to fast nuclear modes.

These phononmodes are determined by the collective modes of the pigment–protein

matrix and the intra-pigment high-frequency vibrations. The absorption (OD) and

fluorescence (FL) spectra of the whole pigment–protein complex are then given by

the sum of the contributions from all exciton components:

OD ωð Þ ¼ ω
X
k

d2kRe

ð1
0

Ak tð Þdt

FL ωð Þ ¼ ω
X
k

Pkd
2
kRe

ð1
0

Fk tð Þdt

where Ak tð Þ ¼ ei ω�ωkð Þt�gkkk tð Þ

and Fk tð Þ ¼ ei ω�ωkð Þtþ2iλkkkkt�g�
kkkk

tð Þ

ð3:3Þ

In Eq. (3.3) dk represents the transition dipole moment of the k-th exciton state,

Pk denotes the steady-state population, gkkkk(t) determines the line broadening of

the k-th exciton state due to exciton–phonon coupling, and λkkkk is the

corresponding reorganization energy. These quantities relate to the exciton–phonon

spectral density C(ω) as follows [36–38]:

g
kk

0
k
00
k
000 tð Þ ¼ �

ð1
�1

dω

2πω2
C
kk

0
k
00
k
000 ωð Þ coth

ω

2kBT
cosωt� 1ð Þ � i sinωt� ωtð Þ

" #

λ
kk

0
k
00
k
000 ¼

ð1
�1

dω

2πω
C
kk

0
k
00
k
000 ωð Þ

C
kk

0
k
00
k
000 ωð Þ ¼

X
n

ckn c
k
0

n c
k
00

n ck
000

n Cn

�
ω
�

ð3:4Þ

where T is the temperature, kB the Boltzmann constant, and Cn(ω) the spectral

density in the site representation, corresponding to phonon-induced modulation of

3 Photosynthetic Energy Transfer and Charge Separation in Higher Plants 85



the transition energy of the n-th site. Here it is supposed that modulations of

different sites are uncorrelated and modulations of the pigment–pigment interaction

energies are excluded.

In the presence of static disorder, i.e., disorder of the site energies En and

couplings Mnm, the homogeneous FL profiles (Eq. 3.3) should be averaged over a

random distribution of En and Mnm that will perturb the energies and eigenfunctions

of the exciton states. The nonlinear spectral responses can also be expressed in

terms of the line-broadening functions (Eq. 3.4), as shown for pump–probe spectra

[29, 38–42], Stark spectra [28], photon echoes [36], and 2D echoes [43].

The spectral density needed to evaluate the spectral responses can either be

obtained from molecular-dynamics simulations [44] or extracted from experiments,

such as hole-burning [45] or fluorescence line-narrowing (FLN) [46, 47]. Figure 3.3

shows the spectral density for the Chl a molecules in the LHCII complex, as

obtained from FLN data [40, 46].

Fig. 3.3 Experimental exciton–phonon spectral density Cn(ω) for Chl a obtained using

low-temperature FLN spectra of LHCII trimers [119]. The spectral density is modeled as a sum

of an over-damped Brownian oscillator and 48 high-frequency modes with Huang–Rhys factors

taken from FLN experiments [46] and adjusted from the fit of non-selective FL profiles [40]. The

inset shows the 7 K non-selective (inhomogeneously broadened) FL spectrum for LHCII calcu-

lated with this spectral density (thin line) together with the measured one (points)
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3.2.3 Modified Redfield and Generalized Förster Theories

When the spectral density Cn(ω) is known, Eq. (3.4) can be used to calculate not

only the spectral shapes (Eq. 3.3) but also the energy-transfer rates. As such, the rate

of population transfer from the state k0 to the state k is given by [38, 48]

R
kkk

0
k
0 ¼ 2Re

ð1
0

dtAk tð ÞF�
k
0 tð ÞV

kk
0 tð Þ

V
kk

0 tð Þ ¼ exp
�
2g

k
0
k
0
kk

�
t
�þ 2iλ

k
0
k
0
kk
t
�

� €g
kk

0
k
0
k
tð Þ � _g

k
0
kk

0
k
0 tð Þ � _g

k
0
kkk

tð Þ þ 2iλ
k
0
kk

0
k
0

� ��
� _g

k
0
k
0
kk

0 tð Þ � _g
kkkk

0 tð Þ þ 2iλ
k
0
k
0
kk

0
� ��

ð3:5Þ

where F(t) and A(t) are defined by Eq. (3.3) and denote line-shape functions,

corresponding to the fluorescence of the donor state and absorption of the acceptor

state, respectively, and V describes the electrostatic interaction between the donor

and acceptor. Note that Eq. (3.5) is valid for an arbitrary delocalization of the donor

and acceptor states and arbitrary strong coupling to phonons when polaron effects

are neglected. (The polaron-induced localization length is supposed to be larger

than the disorder-induced localization size.) This approach, which is valid when the

wave functions defined by the coefficients cm
k0 and cn

k exhibit significant spatial

overlap, is generally referred to as modified Redfield [48].

If the donor and acceptor states are localized at the m-th and n-th sites, respec-

tively (i.e., cm
k0 ¼ cn

k¼ 1) these two states are only weakly coupled. In terms of the

interaction energy Mnm, V is then given by

V
kk

0 tð Þ ¼ Mnmj j2: ð3:6Þ

For such weak coupling, the original Förster equation [49] can be recovered by

employing the Fourier transforms of F(t) and A(t) and writing the integral in

Eq. (3.5) in a form of donor-acceptor spectral overlap [48].

The standard Förster formula can be generalized to the case of energy transfer

between two weakly connected clusters [50–54]. In this context, the energy-transfer

rate from the k0-th exciton state of one cluster to the k-th state of the other cluster is

V
kk

0 tð Þ ¼
X
n,m

cknMnmc
k
0

m

�����
�����
2

, ð3:7Þ

where n and m designate pigments belonging to different clusters. In this formula-

tion the donor and acceptor states, k0 and k, correspond to arbitrarily strong

excitonic interactions within each cluster, whereas the intercluster interactions
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Mnm are restricted to be weak. This gives rise to a small spatial overlap between the

k0 and k wave functions.

In the Förster formula, the pigment interactions Mnm are treated perturbatively,

as in Eqs. 3.6 and 3.7. In contrast, for the modified Redfield expression, the energy-

transfer rates are calculated on the basis of the exciton states of the whole system

(Eq. 3.5). In particular, this approach treats the diagonal part of exciton–phonon

coupling in the exciton representation non-perturbatively.

The difference between the Förster and modified Redfield approaches is dem-

onstrated in Fig. 3.4. Here the energy-transfer rates between two Chl molecules as a

function of the energy gap E1–E2 between them are compared for calculations

based on the Förster (Eq. 3.6) and modified Redfield (Eq. 3.5) expressions. In both

cases, a realistic spectral density, as given by Fig. 3.3, was employed. The differ-

ence between the two rates is compared with the delocalization length (Ndel),

calculated as the inverse participation ratio that varies from 1 (in the localized

limit) to 2 (in the limit of uniform delocalization over two molecules).

In the case of strong coupling (M12¼ 255 cm�1), Redfield theory predicts

overall higher rates than Förster theory. Note that the difference between the two

rates is proportional to the deviation of the delocalization length from its value in

the localized limit. In the limit of small delocalization lengths (1<Ndel< 1.1),

which corresponds to large energy gaps (E1–E2> 5 M12), Förster and Redfield

theories give comparable rates.

For moderate coupling (M12¼ 55 cm�1) the two theories give the same results

everywhere, except in the delocalization limit. In this limit, which corresponds to

small gaps (E1–E2< 5 M12¼ 275 cm�1), Redfield theory again predicts higher

rates.

For both strong and moderate couplings, the transfer rates given by Redfield

theory in the isoenergetic limit (E1–E2¼ 0) are 2–5 times faster as a result of

delocalization. This deviation of the Redfield rates from the Förster limit becomes

anomalously and unrealistically high in the weak-coupling limit, i.e., up to 2–3

orders of magnitude (see the lower frame of Fig. 3.4)! In principle, such a fast

transfer is possible if the excitation is delocalized over two isoenergetic molecules,

even if these molecules are spatially well separated and weakly interacting. How-

ever, in reality such a delocalization will be destroyed by the dynamic localization

and polaron effects, features that are not included in the Redfield approach.

Evidently, Förster theory, for which localization is assumed a priori, predicts

more accurate rates in this limit.

A combined Redfield–Förster theory can be used to avoid the weak-coupling

artifact of Redfield theory [55]. In this approach modified Redfield theory is

employed to calculate the relaxation dynamics within strongly coupled clusters

(where the intracluster interactions dominate the coupling cutoff value, i.e.,

Mnm>Mcr), while generalized Förster theory is used to model the energy transfer

among these clusters (with Mnm<Mcr). The coupling cutoff value Mcr was found to

be in the range 15–30 cm�1 [43, 55–57].
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Fig. 3.4 The energy-transfer rate as a function of the energy gap between two molecules

calculated with Förster and modified Redfield theory [119]. Only downhill rates are shown. The

delocalization length Ndel is calculated as the inverse participation ratio of the exciton wave

functions. The Ndel¼ 1 line is shown to highlight the deviations from the localized limit. The

three frames correspond to strong, moderate and weak coupling, i.e., Mnm¼ 255, 55, and 10 cm�1,

respectively. The energy-gap range is 0–2,000 cm�1 for strong and moderate coupling and 0–

100 cm�1 for weak coupling. We use the exciton–phonon spectral density of Fig. 3.3. The

relaxation rates were calculated for 77 K. The specific non-monotonous dependence of the rates

on the energy gap is determined by the shape of the phonon wing



3.2.4 Mixing of Excited and Charge-Transfer States

When two or more pigments are sufficiently closely separated, a situation that

exists in RCs, charge-transfer (CT) states can be formed. The energy of these states

is generally close to some of the exciton states, in which case mixing between

the CT and exciton states occurs [58, 59]. The generally strong coupling of CT

states to phonons gives rise to large displacements along the nuclear coordinates

as compared to the excited states. Any pair of exciton and CT states is thus

represented by two potential energy surfaces with different displacements along

the effective nuclear coordinates. The mixing of the two surfaces near their

intersection point will produce a redistribution of the dipole moments of the two

states. This gives rise to some borrowing of the transition dipole strength from the

exciton state (making the CT state weakly allowed), and borrowing of the static

dipole from the CT state (thereby increasing the amplitude of the Stark signal). This

mixing will also induce forward and backward transfer between the exciton and CT

states. Relaxation along the nuclear coordinates within the exciton and CT poten-

tials causes a dynamic localization of the exciton-CT state near the bottom of the

corresponding surfaces.

In the limit of complete localization of the two states, Förster theory allows for

a calculation of the exciton-CT transfer rates. In that case, all spectral features

that would result from mixing, such as the shape of the red wing of the absorption

spectrum, the broadening of the FL profile, and the increase in the Stark amplitude,

are excluded.

In the opposite limit, the coupling between the two states is independent of

the nuclear coordinates, giving rise to a uniform mixing of the two potential

surfaces. In this case modified Redfield theory can be employed to calculate

the relaxation rates between the mixed eigenstates as well as the spectral features

that are induced by such mixing. This is done by including the CT state as

an additional state to the excited states in Eq. (3.1). This approach is valid if

the reorganization energy associated with the relative displacements of the

excited and CT states is smaller than that of their coupling. Otherwise the degree

of mixing is overestimated, in particular in the case of a small energy gap between

the two states.

Extrapolation between these two limiting cases (localization and strong mixing,

described by the Förster and modified Redfield theories, respectively) is possible by

including explicitly the dynamics along a limited number of effective nuclear

coordinates. In such a system the relaxation dynamics can be described more

accurately by using Redfield theory on the basis of electron-vibrational eigenstates

[60–62].
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3.3 Excitation Dynamics in the Major Light-Harvesting

Complex II (LHCII)

3.3.1 Simultaneous Fit of Linear Spectra and Nonlinear
Transient Absorption Kinetics in LHCII

The crystal structure of the LHCII complex (Fig. 3.1) resolved the orientations of

all the Chls, which allows for determination of the effective dipole moments of the

pigments. In addition, knowledge of the spectral density of their exciton–phonon

coupling enables a quantitative calculation of the spectral and dynamic properties

of the complex using one unified physical picture. Only the site energies of the Chls

remained unspecified and had to be determined from spectroscopic data. Following

the discovery of the structure it was demonstrated that the unperturbed transition

energies of the 14 Chls of each monomeric subunit can be extracted from a

simultaneous fit of the linear spectra and transient absorption (TA) kinetics upon

different excitation conditions using the modified Redfield approach [29] and later

with the combined Redfield–Förster theory [56].

The Chl arrangement within the LHCII trimer is shown in Fig. 3.5a, b. On the

stromal side (Fig. 3.5a) the Chls are arranged in two tightly packed Chl a clusters

(a610–a611–a612 and a602–a603), which are in close proximity to three Chls

b (b601, b608, and b609). In addition, the structure suggests that the Chls b601 and
b609 from adjacent monomeric subunits are significantly coupled. Hence, the

b601–b608–b609 group may be considered as a Chl b cluster, which is expected

to have a short excited-state lifetime due to excitation energy transfer to the two Chl

a clusters in each of the two related monomeric subunits. Within each a-cluster, fast
exciton relaxation is expected, and between these clusters, a slower hopping.

On the lumenal side (Fig. 3.5b) there are two groups of pigments, viz., the

a613–a614 dimer and the b605–b606–b607–a604 tetramer. The four sites of the

tetramer are weakly connected to the rest of the complex. The excited-state

dynamics within this cluster are therefore expected to be dominated by fast down-

hill energy transfer from the three Chls b to the Chl a604. The latter pigment is

weakly coupled to the other Chls a in the complex, and therefore is the most likely

site for a long-living “bottleneck” state in the Chl b!Chl a energy transfer. The

presence of a bottleneck state was suggested by TA experiments upon excitation at

660–670 nm [63–65].

The site energies of LHCII were determined by simultaneously fitting the linear

spectra (OD, LD, and FL), using an evolutionary-based search [29]. Figure 3.5c

shows an example of the fit for the OD and LD spectra. Here, Chls b and a are

responsible for the two main absorption bands, peaking at 650 and 675 nm,

respectively. Although only a relatively small number of free parameters were

employed (the 14 site energies, which were assumed to be the same for all three

monomeric subunits of the trimer), the fit is not unique: 20–30 suitable models with

different site energies were found. However, by calculating the best fits to the TA
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spectra upon 650- and 662-nm excitation, the number of suitable models could

be reduced considerably: A simultaneous fit of the 650- and 662-nm TA was

possible with only one model (shown in Fig. 3.5d, e). Whereas the 650-nm

excitation reflects fast (sub-ps) energy transfer from an initially populated Chl

b band to the Chl a region around 670–680 nm (Fig. 3.5d), the narrow 662-nm

excitation band could selectively excite the intermediate blueshifted Chl a states,

giving rise to kinetics that are much more sensitive to the fine structure of the blue

wing of the Chl a band (Fig. 3.5e).

3.3.2 Visualization of the Excitation Dynamics Within
a Monomeric Subunit

The time scales and pathways of energy transfer can be calculated using the model

parameters that were determined from the fit of the spectroscopic data. This enables

a visualization of the complete excitation dynamics in a monomeric subunit of

the LHCII complex. The dynamics in the Chl a region are determined by fast

(50–200 fs) exciton relaxation within the a-clusters (a610–a611–a612, a602–
a603, and a613–a614), whereas the coupling between these clusters produces

slower (250–600 fs) intercluster transfers. The Chl b region is characterized by a

fast relaxation (100 fs) within the b601–b608–b609 cluster at the stromal side and

sub-ps transfer from this cluster to the neighboring a-clusters, i.e., a610–a611–a612
and a602–a603.

At the lumenal side there is first a fast population of the b605 and a604 sites due
to equilibration within the b606–b607–b605–a604 group, followed by a slow

depopulation of the b605 site by means of ps transfer to a604 or to the stromal

b601–b608–b609 cluster. As a result, b605 serves as a “bottleneck” site that is

responsible for a slow (few ps) component in the b! a transfer. Chl a604 is

another, “bottleneck” site which lives even longer and is characterized by a very

slow flow of energy to the remaining a-sites, with time constants of 40–50 ps,

giving a total lifetime of the a604 site of about 13 ps.

Figure 3.5f provides a visualization of the site-population dynamics related to the

positions within a monomeric subunit. The first three frames (0–700 fs) show

the excitation-energy flow from the stromal-side Chls b (b601, b608, and b609)
to the a-sites and the subsequent redistribution of the energy within the a-clusters.
At the lumenal side the energy redistribution within the b606–b607–b605–a604
group occurs via transfer from b606 to b607 and b605 as well as a predominant

population of the intermediate a604 site. The next three frames (3–20 ps) show a

slow transfer from a604 (and from the b606–b607–b605 cluster) to the quasi-

equilibrated a-sites. The a610–a611–a612 cluster (mostly a610) is predominantly

populated when the energy has been fully equilibrated. This cluster is located on the

outer side of the LHCII trimer, thereby likely providing a good connection with the

other PSII subunits.
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3.3.3 Inter-Monomeric Transfer in LHCII Trimers

The competition between the intra- and inter-monomeric energy transfer in the

whole LHCII trimer has been studied using the combined Redfield–Förster theory

[56]. Figure 3.6a shows the energy-transfer scheme within the stromal layer of

the LHCII trimer, following the hypothetical excitation of the stromal blue-most

Fig. 3.6 Inter- and intra-monomeric energy transfer within the LHCII trimer at the stromal (a) and

lumenal (b) sides [56]. Left: Chl arrangement and labeling corresponding to [5], except that the

designations 0 and 00 are used to differentiate the pigments in the second and third monomeric

subunits from the first. Each monomeric subunit is encircled and each Chl is represented by three

overlapping, filled circles as defined in Fig. 3.5. Right: Main energy-transfer pathways following

excitation of b608 (a) and b606 (b). Indicated in (a) are the relaxation within the b608–609–6010

cluster (thick, dark blue arrows), energy-transfer pathways from this cluster to the nearest Chl

a clusters (red arrows), and the inter-monomeric transfer pathways in the Chl a region, the latter of
which starts at the a602–603 dimer (thin magenta arrows). In (b) are shown the fast intra-cluster

relaxation within the a604–b605–b606–b607 cluster (thick, light blue arrows), and the main inter-

monomeric pathways of energy transfer that start from this cluster, including a slower migration

between the intermediate long-living a604 and b605 sites and migration from the “bottleneck”

a604 site (all shown by thin, green arrows), and transfers between the Chl a clusters (orange
arrows)
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b608 site. After excitation of the b608–b609–b6010 cluster, energy is transferred on
a sub-ps time scale to the a602–a603 and a610–a611–a612 clusters within the same

subunit as b608. The fastest transfer (290 fs) occurs from the lower exciton level of

the b608–b609 dimer (b609 having a stronger participation) to the higher exciton

level of the a602–a603 dimer (which is localized at a603). This transfer pathway is
expected, considering the small distance between b609 and a603. Furthermore,

b6010 being located in the second subunit, energy transfer takes place from this

pigment to the two neighboring clusters, i.e., a6020–a6030 and a6100–a6110–a6120.
The total effective time constant of the latter transfer is ~700 fs. Thus, the strong

coupling within the b6010–b608–b609 cluster results in fast sub-ps conversion to

the stromal-side Chl a clusters from the two monomeric subunits connected to this

Chl b cluster.

The initial, fast b! a transfer is followed by a slower inter-monomeric transfer

from the a602–a603 cluster to the same clusters in the other two subunits, i.e.,

a6020–a6030, and a60200–a60300. The higher and lower exciton states of these

clusters are localized at the a603 and a602 pigments, respectively. Excitation of

the higher level (localized at a603) gives rise to a relatively fast (6.3 ps) transfer to

the nearest a6020 site, but the largest fraction of energy from a603 flows to the lower
a602 site or to the a610–a611–a612 trimer. From a602, the dominant (fastest) inter-

monomeric pathway is uphill to a60300 (occurring within 16 ps), while isoenergetic

transfers take place to both a6020 and a60200 with time constants of 21 and 26 ps,

respectively. Hence, an exchange between the subunits in quasi-equilibrium must

be temperature dependent, determined by isoenergetic and uphill energy transfer

from the higher a602 site.

On the lumenal side of LHCII (see Fig. 3.6b), b606 is the blue-most site. This

pigment is part of the a604–b605–b606–b607 cluster, which contains the long-

living, “bottleneck” a604 site (see Sect. 3.3.2). After rapid equilibration within this
cluster, only slow migration takes place from a604, including a 33- and 80-ps

transfer to the a613–a614 and a6130–a6140 dimers, respectively.

Energy transfer obviously also occurs between the lumenal and stromal layers of

the LHCII trimer. The inter-monomeric stromal-lumenal transfer in the Chl a region
is mostly determined by migration between the a602–a603 and a613–a614 clusters.
There is a 12-ps transfer from the higher energy state of a613–a614 (localized at

a614) to the a60200–60300 dimer, and 18- and 62-ps transfers from the higher and

lower states of a602–a603 (localized at a603 and a602, respectively) to a6130–6140.
Combination of the above-mentioned intra- and inter-monomeric pathways pro-

duces complicated dynamics within the LHCII trimer (for more details see [56]).

The complete energy-transfer dynamics in the LHCII trimer include the following:

1. Fast (sub-ps) conversion from Chls b to Chls a at the stromal side, followed by

fast (sub-ps) equilibration between the Chl a clusters on the stromal side.

2. Slower (10 ps or more) equilibration within each monomeric subunit between

the Chl a clusters at the stromal side and those at the lumenal side.

3. Even slower (20 ps and more) migration between the Chl a clusters from

different monomeric subunits.
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The slow energy-transfer channels through the “bottleneck” a604 site at the

lumenal side give rise to additional dynamics, including

1. Fast (sub-ps to 3.6 ps) migration from the Chls b at the lumenal side to the

“bottleneck” a604 site.

2. Slow (33 ps) transfer from a604 to the lumenal-side Chls a.
3. Reasonably slow (21 ps) transfer from a604 to the stromal-side Chl a clusters.

Interestingly, the total decay of the a604 “bottleneck” (with time constants of

13 ps and more) is still faster than the inter-monomeric equilibration between the

Chl a clusters.

3.3.4 Comparing the Exciton Model and Single-Molecule
Spectra

The spectral responses and dynamics simulated in Figs. 3.5 and 3.6 are averaged

over many realizations of the static disorder. These realizations are associated with

the passage of the antenna protein through a number of conformational substates

that are characterized by various disorder patterns (i.e., a distribution of the site

energies). The conformational dynamics give rise to dynamically changing spectra,

i.e., spectra with different peak positions and shapes. These spectral fluctuations on

the microsecond to second time scale have for the first time been observed in

bacterial antenna complexes [66–72]. Recently, similar data have been obtained

for single, trimeric LHCII complexes [18].

The strength of single-molecule spectroscopy (SMS) lies in its strong selectivity

and sensitivity by revealing properties that are generally obscured by ensemble

averaging. The FL dynamics from a single fluorescing quantum unit (i.e., a

pigment–protein complex in our context) are typically investigated. This condition

is fulfilled by firstly using a sufficiently low concentration of solubilized complexes

such that the probability to find more than one complex within the laser excitation

focal volume at a given instant is very small. Secondly, the fluorescence emitted by

one complex should be sufficiently larger than the background signal for a reason-

able averaging time. This condition obviously puts severe demands on the exper-

imental setup and the photophysical properties of the sample. The complexes are

usually immobilized to enable sufficiently long measuring times (seconds to tens of

minutes per complex), and surface immobilization by means of electrostatic inter-

actions is commonly employed for photosynthetic light-harvesting complexes

studied near room temperature. When a monolayer of well-separated complexes

is obtained, the surface is raster-scanned in the two lateral directions, which is used

to locate the complexes.

Figure 3.7 shows FL spectra of single, immobilized LHCII complexes near room-

temperature. The peak position of the measured FL spectra is fluctuating around the

FL maximum of the bulk spectrum. Moreover, a shift of the FL peak is accompanied
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Fig. 3.7 Selected experimental (points connected by lines) and modeled (thick, solid lines) room-

temperature FL spectral profiles from single LHCII complexes [18]. Measured profiles shown

from top to bottom display different shifts from the ensemble-averaged spectrum (dashed lines),
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by specific changes in the line shape. Explanation of these features is a challenging

problem, which is one more test for the disordered-exciton model that emerged from

the interpretation of the bulk spectra of the LHCII complex (Fig. 3.5).

Remarkably, a large percentage of the observed FL spectral fluctuations can

be reproduced with the same model (i.e., with the same site energies, phonon

couplings, and disorder value) as used for the calculation of the bulk spectra [18].

In Fig. 3.7 a few measured FL profiles, each with a different peak position, are

compared with different calculated spectra. The latter are obtained from the ensem-

ble of FL spectra that were calculated for different realizations of the disorder. Note

that the calculated spectra have essentially the same characteristic line shape as the

measured FL profiles with the same peak position.

The insets in Fig. 3.7 show that the redshift of the spectrum corresponds to an

increasingly more non-uniform distribution of the participation ratio, with predom-

inant localization at Chl a602 or a610. A disorder-induced redshift of the a602 or

a610 sites breaks the delocalization within the Chl a clusters at the stromal side (i.e.,

within the a610–a611–a612 and a602–a603 clusters), thus increasing a reorganiza-
tion shift accompanied by a further redshifting of the lowest exciton states. As a

result, the emission on the red side is significantly increased. In realizations with

strong disorder the FL spectrum appears to consist of two components: one from the

strongly redshifted lowest exciton state and one from the next level.

Thus, we conclude that each single-molecule spectrum is determined by a

specific localization pattern, controlled by the disorder of the site energies that is

induced by protein conformational disorder.

3.4 LHCII as a Switch

3.4.1 Single-Molecule Spectra of LHCII

Although the intrinsic conformational disorder of the protein can explain most of

the spectral dynamics of LHCII complexes (see Sect. 3.3.4), some of their spectral

fluctuations require another explanation [18]. In Fig. 3.8a the spectral peak

⁄�

Fig. 3.7 (continued) i.e., from a small blueshift (top spectrum) to increasingly bigger redshifts

(three lower spectra). Measured spectra are averages of spectral profiles with similar shapes, and

calculated spectra are taken from the ensemble of FL spectra calculated for different realizations of

the disorder using the same exciton model of LHCII as in Fig. 3.4. Insets on the right show the

thermally averaged participation ratio (PR) of the pigments corresponding to the same realizations

as the calculated FL spectra. The PR values of the nth pigment are defined as PRn¼∑kpk(cn
k)4,

where pk is the steady-state population of the kth exciton state, and cn
k is the wave function

amplitude (Eq. 3.2). Numbers from n¼ 1 to 14 correspond to pigments from 601 to 614 in the

notation of the following reference [5]
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distribution of a large number of individually measured LHCII complexes near

room temperature is compared with the calculated distribution, using the modified

Redfield model as explained in the previous section. The calculated distribution is

somewhat broader than the measured one, which signifies that the pure exciton

model can explain the spectral profiles with peak maxima up to ~695 nm and that

the modeled disorder may even be an overestimation. Larger redshifts require the

presence of special protein conformations. These low-energy states can be best

explained by mixing between a CT state and an exciton manifold of two or more

closely separated pigments within the complex. The most probable site of this

mixing can be identified by considering the structurally and compositionally similar

Fig. 3.8 FL spectral peak distributions of ~2,000 individually measured LHCII trimers in two

different environments [15, 18]. (a) Complexes in light-harvesting (LH) environment (bars) as
compared to the modeled distribution (points connected by lines). Calculations were performed by

taking 2,000 different realization of the static disorder, using the same exciton model of LHCII as

for Fig. 3.5 and a disorder of 90 cm�1. 5-nm bars indicate spectral states that were not reproduced

by the calculations. 1-nm bars denote the weighted frequency of occurrence of single-band spectral

peaks, while the 5-nm bars represent the fraction of complexes exhibiting double-band spectra,

where the peak position of the redder band is displayed. (b) Similar as (a) but for the

qE-mimicking environment
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peripheral antenna complexes of PSI. These complexes characteristically fluoresce

at wavelengths longer than 700 nm, reminiscent of the far-red emission of LHCII,

and is known to originate from the CT-exciton coupling of a Chl dimer in the L2

site of these complexes [73, 74] (nomenclature of Liu et al. [5]). The corresponding

Chl dimer in LHCII (a603–b609) is therefore the most probable site of this

complex’s low-energy emission states.

The protein conformational energy landscape model [75–77] provides a feasible

context to explain the spectral fluctuations of photosynthetic light-harvesting com-

plexes [78]. Such an energy landscape describes all the possible protein conforma-

tions and the associated free energy of each conformation (see Fig. 3.9). As such the

energy landscape constitutes a hypersurface in the high-dimensional space where

each degree of freedom of the protein corresponds to another coordinate. An energy

landscape is typified by hierarchically ordered conformational substates (local

minima), where the substates belonging to a particular tier are in dynamic equilib-

rium. The heights of the free energy barriers separating different substates reflect

the activation energy required for a protein to escape from a particular substate and

acquire another conformation. Perturbations of the protein conformation increase

the probability to cross relatively large energy barriers. If the corresponding sub-

states correspond to distinct emissive states, a spectral jump is observed.

3.4.2 Nonphotochemical Quenching (NPQ)

When the harvested energy delivered to the RCs saturates the electron-transfer

chain connecting PS2 and PS1 to the reduction of NADP+, the lumenal pH

decreases and the resulting transmembrane pH gradient triggers a phenomenon

known as nonphotochemical quenching (NPQ), during which excess excitation

energy is harmlessly dissipated as heat (see [14] for a recent review). Although the

site and molecular mechanism of qE, the main component of NPQ, are inconclu-

sive at present, there are strong indications that LHCII plays an important role.

Fig. 3.9 Cartoon of the

energy landscape of a

protein, projected onto one

conformational coordinate,

illustrating the hierarchical

arrangement of barrier

heights which separate local

energy minima
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Protein conformational changes associated to qE redistribute the energy levels of

particular pigments in the complex, thereby opening energy dissipating channels.

In particular, one important molecular mechanism for qE that was proposed

identifies the energy transfer from a low-lying Chl exciton state to the optically

forbidden carotenoid S1 state and the subsequent rapid dissipation of the energy as

heat upon relaxation of the carotenoid excited state [79]. The carotenoid was

identified as the lutein L1 in the atomic structure [5] of LHCII, indicating that

the closely coupled exciton state is associated with the a610–a611–a612 cluster. In
addition, the crystal form of LHCII manifests fast FL decay, accompanied by a

characteristic Raman signal, and redshifted FL [80]. Similar spectroscopic prop-

erties were observed for isolated, quenched LHCII complexes immobilized in a gel

matrix [81, 82] as well as for aggregates, chloroplasts, and leaves under NPQ

conditions [79, 83–87]. Since in the crystals and gel-immobilized complexes no

strong interactions between neighboring complexes are present, it was concluded

that the energy dissipation and the accompanying reversible conformational

changes are intrinsic features of each LHCII trimer [80, 81].

The molecular processes underlying the switching capability of LHCII

between the light-harvesting and the quenched state could earlier only be hypoth-

esized on the basis of ensemble techniques [88]. However, using SMS the

intrinsic intensity switching capability of this complex has recently been demon-

strated [89]. The FL intensity was found to switch rapidly and reversibly between

different quasi-stable quenched and unquenched states, the switches occurring at

apparently random times, which reflects significant disorder in these complexes.

This phenomenon is generally known as fluorescence intermittency or blinking

and is a common feature of intrinsically fluorescent quantum units [90]. However,

the fluorescence blinking of LHCII complexes has demonstrated some unique

features. For example, three conditions generally associated with qE were mim-

icked in a single-molecule environment. For LHCII, each of these three qE-related

conditions affected the fluorescence blinking such that the time- and population-

averaged FL intensities decreased [15], while a distinctly different behavior

was found for the structurally homologous minor antenna complexes [91].

These findings strongly suggest the idea of an explicit relationship between the

mechanism(s) underlying fluorescence blinking in LHCII and the qE switch.

This relationship is supported by a conformational diffusion model that was

used to reproduce the experimental blinking behavior of LHCII on a quantitative

level [92].

These observations indicate that the environmental control over the intrinsic

dynamic disorder in LHCII that gives rise to fluorescence blinking provides a

molecular basis for qE. In addition, this particular environmental control is

highly specific for LHCII, based on its finely tuned structure. In a more general

view, the variability of the FL spectra of single LHCII complexes can be

considered a direct manifestation of their self-regulatory ability in response to

external conditions.
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3.4.3 A Physical Model for Functional Switching:
Controlled Disorder

While on the level of a single complex the quenching capability of LHCII features

as a switch, on an ensemble level the functionality is reflected by a population

redistribution. This can again be understood well in the context of the protein

landscape model. The populations of the conformational substates follow statistical

thermodynamic distributions. Proteins respond to environmental changes by

redistributing the populations of these preexisting substates, an idea commonly

known as “conformational selection” or “population shift” [93]. Recent spectro-

scopic studies on numerous proteins, employing in particular SMS, have demon-

strated that functional changes can be explained in the same framework, by

associating two or more such protein substates with different functional character-

istics [94]. In many proteins, the intermolecular interactions associated with the

new functional state are optimized by additional conformational changes taking

place after the conformational population shift [94].

By considering qE in this framework, the dissipative states associated with qE

are not induced by particular environmental conditions, but are intrinsic to LHCII

under any environmental conditions, albeit with a different probability. The bio-

logical environment of an LHCII complex changes the forward and backward

switching probabilities between the light-harvesting and quenching states by

means of subtle conformational changes. As such, the complex environmentally

controls its own disordered energy landscape.

Figure 3.8b shows the spectral peak distribution of individually measured,

isolated LHCII complexes under conditions that mimic qE. Replacing the light-

harvesting environment with the qE environment did not notably affect the spectral

peak populations below 760 nm. However, a significant population shift occurred

for spectral peaks above 760 nm. While the quenched states described in Sect. 3.4.2

generally correspond to small or negligible spectral changes, the population above

760 nm included only quenched conformations. This indicates the presence of at

least two distinct qE mechanisms in LHCII, characterized by different spectral

signatures. In a recent Stark fluorescence study, two distinct sites of energy dissi-

pation in LHCII were also found [95], supporting the notion that different compet-

ing quenching pathways are simultaneously present in this complex.

The scheme in Fig. 3.10 illustrates how LHCII exists in a dynamic equilibrium

between a small number of different quenched and spectral conformations and shows

the most likely sites associated to the different spectroscopic states. In this model, the

protein structural disorder is responsible for frequent switching between the different

quasi-stable states, while the local environment of the complex determines which of

these states are favored, i.e., controlling the intrinsic switching capability. Hence,

LHCII exists as a natural, environmentally controlled, conformational nanoswitch.

Another example of environmentally controlled protein disorder in light-

harvesting complexes of plants was demonstrated by comparing the spectral switches

of LHCII complexes with those of PSI peripheral antenna complexes [96].
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While LHCII generally fluoresces at around 680 nm and occasionally switches to

states characterized by emission above 695 nm, the exact opposite spectral behavior

was observed for the PSI antenna complexes. These complexes are structurally

homologous to LHCII, suggesting that all the PSI and PSII peripheral antenna

complexes can be approximated by a single generic protein structure. The “blue”

and “red” spectroscopic states can then be considered to be intrinsic to the disordered

energy landscape of this protein. As a result, the intrinsic structural disorder of the

protein gives rise to switching between the “blue” and “red” spectroscopic states at

random times and for randomdurations. Furthermore, this disorder is controlled by the

Fig. 3.10 Model illustrating the switching mechanism of LHCII to redshifted and two types of

energy-dissipating states [15]. Top left: LHCII monomeric structure [5] in an unquenched state,

exhibiting emission at ~682 nm. The induced uncertainty in the molecular positions indicates the

subtle structural difference between the unquenched structure and the resolved quenched structure.

Top right: Key pigments involved in the establishment of the unquenched, redshifted states

[18, 96]. Bottom left: Key pigments involved in the spectrally non-shifted, quenched states [79].

Bottom right: Key pigments involved in the spectrally shifted, quenched states. The straight,
red arrows signify strong interactions, the curved arrow indicates a configurational twist, and

the black arrows represent transitions between different states, with the thickness giving a

qualitative indication of the frequency of occurrence. The percentages in purple denote the

approximate time spent on average in each state under qE-mimicking conditions
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direct protein environment by shifting the population distribution between the two

conformations, explaining why the “blue” conformation is more stable for LHCII and

the “red” more stable for the PSI antenna complexes.

3.5 Energy Transfer and Primary Charge Separation

in the Photosystem II Reaction Center (PSII RC)

3.5.1 The PSII RC and the Charge Separation Process

The primary steps of solar energy conversion in oxygenic photosynthesis take place

in the reaction center of Photosystem II (PSII RC), also known as D1/D2/Cytb559
with near-unity quantum efficiency [16, 20, 97, 98]. The isolated PSII RC is a

photoactive pigment–protein complex that contains six Chls a, two pheophytins

(Phes) a, and two β-carotenes associated to the D1 and D2 transmembrane proteins,

where only the D1 branch is active in charge separation (CS) [16]. The crystal

structure [8–13] shows that four Chls and two Phes are arranged in two quasi-

symmetric branches in the center of the complex (PD1, PD2, ChlD1, ChlD2, PheD1,

PheD2, the RC core). The remaining two Chls, known as ChlsZ, are located at the

periphery of the complex on opposite sides, while each carotene is situated between

one ChlZ and the center of the complex. CS takes place within the RC core and leads

to the oxidation of PD1 and the reduction of PheD1, producing the final charge-

separated state PD1
+PheD1

�.
The short distance of around 10–11 Å between neighboring pigments in the

center of the PSII RC complex [8–13] gives rise to exciton states that are

delocalized over several pigments [20, 99]. These exciton states and the monomeric

ChlsZ interact with light at a similar wavelength (around 675 nm), producing a

highly congested absorption spectrum. In addition, the dynamics in this low-energy

spectral region (Qy) reflect ultrafast energy equilibration among the core pigments,

radical-pair formation, and excitation energy transfer from the ChlsZ to the RC

core. The combination of these processes and the spectral congestion greatly

complicates the interpretation of the spectroscopic data. Furthermore, the complex

exhibits considerable structural disorder: fast nuclear motions (intra- and inter-

pigment and protein vibrations), constituting dynamic disorder; and slow confor-

mational motions of the protein, which are known as static disorder. The slow

protein motions create many different protein configurations (i.e., realizations of

the static disorder) with different relative distances and orientations of the pigments

and protein residues. As a result, the sample ensemble consists of a large collection

of energetically different reaction centers.

The CS process in the PSII RC consists in the conversion of solar excitation

energy into a transmembrane electrochemical potential. The exciton states are

converted into a primary charge-transfer (CT) state (or radical pair), which

evolves further into a secondary CT state, yielding the following path:

exciton!CT1!CT2 state.
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3.5.2 The Model: Simultaneous Fit of Linear
and Nonlinear Spectra

In order to gain insight into the mechanism(s) of CS, theoretical models have been

developed. These models are constantly extended and improved. The first model

that provided an explanation for the spectra and kinetics in the PSII RC is known

as the “multimer model.” In this model it is assumed that all the Chls and Phes are

spectroscopically equivalent, i.e., having equal site energies, giving rise to exci-

ton states that are delocalized over two or three pigments [99, 100]. Redfield

relaxation theory was then used to model the dynamics within the excited-state

manifold and the associated spectral signatures, such as pump–probe [42, 101]

and photon-echo responses [102], but failed to give a reasonable quantitative fit of

the spectral shapes due to the restrictions of the multimer model. That model was

later replaced by more realistic models based on modified Redfield theory. These

models employed the site energies extracted from a simultaneous evolutionary-

based fit of linear spectra (OD, CD, LD, and FL) over a wide temperature range

[41] and nonlinear spectra (time-resolved OD and FL at room temperature) [39].

In a later work, a CT state, which was strongly mixed with the exciton states, was

included in the excitonic manifold [28]. Therefore, in the following we will refer

to this model as the “disordered exciton–CT model.” The site energies were

verified by modeling the absorption spectra of modified RCs, such as RCs with

(1) modified PheD2, (2) modified PheD1 and PheD2, and (3) complexes that lack

one of the peripheral Chls (the so-called “RC5 complexes”). In addition, the

triplet-minus-singlet (T-S) and the Stark spectra were calculated. The line shapes

were obtained using the exciton–phonon spectral density taken from the FLN data

for the PSII RC [47].

Figure 3.11 shows an example of a simultaneous fit of various spectral types by

employing the disordered exciton–CT model of Novoderezhkin et al. [28]. The

main absorption band in the 660–690 nm region is determined by the Qy transitions

of the eight chlorin pigments. The sub-bands at 670 and 680 nm are explained by

the differences in the pigment site energies, in combination with exciton splitting

and phonon-induced reorganization shifts. The broad absorption at 620 nm origi-

nates from coupling between the Qy transitions and high-frequency vibrations. The

low-temperature FL has its main peak at 680 nm and displays a broad vibrational

wing with a maximum at 740 nm.

The lowest exciton state with an absorption peak near 682 nm (see Fig. 3.11i, j)

corresponds to a charge-transfer (CT) state. Due to mixing between this state and the

pure exciton states, the CT state borrows some dipole strength and becomes weakly

dipole-allowed. This mixing produces relatively small changes in the absorption-type

spectra (OD, CD, and LD) but has a dramatic effect on the FL line shape. This is

explained by the latter being mostly determined by contributions from the two lowest

energy states, which constitute a mixed exciton-CT state (peaking around 682 nm)
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and a superradiant “multimeric” exciton state (delocalized over the D1 branch and

peaking at 680 nm). This indicates that the FL profile is extremely sensitive to the

precise energy of the CT state. However, the degree of mixing between the CT state,

with its large static dipole, and the exciton states is the determining factor for the shape

and amplitude of the Stark spectrum (Fig. 3.11k).

Fig. 3.11 Simultaneous fit of the low-temperature spectra of isolated PSII RC [28]. Open circles
show the experimental data, while solid lines represent the calculated spectra. (a–c) OD, CD, and

LD spectra at 6 K. (d) Non-selective FL profile at 5 K. (e) Absorption spectra at 6 K for normal

6-Chl RC complexes (RC6) and for modified RC complexes lacking one of the peripheral ChlsZ
(RC5). The calculated RC6, RC5, and difference RC6�RC5 spectra are shown together with the

measured ones. (f and g) Absorption changes at 5 K induced by modification of PheD2 (f) or of both

PheD2 and PheD1 (g). Thin solid lines show absorption spectra calculated for normal and modified

RCs. The latter display a bleaching near 680 nm and a new absorption peak near 650 nm due to the

blueshift of the modified Phes. (h) Triplet-minus-singlet (T� S) spectra measured at 10 K. The

calculated T� S spectrum (thick line) is obtained as the difference between the ground-state

absorption (thin line) and absorption without contribution of the ChlD1 (thin line), implying

localization of the triplet state on ChlD1 at 10 K. (i–k) Simultaneous fit of the 77 K spectra

including OD, FL, and Stark spectra. The calculated OD (i) and FL (j) spectra are shown together

with contributions from the individual exciton states (thin lines)
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3.5.3 Mixing with CT States: Multiple Charge
Separation Pathways

In the model presented by Novoderezhkin et al. [28], the lowest excited state from

which the CS is initiated consists of a coherent superposition of four pigments, viz.,

ChlD1, PheD1, PD1, and PD2 (Fig. 3.12). Participation of these sites in the multimeric

exciton state is not uniform: on average the excitation is predominantly localized at

ChlD1, the population of PheD1 is about two times less, and the population of the PD1
and PD2 pigments is even smaller (see Fig. 3.12b). Due to the strong coherence

between these four sites, a CT state coupled with any of these four pigments will

be effectively mixed with the whole set of exciton states, the degree of mixing

Fig. 3.12 (a) Exciton structure of the PSII RC [28]. Wavelengths corresponding to the

unperturbed site energies of the eight pigments and the first CT intermediate PD2
+PD1

�, without
including the reorganization shift (left); wavelengths of the zero-phonon lines of the exciton

eigenstates averaged over disorder (middle); 77 K absorption spectrum (thick line) with the

individual exciton components (thin lines) (right); the connecting lines indicate the participation
of the pigments in the exciton states. (b) Structure of the lowest exciton state, where the circles
show the pigments that on the average are coherently mixed in the lowest exciton state. The area of

the circle is proportional to the population of the corresponding site. (c) Possible pathways for

primary charge separation in the PSII RC. Circles show the localization of the electron and hole in

the CT states (i.e., PD2
+PD1

�, ChlD1
+PheD1

�, and PD1
+ChlD1

�) that can be coupled to the lowest

exciton state. (d) Stark spectra calculated with the CT states shown in (c). Experimental data

are displayed (points), together with the Stark signal calculated with (black line) and without

(gray line) coupling to the CT state
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depending on the energy gap between the exciton and the CT state. Hence, the

primary electron transfer toward PheD1 could, in principle, start from PD2, ChlD1, or

PD1, producing the first charge-separated configuration PD2
+PD1

�, ChlD1
+PheD1

�,
or PD1

+ChlD1
�, respectively, indicating that CS can occur via different pathways.

In principle, the predominant population of ChlD1 provides a strong ground for

considering this pigment as the primary electron donor, producing the CT state

ChlD1
+PheD1

�. However, PD1 and PD2 have overlapping electronic wave functions,

which creates a better mixing between their excited states and the PD2
+PD1

� CT state.

Both factors favor the CS reaction and, therefore, are in competition. According to the

model, the factor that determines the success of a charge separation pathway is the

specific realization of the disorder. The specific protein conformation determines the

participation of each of the pigments in the lowest exciton state as well as the mixing

between this state and the corresponding CT state. In this view, the pigment–protein

interactions control the way the RC functions.

In summary, the disordered exciton–CTmodel predicts the presence ofmultiple CS

pathways in the PSII RC which are strongly disorder controlled [28]. A particular

realization of the disorder can favor one of the two possible charge separation path-

ways. Themeasured kinetics, which are averaged over the disorder, therefore contain a

superposition of components corresponding to different pathways. As a result, various

experimental methods sensitive to different aspects of the electron transfer produce a

large distribution in the estimated “time constants” of primary CS.

3.5.4 Multiple Charge Separation Pathways:
Experimental Evidence

The hypothesis of the disorder-induced CS pathways has recently been tested

experimentally by performing a TA study [103]. The complexity of the CS dynam-

ics in the PSII RC due to the spectral congestion and the similar timescales

predicted for the proposed CS pathways requires a careful experimental design.

The following experimental conditions were used: (1) cryogenic temperatures

(77 K) to enhance spectral resolution, freeze the slow protein motions, and reduce

back reactions and uphill energy transfer; (2) a series of excitation conditions that

expand the Qy region in order to photoselect subpopulations that follow the

different pathways in different proportions; (3) probing the absorption changes

over the whole visible range and during an extensive time range in order to

investigate all absorption bands and all timescales of CS.

Combining the results obtained from numerous experiments and applying global

and target analysis according to a kinetic scheme [104], we have demonstrated that

at least two different excited states, (ChlD1PheD1)* and (PD1PD2ChlD1)*, give rise to

two different pathways for ultrafast CS, viz., the so-called ChlD1 and PD1 paths,

respectively [103]. These results are in agreement with the theoretical model [28]

and indicate that the energetic differentiation among the RC complexes caused by
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the slow protein motions (i.e., their static disorder) enables the complexes to follow

different pathways for CS (see Fig. 3.13).

The modeling of this experimental data allowed for a further verification (and

refinement) of the exciton model [105]. That work shows that the model including

two CS pathways is in much better agreement with the experimental data than the

model with a single pathway.

3.5.5 Mixing with CT States: Experimental Evidence

The efficiency of the first CS step depends on the electronic characteristics of the

exciton states. The efficiency is high if the electron-density distribution of the

exciton is similar to that of the CT state. The most sensitive spectroscopic technique

to investigate the presence and properties of CT states is Stark spectroscopy

[106]. However, due to the spectral congestion in the PSII RC, this technique has

to be applied to site-directed mutants, which allows for an unambiguous assignment

of the absorption spectral bands [107]. Using this approach, it has recently been

demonstrated that the configuration and transition energy of the excited states of the

PSII RC can be unraveled [108]. In that study, each of the utilized mutants contained

a single amino-acid mutation near one of the chlorins involved in CS (PD1, PD2,

ChlD1, PheD1), thereby inducing an energy shift in the transition energy with respect

to that of the wild-type complex. By comparing the Stark spectra of the wild-type

complex with that of eight different mutants it was demonstrated that the excited

states that initiate CS are mixed exciton-CT states. These mixed states are

Fig. 3.13 Two charge-separation pathways scheme. Two different pathways for charge separation

in the PSII RC: excitation energy and charge distribution of the electronic states involved in charge

separation. Top and bottom: Charge separation via the PD1 path. Center: Charge separation via the
ChlD1 path. The excited states are represented as stars, the radical pairs are represented as

rectangles. X-ray structure adapted from the following reference [12]
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(PD2
δ+PD1

δ�ChlD1)*673nm and (ChlD1
δ+PheD1

δ�)*681nm, where the superscripts δ+
and δ� indicate the partial CT character, the subscripts indicate the approximate

center wavelength of the electronic transition for each mixed state and the cofactor

sequence reflects the order of participation in the excitonic wave function. More-

over, the CT state PD2
+PD1

� acquires an excited-state character due to its mixing

with the (PD1PD2ChlD1)* exciton, producing the (PD2
+PD1

�)δ*684 nm CT-exciton

state, where the superscript δ* indicates the partial exciton character, which is also

able to initiate CS [108].

In conclusion, these results show that the pigment–protein interactions in the

PSII RC fine-tune the energy of the exciton and CT states and hence the mixing

between these states, a process which ultimately controls the selection and effi-

ciency of a specific CS pathway. In this view, the protein is not just a passive

spectator of the electron transfer reactions, but the active director of the action

[109–111].

Combining the conclusions obtained by TA, Stark spectroscopy and theoretical

modeling, we obtain the following CS pathways (see Fig. 3.13) [108]:

PD1 path (PD2
δ+PD1

δ�ChlD1)*673 nm! PD2
+PD1

�!PD1
+ChlD1

�!PD1
+PheD1

�

ChlD1 path (ChlD1
δ+PheD1

δ�)*681 nm!ChlD1
+PheD1

�!PD1
+PheD1

�

PD1 path (PD2
+PD1

�)δ*684 nm!PD2
+PD1

�! PD1
+ChlD1

�!PD1
+PheD1

�

3.5.6 Quantum Coherence and Charge Separation
in the PSII RC

The CS process in the PSII RC is extremely efficient, with near-unity quantum

efficiency, despite the strong energetic disorder present in the system. One strategy

to overcome disorder is the functional flexibility of the PSII RC, i.e., the possibility

to follow different CS pathways (see Sect. 3.5.4 and [103]). However, is this strategy

enough to explain such an efficiency? Or are there more effects at play? One

plausible answer is the presence of quantum effects which have previously been

observed in bacterial RCs [112, 113] and antenna complexes [30–35].

In order to investigate the presence and the possible role of quantum effects in

the PSII RC, the system has recently been studied by two-dimensional electronic

spectroscopy (2DES) [114]. 2DES is an emerging nonlinear spectroscopic tech-

nique to study quantum effects in photosynthetic complexes [115–117].

Briefly, in these experiments the sample is excited with a pair of temporally

ultrashort and spectrally broad excitation laser pulses, while the photon echo

stimulated by a third laser pulse is measured. The 2D spectra, which are obtained

by a double Fourier transform of the measured signal, correlate excitation and

emission events as a function of the delay time (i.e., the population time). The

spectra of the PSII RC are very rich in information, in particular the cross-peaks

which reflect energy transfer and/or coherences between exciton states [30].
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The dynamics of quantum coherences are visualized as amplitude oscillatory

features in the spectral traces [31–33, 118]. The presence of electronic and/or

vibrational coherences as well as the interplay between them are currently under

investigation. Our disordered exciton–CT model predicts that the degree of

coherent mixing between exciton-CT states (determined by energetic disorder,

which is induced by slow conformational changes of the complex) is related to

the high speed and efficiency of the CS process. Nevertheless, the role of

quantum coherence in the CS process in the PSII RC has to be confirmed by

an exhaustive analysis and modeling of the 2DES experimental data.

3.6 Concluding Remarks

We show that nonlinear spectroscopy in combination with modeling that is based

on high-resolution crystal structures have unveiled the pathways of energy transfer

in the major plant light-harvesting complex LHCII and in the reaction center of

plant Photosystem II (PSII RC). In these complexes a strong coupling within

pigment clusters is present together with weak coupling between the clusters and

separated monomeric sites, giving rise to a complicated interplay of fast exciton

relaxation and slow migration. Obviously, the traditional Förster theory for excita-

tion energy transfer among weakly coupled chromophores does not work in this

case. A self-consistent description of the dynamics and steady-state spectra can

only be obtained using a unified physical model valid for an arbitrary degree of

delocalization, like modified Redfield or modified Redfield–Förster theory. How-

ever, a description of mixing with CT states requires even more sophisticated

approaches, where dynamics along nuclear coordinates can be treated explicitly.

A combination of increasingly realistic physics with new experimental results

provides the unique possibility to reveal the exact nature of elementary events

and their interplay in the excitation dynamics of photosynthetic pigment–protein

complexes. Simultaneous quantitative fittings of the steady-state spectra

and nonlinear kinetics, using a global systematic model, have been done success-

fully for the LHCII complex and the PSII RC. On the other hand, modeling of

the whole core complexes, different interacting complexes within PSII and

regulatory processes such as NPQ remains a challenge due to the complexity of

the system.
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Part II

Underlying Principles of Electron
Transport



Chapter 4

Tunneling in Electron Transport

Christopher C. Moser

Abstract Light excitation of chlorophylls and bacteriochlorophylls creates strong

reductants to initiate guided electron transfer through chains of redox centers,

converting light energy into electrostatic and chemical redox energy and largely

avoiding the threat of charge recombination unless useful. Most electron-transfer

reactions of photosynthesis are single-electron transfers between well-separated

redox centers via electron tunneling through the insulating intervening protein

medium. Tunneling rates are dominated by an exponential dependence on the

edge-to-edge distance between cofactors. There is an approximately Gaussian

dependence of rate on driving force, with a peak rate at the reorganization energy,

as defined by classical Marcus theory and modified to include quantum effects.

Complex quantum theoretical rate dependencies are well approximated by a simple

empirical expression with three parameters: distance, driving force, and reorgani-

zation energy. Natural selection exploits distance and driving force to speed

desirable electron transfers or slow undesirable electron transfer. Redox centers

engaged in productive electron transfer are placed less than 14 Å apart. Natural

photosynthetic proteins are far from ideal: they have high yields but a superabun-

dance of cofactors and relatively large energy losses.

Keywords Electron-transfer chains • Electron tunneling • Marcus theory • Photo-

synthesis • Reaction centers • Reorganization energy
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Abbreviations

ADP Adenosine diphosphate

ATP Adenosine triphosphate

NADH Reduced nicotinamide adenine dinucleotide

PSI Photosystem I

PSII Photosystem II

λ Reorganization energy

ΔG Free energy of reaction

ℏω Characteristic frequency of vibration coupled to electron transfer

4.1 Concept 1: Light Excitation of Chlorophylls

and Bacteriochlorophylls Creates Strong Reductants

for Charge Separation

The act of exciting a photosynthetic pigment promotes an electron to a higher

energy level and leaves an empty orbital behind. This simultaneously creates a good

reductant in the excited electron, and a good oxidant in the empty orbital or “hole”

left behind. While the light-activated flavoproteins such as photolyase or

cryptochrome [1, 2] use the excited state as a photo-oxidant, filling the emptied

orbital with an electron from a nearby reductant such as tryptophan or tyrosine, the

chlorophylls and bacteriochlorophylls of photosynthesis are biased to act as photo-

reductants such that the initial electron transfer is the reduction of a nearby redox

cofactor by the excited pigment.

The chlorins and bacteriochlorins of photosynthesis are tetrapyrrole rings with

extensive conjugation of two dozen nitrogen and carbon p-orbitals that leads to

large molecular orbitals about 10 Å across. This means that light absorption will be

red-shifted from the typical ultraviolet absorption of smaller organic molecules into

the red and infrared regions, respectively. The lowest excited-state energies asso-

ciated with these electronic transitions are around 1.8–1.1 eV (deep red 680 nm to

infrared 1,100 nm). With an oxidation/reduction potential of the ground-state

chlorophyll of +1.26 (vs. the standard hydrogen electrode) in PSII [3], the absorbed

photon lowers the reducing potential of the excited singlet state to ~�0.57 V. The

protein environment of the P700 chlorophyll of PSI lends the ground-state pigment

considerably more reducing power at ~0.45 V [4]; even though the absorbed photon

has nearly the same energy, the excited singlet state is also much more reducing,

~�1.32 V. These excited state redox potentials are low enough to reduce most

biological redox centers.
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4.2 Concept 2: Photosynthesis Uses Light-Activated

Charge Separation and Guided Electron Transfer

to Convert Light Energy into Electrostatic

and Chemical Redox Energy

In natural photosynthetic proteins, redox centers are placed relatively close

together so that electrons are guided by proximity through a series of redox

cofactors assembled across a bioenergetic membrane (Fig. 4.1) that are, to first

approximation, progressively more oxidizing. This results in the loss of reducing

power, but converts the electrostatic energy of charge separation into a trans-

membrane electric field. When the electron reaches a quinone redox center in PSII

and purple sulfur bacterial reaction centers, reduction may be accompanied by the

uptake of a proton, contributing to transmembrane proton gradients. The trans-

membrane electric field and proton gradient represent an electrochemical proton

gradient. This distributed energy currency can be used to power other transmem-

brane events such as the pumping of molecules across the membrane counter to

their concentration gradients or into the energetically uphill chemical reaction

of phosphorylating ADP to ATP using the transmembrane ATPase protein.

The redox energy of the original charge separation is preserved in relatively

stable form in chemical oxidants and reductants. In the case of plant photosyn-

thesis, this is molecular oxygen, the product of water splitting in PSII, and

chemically reduced species such as NADH or glucose.

4.3 Concept 3: Charge Recombination Poses the Threat

of Energy Loss, Though Sometimes This Is Useful

The progressive charge separation along the chain of redox cofactors competes with

charge recombination to either an excited state or the low-energy ground state.

Electron spins are important in the both the time scale and energetics of charge

recombination. At first, the light-excited electron maintains the same spin state as in

the ground state; both are called singlets. Charge recombination to the excited state

can occur before electron spins rephase, recreating the excited singlet state, which can

again engage in productive electron transfer or return to the ground state by emitting a

photon in fluorescence. Alternatively, charge recombination can short-circuit to the

ground state, which has the net effect of turning light energy into heat. Normal

fluorescence of chlorins and bacteriochlorins occurs on the nanosecond time scale

[8]. Emission from this thermally assisted return of the electron to the singlet state is

called delayed fluorescence. During the time of charge separation, magnetic interac-

tions can rephase the electron spin from singlet to triplet; in this case charge recom-

bination occurs to a generally lower energy-excited triplet state. As the spins must flip

to recreate the singlet ground state, return to the ground state is considerably slower,
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emitting a lower energy photon in phosphorescence. Magnetic sensitivity allows

flavoproteins in some organisms to sense the earth’s magnetic field direction.

Although loss of the light energy in the form of lower energy photons and heat

due to charge recombination is not bioenergetically productive, it can nevertheless

Fig. 4.1 Productive electron transfer is guided across the membrane (vertical direction) in natural

photosynthetic reaction centers by the proximity of the redox cofactors. Productive reactions are

thick dashed lines, unproductive short circuits are thin. Photosystem I and II use chlorophylls

ChlD1 and P700 as light-activated centers and the photosynthetic bacteria use a bacteriochloro-

phyll BChl2. Edge-to-edge distances between cofactors are given by crystal structures available in

the PDB database 1JBO [5], 1S5L [6], and 1PRC [7]
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have important survival value. Under high-light conditions, or when assembly of

the photosystems are incomplete, charges can be separated faster than they can be

consumed by the rest of the photosynthetic machinery. The powerful oxidizing and

reducing radicals created by light excitation can create unintended and destructive

side reactions, compromising the protein structure or the pigment and redox

cofactors themselves. Triplet states can also react with triplet molecular oxygen

to create singlet oxygen, which is aggressively chemically reactive and can destroy

nearby pigments [9]. The half-life of singlet oxygen is only about 200 ns in cells

[10] allowing reactions within 10 nm of the site of production [11]. Indeed,

the central subunit of PSII is replaced with regularity during normal operating

conditions, presumably because of just such destructive reactions [12].

4.4 Concept 4: Most Electron-Transfer Reactions

of Photosynthesis Are Single-Electron Transfers

Between Well-Separated Redox Centers via Electron

Tunneling Through the Insulating Intervening

Protein Medium

Only a minority of electron transfers in photosynthesis occur by direct contact

between diffusing oxidants and reductants. One such example is the collisional

interaction between reduced NADH and oxidized flavin that can transfer a two-

electron-carrying hydride group from the nicotinamide to the flavin. In the majority

of electron-transfer reactions, rather than group transfer of pairs of electrons, electrons

are delivered one at a time from reductants to oxidants [13, 14]. Single-electron

transfer is the general rule even in cases of coupled two-electron-transfer reactions,

where the second following electron transfer may be so much faster than the first

that the single-electron-transfer intermediate cannot be separately observed [13].

Because the amino acids and occasional water molecules that make up the protein

medium are relatively difficult to oxidize or reduce, protein acts as an electrical

insulator. The single-electron transfers between redox centers that are not in direct

contact must traverse the electrically insulating gap between redox centers by electron

tunneling [15].

According to classical physics, the electron does not have the energy to exist in

the medium between donor and acceptor, far from the donor. But quantum physics

describes the electron as a wave function that can extend into this barrier region.

That tunneling was indeed a central part of biology was first clearly demonstrated in

photosynthetic systems, as revealed by the temperature independence of electron-

transfer rates at cryogenic temperatures in photosynthetic reaction centers [16].

This temperature independence at low temperatures eliminates the possibility that

some sort of thermally activated classical reaction might be taking place.
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4.5 Concept 5: Electron-Tunneling Rates Are Dominated

by an Exponential Dependence on the Distance

Between Cofactors

Electron tunneling between well-separated redox centers in proteins is dependent

upon the extent of overlap of the relevant orbitals for the electron in the donor and

the acceptor—the better the overlap, the faster the rate. The wave functions tail off

approximately exponentially with the distance between the cofactors, with the

result that the maximum electron-tunneling rate trends to a steep exponential

decay with edge-to-edge distance between cofactors (Fig. 4.2). In proteins, this

coefficient of exponential decay is around 1.4 Å�1 on a natural log scale or 0.6 Å�1

on a common log scale [17]. This means that the electron tunneling will be ten times

slower for every 1.7 Å added to the donor-to-acceptor edge-to-edge distance. The

maximal electron-tunneling rate is around 1013 s�1 at distances approaching van der

Waals contact, which is essentially the same as the pre-exponential term kBT/h in

Eyring’s 1935 absolute reaction rate theory [18, 19], in which kB is Boltzmann’s

constant, T absolute temperature, and h Planck’s constant. The protein medium acts

as a condensed phase that propagates wave functions better than a vacuum but not

as well as a direct covalent link between redox cofactors [17].

Fig. 4.2 Free energy-optimized rates of electron tunneling in proteins show an exponential

dependence with edge-to-edge distance between cofactors [20]. Productive and unproductive

electron transfers in photosynthetic reaction centers shown as filled and open circles, respectively
[17]. Open squares represent electron transfers in non-photosynthetic and modified protein

systems
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4.6 Concept 6: Reorganization Energy Dictates the Driving

Force Dependence of Electron-Tunneling Rates

Although electron tunneling is an essentially quantum mechanical phenomenon, in

order for an electron to tunnel from one center to another, the donor and acceptor

orbitals must be at least temporarily at equal energies, even if the overall electron-

transfer reaction is energetically favorable and the equilibrium energy of the

electron on the donor will be greater than the equilibrium energy on the acceptor.

As the atomic nuclei fluctuate in thermal motion, the relative energies of the

electron on the donor and acceptor will change for certain atomic motions that

are said to be “coupled” to electron transfer. In the 1950s Marcus applied a classical

harmonic oscillator viewpoint to these motions [21]. Simple harmonic oscillators

have a parabolic dependence of their energy as the nuclei vibrate on either side of

an equilibrium, low-energy geometry. The generalized energy surface of the reac-

tant donor/acceptor pair with the electron on the donor is shown as the thick curve

in Fig. 4.3. A similar surface applies to the energy of the product donor/acceptor

pair (thin curves), with the electron now on the acceptor, but with a different

equilibrium nuclear geometry and free energy at the bottom of the product parabola.

Fig. 4.3 Marcus theory considers the intersection of the energy surfaces of classical simple

harmonic oscillators (parabolas) along a generalized reaction coordinate (left). The intersection

of the reactant (with the tunneling electron on the donor) with the product (electron on the

acceptor) takes place at different activation energies depending on the driving force for electron

transfer (�ΔG). Four different ΔG values are shown (1–4), all with the same reorganization

energy (λ); for convenience only one ΔG and one activation energy are labeled that associated

with product energy surface 2. On a log rate scale (right), this gives a parabolic dependence of rate
on driving force with “normal” and “inverted” regions where increased driving force speeds or

slows the reaction, respectively
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For simplicity, we assume that there is a roughly similar frequency for the

vibrational wells of the reactants and products, differing mainly in nuclear and

energetic displacement. If we follow the thick energy curve of the reactant to the

right as its nuclei are vibrationally moved to resemble the equilibrium geometry of

the reactant, but without allowing the electron to be transferred, we would need to

add energy lambda, called the reorganization energy.

This reorganization energy λ can be combined with the overall driving force for

the electron transfer, �ΔG, to give a classical activation energy for the electron-

transfer reaction, that is, the amount of thermal energy that must be added to the

equilibrium reactants in order to reach the intersection of the reactant and product

surfaces: E{¼ (ΔG+ λ)2/4λ. These intersections are circled and numbered in

Fig. 4.3. The activation energy for an electron transfer will begin at λ/4 when

there is no net driving force for the reaction (thin curve in Fig. 4.3), and decrease to

zero, for an activationless electron transfer, when the driving force matches the

reorganization energy (dotted curve). In other words, the reactant ground state is

the transition state. All other factors, such as the edge-to-edge distance between

donor and acceptor, being the same, this will be the maximal rate at which the

electron transfer can occur. If the driving force for electron transfer is even greater

than the reorganization energy (dashed curve), then the activation energy will begin

to rise again. Counterintuitively, Marcus theory predicts that providing more

driving force for a reaction can actually slow the reaction rate. This situation in

which the driving force is greater than the reorganization energy is called the

Marcus inverted region, and has important significance for the design of photosyn-

thetic systems.

The driving force and reorganization energy dependence of the electron-

tunneling rate according to classical Marcus theory is as follows:

ket / 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT

p e� ΔGþλð Þ2=4λkBT ð4:1Þ

Classical Marcus theory predicts a Gaussian dependence of the electron-transfer

rate as a function of the driving force with a peak value at λ. This Gaussian curve

appears parabolic on a log rate scale (Fig. 4.4). Typical reorganization energies for

biological electron-transfer reactions are around 0.7–1 eV. Larger reorganization

energies, up to about 1.4 eV, are found for systems in relatively polarizable or

mobile polar environments (often near protein surfaces) and with smaller cofactors

for donors and acceptors. Under these conditions the change in the distribution of

electric charge on moving from donor to acceptor will be more concentrated, which

generally leads to a larger reorganization of the electric dipoles in the cofactor

environments. Conversely, smaller reorganization energies are associated with

larger cofactors and relatively immobile and low dielectric environments (often

deeply buried), as the charge changes are more diffuse and the protein environment

around the cofactors is less subject to reorganization on electron transfer. The most

reliable way to experimentally estimate the reorganization energy of any protein
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electron-tunneling reaction is to make progressive changes in the driving force by

chemical substitution of the donor or the acceptor and look for a Marcus-like

dependence. This has been done for a number of different photosynthetic

electron-transfer reactions [22–26].

4.7 Concept 7: The Initial Charge Separation

of Photosynthesis Exploits the Marcus Inverted Region

to Make Charge Recombination Slower than Charge

Separation

After light excitation of a photosynthetic reaction center pigment and the initial

reduction of the nearby acceptor molecule, there is a competition between electron

transfer to another acceptor to further separate charges and charge recombination to

the ground state. With a modest, energy-conserving driving force for the initial

electron transfer compared to the exciting photon energy, the driving force for the

charge recombination to the ground state is large. When the reorganization energy

for the electron transfer between the excited pigment and the acceptor is less than

half the photon energy, then the initial electron transfer will be in the “normal”

Marcus region and the charge recombination in the “inverted” region (Fig. 4.5).

This has the effect of slowing down the charge recombination by many orders of

magnitude and allows time for a second, productive electron transfer to take place

further separating charges. Without exploiting the Marcus inverted region, is it

difficult to construct light-activated charge-separating systems that have both high

Fig. 4.4 The classical Marcus theory model for the free energy dependence of electron tunneling

on driving force is parabolic on a log rate scale with a maximum when the driving force matches

the reorganization energy (λ). The reorganization energies shown cover the typical biological

range. A comparison can be made with Fig. 4.3: smaller reorganization or larger reorganization

energies would correspond movement of the product parabola to the left or the right (smaller or

larger change in nuclear coordinates) in that figure
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quantum efficiency of charge separation and good conservation of the photon

energy in the form of the redox energy difference between product oxidants and

reductants. This can be seen in a survey of the present generation of synthetic

photochemical dyads and triads.

4.8 Concept 8: For Biological Cofactors, Classical Marcus

Theory Needs to Be Modified to Include Quantum

Effects on the Driving Force Dependence

While classical Marcus theory is roughly applicable to biological electron-transfer

systems, a closer look at the temperature dependence of those systems in which

the driving force has been systematically changed by altering the redox properties

of the donors and acceptors shows that the classical approach must be modified

to include quantum terms not only for the tunneling electron but also for the

vibrating nuclei.

The most obvious demonstration of this effect is seen when photosynthetic

reactions are followed at cryogenic temperatures. The classical Marcus theory

predicts an increasingly sharp falloff of the rate as the driving force departs from the

optimum at �ΔG¼ λ as the temperature is lowered (Fig. 4.6). Essentially, lower

temperatures make it harder to thermally surmount the Marcus activation energy

barrier and only nearly activationless reactions can proceed at the lowest temperatures.

Fig. 4.5 For light-activated charge separations, the productive initial charge separation (left)
competes with the loss reaction of charge recombination to ground state over the same distance. If

the reorganization energy is half the energy of the excited state, both these electron-transfer steps

will have the same rate (1a and 2a at right) and the net loss can be high. If the reorganization

energy is less than half the excited state energy, then the charge separation will be slower than the

charge recombination (1b and 2b), because the former is in the normal region, and the latter in the

inverted region
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As seen in the original DeVault and Chance experiments [16] and in the extensive

quinone substitution experiments of Gunner et al. [22, 25], the Marcus curve sharp-

ening fails to materialize at cryogenic temperatures. It is clear that there are vibrations

that are coupled to electron transfer that are comparable to or greater than the

Boltzmann thermal energy kBT at room temperature, and that these high-energy

vibrations must be treated in a quantum tunneling rather than classical manner.

These same experiments show that the driving force dependence of the rate, even at

room temperature, is noticeably broader than that implied by the classical Marcus

treatment.

There are several approaches to introducing the quantum effects of relatively

large energy vibrations to electron tunneling in proteins [15]. Hopfield [27] presents

a mathematically simple, semiclassical method which uses a trigonometric Coth

term that reverts to the Marcus classical expression at high temperatures, but

merges into a temperature-independent form at thermal energies below the charac-

teristic quantum frequency of vibration coupled to the electron transfer, ℏω:

ket / 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πλℏωCoth ℏω=2kBT½ �p e� ΔGþλð Þ2=2λωCoth ℏω=2kBT½ � ð4:2Þ

The Hopfield expression maintains the Marcus simplicity of a Gaussian depen-

dence of rate on driving force, but yields a broader Gaussian when vibrational

modes larger than room temperature kBT are coupled to electron transfer.

A fully quantum treatment of an electron transfer coupled to a quantized simple

harmonic oscillator of energy ℏω requires a modified Bessel function [28]. This is a

discrete function that is only defined at energy intervals of ℏω, corresponding to

Fig. 4.6 The temperature modulation of classical Marcus (lines) and quantum single (dots)
harmonic oscillator models of the driving force dependence of electron-tunneling rates. The lack

of strong temperature dependency for many biological electron transfers indicates that relatively

high-energy quantum nuclear vibrations are coupled to electron transfer
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the overlap of vibrational wave functions shown in Fig. 4.7, because only at

these ΔG values can the reactant and product be at the same energy at the same

nuclear coordinates. An example of this function is plotted in Fig. 4.7 as the

separate points:

ket / exp � λ=ℏωð Þ 2nk þ 1ð Þ½ � nk þ 1ð Þ
nk

� �ΔG=2ℏω

IΔG=ℏω 2 λ=ℏωð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nk nk þ 1ð Þ

ph i
ð4:3aÞ

where

nk ¼ 1=
�
exp kBℏω½ � � 1

� ð4:3bÞ

Practically, electron transfer in proteins takes place smoothly at all driving

forces, combining harder high-energy and softer low-energy vibrations to equalize

donor and acceptor energies for electron tunneling. The quantum expression

of Eq. (4.4) sums all these wave function overlaps. In this equation, Sk is the

reorganization energy of the hard vibration in units of ℏω; m is the change in

the quantum number of the vibration; nk is the same as in Eq. (4.3b), an expression

of the temperature-dependent population of higher vibrational levels; and λs

Fig. 4.7 To capture the

nuclear dependent terms in

electron tunneling, a simple

quantum harmonic

oscillator picture describes

the overlap (hatching) of

reactant and product wave

functions (approximated

here as the square of the

wave functions in wavy
lines) at various energy
levels separated by the

quantum of vibrational

energy ℏω
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the reorganization energy associated with the soft vibrational modes. Examples of

this function are shown as the wavy curves in Fig. 4.8:

ket / exp �Sk 2nk þ 1ð Þ½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλskBT

p
Xþ1

m¼�1

nk þ 1ð Þ
nk

0@ 1Am=2

Im 2Sk
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nk nk þ 1ð Þ

ph i
exp � λs þmℏωk � ΔEð Þ2

4λskBT

24 35
ð4:4Þ

4.9 Concept 9: The Quantum Dependence on Driving

Force Can Be Approximated by a Simple Empirical

Expression

The more complex exact quantum expressions are calculation overkill for matching

any practical experimental system of electron tunneling in protein. The experimen-

tal measurements and parameters are just not precise enough. While appropriate

Fig. 4.8 Examples of classical and quantum approaches to the driving force dependence of the

rate of electron tunneling. Dashed line: The classical Marcus expression at room temperature with

a reorganization energy of 0.7 eV. Black dots: A single quantized harmonic oscillator with

characteristic frequency of 80 meV; in this extreme view the reaction will only occur when ΔG
is an integer multiple of this vibration and so is undefined at other ΔG values, defined only at

quantized energies. Dotted line: Coupled quantized hard (80 meV) and soft (2 meV) energy

harmonic oscillators for a continuous curve. Thin solid line: Same but with a 12 meV soft mode.

Thick solid line: The Moser-Dutton simple approximation to quantized harmonic oscillators

dominated by a hard vibration
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distances can be reasonably estimated from X-ray crystal structures, driving forces

are often poorly known and have significant uncertainties when estimated from

equilibrium redox potentials. Reorganization energies are even more uncertain and

there is no clear way to measure the characteristic vibrational frequencies coupled

to electron transfer, leaving it to be a fit parameter. Furthermore, biological

electron-transfer rates themselves are often not well fit by a single exponential

time course, but cover a range of rates.

A simple empirical expression [17] that successfully estimates protein electron-

tunneling rates with less than an order of magnitude of uncertainty and comparable

to experimental errors combines the observed exponential falloff of rate with

distance of Fig. 4.1 with a room-temperature version of the Hopfield expression

for an exergonic electron-transfer reaction that uses just the three most important

parameters:

log kexer
et ¼ 15� 0:6 R� 3:6ð Þ � 3:1 ΔGþ λð Þ2=λ ð4:5aÞ

where R is the edge-to-edge distance between redox cofactors in Å, ΔG is the free

energy of electron transfer, and λ is the reorganization energy, both in units of

eV. For the corresponding endergonic electron transfer of the reverse reaction, we

use a Boltzmann ratio of rates:

log kender
et ¼ log kexer

et � ΔG=:06: ð4:5bÞ

While the fusion of Eqs. (4.5a) and (4.5b) introduces an esthetically distracting

inflection point at zero driving force, we can see from Fig. 4.8 that it presents a

remarkably good approximation, well within experimental error, of the much more

complex discrete fully quantum simple harmonic oscillator equation, without any

of the driving force oscillations that are part of the even more complex quantum

high and low vibrational energy model. There is no clear evidence for this type of

oscillation in the biological experimental literature. Contrary to some reports [29],

there is no inconsistency or mathematical error that arises from using these coupled

equations exclusively for the exergonic domain on one hand, and the endergonic

domain on the other as an approximation to more unwieldy quantum mathematical

expressions. Obviously, it is inappropriate to use the endergonic expression for an

exergonic reaction, and vice versa. Equations (4.5a) and (4.5b) are enough to

understand the basic engineering and operation of natural electron-transfer proteins

and to provide a reliable rule of thumb when modifying natural proteins or

designing artificial electron-transfer proteins.

Indeed, with edge-to-edge distances provided by a protein structure and a rough

idea of the redox potentials of the redox cofactors and hence the driving force for

electron transfer, using this expression with a generic reorganization energies of

around 0.9 eV estimates the rate of all the electron-tunneling reactions with an

accuracy of about an order of magnitude, enough to understand how the intraprotein
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electron-transfer network operates. Or, if there is no structure but intraprotein

electron-transfer rates and redox potentials of cofactors are known, then it is

possible to predict the distances between redox centers and gain a fair idea of the

structure of the protein.

4.10 Concept 10: Natural Selection Has Used Distance

and Driving Force to Speed Desirable Electron

Transfers or Slow Undesirable Electron Transfer,

Not Modification of the Intervening Protein Medium

The distance that an electron can tunnel through a surrounding medium depends on

the height of the energetic barrier the electron must tunnel through. The lower the

barrier, the faster the electron tunneling for any given distance. It has been shown in

many chemical synthetic systems that a direct covalent link between donor and

acceptor speeds the electron-transfer rate compared to donors and acceptors sepa-

rated by solvent [17]. The presence of a dense array of atomic orbitals connecting

the donor and acceptor effectively lowers the barrier the electron must tunnel

through. In principle, nature could have selected the amino acid structure making

the protein medium between a donor and acceptor to resemble a more covalent,

bridge-like connection in order to speed useful electron transfers, or to resemble

more solvent like or even vacuum like to slow short-circuiting or unproductive

electron transfers. The free energy-optimized electron-tunneling rates of Fig. 4.1,

representing a collection of both productive charge-separating reactions of photo-

synthesis and unproductive charge recombinations, as well as a collection of

unphysiological rates achieved by introducing extraneous redox centers to natural

proteins, show that this is not the case [30].

Natural selection appears to have favored using distance and driving force as the

principle means to direct electron transfers in productive directions and avoid

unproductive directions. This is likely due to the profound effect that even small

changes in distance can have on electron-transfer rates, speeding or slowing by a

100-fold with just a 3.3 Å change in distance. Typically, natural protein scaffolds

fix redox centers with relatively little wiggle although, in rare cases, large confor-

mational changes in the protein effectively move redox centers into and out of

electron transfer distance. It is apparently much more difficult for natural selection

to secure structural changes in the effective tunneling barrier between redox centers

over a sufficient distance to achieve a comparable effect on the rate. Instead, donors

and acceptors in productive reactions are closer than in unproductive reactions.

Changes in driving force, through mutational changes in redox midpoint poten-

tials, can also be effective in slowing unproductive reactions. All else being equal, a

near-zero driving force electron-tunneling reaction is slowed a 100-fold by lower-

ing the redox midpoint of the acceptor by 0.12 V. Much smaller changes will be

seen if the driving force more nearly matches the reorganization energy, as is the

case for several productive electron transfers in photosynthetic reaction centers.
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4.11 Concept 11: Nature Guides the Path of Electron

Transfer Mainly Through Placing Redox Centers

Close Together, Less than 14 Å

A survey of structures of natural electron-transfer proteins shows conspicuous

chains of redox centers, with nearly all redox partners separated by 4–14 Å [31].

This assures that electron-tunneling rates for low-driving-force reactions with

typical reorganization energies are in the range of 0.3 ns to 0.3 ms. What this

means is that electron tunneling is generally fast enough to not limit the enzymatic

turnover of electron-transfer proteins, which are typically in the range of 103 s�1, a

rate that seems to be limited by protein and substrate diffusion as well as proton

transfers that are common in catalysis. There seems to be no pressure for natural

selection to achieve faster electron-tunneling rates when the overall performance of

catalytic turnover in an electron-transfer system will be unchanged. A corollary

of this observation is that if two redox centers in a protein are separated by more

than 14 Å, then they are likely not natural redox partners.

While distances towards the long end of this range may be acceptable for most

electron transfers of respiration and photosynthesis, the initial light-induced charge

separation reactions compete with the usually unproductive decay of the excited

state of the ns time scale. Natural selection has favored initial charge separations at

the short end of this distance scale and fast enough to assure a high quantum yield of

charge separation.

4.12 Concept 12: Natural Photochemical Systems Are Not

Ideal. They Have High Yields, but a Superabundance

of Cofactors and Relatively Large Energy Losses

In spite of a common belief that many millions of years of natural selection must

have created protein systems in which each component has been optimized and that

natural designs are near perfect and cannot be improved, photosynthetic systems are

not perfect but simply good enough to work in a biological context. In many ways

natural photosystems are a poor model for molecular designers to mimic while

attempting to create artificial systems to harvest sunlight. Using the empirical

electron-tunneling expressions (4.5a) and (4.5b) it is a simple matter to demonstrate

that photochemical triads embedded in protein, with donor, light-activated pigment

and acceptor in an approximately linear arrangement, can preserve significantly

more of the energy of the absorbed photon in the redox difference between the

photo-oxidized donor and photo-reduced acceptor, at any selected time scale, than

is seen in any natural photosystem. For example, such a triad could have greater

than 80 % efficiency on a millisecond time scale, while natural photosystems

operate at closer to 50 % energetic efficiency.
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Lowered overall energetic efficiency presumably reflects the evolution of natural

photosystems in a bioenergetic legacy that could make little use of more energet-

ically efficient designs. For example, reliance on membrane-diffusible quinones

with redox midpoint potentials around 0 mV to connect photosynthetic protein

modules means that there is no effective way to preserve the low redox potential of

the highly reducing light-activatable donors in purple bacterial reaction centers or

PSII. Instead these systems have much larger driving force drops between cofactors

than are needed to achieve rapid enough charge separation through electron tunnel-

ing to avoid unproductive charge recombination reactions. More than half the

energy of the photon is lost as heat. It is true that the quantum efficiency of natural

photosystems is high, approaching 100 %, but this comes along with significant loss

of redox energy that could otherwise be harnessed in designed artificial systems.

PSI is designed to reach lower redox potentials in the reduction of the terminal

iron sulfur cluster (~�0.5 V) [32] but it achieves this by using a lower redox

potential oxidizing terminal in P700 (~+0.45 V) [4]. Once again, nearly half the

energy of the photon is consumed in the charge separation. There is enough energy

available in the 1.8 eV of the 680–700 nm red photons absorbed by the chlorophylls

of PSI and PSII to activate millisecond-long charge separation in an artificial

photochemical triad with a donor oxidizing enough to split water into O2, +1.0 V,

in the oxygen-evolving Mn cluster of PSII [3], and an acceptor reducing enough to

reduce protons to H2, �0.42 V at pH 7. Yet natural photosystems are designed

to use two red photons to span the H2O/O2 and H+/H2 redox gap and they use many

more than three redox cofactors to do so. With a basic understanding of the distance

scales appropriate for electron tunneling, synthetic chemists and designers of

artificial proteins can be expected to step into this design gap.
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Chapter 5

Spin in Photosynthetic Electron Transport

Isaac F. Céspedes-Camacho and Jörg Matysik

Abstract Photosynthetic charge separation also leads to electron spin separation.

The two separated electron spins form a spin-correlated radical pair initially in a

pure singlet state. This high electron spin order can be detected by EPR spectros-

copy as CIDEP (chemically induced dynamic electron polarization). The radical

pair undergoes spin evolution leading to periodic intersystem crossing. Interactions

with nuclear spins lead to CIDNP (chemically induced dynamic nuclear polariza-

tion), which is often referred to as “photo-CIDNP” if it is of photochemical origin.

NMR spectroscopy is able to observe such nuclear spin hyperpolarization. Both

CIDEP EPR and CIDNP NMR allow for the early steps of photosynthesis to be

studied in great detail. History and examples of these studies are presented. Finally,

the question whether the occurrence of the spin-polarization is simply a by-product

of the charge separation is discussed. Concepts for a possible functional relevance

are proposed.
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Abbreviations

B Magnetic field strength

BL Local magnetic field strength

BChl Bacteriochlorophyll

C. Chlorobium
Chl Chlorophyll

CIDEP Chemically induced dynamic electron polarization

CIDNP Chemically induced dynamic nuclear polarization

DD Differential decay

DR Differential relaxation

EPR Electron paramagnetic resonance

ESR Electron spin resonance

ESEEM Electron spin echo envelope modulation

ET Electron transport

g g- or Landé value of an electron

G-pair Geminate radical pair

Hb. Heliobacillus
hfc, hfi Hyperfine coupling or interaction

ISC Intersystem crossing

J Exchange coupling

MAS Magic-angle spinning

MFE Magnetic field effects

mS Spin quantum number

NMR Nuclear magnetic resonance

OMAR Organic magnetoresistance effect

RC Reaction center

P Primary electron donor

PSI Photosystem I

PSII Photosystem II

Q Quinone

r Inter-radical distance

Rb. Rhodobacter
Rps. Rhodopseudomonas
RPM Radical pair mechanism

S Singlet spin state of a radical pair

S Spin quantum number

SCRP Spin-correlated radical pair

T Triplet spin state of a radical pair

TSM Three spin mixing

Φ Bacteriopheophytin
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5.1 Primary Photoreaction Leads to Electron

Hyperpolarization

Much effort has been devoted to analyzing photosynthetic electron transport (ET).

Investigations on ET focus mostly on the charge of the electron. Indeed, the light

driven charge separation processes lead to the buildup of the membrane potentials

that drive the chemiosmotic processes. However, in addition to charge, electrons

also possess the fundamental property of the spin. Hence, ET results in both charge

and spin transfer, and a full understanding of the conversion of light energy into

chemical energy requires an analysis of the spin transport. Here we summarize

spectroscopic studies of spin transport and discuss the role of spin in photosynthetic

systems.

In photosynthetic reaction centers (RC), the initial step of electron transfer

occurs in a few picoseconds between the primary electron donor P and the first

electron acceptor. In RCs of Rhodobacter (Rb.) sphaeroides, experimental evidence

has shown that the primary (P) donor is a bacteriochlorophyll (BChl) dimer, called

the “special pair,” and the primary acceptor is a bacteriopheophytin ΦA with an

accessory BChl monomer as a spectroscopically observable transient [1–4]. The

electron transfer continues via the two quinones QA and QB. Higher plants require

two photosynthetic protein complexes, photosystem I (PSI) and photosystem II

(PSII), operating in series to provide sufficient electric potential to pump electrons

from water to carbon dioxide. The photoreaction in RCs of Rb. sphaeroides can be

expressed as:

PΦAQAQB !hν PþΦA
�QAQB ! PþΦAQA

�QB ! PþΦAQAQB
�

EPR experiments have shown that the cation radical of the primary donor (P+•) in

PSI is also a chlorophyll (Chl) dimer [5]. X-ray crystallographic data have supported

this observation [6]. The primary donors in PSII and PSI contain plant Chl a cofactors.
In solution, Chl a has a higher oxidation potential than BChl a [7]. The primary donor

in PSII (P680) shows an oxidation potential sufficient to oxidize tyrosine, H2O, and

other chlorophylls. X-ray studies on PSII confirm that there are no strongly coupled

chlorophylls in the RC [8]. In the case of the primary donor in PSI (P700), a low

oxidation potential for a Chl a is observed. These highly symmetric dimeric species

were also identified by spectroscopic and crystallographic data [9].

Photochemical reactions are often initiated from triplet states and occur on the

nanosecond and microsecond timescale. In contrast, the photochemical reaction and

ET in photosynthesis occur from the excited singlet state on the picosecond timescale,

which relates to the high efficiency of the photosynthetic primary reaction. If the

forward reaction is blocked, however, photo-excitation formsChl andBChlmolecules

in their triplet states (S¼ 1) that present a potential danger for the photosystems

because they react with molecular oxygen forming singlet oxygen, i.e., an extremely

reactive compound that can damage the protein. Therefore, the formation ofChl triplet
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states is avoided in all photosystems. To that end, two reaction steps are highly

optimized and fast: (1) the singlet energy transfer in the antennae and (2) the charge

separation in the RC [10]. Also, a natural protection is provided by the presence of

carotenoids close to the Chl molecules, enabling efficient triplet energy transfer from

Chl to the carotenoids. The carotenoid triplet states decay to the singlet ground state by

energy dissipation [11].

The photochemical charge and spin separation in the primary reactions creates

radical pairs that can be detected by Electron Paramagnetic Resonance (EPR). During

the first several microseconds after the charge separation, the EPR spectra of

such radical pairs show strong electron spin-hyperpolarization, which is often called

either CIDEP (chemically induced dynamic electron polarization) or ESP (electron

spin polarization). The term “spin-hyperpolarization” refers to a non-Boltzmann

spin polarization, which can be detected as a change in signal intensity by magnetic

resonance techniques. CIDEP is electron spin-hyperpolarization occurring transiently

during a chemical process. Research on CIDEP has been very active and is summa-

rized in several review articles [12–15].

The origin of CIDEP in photosynthetic systems can be explained with the

concept of a spin-correlated radical pair (SCRP), an important class of species

with non-equilibrium initial spin-state (vide infra) [16–19]. In the dynamics of the

SCRP, the following interactions of electrons and nucleus must be taken into

account to describe the observed CIDEP: hyperfine coupling (hfc) (electron–

nucleus), electron (electron field) and nuclear (nucleus field) Zeeman interactions,

exchange (J) and dipolar interactions (electron–electron) as well as the thermal

motion. An analysis of the CIDEP based on the SCRP model can help to obtain

information about structure, dynamics, and energetics. The group spin S¼ S1 + S2
for the two radicals remains the same as the total spin of the precursor molecule:

S¼ 0 for an excited singlet precursor and S¼ 1 for a triplet precursor. This spin

correlation occurs because both bond rupture and ET are spin-conserving processes

[20–22]. On the other hand, bond-formation between two radicals or recombination

to the ground state requires group spin S¼ 0, i.e., only a singlet radical pair can

recombine to the ground state. That is in contrast to the traditional concept

widespread among chemists in which radical recombination in solution is nearly

activationless at short distances. We have seen, however, that recombination

requires the right electron spin state of the radical pair.

Figure 5.1 shows a vector model of the four possible electron spin states of a

radical pair with their corresponding total spin state, S, and the spin quantum

number, mS. One singlet sate (S) and three triplet (T+, T0, T�) states are formed.

None of the four combinations of the quantum numbers S and mS are identical, and

hence, the four states are quantum theoretically distinguishable. The exchange

interaction J causes an energy difference between the T0 and S states by an amount

of 2J(r), such that T0 is higher in energywhen J is positive. If J(r) is much larger than

the difference in the precession frequency of the two spins, i.e., at short inter-radical

distance r, S, T+, T0 and T� form stationary eigenstates. For larger distances S and T0

are neither stationary nor eigenstates. At very large distance r, J(r) is close to zero

and S and T0 are nearly degenerate. Under this condition, the S and T0 states can
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interconvert coherently, i.e., undergo intersystem crossing (ISC), if the two electrons

have different precession frequencies. Hence, the S and T states are mixed by

hyperfine couplings (due to different local magnetic fieldsBL) and different g-values
of the two radicals (due to their electron Zeeman interactions) within a few nano-

seconds. At medium distance r, J(r) can become involved into the spin dynamics.

The precession frequency (also called Larmor frequency) depends on the g-value
of the electron, which reflects the chemical environment of the electron. For organic

molecules, the value is usually slightly above 2 but occurs over a large range for

metal-centered radicals. A typical difference in the g values (Δg) in an organic

radical pair is ~0.001. These deviations from the free electron g-value are caused by
an interaction of ground and excited states, which combine the orbital angular

momentum from the excited states into the ground state. The closer the excited

states to the ground state and larger the spin–orbit coupling, the larger the deviation

of the g principal values from ge [23]. A thorough interpretation of the g-values is
provided by quantum electrodynamics. Furthermore, the hyperfine interaction (hfi)

is caused by magnetic nuclei and affects the precession frequency (vide infra).
While external fields (B) in EPR and NMR experiments are in the range of a few T,

hyperfine fields provide local modifications in the mT range leading to the so-called

local magnetic fields (BL). At earth’s magnetic field (~50 μT), the local field is

dominated by the hyperfine fields.

At “zero field,” i.e., in the absence of an external magnetic field, the S and T

states are separated by the exchange coupling J, and the three triplet states are

almost degenerate but symmetry-dependent electron–electron interactions might

cause the so-called zero-field splitting (Fig. 5.2). The three triplet states are labeled

Tx, Ty and Tz which correspond to the principal axes directions of the zero-field

splitting tensor.

At high magnetic fields, the electron Zeeman splitting separates energetically

the three triplet states. While the T0 states remains energetically close to the singlet

state (only separated by J), T+ is increased in energy and T� is lowered. Hence, T+

Singlet S Triplet T+ Triplet T0 Triplet T–

B0 B0 B0 B0

Total spin number, S 0 1 1 1
Magnetic quantum

number, mS
0 +1 0 –1

Fig. 5.1 Vector model of electron spin states formed by a spin-correlated radical pair (SCRP)
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and T� have a pure triplet character and do not mix with S. Spin–lattice relaxation

(i.e., the energy transfer between the spins and the lattice is mediated by fluctuating

local magnetic fields, which are induced by lattice vibrations) can cause transitions

between the spin states; however, this process is usually too slow (a few microsec-

onds for organic radicals in solution) to interfere with the coherent S–T0

spin dynamics.

SCRPs can be identified by EPR spectroscopy based on their particular line-shape

pattern, which is related to the hyperpolarization. Figure 5.3 shows a two-electron

system having four possible electron spin states: αα and ββ refer to T+ and T�,
respectively. Combinations of the states αβ and βα form the S ( αβ � αβ½ �= ffiffiffi

2
p

) and

the T0 ( αβ þ βα½ �= ffiffiffi
2

p
) states. At thermal equilibrium conditions (Fig. 5.3a), the

populations are distributed according to the Boltzmann function, and all signals

show positive (“absorptive”) lines of similar intensity in the EPR spectrum. In an

SCRP, which is at non-equilibrium, hyperpolarization leads to a different spectral

shape (Fig. 5.3b). If the SCRP is generated from a singlet precursor, only the central

αβ and βα states are populated. Hence, the transitions from these two states to T+

give enhanced positive (“absorptive”) signals and transitions to T� give negative

S Tx Ty Tz

No field
T+

T-

T0S0

High field

E
ne

rg
y

Fig. 5.2 Diagram of the

energy levels of the four

spin states of an SCRP.

Left: without magnetic

field, right: at high
magnetic field

Fig. 5.3 A two-electron

spin system shows four

collective spin states.

Populations and EPR

spectra are shown for

a sample at Boltzmann

equilibrium (a) as well

as for an SCRP (b)
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(“emissive”) signals. The overall shape, showing positive and negative lines, is

reminiscent of anti-phase coherences in pulse NMR and EPR experiments. Such

SCRP-CIDEP features can only be observed during the lifetime of the SCRP. In

solution the lifetime is limited by diffusion processes, and in a solvent of normal

viscosity the lifetime of such germinate radical pairs (the so-called G-pairs) is about

500 ps and therefore challenging to be observed. In fact, CIDEP of SCRP have been

initially observed in micellar solutions where the G-pair can function as molecular

supercage allowing for SCRP lifetimes of hundreds of nanoseconds or even micro-

seconds [24]. In contrast, in photosynthetic systems the radicals are bound to the

protein and the SCRP lifetimes are determined by the forward and reverse electron

transfer rates.

Alternatively to radical pairs, also molecular triplet states can be a source of

electron spin hyperpolarization leading to CIDEP. In this case, the electron polar-

ization occurs during the ISC from the initially formed excited singlet state into the

three triplet states. In particular if the symmetry of the chromophore is low, the

populations of the triplet sublevels (Fig. 5.4) can be highly unequal leading to a

non-Boltzmann distribution of electron spins [25–27].

As we saw, ET, bond breaking and bond formation are spin conserving pro-

cesses, and recombination of a radical pair to the singlet-ground state is only

possible for a singlet radical pair. This spin selectivity also implies that the reaction

products are distinguished by the spin state of the radical pair. While in the singlet

state of the SCRP, recombination to the ground state is spin-allowed, this process is

spin-forbidden during the triplet state (Fig. 5.5). Hence, chemical reaction dynam-

ics are spin-controlled and periodically modulated with time. This spin-dynamics

Fig. 5.4 The generation

of electron magnetization

in the molecular frame
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opens the possibility of coherent chemistry with nanosecond waves (the so-called

quantum beats) of product formation [28, 29].

Since the electron Zeeman energy in typical EPR experiments is small

(~50 J mol�1) compared to the thermal energy (~5 kJ mol�1 at room temperature)

and in particular to chemical reaction energies (~500 kJ mol�1), a purely energetic

view of the reaction process tends to underestimate the role of spin dynamics. As

we will see below, even smaller nuclear spin energies (<0.2 J mol�1) can decide the

fate of the chemical reaction. Hence, the concepts of SCRPs and spin-selective

population of triplet states demonstrate the effect of small spin energies on chem-

ical kinetics and reaction dynamics. In fact, the field of spin chemistry was born

with the discovery of the CIDEP effect by EPR spectroscopy in 1963 [30].

In addition to its relevance for chemical processes, spin hyperpolarization allows

for the sensitivity and selectivity of EPR and NMR spectroscopy as analytical

techniques to be improved. Spin polarization studies provide information about

the identity of both radicals of the pair. The excited state that is the precursor to the

radical-pair formation can be determined from the sign (emission or enhanced

absorption) of the polarization if the sign of J is known [31]. Furthermore, the

dependence of the spectrum on membrane orientation provides information on the

anisotropy of the magnetic interactions and the orientation of the radical species

[32]. As we will see, spin-hyperpolarization plays a significant role in photosyn-

thesis, for both its functional mechanism and the analytical research on it [33].

5.2 CIDEP Studies on Photosynthetic Systems

Chronologically, CIDEP effects in radical ESR spectra were detected in 1963 prior

to CIDNP when Schuler observed unusual ESR spectra of hydrogen and deuterium

atoms in methane [30]. In 1968, Smaller et al. founded that those unusual spectra

were due to electron spin polarization (i.e., CIDEP) [34]. In 1974, Harbour and

Singlet state Triplet state(s)
ISC

Radical pair

Singlet ground state

Molecular triplet state
or

fragmentation products

Recombination is allowed Recombination is forbidden

Fig. 5.5 Schematic view of the formation and decay of the SCRP
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Tollin irradiated BChl with red light in the presence of Q at low temperatures and

observed the first example of CIDEP effect in a biological system [35]. One year

later, the first reported observation of the CIDEP phenomenon in a photosynthetic

organism was presented by Sauer and coworkers showing strongly polarized

transient EPR signals from spinach chloroplasts at room temperature in the

g¼ 2.0 region of the EPR field profile (Fig. 5.6) [36].

The theoretical explanation of the CIDEP phenomenon in radical pair reactions

was developed by Closs and Closs and by Kaptein and Oosterhoff [20, 37] by

introducing the classical radical-pair mechanism (RPM, vide infra). Later, the
theory was extended within the framework of a radical pair model by Adrian,

Atkins, and others [38–43]. At the same time, Atkins and Wong proposed the

idea that CIDEP can also arise in the triplet precursors of radical pairs [44, 45].

CIDEP experiments allow for information on the relative orientation of the

dipolar and g-tensor axes between radicals to be obtained. Hence, this technique

enables the structure of cofactor organization in RCs to be determined or the

changes in orientation and distance of cofactor during charge separation to be

studied. For example, it has been possible to obtain the ESP spectrum of

perdeuterated Zn2+-reconstituted RCs from Rb. sphaeroides R26 at X- and

K-band, showing the influence of the orientation of the g-tensor in the radical

pair spectrum [46]. CIDEP has also been helpful in studying possible changes in

conformation after charge separation and stabilization of the radical pair. When

the QB-depleted RCs are frozen under illumination, the decay of the radical pair

by recombination is slower than when it is created by illumination at cryogenic

temperatures [47]. This difference in kinetics suggests that reorientation of QA

0 100 200

TIME (msec)

300

Fig. 5.6 The first example

of CIDEP in a

photosynthetic organism

obtained from green plants.

Reproduced with

permission from

Blankenship et al. [36]
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may occur when the charge separation occurs at room temperature. However,

studies of the spin-polarized EPR signals indicate that reorientation of QA does

indeed occur for light frozen samples [48–50], results that have been confirmed

on deuterated RCs [51]. The spin–spin interactions in SCRPs results in deep out-

of-phase electron spin echo envelope modulation (ESEEM) which allows for the

distance between the radicals to be determined. This has been applied to radical

pairs in Zn2+-reconstituted RCs of Rb. sphaeroides R26, PSI and PSII (see [52]

for a review).

Although almost all of the initial observations of CIDEP were explained by

either the RPM or the triplet mechanism, in the early theory, ISC was not explicitly

considered to be a coherent process. Studies on several photosynthetic organisms

however could not be interpreted in the original framework [53–56]. To explain the

unusual “anti-phase” (i.e., a dispersive band shape) CIDEP patterns observed in

some free radicals trapped in micelles, Closs, Hoff, Hore, McLauchlan, Norris, and

others introduced the concept of SCRPs based on coherent spin-dynamics [16–18,

31, 57, 58]. SCRPs, born in a pure state, either S or T0, oscillate between both states.
The SCRP is the geminate radical pair (also called “G-pair”) from the time that it is

formed until it ceases to exist. In solution, the coherence might be lost by a diffusion

and re-encounter, by a chemical reaction or by a relaxation process. In the solid

state, diffusion cannot occur, and only the last two processes can destroy the

coherence.

Hence, the formalism of the SCRP theory allows for the quantum beats observed

in the transient EPR signals to be described [59, 60]. Quantum beat EPR spectros-

copy allows for the spectral resolution to be improved and has been applied to

bacterial RCs [61, 62]. It has been demonstrated that when foreign quinones are

introduced into bacterial RCs no major difference in the orientation of QA occurs

[63, 64]. On the other hand, drastic changes of the CIDEP spectrum of some PSI

preparations upon replacement of the acceptor Q by naphthoquinone were

observed. The results were attributed to a weaker binding of Q in PSI, compared

to the bacterial RCs [64]. Thurnauer’s group found that CIDEP can also develop in

the P+ BPhe� radical pair of the bacterial RC [65, 66]. Spectra of native RCs

containing the non-heme iron have been recorded for Rb. sphaeroides and

Rhodopseudomonas (Rps.) viridis. Those experiments, together with spectra simu-

lations, demonstrated that the CIDEP spectrum is mainly due to the P+ part of the

SCRP [P+(QA
•� Fe2+)] and the rapid decay of the spin-polarized signal is due to

spin–lattice relaxation of the QA
•� Fe2+ complex [67, 68].

5.3 Magnetic Field Effects (MFE)

The first convincing observation of a MFE on a chemical reaction was in the late

1960s by Johnson in the triplet-exciton annihilation luminescence of anthracene

crystals [69] and the results were evaluated using a spin-Hamiltonian approach [70].
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An early theoretical prediction of theMFEwas based on thermodynamics pointing out

that chemical changes should be enhanced by a magnetic field if the reaction leads

from diamagnetic to paramagnetic states, or vice versa. However, the magnetic

contributions to ΔG turned out to be too minor to induce significant effects on the

yields. Concerning kinetics, in the case of adiabatic reactions (i.e., strong coupling

between initial and final electronic states), it is possible to exclude any significant

MFE on the chemical reaction rate. For diabatic reactions there exists a large dynamic

range for MFE [71, 72].

The MFE has been used to study the effect on the lifetime of radical interme-

diates and also to determine the exchange interaction between the components of

the radical pair and the decay rates of the singlet and triplet radical pair states. In

addition, the MFE allows for triplet-singlet absorbance difference spectra to be

recorded, for example for photosynthetic preparations [73, 74].

After the discovery of the MFE on the triplet yield in RCs of photosynthetic

bacteria [2, 75, 76], a relation between the MFE and CIDEP has been recognized.

Both triplet yield and CIDEP were traced back to magnetic field dependent inter-

actions of the electrons with nuclei [77, 78]. Hence, new investigations on RCs that

use photochemically induced dynamic nuclear polarization (photo-CIDNP) have

been foreseen [79].

However, the exact mechanism involving the interaction between electron and

nuclei that induced the MFE was not known. In 1967, CIDNP in dark organic

radical reactions was observed for the first time by solution NMR [80, 81]. This

phenomenon was initially interpreted to be due to a transfer of spin polarization

from radical electron spins to nuclear spins by the Overhauser effect. The alter-

native concept of the RPM, which was later shown to be correct, was suggested in

1969 independently by Gerhard and Liselotte Closs as well as by Kaptein and

Oosterhoff [20, 37]. The proposed process is based on spin sorting, ruled by the

state of the nuclear spin, and leads to equal intensities of emissive and absorptive

NMR lines. Closs initially treated the S–T0 transitions in the radical pair with two

nuclear spin states (I¼ +½ and �½) in a non-coherent fashion. Meanwhile,

Kaptein and Oosterhoff introduced the notion of coherent spin motion, where the

hyperfine coupling energies are comparable to J in a radical pair. At the same time,

Gerhart demonstrated the role of g-factor difference (Δg) in a radical pair for

inducing singlet-triplet transitions, generating net nuclear spin polarization [82].

It was subsequently noted by Adrian and Kaptein that the diffusive separation and

possible re-encounters of the two radicals play a significant role in the mechanism

in the liquid state [38, 83, 84]. Thus, soon after the discovery of CIDNP phenom-

ena, all the essential parts of the RPM had been assessed. Subsequently, the

RPM has been a very helpful tool for kinetic modeling in bacterial photosynthesis

[85, 86].
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5.4 Electron–Nuclear Interactions

5.4.1 The Radical Pair Mechanism (RPM)

In its simplest form, the theory of the classical RPM is built on the radical pair

Hamiltonian [87], as expressed in the following equation:

H ¼ �J Rð Þ 2S1S2 þ 1

2

� �
þ μBB0 g1S1 þ g2S2ð Þ þ

X
n

a1nI1nS1 þ
X
m

a2mI2mS2

ð5:1Þ

The first term corresponds to the exchange interaction, where J(R) is a short

range function of the inter-radical distance R. The other terms are the magnetic

interactions within the individual radicals, where μB is the Bohr magneton, S1 and

S2 are the electron spins of the two radicals, g1 and g2 are the electronic g-factors of
radicals 1 and 2, a1n and I1n are the isotropic hyperfine constant and nuclear spin,

respectively, and a2m and I2m are the analogous quantities for the second radical.

The anisotropic terms are omitted under conditions of solution state because

they average to zero by molecular tumbling of the radicals during the slow S–T0

mixing process.

In order to see the influence of the classical RPM for the production of nuclear

polarization consider the pair R1
•H+R2

•, where R1
•H has one nucleus of spin½ and

R2 has no magnetic nuclei (Fig. 5.7). Shown is an example in which the hyperfine

splitting leads to two cases depending on the nuclear spin state. While in the case

I¼�½ the frequency of the Zeeman precession of both radicals is similar and the

original electron spin state of the radical pair remains, in case I¼ +½ the radical

pair undergoes rapid ISC transitions.

R2

a

R1H

g

MI +
_1
2

MI
_ _1

2

Fig. 5.7 The g-values of two radicals R1
• and R2

• of different chemical constitution may differ.

In radical R1
•, interaction with nucleus H leads to hfi splitting with the hfi-constant a. Since the

nucleus can be in two different nuclear spin states, in a magnetic field R1
•H has two different

Zeeman frequencies
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Figure 5.8 illustrates the mechanism of spin-sorting if the pair is formed as an

electronic triplet and the nuclear magnetic moment is positive (i.e., ground nuclear

Zeeman state has a nuclear spin parallel to the external field). For this case, the S–T0

mixing rate is greater in the nuclear spin state ½ than in the �½ state. Hence, the

former state will acquire S character faster than the latter and will be favored in the

recombination product, giving enhanced absorptive signals for the product. Con-

versely, the other nuclear spin state will favor products formed from the escaped

R1
•H radical, which thus have emissive signals. Starting with an S instead of a T

pair (or changing the sign of Δg or a1) will reverse this pattern, giving emissive

signals for recombination products and absorption signals for the escape products.

For a qualitative prediction of the sign of the polarization effects (Γn) by spin

sorting, it is possible to apply the following rules, developed by Kaptein [88]:

Γn ¼ μ � ε � Δg � ai þA

�E

�
ð5:2Þ

Where A stands for enhanced absorption, E for emission, Δg and ai have been

established previously and the other symbols are defined as follows:

μ
þforTprecursor

�forSprecursor

�

ε
þfor recombinationproducts

�for escapeproducts

�
This sign rules provide an extremely valuable tool for the classical RPM and

interpreting the CIDNP observations.

Hence, the classical RPM explains very well spin-sorting in solution and pro-

vided a sound basis for interpretation of CIDEP and CIDNP experimental data

obtained under these conditions. Later, the classical RPM was extended to include

the production of net nuclear polarization in cyclic reactions of, for example,

biradicals [89]. In such systems, nuclear spin states control the formation of a

long-living electronic triplet state. Since this highly paramagnetic electronic triplet

1
2

+
1
2

+

1
2

1
2

Enhanced absorptive NMR Emissive NMR

T0 S
R1 H + R2

escape recombine

M+ M1
2

1
2

Fig. 5.8 RPM causes

spin-sorting. The solid
arrows indicate favored
states
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extinguishes nuclear polarization on the triplet reaction pathway, more nuclear

polarization on the singlet reaction pathway survives and net nuclear polarization

is created. This variation of the RPM is called “cyclic reactions” for liquid-state

photo-CIDNP and “differential relaxation” (DR) for solid-state photo-CIDNP (vide
infra). Several excellent review articles on the RPM have been published [90–94].

5.4.2 Solid-State Photo-CIDNP Effect

Encouraged by the success of the RPM to explain CIDEP data, researchers started

to search for CIDNP signals in particular in photosynthetic systems. In 1979, Hoff

and Kaptein recognized that photo-CIDNP cannot be observed in bacterial RCs by
1H solution NMR. The discovery of the anisotropy of the MFE as well as technical

progress in solid-state NMR shifted the attention to the solid state [95]. The

development of magic-angle spinning (MAS) solid-state NMR and its application

to proteins paved the way for the advent of photo-CIDNPMAS NMR. A solid-state

photo-CIDNP effect was reported for the first time by Zysmilich and McDermott in

1994 in quinone-depleted (or prereduced) and frozen 15N-labeled bacterial RCs of

the purple bacteria Rb. sphaeroides R26 [96]. A huge enhancement of the 15NMAS

NMR signals was observed upon continuous illumination with white light

(Fig. 5.9). Subsequently, the effect has been observed in various frozen RCs of

dark

light

400 300

chemical shift (ppm)

200 100 0

Fig. 5.9 The first photo-CIDNP MAS NMR experiment reported by Zysmilich and McDermott

using 15N-labeled RCs of Rb. sphaeroides R26. Reproduced with permission from Zysmilich and

McDermott [96]. Copyright (1996) American Chemical Society
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different photosynthetic organisms as well as in a blue-light photoreceptor, the

mutant C57S of the phototropin LOV1 domain from the green alga

Chlamydomonas reinhardtii, by 13C and 15N MAS NMR (vide infra) [97]. Obvi-
ously, the sample state rules out that the enhancement of NMR signal intensities is

related to molecular diffusion.

The very strong enhancement in the 13C photo-CIDNP MAS NMR spectra

makes it possible to observe the effect in whole photosynthetic systems like

membranes, chromatophores, and cells [98, 99]. The solid-state photo-CIDNP

effect has been observed in all natural photosynthetic RCs studied so far and it

appears to be an intrinsic property of efficient photosynthetic electron transfer. It is

safe to say that systems showing photo-CIDNP originate from very different

branches of the evolutionary tree. It appears that the solid-state photo-CIDNP effect

is highly conserved in the evolution of photosynthetic organisms [100].

That correlation between the solid-state photo-CIDNP effect and the unsurpassed

efficiency of photosynthetic electron transfer might be due to the fact that the short

radical pair lifetime is related to both the selectivity of the chemical process and the

lifetime broadening of the parameters allowing for the observation of the effect.

That would imply that other electron transfer systems, having longer radical pair

lifetimes and lower quantum yield for electron transfer, have smaller matching

windows for observation of the effect making its detection more demanding. In any

case, the effect allows for development of a sensitive analytical technique to study

the electronic structure the photochemically active cofactors of RCs in great detail.

The chemical shifts of the light-induced signals provide information about the

electronic structure of diamagnetic ground state after the photocycle. Similarly,

the light-induced signal intensities reveal the electron spin density distribution at

atomic resolution. Photo-CIDNP intensities observed in steady state experiments

refer to the electron spin densities in the pZ-orbitals [101], while intensities obtained

in the initial phase of time-resolved experiments is related to electron spin densities

of s-orbitals [102, 103].

An explanation of the origin of the solid-state photo-CIDNP effect has been

provided [104]. In particular, experiments on the field dependence [105, 106] as

well as on the kinetic development allowed for a deeper insight [102, 107]. The

classical RPM machinery of spin sorting is also active in the photoprocess of

quinone-blocked RC. However, only time-resolved experiments are able to detect

the RPM polarization [102]. In continuous illumination experiments, the RPM spin-

sorting contribution is cancelled and up to three mechanisms are involved in

building up photo-CIDNP under continuous illumination. In all three mechanisms,

which might work in parallel, the breaking of the balance of the nuclear spin

populations in the two decay branches (see Fig. 5.10) of the radical pair state

leads to net steady-state nuclear polarization, which is detected in the NMR

experiment after completion of the photocycle.

As shown in Fig. 5.10, upon birth of the photosynthetic radical pair, a pure singlet

state is created having a high electron spin order associated with zero-quantum
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coherence between the electron spin states of the radical pair. There are two transfer

mechanisms which transfer this electron polarization to nuclear polarization:

1. Three spin mixing (TSM). As stated above, photo-induced ET in the RCs leads

to an SCRP that is highly electron-polarized. The evolution of the T0 state is

accompanied by a transfer of polarization to the nuclei. The electron–electron–

nuclear model system for TSM, proposed by Jeschke in 1997 [108], consists of

two electron spins S1¼½, S2¼½ and one nuclear spin I¼½. Since at high

magnetic fields, the T+ and T� are energetically too distant to become involved,

the spin dynamics occur selectively on the S–T0 subsystem at the zero-quantum

transition of the two electron spins (Fig. 5.11).

The anti-symmetry of the coherent spin evolution in the correlated radical pair

between the S and T0 states is broken by state mixing due to anisotropic pseudo-

secular hf coupling and electron–electron dipolar coupling. The symmetry

breaking concerning the nuclear states is caused by the pseudo-secular hf

coupling, which tilts the quantization axes of nuclear spins with respect to the

external magnetic field. The tilt angles and tilt direction differ in the electron

spin S1α and S1β manifold. This tilt converts part of the electron–electron zero-

quantum coherence that exists in a singlet-born radical pair to electron–electron–

nuclear zero/single quantum coherence. A further tilt of the electron spin

Excited state S
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Ground state S

20 ns

Singlet state S

WT: 100 ns
R26: 100 μs

Triplet state T

Donor triplet T

High electron
polarization
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F- F-

F-
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P+ P+
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Radical Pair

ISC
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Fig. 5.10 Kinetics and spin-dynamics of solid-state photo-CIDNP effect in Rb. sphaeroides
wild-type (WT) and R26
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quantization axes by the exchange coupling or by the pseudo-secular component

of the electron–electron dipole–dipole coupling converts part of this three-spin

coherence to nuclear antiphase coherence. This corresponds to a symmetry

breaking with respect to the singlet and triplet state of the radical pair. The

antiphase nuclear coherence further evolves to nuclear coherence during the

lifetime of the radical pair. On recombination of the pair, part of this coherence is

projected to polarizations, since the tilt of the nuclear spin quantization axes due

to the pseudo-secular hyperfine field suddenly vanishes.

A maximum of net nuclear polarization through the TSM is generated when

the double matching condition is fulfilled:

2 ΔΩj j ¼ 2 ωIj j ¼ Azj j ð5:3Þ

The nuclear polarization by TSM vanishes when the absolute pseudo-secular

hyperfine contribution approaches zero, B¼ 0, and persists at ΔΩ¼ 0 and

Az¼ 0. The contribution of TSM to nuclear polarization is maximum at

ΔΩ¼ 0. The relevant conditions for TSM are explained in Fig. 5.12. The TSM

mechanism creates significant polarization only if the product of the electron–

electron coupling d and the radical pair lifetime is of the order of unity or larger.

On the other hand, the contribution vanishes if d is so large that the S and T0

states become eigenstates of the pair. TSM contributions are thus observed only

for moderate electron–electron couplings. Further, the sign of photo-CIDNP

effect by TSM contribution is depended on the sign of d.
2. Differential decay (DD). This mechanism explains the polarization transfer

in the solid-state photo-CIDNP effect in the absence of the electron–electron
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Fig. 5.11 Energy levels of the radical pair
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coupling d [109]. The evolution of nuclear polarization from the electron

polarization occurs owing to the different lifetimes of singlet (TS) and triplet

radical pairs (TT). This means that in the two radical pair spin states different

fractions of polarization flow from the electrons to the nuclei. The DD mecha-

nism requires only a single matching of interactions.

2 ωIj j ¼ Azj j ð5:4Þ

However, note that the timescales of radical pair recombination and

hyperfine-induced spin evolution must also match. Similar to TSM, the Zee-

man interaction and the pseudo-secular hyperfine interaction are essential for

polarization transfer in this mechanism. The nuclear polarization by DD

vanishes if TS¼TT, ΔΩ¼ 0 or A¼ 0. For polarization transfer in photo-

CIDNP via the DD mechanism, both the secular part of hyperfine interaction

and the difference between g values of the two electron spins are required. On

the other hand, the DD contribution persists when the electron–electron cou-

pling vanishes (d¼ 0). The efficiency of this mechanism depends on the ratio

of both lifetimes.

It is remarkable that nature has chosen the time constants and magnetic

parameters of the radical pair in bacterial RCs in such a way that the DD runs

at its optimum allowing TSM and DD to make contributions of similar magni-

tude to the nuclear polarization (Fig. 5.13).

In addition to the two polarization transfer mechanisms TSM and DD, in

samples having a long lifetime of the triplet donor (3P), as in the carotenoid-less

|αP βΦαn 〉

|αP βΦαn 〉

|αP βΦβn 〉

|βP αΦαn 〉

|βP αΦαn 〉

|βP αΦβn 〉

|βP αΦβn 〉

|αP βΦβn 〉

ΔΩs − ωI

Δωs −

Δωs +

A
2

Energy differences

Mixing terms

B

B

J, ωdd

A
2

Fig. 5.12 Energy diagram

(top) and mixing terms

(bottom) allowing for

electron–electron–nuclear

three spin mixing
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R26 mutant of RCs of Rb. sphaeroides [98, 106], a third mechanism might occur

creating nuclear polarization:

3. Differential relaxation (DR). During this mechanism, the breaking of the anti-

symmetry of the polarization in the singlet and triplet branch occurs in a

non-coherent way. The enhanced relaxation of nuclear spins in the proximity

of the highly paramagnetic donor partially cancels the nuclear polarization on

nuclei of the donor cofactors. When the 3P lifetime is comparable to or exceeds

the paramagnetically enhanced longitudinal relaxation time, net polarization

occurs due to partial extinction of nuclear polarization of the triplet state of

the radical pair [110]. This extinction of polarization also leads to a significant

enhanced recovery rate of the polarization in steady-state experiments [111].

5.5 Solid-State Photo-CIDNP MAS NMR Experiments

The solid-state photo-CIDNP effect opens the possibility for an efficient method to

analyze the electronic structures of cofactors in RC proteins of different photosyn-

thetic organisms. As an analytical tool to study structure and function of different

RCs in various photosynthetic organisms, solid-state photo-CIDNP MAS NMR has

been developed into a fully fledged analytical method [112]. Combination with

selective isotope labeling adds further to selectivity and sensitivity. The new

developments of this technique as two-dimensional photo-CIDNP MAS NMR

Fig. 5.13 Dependence of the DD mechanism of the solid-state photo-CIDNP effect on the

lifetime of the radical pair. Reproduced with permission from Matysik et al. [100]. Copyright

(2009) Springer
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and nanosecond flash photo-CIDNP MAS NMR allows for exploring not only the

aromatic cofactors but also their surroundings as the protein pocket. Here we

provide an overview about the photosynthetic systems studies so far.

5.5.1 Rhodobacter sphaeroides WT and R26

Although RCs of Rb. sphaeroides WT are well-studied systems, two central

functional aspects are still under debate [1, 2, 113]: (1) While the cofactor arrange-

ment is highly symmetric, the electron transfer occurs selectively into one of the

two branches (see Chap. 9). (2) The quantum yield for light-induced long range

electron transfer is close to unity and it is not clear what makes natural photosyn-

thetic systems so exceptionally efficient.

The asymmetry of the special pair P in its cationic state has been investigated by

experimental techniques like EPR, ENDOR, TRIPLE, and photo-CIDNP MAS

NMR. These studies show that a greater electron density is located on cofactor PL
than in PM [52, 114]. This asymmetry has been attributed to either the different

structure of two BChls in PL and PM or due to the effect of environment around the

special pair [115]. This asymmetry might be interpreted in terms of differences in

orbital factors which lead to more efficient orbital overlap in the active branch.

Since theoretical calculations on the isolated special pair excellently reproduce the

experimental data, we conclude that the electronic properties of the special pair are

determined by internal factors, and the role of the protein is limited to stabilize

these properties of the special pair [103].

Photo-CIDNP MAS NMR also allows for the ground-state electronic properties of

the neutral state to be explored by comparing chemical shift values. The data show very

significant chemical shift differences between the cofactors of the special pair

[103, 116]. The data demonstrate that PL contains more ground-state density than PM
which is in particular concentrated in the overlap region of PL and PM. Although both

the electron spin density in the cation state and the electrondensity in the neutral ground

state refer to the same molecular orbital, the HOMO, the appearance of the patterns is

rather different. In particular, the central part of the special pair, the overlapping area of

the two cofactors, which contains especially high amount of ground-state electron

density, is emptied in the radical cation. That observation suggests that electric

polarization effects of the matrix stabilize the radical cation and thus prevent electron

back-transfer during charge separation [103]. In contrast to the asymmetric electron

density distribution in the ground state and the radical cation state, it is very symmetric

in the donor triplet state [106], suggesting that the LUMO is mainly on PM.

There are several lines of evidence from photo-CIDNP MAS NMR, for example

the linewidths of the signals, that the special pair is very rigid and highly ordered

[105, 106, 116]. Comparing chemical shifts of the special pair from dark MAS

NMR and photo-CIDNP MAS NMR, no light-induced change is revealed [116].

Hence, it appears that well-designed internal coordinates, which are well

maintained and stabilized by the matrix, control the properties of the special pair.
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5.5.2 Other Bacteria

Also RCs of other photosynthetic bacteria have been studied. Those, for which

isolated RC are not available, were studied directly in membranes or whole cells. In

the RC of Rps. acidophila, the solid-state photo-CIDNP effect was observed in 13C

labeled LH1-RC complexes [117]. The light induced 13C MAS NMR signals in

aromatic region of the spectrum show emissive peaks very similar to those obtained

in Rb. sphaeroides WT RC. Both of them have similar distribution of electron spin

density in the radical pair state.

An emissive light-induced spectrum, detected by 13C MAS NMR, was also

observed in purified Fenna-Matthews-Olson (FMO) RC particles of Chlorobium
(C.) tepidum [118]. This green sulfur bacterium is an anoxygenic photosynthetic

organism with the type I RCs and with the Fe-S clusters acting as terminal electron

acceptor. The photo-CIDNP MAS NMR spectrum of this organism is comparable

to that in Rb. sphaeroides WT RCs.

Another bacterium in which the solid-state photo-CIDNP effect has been observed

is Heliobacillus (Hb.) mobilis [119]. This heliobacterium is characterized by the

presence of a unique BChl-g pigment that acts as an antenna and as the primary

donor in the electron transfer chain. The RC of Hb. mobilis belongs to type-I RCs

which possesses Fe-S clusters as terminal electron acceptors. The cell samples can be

prepared in an anoxygenic brown and in an oxygenic green form. The color change is

due to oxygenation of BChl g to Chl a. Photo-CIDNP MAS NMR has shown that

this primary donor, a symmetric dimer and the acceptors of the two active branches

remain unchanged while the accessory cofactors undergo the transformation [99].

5.5.3 Photosystems of Plants

In plants and algae, photosynthesis is driven by two coupled photosystems, PSI and

PSII. While PSI is a strong reductant, PSII is a very powerful oxidant. The 13C

photo-CIDNP MAS NMR spectra of the two plant photosystems indeed are well

distinguished in their sign patterns. In PSI preparations of PSI-110 particles all

signals are emissive [120]. On the other hand, the spectrum of a D1D2-preparation

of PSII appears to have a sign pattern similar to R26 (Fig. 5.14) [121, 122],

suggesting occurrence of the DR mechanism and absence of carotenoids close to

the donor. In PSI spectrum, all signals can be assigned to a single undisturbed Chl

a cofactor or a symmetric pair of Chl a cofactors. The PSII spectrum shows a

monomeric Chl a showing, compared to an isolated Chl a molecule in organic

solution, an inversion in its electron spin density. Additional signals suggest an

involvement of the axial histidine [101].
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5.6 Possible Functional Relevance of Nuclear

Spin-Hyperpolarization

Presently, photochemically induced spin dynamics in radical pairs in blue-light

photoreceptors is expected to play a prominent role in animal navigation in the earth’s

magnetic field [123–128]. The question whether photosynthesis also might be

influenced by magnetic fields arises. It has already been proposed, esp. by Thurnauer,

that spin-correlated radical pairs are a hallmark of efficient electron transfer [129–132].

Indeed, various and complex magnetic field effects are documented on plant growth

[133, 134]. As we have seen, photosynthetic ET is linked to spin transport and

electron and nuclear spin hyperpolarization. The TSM theory predicts that photosyn-

thetic systems also produce high nuclear spin-hyperpolarization at earth’s magnetic

field conditions [135].

There are two hints that photo-CIDNP might play a role in the functioning of RCs:

1. All RCs investigated, although from very different branches of the evolutionary

tree show the solid-state photo-CIDNP effect implying that the effect is corre-

lated to functional relevance [98]. Efficiency of electron transfer and the general

observability of the solid-state photo-CIDNP effect have indeed one common

feature: the short lifetime of the radical-pair, which reflects an optimized reac-

tion channel avoiding side-reactions as well as which leads to broadening of the

excitation field curve of the effect [136] Since most of the systems other than

Fig. 5.14 13C photo-CIDNP MAS NMR spectra of (a) PSI and (b) PSII at a magnetic field

of 9.4 T and a MAS frequency of 9.0 kHz. Reproduced with permission from Diller

et al. [122]. Copyright (2005) Springer
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natural photosynthetic RCs forming light-induce radical pairs have longer rad-

ical pair lifetimes, the observation of the effect is more difficult.

2. It appears that the ratio of radical-pair lifetimes of radical pairs in the singlet and

in the triplet state in RCs of Rb. sphaeroides is optimized to produce maximum

nuclear polarization (Fig. 5.13) [104]. That might suggest that nuclear hyperpo-

larization plays an active role in optimizing the efficiency of photosynthetic

ET. Here the question whether the high spin-order might be related to function

rises. Could it be that efficient ET also relies on nuclear spin order?

Now we shortly want to introduce three ideas how one could imagine that high

nuclear spin-order produced in photosynthetic charge separation might improve the

efficiency of ET:

1. Spin catalysis by observer spin. A third radical interacting with a radical pair is

called “observer spin.” If the radical pair is spin-polarized, the observer spin obtains

polarization from the radical pair. On the other hand, the observer spinmight act as

spin catalyst in radical pair processes [137]. One might consider the strongly

coupled nuclear spin pool of the RC protein as such observer spin receiving

hyperpolarization from the radical pair and directing the electron transfer process.

2. Coupling of spins, charges and heat by the Onsager equation. During the

photochemical event, the protein is not in equilibrium and energy is dissipating

and charges and spins are moving. According to non-equilibrium thermodynam-

ics these currents are not independent but coupled. To that end, the Onsager

equation provides a mathematical tool to describe these couplings [138]. Such a

non-equilibrium treatment might allow for directionality for the ET process.

3. Organic magnetoresistance effect (OMAR) as a dynamic spin-valve. An analogue

to the giant magnetoresistance effect, in which ordered electron spins affect the

transport of electrons through the semiconductor, inwhich nuclear spins control the

ET in organic semiconductors has been discovered byWohlgenannt and coworkers

in 2004 [139–142]. One could imagine that in proteins, highly organized nuclear

spins, for example a proton pool, could take over such function.

Hence, in non-equilibrium thermodynamics order is created spontaneously.

In photosynthesis, the first order is due to charge and spin separation. To what

extent these processes interrelate will require further studies.
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15. Möbius K, Lubitz W, Savietsky A. Photo-induced electron spin polarization in chemical and

biological reactions: probing structure and dynamics of transient intermediates by

multifrequency EPR spectroscopy. Appl Magn Reson. 2011;41(2–4):113–43.

16. Closs GL, Forbes MDE, Norris JR. Spin-polarized electron paramagnetic resonance spectra

of radical pairs in micelles: observation of electron spin-spin interaction. J Phys Chem.

1987;91(13):3592–9.

17. Buckley CD, Hunter DA, Hore PJ, McLauchlan KA. Electron spin resonance of spin-

correlated radical pairs. Chem Phys Lett. 1987;135(3):307–12.

18. Hore PJ, Hunter DA, McKie CD, Hoff AJ. Electron paramagnetic resonance of spin-

correlated radical pairs in photosynthetic reactions. Chem Phys Lett. 1987;137(6):495–500.

19. McLauchlan KA, Steiner UE. The spin-correlated radical pair as a reaction intermediate. Mol

Phys. 1991;73(2):241–63.

20. Kaptein R, Oosterhoff JL. Chemically induced dynamic nuclear polarization II (Relation with

anomalous ESR spectra). Chem Phys Lett. 1969;4(4):195–7.

21. Closs GL. Mechanism explaining nuclear spin polarizations in radical combination reactions.

J Am Chem Soc. 1969;91(16):4552–4.

22. Brocklehurst B. Formation of excited states by recombining organic ions. Nature. 1969;221

(5184):921–3.

23. Schweiger A, Jeschke G. Principles of pulse electron paramagnetic resonance. New York:

Oxford University Press; 2001.

24. Turro NJ, Weed GC. Micellar systems as supercages for reactions of geminate radical pairs.

Magnetic effects. J Am Chem Soc. 1983;105(7):1861–8.

25. Atkins PW, Evans GT. Chemically induced electron spin polarization: the rotating triplet

model. Chem Phys Lett. 1974;25(1):108–10.
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Chapter 6

Energy Changes in Photosynthetic Electron

Transport: Probing Photosynthesis

by Pulsed Photoacoustics

David Mauzerall and Steven P. Mielke

Abstract Pulsed photoacoustics (PPA) is the ideal method for determining the

thermodynamics and energy-storage (E-S) efficiency of photosynthesis. In particu-

lar it is applicable to whole cells, and so allows direct study of in vivo energy storage

by PSI and PSII, avoiding artifacts resulting from damage to isolated photosystems

and disruption of linear electron flow. It is the in vivo efficiency that ultimately limits

energy storage at limiting light intensities. In this chapter, after discussing advan-

tages of separating the enthalpic and entropic contributions to free energy changes of

photochemistry, we describe PPA methodology in detail, and discuss information

available from the enthalpies it provides. To illustrate the use of PPA to obtain E-S

efficiencies in vivo, we then describe a comprehensive study of cyanobacterial

whole cells in the far-red spectral region. This study has resulted in the clear

differentiation of the contributions of PSI and PSII to the observed efficiency; the

first identification of the trap energies of both systems directly from enthalpy

measurements; and quantification of the thermodynamically required decay in

storage for excitations below these energies. This unique and elegant biophysical

method can additionally provide such key information as volume changes resulting

from electron transfer, optical cross sections, quantum yields, and turnover times.
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Abbreviations

Am Acaryochloris marina
Chl Chlorophyll

E-S Energy-storage

PA Photoacoustics

PPA Pulsed photoacoustics

PSI Photosystem I

PSII Photosystem II

Sl Synechococcus leopoliensis

6.1 Introduction

Full understanding of a process requires knowledge of both its thermodynamics and

its kinetics. Extensive spectroscopic investigations have led to good knowledge of

the intermediates and kinetics of photosystem I (PSI) and photosystem II (PSII) (see

Chaps. 8 and 10 of this volume). Further, the successful determination of the

structure of reaction centers and antenna proteins (see Chaps. 1 and 11 of this

volume) has added much to our understanding of electron transport in both photo-

systems. However, knowledge of the thermodynamics of this process is far less

advanced.

Since the early photosynthetic reactions are electron-transfer processes, focus

has been placed on the redox potentials of the intermediates. As discussed below,

values of these potentials are not known at all well. There are two principal reasons

for wishing to know redox potentials of the electron-transport cofactors more

accurately. One is the far greater understanding obtained by separating the free

energy change into its bonding (enthalpic) and structural (entropic) components.

Aside from the concentration term, the latter is small in many chemical reactions at

normal temperature, ~300 K. However, in structured environments such as proteins

in the particular solvent, water, the contribution of entropy can be the determining

factor. (This is exemplified by protein denaturation, where the massive configura-

tion entropy determines the irreversible thermal reaction.) From the viewpoint of

statistical mechanics, a further breakdown of the free energy into the change in heat

capacity at each reaction step is the most useful. Unfortunately, we are still quite a

ways from the precise measurements required for such detailed knowledge of the

intermediates. Nevertheless, knowledge of the enthalpy and entropy from accurate

thermodynamic measurements provides important insights into the processes

involved in electron transfer.

The second reason to accurately know the thermodynamics of electron transfer is

that it provides information on the efficiency. In the context of photosynthesis, the

word “efficiency” is used with several different meanings [1, 2]. It often refers to

the “solar-energy conversion efficiency,” or that fraction of incident solar energy

that is absorbed by the system and ultimately stored in chemical form [1, 3]. This is
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a small and variable number. It is variable because incident photon flux densities

are affected by the diurnal cycle, changes in cloud cover, physical differences

among local environments, etc. It is small because about half the solar spectrum

is in the infrared region, and therefore not used in photosynthesis. Moreover, for

absorbed shorter wavelength photons that are used, all energy exceeding that of the

reaction center traps is rapidly degraded to heat. (This fast degradation of surplus

energy is a characteristic of all photon-driven systems, including photocells.

Photothermal devices maximize this effect by converting all the photon energy to

heat.) Thus, only a small fraction of incident solar energy is captured and converted

by the reaction centers—perhaps 1 or 2 % in higher plants under typical

conditions [4].

This chapter focuses on the “energy-storage efficiency,” εES, or that fraction of

the absorbed energy that is converted and stored. This quantity is a function of time,

reaching a minimum when the final products of photosynthesis are reached. Our

primary subject is the determination of εES from enthalpies obtained using pulsed

photoacoustics (PPA). PPA is unique among biophysical methods of photosynthe-

sis research in that, rather than providing spectroscopic or kinetic information from

which the details of photochemistry must be inferred, it measures changes in energy
(enthalpy) resulting from electron-transfer reactions, directly providing detailed

thermodynamic and other basic information that is difficult to obtain by other

means. Examples include changes in volume and entropy [5–7], turnover times

and quantum yields [7, 8], optical cross sections and energy-storage efficiencies [8],

and, from the latter, trap energies and spectral dependence of uphill energy

transfer [9].

In Sect. 6.2, we discuss what is currently known of the free energies of electron

transport. Biophysical methods of measuring the enthalpy are discussed in

Sect. 6.2.1, and what can be learned from knowledge of enthalpy and entropy

changes is discussed in Sect. 6.2.2. In Sect. 6.3, we concentrate on PPA—one of

only a few available methods for directly obtaining the enthalpy—emphasizing

accurate in vivo measurements that allow determination of the millisecond time

scale εES and other key photosynthetic quantities. PPA methodology and what can

be learned by this method are discussed in Sect. 6.3.1. An example of determining

several useful parameters of photosynthesis in the Chl d-utilizing organism

Acaryochloris marina, as well as in the Chl a species Synechococcus leopoliensis,
is given in Sect. 6.3.2. Finally, in Sect. 6.4, we offer some concluding remarks.

6.2 Decomposition of Free Energy into Enthalpy

and Entropy

The redox potentials (free energies, ΔG) of the steps in the PSI and PSII electron-

transfer pathways are in general not very accurately known, because of the

limitations of methodology and variability of the preparations. We previously
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concluded that for PSI the potentials are known only to within �0.05 V (eV) [10].

The uncertainties arise primarily because of mismatch of time scales—minutes for

measurements (typically standard-state redox titrations) and less than microseconds

for the actual reactions. This mismatch opens the possibility that equilibrium

measurements do not accurately capture non-equilibrium in vivo processes. In

addition, the measurements allow only one of the pair of products to be measured.

The range of values observed for the intermediates allows a compromise between

maximizing the energy-use efficiency and preserving adequate forward electron

flow to products. In vivo measurements of ΔG are preferable to in vitro measure-

ments, but, when possible, require more difficult methods.

The Gibbs free energy is given by the well-known expression

ΔG ¼ ΔH � TΔS, ð6:1Þ

where T is the absolute temperature and ΔG, ΔH, and ΔS are changes in free

energy, enthalpy, and entropy for reactions in a closed system at constant pressure.

Given Eq. (6.1) (and that entropy meters are hard to come by!), a simple method for

determining the change in entropy is to measure ΔH, and then calculate ΔS by

difference with ΔG. The justification for treating the measured values as standard-

state values is given in [11]. Before discussing specific methods for obtaining ΔH,
we make the following comments:

1. The photosynthetic system is obviously “open”; that is, energy flows into and out

of the system throughout the sequence of reaction steps. Yet we are treating it as

a closed system at equilibrium. This is a fair approximation for light intensities

well below saturation or for single-turnover flashes, where only one electron per

unit is being transferred. The electron flow will lead to a potential drop across the

organized system, the components of which span a biological membrane in their

in vivo state. For liposomal or in vivo systems, the resulting transmembrane

potential must be included in the estimated potential. More importantly, there is

the question of whether the “completely relaxed” (equilibrium) state of the

protein is achieved between each electron-transfer step. If equilibrium is

reached, then all is well. If not, then a new state must be defined. Since the

thermalization time of small molecules in condensed phases is very fast, any step

that lasts beyond a few picoseconds can be defined as a “thermal equilibrium”

state; however, if it is not the completely relaxed state, as in reactions with

proteins, then it must be carefully distinguished from the true equilibrium state

[12–16]. At the moment this issue is not resolved.

2. It is important to remember that it is changes of the thermodynamic parameters

that are relevant, and that these changes are a function of temperature, pH, ionic

strengths, and, unfortunately, the preparation from which they are obtained. This

is another reason why in vivo measurements are particularly useful (Sect. 6.3.1).

3. All the thermodynamic parameters in Eq. (6.1) can be related to changes in heat

capacity, ΔCP. Unfortunately, the time resolution of current heat capacity

measurements is insufficient for the transient intermediates under discussion;

thus, obtaining the corresponding parameters from their relationship to ΔCP is

not yet feasible.
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6.2.1 Methods of Measuring Enthalpy

Indirect method. The temperature dependence of the yield of delayed light from

previously excited reaction centers of R. sphaeroides has been used by Arata and

Parson [17] to estimate the enthalpy of the charge-separation reaction. The basic

assumption is that the ion pair is in equilibrium with the singlet excited state.

However, there are many other states involved, such as triplets, and the detailed

kinetics are always observed to be rather complex. This approach has been criti-

cized on these grounds by Brettel [18] and by McMahon et al. [19].

Direct methods: Photoacoustics. The only available methods for directly mea-

suring the heat evolved (ΔH ) in photochemical processes are photoacoustics

(PA) and the related thermal deflection [20] and transient grating [21] methods.

Here we concentrate on PA, since it is the method with which we have experience,

and with which most of the information on photosynthetic systems has been

obtained. PA methodology is well described in the literature [22–28]; therefore,

in the following section we focus on pulsed photoacoustics (PPA), emphasizing

in vivo methods for obtaining the enthalpy—and thereby the energy-storage

efficiency—of oxygenic photosynthesis on the millisecond time scale.

6.2.2 Information from Enthalpy and Entropy

As stated in Sect. 6.1, the ΔH and TΔS terms in Eq. (6.1) define the basic driving

force of the reaction. If ΔH is larger, the driving force is bonding. If TΔS is larger, it
is the number of states, or the occupation of low-frequency modes, i.e., structural

changes from weak intermolecular interactions. For simple chemical reactions, ΔH
usually predominates. However, for reactions in the complex solvent, water, or

those involving proteins, with their many conformational and ionization states, TΔS
can compete with or even exceed enthalpic contributions toΔG. Comparison ofΔG
and ΔH therefore immediately distinguishes simple and complex reactions.

If ΔG�ΔH then TΔS� 0, and there is little structural change in the system. If

ΔG 6¼ΔH, then the reaction may be complex, possibly involving significant struc-

tural change.

Reactions with small ΔG are often considered to be trivial: nothing much

happens, one is near equilibrium. However, if in this case one finds a large ΔH
(of either sign) then there must be a corresponding large TΔS of the same sign. Thus

the small observedΔGmay hide large bonding and structural changes that would be

missed without this additional information. An example of this is the A1
�-to-FA/B

reaction in PSI [29].

In the next section, we discuss PPA and its application to obtain key information

on in vivo photosynthesis from direct knowledge of the thermodynamics of

photochemistry.
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6.3 Pulsed Photoacoustics (PPA) and Photosynthesis

Pulsed PAmethods and photosynthesis seem almost to be tailor-made for each other.

The typical photosynthetic unit has a very large antenna, consisting of hundreds of

photon-collecting molecules that funnel energy to the much smaller reaction center,

where photochemistry takes place. Thus the system is easily saturated—i.e.,

maximally excited with minimal continuous light—and its absorption does not

change upon excitation. These intrinsic properties allow the sample used in a PPA

measurement to be its own reference [7, 22]. Specifically, PPA requires measuring

the total amount of incident pulse energy absorbed by the sample. This can always be

done by replacing the sample with a reference that has the same pulsed light

absorption, but degrades all the absorbed energy to heat within the resolving time

of the apparatus. Photosynthetic samples with the abovementioned properties do just

this by themselves when saturated by continuous light in combination with the

actinic flashes. A reference is thereby provided without the need for even touching

the sample—clearly ideal from an experimental point of view. Isolated reaction

centers, or systemswith less than a dozen or so antennamolecules, require a separate

reference.

We now present an overview of PPA methodology (Sect. 6.3.1) and discuss

what can be learned from its application, emphasizing information provided by the

energy-storage (E-S) efficiency, εES. We then describe a study in which PPA was

used to obtain the trap energies and efficiencies of both a common Chl a cyanobac-

terium and the unique Chl d species, A. marina (Sect. 6.3.2).

6.3.1 PPA Methodology

In PPA, a short (ns–μs) pulse of light shaped as a sheet is directed onto a simple

cuvette [30] or a uniform beam into a front-face cell [31] containing a photoactive

sample. Following illumination, heat dissipated by the sample generates in the

suspending medium a plane sound wave that is detected by a piezoelectric film in a

hydrophone (liquid medium) or by a microphone in the air surrounding the sample

(air medium). The time scale of measurement is determined by the thickness of the

sample, the medium-dependent speed of sound, and the dimensions of the PA cell.

Liquid-phase PPA probes 10 ns to 10 μs processes, and air-coupled PPA 100 μs
to 100 ms processes.

6.3.1.1 Light Pulses

The required duration of the light pulse depends on the chosen time resolution

of the measurement. To measure the complete electron-transfer path of photo-

synthesis, a few millisecond pulse from a flash lamp is adequate. However, much
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more information is available if a spectrally well-defined, shorter duration pulse is

used. A Nd:YAG-pumped OPO system is ideal, as the pulse time is a few nanosec-

onds, and wavelength resolution can be<1 nm (i.e.,<0.002 eV). Difficulties with

this system include its instability and delicacy of alignment; one can easily spend

more time tuning the YAG and aligning the OPO than running the experiment.

This problem is now being solved by the availability of pulsed diode lasers

with resolution near 1 nm. Obtaining a few μJ pulse in ~10 μs with these lasers

requires an output of �1 W. Their ease of operation is far superior to that of

theYAG-OPO system.However, pulsed diode lasers are currentlymonochromatic,

and thus a new “head” is needed for each experimental wavelength. As the cost

of these lasers decreases, multiple-wavelength units will likely become increas-

ingly available.

6.3.1.2 Fast Hydrophone: Liquid-Phase PPA

In fast time-scale PPA, a liquid sample is placed in a front-face PA cell [31] in

which the detector is a hydrophone, consisting of a piezoelectric film following a

highly reflective mirror at the rear of the cell (Fig. 6.1a). This construction doubles

the light path length and isolates the piezo film from the light pulse. The delay of a

few μs determined by the speed of sound within the thick mirror usefully isolates

electrical artifacts from the pulsed laser or flash lamp. Use of a front-face cell or a

light sheet in a simple cuvette ensures a plane acoustic wave and linearity of

measurements, which allows deconvolution of the signal and isolation of time-

dependent components. The liquid-phase apparatus is highly sensitive and

thermostated to accommodate controlled changes in temperature, allowing separa-

tion of enthalpic and inherent contributions to observed volume changes [17] (see

next section).

Photochemistry-Induced Volume Changes

In PPA, the pressure wave following the light pulse is produced by the volume

change (ΔV ) of the system, and is therefore proportional to dV/dt. In fast PPA, ΔV
has two sources. One is the thermal expansion caused by the heat flux, or ΔH of

photochemistry. The other is the volume change inherent to the reactions them-

selves—notably, in photosynthetic primary reactions, the shrinkage caused by

electrostriction on charge separation [17, 32]. By taking advantage of the unique

physical properties of water, liquid-phase PPA allows separation of the two com-

ponents of ΔV. At the temperature of its maximum density (�4 �C), the thermal

expansivity (α) of water is zero, so only inherent volume changes are observed.

Assuming that inherent contributions to the total ΔV are constant over a small

(�20 �C) temperature range, additional measurements within this range allow the

thermal contributions to be easily obtained from the observed total. To optimize

signal-to-noise, one averages many signals following weak flashes and plots the
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data—corrected for any changes in compressibility—versus the thermal expansiv-

ity of the particular medium used. By normalizing to the reference, the slope of the

resulting line is ΔH/Ehν, and the intercept is ΔV/α�Ehν. Details and possible

sources of error are discussed in [7, 33].

Knowledge of inherent volume changes can provide important information on

the underlying photochemistry. For example, our analysis of electrostriction

in bacterial reaction centers using the Drude equation allows an estimation

of the dielectric constant of the surrounding protein [34]. Other sources of

inherent volume change include conformational changes that create or destroy

internal space in the protein. An example of this is seen in the photocycle of

bacteriorhodopsin, where such changes make a positive (expansive) contribution

to ΔV [35].

Fig. 6.1 Fast and slow PPA experimental setups. (a) Setup for ns–μs (solution) PPA. Nd:YAG
pulsed laser source, OPO optical parametric oscillator, BS beam splitter, L lens, PD-Trig (pulsed)

diode trigger. Elements of the thermostated hydrophone cell described in the text (Sect. 6.3.1.2) are

indicated. (b) Setup for millisecond (air) PPA. M mirror, S shutter, F filters, JM joulemeter, Lamp/
DC Power continuous (saturating) light source. Elements of the microphone cell described in the text

(Sect. 6.3.1.3) are indicated. The photograph shows the PA cell used in the experiments described in

Sect. 6.3.2.1. The cell is suspended by a viscoelastic medium (rubber bands in the setup shown),

which absorb external vibrations at least as effectively as costly isolation tables. The black end piece

of the optical guide from the saturating lamp is visible at top center. A sample consisting ofA. marina
whole cells onMillipore filter paper is also visible (green circle). Measurements of whole cells using

this setup provide the enthalpy of in vivo reactions yielding millisecond time-scale products
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Fast PPA In Vivo

Since so much is now known of the kinetics of PSI and PSII, one can use whole

cells and PA to determine not only the energetics of “total” photosynthesis but also

that of its individual steps. The enormous advantage is that the information is of the

interacting photosystems in their natural context, without disruption or addition of

deleterious reagents.

The use of intact cells with liquid-phase PPA requires a correction for their

internal medium [5]. Depending on the size of the cell, the prompt thermal

expansion differs from that of the surrounding water, so two further measurements

are required. The time resolution depends on the thickness of the wave-forming

volume; it is about 1 μs for a 1 mm thickness. However, data deconvolution

procedures allow measurement at 10 % of this resolution [25], and have enabled

us to resolve, for instance, the 10 ns formation of the triplet state from B860 cation–

Bacteriopheophytin anion in quinone-less bacterial reaction centers in a 0.1 mm

cell [Edens and Mauzerall, unpublished]. We have determined that the same signal

is obtained from light-saturated photosynthetic cells as from a reference material

[7]; thus, samples used for fast PPA measurements in vivo can be used as their own

reference, as described above.

The long time-range for in vivo liquid-state experiments is limited to about

10 μs, because of the aforementioned proportionality between the acoustic signal

and dV/dt; for a given ΔV, a microvolt signal in 1 μs becomes a nanovolt signal

in 1 ms. In addition, reflections from any air boundaries in a reasonably sized

apparatus lead to a confused signal within a few tens of μs.

6.3.1.3 Slow Microphone: Air PPA

Air PPA employs a simple plexiglass cell where samples are placed in an airtight

receptacle, and photoacoustic waves are channeled to a microphone embedded in

the cell wall [36] (see Fig. 6.1). The loss of sensitivity on the slower time scale is

compensated by the much larger thermal expansivity of air. But this adds the

complication of thermal diffusivity in the sample, and thus a depth-dependent

signal. Therefore, use of thin samples—such as a leaf, or cells deposited on a thin

substrate—is ideal. One can then measure photochemistry of the entire sample in

the 10–100 ms time available to commercial microphones. The time resolution

can be as high as �50 μs [36]. Only heat changes are measured since the large

thermal expansivity of air overwhelms the small inherent volume changes. An

advantage of ms-time scale PA is that it provides information on complete

photosynthesis, at least from oxygen to further than ferrodoxin. Since the detec-

tors are essentially noisy capacitors, a high-impedance FET input amplifier is

best. Some air microphones have a built-in FET, allowing the output to be used

directly. With low-energy light pulses, essential for obtaining the maximum

efficiency of photosynthetic systems (Sect. 6.3.2), averaging of the signal is

required. The pulse rate must be checked to ensure that it is not too large a
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fraction of the turnover time of the system; however, for very-low-energy light

pulses this is less of a problem, because the time required for saturation increases

as the fraction of excitation decreases.

This method can be used for in vivo measurements in the 10 ms range. It is

principally sensitive to surface effects and thus is ideal for leaves, either real or

synthetic. Synthetic leaves consisting of whole-cell cultures affixed to Millipore

filter paper have been used to obtain energy-storage efficiencies for the alga

Chlorella vulgaris [37], and the cyanobacteria Synechococcus sp. PCC 7002 [8]

and A. marina [9, 38] (Sect. 6.3.2.1).

We have developed a robust PA cell that measures the pressure change directly

and is useful in the 50 μs-to-1 s time range [39, 40]. This cell has been used to obtain

the enthalpy and volume changes of intermediates in the photocycle of bacterio-

rhodopsin [35]. Arata and Parson [17] used a capacitor cell to make similar

measurements, but their results could not be repeated, most likely because the

cell was highly sensitive to vibration and electrical interference.

6.3.2 An Example of the Application of PPA: Determination
of the Maximal Energy Yield and Trap Energies
of Photosynthesis

The determination of the quantum yield or the quantum requirement of photochem-

istry was a major hurdle on the path to understanding photosynthesis [41].

The formidable problem was, and still is, the determination of the absolute light

absorption by the heavily light-scattering sample. Photoacoustics bypasses this

problem by directly determining the light absorbed, and only the light absorbed,

by the system. The effect of light scattering is only to reduce and homogenize the

incident light intensity. As long as it is the same for the dark measurement (sample

is in the dark) and the reference light measurement (sample is saturated by contin-

uous light), the scattered light is irrelevant.

Photoacoustics determines the energy efficiency, not the quantum efficiency. If

the enthalpies of the products of the photosynthetic system are known, a given

efficiency is easily converted to the other. However, there are two significant

advantages to the photoacoustic method. First, one determines all the energy stored
in the system up to the time of measurement. Thus, in addition to the energy stored

in products of photochemistry, that stored in proton gradients and protein confor-

mational changes is measured. In principle, even the formation of ATP can be

measured by PA; detection of the pressure wave would be difficult in this case

because of the slowness of the reaction, but is likely achievable with the aforemen-

tioned pressure cell, which measures into the many-second time range [39, 40]. By

contrast, quantum yield experiments measure energy stored in a specific product,

such as oxygen or “fixed” carbon dioxide, and so do not capture complete

photosynthesis.
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A second advantage of PPA over quantum yield experiments is that it has

already achieved an accuracy of 99 % [9, 38]. The accuracy of quantum yield

measurements is typically no higher than 95 % [42–44]. As discussed in

Sect. 6.3.2.1, the combination of accuracy and ability to employ many well-defined

excitation wavelengths has allowed PPA measurements of energy-storage effi-

ciencies in vivo that provide unprecedented additional information, including the

trap energies and specific efficiencies of PSI and PSII directly from energy

measurements [9].

The E-S efficiency at chosen pulse energy and wavelength, εES, is defined as that
fraction of the absorbed energy that is stored by the sample on the time scale of the

PPA measurement:

εES � Esto=Eabs, ð6:2Þ

whereEsto andEabs are the energy stored and absorbed. Following a pulse in the dark,

the unstored portion of Eabs is dissipated as heat (Edis), generating the acoustic wave

detected by the microphone within the PA cell. Eq. (6.2) can then be written as

εES ¼ Eabs � Edisð Þ=Eabs ¼ 1� Edis=Eabs: ð6:3Þ

When the same sample is continuously illuminated during the experiment,

Esto¼ 0 because photochemistry is saturated. Following a pulse in this case, all

the absorbed energy is dissipated by the sample (Edis¼Eabs). Thus, as noted above,

the reference energy Eabs needed to calculate εES can be obtained simply by

illuminating the sample and repeating the measurement. Moreover, because the

pressure waves are proportional to Edis, the PA signals themselves can be directly

used to calculate the efficiency:

εES ¼ 1� Edis,Dk=Edis,Lt ¼ 1� SDk=SLt, ð6:4Þ

where Edis,Dk and Edis,Lt¼Eabs are the energies dissipated from the dark (Dk) and

illuminated (Lt) sample following a laser pulse, and SDk and SLt are the amplitudes

(or integrals) of the corresponding signals from the detector (Fig. 6.2).

The observed εES at chosen wavelength decreases with increasing flash energy,

E, because the flashes themselves saturate the sample. At low (~10 μJ) energies, this
decrease is linear [8, 38], allowing the maximal or the ideal (zero-energy) E-S

efficiency, εES,max, to be obtained from a linear fit to low-Emeasurements of εES(E)
(Fig. 6.2b); that is, εES,max � limEabs!0 εES.

The wavelength dependence of εES is determined by the trapping energies of the

photosystems, Et¼ hc/λt, where the trap wavelength λt is the photon wavelength

corresponding to Et. When λ< λt, absorbed photons are degraded to Et in

subpicoseconds, with the excess energy being dissipated as heat. Then, with the

trap at Et, photochemistry ensues, with a fraction εt of Et being stored and the

remainder, corresponding to ΔH, being dissipated. Because the overall efficiency is
the stored fraction of the total absorbed energy, the εES measured by PPA is
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expected to increase linearly as λ increases to λt, and contributions to the observed

Edis from light harvesting decrease to zero. For oxygenic photosynthesis, the

observed εES is usefully complicated by the simultaneous contributions to storage

by two photosystems with differing Et [9] (see below); however, for a given system,

one can write

εES λð Þ ¼ λ=λtð Þεt: ð6:5Þ

Thus, when the pulse wavelength equals the trap wavelength (λ¼ λt), one

obtains the E-S efficiency intrinsic to the trap and specific to photochemistry, i.e.,

the trap efficiency, εt¼ εES(λt). For simplicity we are neglecting small losses by

fluorescence. The complete equations are given in [37].

When λ> λt (E<Et), excitation of the trap requires uphill energy transfer driven

by the thermal bath. In this case, the efficiency actually increases. However,

thermodynamics requires an increase of the activation energy of the uphill reaction

for increasing λ> λt, leading to an exponential slowing. Correspondingly, one

expects a drop in energy storage, and therefore in the observed efficiency.

PPA applied at well-resolved wavelengths over a sufficient range provides

the detailed spectral behavior of εES. It is therefore the ideal—if not the only—

methodology for directly identifying the crucial photosystem trap energies of which

this behavior is a consequence.

Fig. 6.2 Representative ms-timescale PPA signals, which are the time derivative of the pressure,

dP/dt, following illumination of the sample with a laser pulse (Sect. 6.3.1, 6.3.2). Sdk and Slt are the
amplitudes of averaged signals from an active, dark-adapted A. marina sample (0.8 cm2), and

the same sample under continuous saturating light, respectively. The pulse energy (E) is 6.5 μJ
and the pulse wavelength (λpulse) 700 nm. The pulse flashes the sample at 2.05 ms, and the peak of

the resulting pressure wave, Sdk or Slt, is detected by the microphone at 3.4 ms. The energy-storage

efficiency at this flash energy and wavelength, calculated from the amplitudes (Eq. 6.4), is ε¼ 34%
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6.3.2.1 Spectral Dependence of the In Vivo Energy-Storage Efficiency

in the Chl d Cyanobacterium, Acaryochloris marina

We recently reported results of PPA measurements of the ms-time scale E-S

efficiency in cyanobacterial intact cells over a 90 nm range of pulse wavelengths

[9]. As noted, the unprecedented accuracy (1 % error) and wavelength resolution

(1 nm or 0.002 eV) of these measurements, combined with the differing efficiencies

of PSI and PSII, allow unique fits of a simple model to the data, and thereby

provide the trap efficiencies and spectrally dependent fractional absorption of

the photosystems. Results include the first direct observation of the PSI and

PSII trap energies, which to date have been inferred from other information,

typically absorption difference spectra [45]. We next briefly review this effort

in order to illustrate both the application of PPA and the information it is able

to provide.

The main objective of the study reported in [9] was to obtain the in vivo,

wavelength-dependent E-S efficiency (specifically, the maximal wavelength-

dependent efficiency, εES,max(λ)) in the cyanobacterium Acaryochloris marina.
This species is the only photosynthetic organism known to utilize chlorophyll

(Chl) d as its primary photopigment [46]. In Chl d, a vinyl-to-formyl substitution

redshifts the QY absorption peak of Chl a by �40 nm (i.e., to �710 nm) in vivo,

enabling A. marina to perform oxygenic phototrophy in niche environments

enhanced in far-red/near-IR light [46–48].A.marina’s viability in these low-photon-
energy environments, and the presence of Chl d in its reaction centers [49],

indicate that Chl a—otherwise ubiquitous among oxygenic species—is not a cate-

gorical requirement of water-utilizing photosynthesis. Determining εES,max(λ) in
A. marina and comparing with that in Chl a species address the extent to which

photochemistry in the former is thermodynamically limited by its use of Chl d,
and potentially elucidate fundamental constraints on electron transfer in oxygenic

photosynthesis. This question of the “long-wavelength limit” for O2 formation

by water-utilizing photochemistry [3, 9, 38, 50] is of considerable interest to a

broad range of research areas, including basic photosynthesis, evolutionary biology,

renewable energy, and astrobiology.

PPA employing an air microphone (Sect. 6.3.1.3) was used to obtain reaction

enthalpies from A. marina whole-cell samples on a time scale of �3 ms (see

Fig. 6.2). By referencing to the enthalpies measured when the same samples were

saturated by continuous light, we obtained the in vivo E-S efficiency of photo-

chemistry from formation of oxygen to beyond formation of ferrodoxin [51].

The λ dependence of the efficiency is directly determined by the wavelengths

(exciting photon energies) of the photosystem traps, λt,I (PSI) and λt,II (PSII). If
(and only if) these have different efficiencies, they can be directly identified from

accurate measurements of εES,max at well-resolved wavelengths in the spectral

region encompassing λt;I,II. For A. marina, we determined εES,max at 5 nm intervals

from λ¼ 670 to 760 nm. By then fitting to the data a model that contains the

dependence of εES,max(λ) on the absorption of each photosystem, and also on
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the absorbed pulse wavelength relative to the trap wavelengths (Sect. 6.3.2), we

obtained the trap energy, Et, and efficiency, εt, for both photosystems. By incorpo-

rating an exponential factor to accommodate uphill energy transfer, the model also

captures observed decays in the efficiency following both λt,II and λt,I. For compar-

ison, we additionally determined εES,max(λ) at 5 nm intervals from λ¼ 670 to

725 nm in whole cells of the Chl a cyanobacterium, Synechococcus leopoliensis.
The principal conclusions of [9] include the following: (1) The efficiency in

A. marina (Am) exceeds that in S. leopoliensis (Sl) by �5 % at the respective peak

absorption wavelengths, consistent with the higher efficiency expected if Am forms

the same products as Sl from a lower energy initial state. (2) The efficiency in Am at

the trap wavelengths (32 % at 723 nm [PSII], 43 % at 740 nm [PSI]) also exceeds

that in Sl (30 % at 671 nm [PSII], 38 % at 695 nm [PSI]). These values confirm

previously reported high efficiencies of primary reactions in both photosystems,

with that of PSI exceeding that of PSII [37, 38]. The fitted values of both trap

wavelengths in Am are >40 nm longer than those in Sl; the values in both species

agree with previous spectroscopy-derived values within the error [45, 52, 53].

(3) The result λt,II¼ 723 nm in Am supports evidence that the primary electron

donor is a Chl dmonomer at the active-branch accessory site (ChlD1) [53–55]. Addi-

tionally, one finds that the contribution of phycobilins to overall energy storage by

PSI in Am is <10 % of the contribution to PSII. By contrast, the corresponding

data indicate that in Sl these pigments contribute approximately equally to storage

in both photosystems, consistent with previous results [56].

Figure 6.3 shows the spectral efficiencies (εmax(λ)) of A. marina and

S. leopoliensis reported in [9] (filled circles and open squares, respectively). The

Am dataset includes revised efficiencies between 722.5 and 735 nm (gray filled

circles), and a revised fit (thick solid curve). Figure 6.3 also shows absorbance

(Abs) spectra of Am and Sl whole-cell samples used in the efficiency measurements

(filled circles and open squares). The revised fit to the Am efficiencies incorporates a

revised fit of the underlying PSI and PSII absorption bands to the observed

absorbance spectrum (open triangles). The revised efficiency fit yields the same

values of λt,II and εt,II obtained from the fit reported in [9] (dashed curved in

Fig. 6.3)—i.e., λt,II = 723 nm, εt,II = 0.32—and the slightly revised values λt,I
= 737 nm, and εt,I = 0.46, with comparable uncertainties (<	 5 %) and a slightly

smaller overall root-mean-square error— 1.0 % vs. 1.3 %. For a detailed description

of the efficiency model and fitting procedure, see the appendix in [9].

In addition to illustrating the utility of PPA, these results establish that energy

storage via water-utilizing photosynthesis in A. marina is not thermodynamically

limited by its use of far-red (to �750 nm) photons to initiate the primary reactions,

indicating that oxygenic phototrophy is likely viable in even redder light environ-

ments. The significance of this is far reaching. For example, in the context of

renewable energy research, it means that A. marina has adapted photochemistry

in a way that has allowed it to significantly increase the solar-energy conversion

efficiency [3] (Sect. 6.1) and simultaneously preserve the energy-storage efficiency

[38]. Further study will therefore potentially inform efforts leading to optimally

efficient, water-utilizing solar fuel technologies.
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6.4 Conclusions

Pulsed photoacoustics is the ideal experimental method for probing the thermody-

namics of photosynthesis over an extended time scale. It is one of only a few related

methods able to directly measure energy changes in electron-transport processes,

and is arguably the most elegant, accurately resolving photochemical enthalpy and

volume changes simply by detecting the resulting acoustic wave using a

microphone.
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Fig. 6.3 Spectral dependence of the maximum energy-storage efficiency, εES,max(λ), in A. marina
(black and gray filled circles) and S. leopoliensis (open squares) (see Sect. 6.3.2.1). Gray circles

update the Am data reported in [9]. The error bar at each experimental wavelength, λ, is the rms

deviation of a linear fit of εES measurements versus pulse energy E to obtain εES,max (Sect. 6.3.2; the

result shown in Fig. 2 corresponds to one point in the εES vs. E dataset at λ¼ 700 nm). Thick and thin

solid curves are fits to the εmax data using the model described in Sect. 6.3.2.1 and [9], which assumes

the PSI and PSII traps, λt;I,II, define three spectral regimes of the observed efficiency, R1, R2, and R3

(indicated for A. marina at top of figure), providing the photosystem-specific trap energies and

efficiencies of the two cyanobacteria. The revised A. marina fit (RMS error = 1.0 %, 95% confidence

interval) improves on the best previously obtained fit (dashed curve; RMSE = 1.3 %) [9]. Also shown

(reproduced from Ref. [9]) are absorbance (Abs) spectra of A. marina and S. leopoliensis intact-cell
PPA samples; the A. marina absorbance fit (open triangles) corresponding to the revised efficiency

fit; and the specific, λ-dependent contributions of PSI and PSII to the modeled total efficiency

(labeled dashed and dotted curves with bounded areas shaded for clarity)
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Likewise, photosynthetic systems are an ideal subject for PPA. Their large and

efficient antennae allow for easy saturation of the sample with negligible change in

absorption, providing an internal reference and thereby a high degree of accuracy.

Samples can consist either of whole cells, providing information on in vivo photo-

synthesis, or of isolated thylakoid membranes or photosystem complexes, provid-

ing more specific information.

Because the temporal resolution of PPA is determined by the speed of sound in

the sample medium and the dimensions of the PA cell, reactions on time scales

spanning many orders of magnitude—from early photochemistry (nanoseconds) to

almost complete photosynthesis (~100 ms)—can be studied. The list of information

available is long; examples we have emphasized here include the following:

1. Details of thermodynamics to complement the much more extensive existing

knowledge of kinetics and structure: In particular, the enthalpy and volume

changes both of overall photosynthesis and of individual reaction steps in the

electron-transport chain can be determined. In the latter case, time constants can

be used to assign the measured changes to a specific, spectrally identified

reaction. Where the free energy is known, one can also obtain entropy changes,

which are of great interest because they provide insight into important but often

overlooked structural contributions to energy storage.

2. With knowledge of the enthalpy, and taking advantage of the self-calibration

possible with photosynthetic samples, the thermal (energy-storage) efficiency at

chosen pulse energy and wavelength can be determined to an accuracy of 1 %.

Linear fitting to efficiency measurements over a range of low-pulse energies

provides the maximal energy-storage efficiency of the system. Experiments

employing intact cells provide the overall efficiency in vivo. In oxygenic

systems, the differing intrinsic efficiencies of the PSI and PSII traps allow

in vivo measurements over a range of well-resolved pulse wavelengths to

provide the specific contributions of the photosystems to the observed efficiency.

This eliminates the need for difficult isolation and purification procedures;

captures the separate efficiencies of the photosystems in their natural, interactive

context; and further illustrates the incredible suitability of photosynthetic sys-

tems for investigation by PPA.

3. Importantly, obtaining the in vivo efficiency as a function of pulse wavelength

also provides the unique trap energies of the photosystems directly from energy
measurements. These are in contrast to conventional approximations of the

trap energy obtained from absorption difference spectroscopy. The spectral

dependence of the efficiency additionally provides information on energy-

transfer processes for absorbed photon energies higher or lower than those of

the traps, such as the thermodynamically limited uphill transfer of lower energy

excitations.

4. Extensive additional information available to PPA includes system turnover

times, quantum yields, optical cross sections, and, in the case of oxygenic

photosynthesis in leaves, rates and yields of O2 formation.
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Thus, pulsed photoacoustics is a unique, simple, and powerful tool for investi-

gating the thermodynamics of electron transport in photosynthetic systems.
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Part III

Separation and Stabilization of Charge



Chapter 7

Mechanism of Primary Charge Separation

in Photosynthetic Reaction Centers

Sergei Savikhin and Ryszard Jankowiak

Abstract This chapter presents a review of primary charge separation processes in

various photosynthetic reaction centers. Common motif of the known reaction

centers is briefly discussed, followed by a comprehensive overview of the charge

separation mechanisms in three major reaction center complexes for which crystal

structures have been determined: bacterial reaction center, photosystem II, and

photosystem I.

Keywords Charge separation • Electron transfer • Reaction center • Photosynthesis

• Photosystem I • Photosystem II • Bacterial reaction center
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2D-ES Two-dimensional electronic spectroscopy
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DADS Decay-associated difference spectra

DAS Decay-associated spectra

EET Excitation energy transfer

ET Electron transfer

FC Franck-Condon

FRET Förster resonance energy transfer

FWHM Full width at half maximum

HB Hole burning

PHB Photochemical hole burning

Pheo Pheophytin

PS I Photosystem I

PS II Photosystem II

RC Reaction center

SHB Spectral hole burning

WT Wild type

ZPH Zero-phonon hole

Photosynthesis is a dynamic research area directed towards detailed understanding

of the electronic structure of photosynthetic light-harvesting antennas and reaction

centers (RCs) including mechanisms of excitation energy transfer (EET) and charge

separation (CS) processes. In photosynthetic systems sunlight is captured by

antenna pigments and its energy is initially stored in the form of singlet electronic

excitations. Light-absorbing pigments in photosynthetic RCs initiate a complex

series of photo-initiated processes briefly discussed below. Due to the close prox-

imity of antenna pigments to each other this electronic excitation can be transferred

over long distances (tens of nanometers) by hopping from one pigment to another

via the Förster resonance energy transfer (FRET) mechanism (see, for example,

[1]), or, in the case of strongly coupled pigments, as the motion of excitons—which

are excitations delocalized over several pigments [2]. Over the years the concept of

excitons proved extremely useful in describing the spectroscopic properties and the

processes occurring in light-harvesting antenna complexes and various RCs.

The natural lifetime of the singlet excited states for typical pigments, such as

bacteriochlorophylls (BChls) or chlorophylls (Chls), is on the order of a few

nanoseconds [3]. Since chemical reactions in living cells occur on a much longer

time scale, the electronic energy of an excited state must be rapidly converted into a

more durable form. In the case of all photosynthetic organisms, this is accomplished

in the RCs where electronic excitation energy initiates charge transfer along several

cofactors leading to a long-living charge-separated state. Various methods of

optical spectroscopy, such as pump-probe techniques [4], spectral hole burning

(SHB) [5–7], and 2-dimensional electronic spectroscopy (2D-ES) [8], are used in

the study of the primary CS processes in RCs. These techniques can provide

information on the CS rates and mechanisms of EET processes. In this book chapter

particular attention will be devoted to the pump-probe and spectral hole burning

(SHB) methodologies. Although CS is relatively well understood in photosystem I
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(PS I) and bacterial RCs (BRCs), it is not yet clear at present whether a single

mechanism is realized in the photosystem II (PS II) RC or two electron transfer

(ET) pathways are present in isolated PS II RCs (vide infra).

7.1 Introduction

The reaction centers (RCs) are classified into two categories based on the nature of

the electron acceptors [9, 10]. The first class is Fe-S-type RCs, which utilize iron

sulfur complexes as terminal electron acceptors, and they are found in green sulfur

bacteria, heliobacteria, and the photosystem I (PS I) complex of oxygenic photo-

synthetic organisms. The second class is Q-type RCs, which use quinone type of

terminal electron acceptors and are found in purple bacteria, green filamentous

bacteria, and the photosystem II (PS II) complex of all oxygenic photosynthetic

organisms. The Fe-S-type RCs are often referred to as type I RC, while Q-type RCs

are called type II RC [11]. Note that oxygenic photosynthetic organisms—

cyanobacteria, algae, and plants—contain PS I and PS II, i.e., both types of RCs.

Fig. 7.1 The X-ray structures of reaction center complexes from (a) purple bacteria [27],

(b) photosystem II [130], and (c) photosystem I [148]. Electron transfer energy diagrams for

these three RCs are shown in panels d–e, respectively. Note that the first electron transfer step that

is ~3 ps long involves also the intermediate pigment (BA, ChlD1, or A) as is discussed in the text
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While antenna complexes found in nature vary significantly in size and organi-

zation, the RC structure is remarkably similar for all photosynthetic organisms

including bacteria, algae, and plants (Fig. 7.1). A common feature of all known RCs

is the presence of two branches of cofactors related via (pseudo)twofold symmetry.

This structural motif appears to be essential for the function of the RC, though the

functional importance of this arrangement is still debated. In all RCs the primary

electron donor is identified as a special pair of closely spaced (bacterio)chloro-

phylls ((B)Chls), denoted with a letter P that is often followed by the wavelength

corresponding to its characteristic red-most (Qy) optical absorption band. Elec-

tronic excitation energy transferred from the light-harvesting antenna or direct

excitation of the special pair by sunlight initiates the charge separation

(CS) process. As a result an electron is rapidly (<1–5 ps) transferred to the

primary electron acceptor forming a primary charge-separated state. In the case

of PS I electron transfer can occur along both branches, though in all studied

species branch A dominates in electron transfer [12, 13]. In the case of the purple

bacterial RC (BRC) and (most likely) PS II only one branch of the RC is active

[14–19], though it has been shown that in the BRC electron transfer can be

redirected along an inactive branch if certain mutations are introduced into

the RC protein [20, 21]. In the PS I RC the primary charge separation is followed

by electron transfer to the secondary electron acceptor (A1), and then through the

iron sulfur complexes Fx and FA to the terminal electron acceptor FB. The large

distance between the electron and the hole in the P+FB
� radical state makes its

lifetime sufficiently long (recombination ~50 ms [22]) so that the electron can be

picked by a small mobile protein ferredoxin. The electrons to the oxidized

special pair are provided by another mobile protein such as plastocyanin. In the

case of Q-type RC the electron from the primary electron acceptor is conse-

quently transferred to the quinone QA on the active side of the RC, and then

further to the other quinone QB located on the inactive side. The latter quinone

can accept two electrons generated consequently by two charge separation

processes along with two protons from the surrounding water, forming a quinol

(QH2), which is released into intermembrane quinol pool acting as an electron

and proton carrier.

The X-ray structures have been determined for these three major reaction center

complexes (BRC, PS II and PS I) and in the following sections we consider the

charge separation processes in these complexes in more detail.

7.2 Purple Bacterial Reaction Centers

The BRC is the simplest and most thoroughly studied complex among all RC

complexes [23–25]. Photosynthetic purple bacteria were the first organisms for

which the X-ray structure of the reaction center complex was determined [26].

The reaction center from purple bacteria consists of four BChls, two
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bacteriopheophytins (BPheo), and two quinones (QA and QB) with an iron atom

positioned between them [27]. These are arranged into two branches related

through pseudo-C2 symmetry. The two branches are coordinated by two principal

protein subunits, L and M, and cofactors in respective branches are denoted either

with subscripts L and M or, alternatively, with subscripts A and B. In the following

discussion we will use the A/B notation, with the A (L) branch being the functional

branch along which electron transfer proceeds. The two closely spaced BChls form

a special pair that serves as a primary electron donor. Once it is excited, a primary

charge separation occurs within ~2–5 ps resulting in the formation of the radical

P+H�A. The physical concepts behind light-harvesting and primary CS, and their

optical spectroscopic manifestations, have been addressed in numerous books and

reviews (see, for example, [4, 6, 23, 28–30]).

All principal electron transfer cofactors in the BRC have absorption bands that

are separated spectrally (Fig. 7.2), with the red-most absorption band in these

complexes stemming from the special pair (P in Fig. 7.1a). In the case of organisms

containing BChl a molecules, such as Rhodobacter (Rb.) sphaeroides, the special

pair Qy absorption band is between 860 and 890 nm and depends strongly on

temperature (see, for example, [24, 31]). The significant red shift of this band

with respect to monomeric BChl a is caused by strong excitonic interaction between
the two closely spaced molecules that form the special pair. The BChl a cofactors

denoted as BA and BB absorb at around 800 nm, and the BPheo molecules (HA and

HB) yield an absorption band at ~760 nm. The BChl and BPheo molecules also have

Fig. 7.2 Absorption spectrum of the reaction center complex isolated from Rb. sphaeroides
measured at 4 K. Different bands correspond to absorption of different cofactors within the

BRC as labeled. For reference, the structure of BRC is shown in the insert. Note that while

all absorption bands are broader at room temperature, they remain well separated spectrally [24]
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significant absorption bands at ~600 nm and ~540 nm, respectively, due to the Qx

transitions. In organisms containing BChl b, such as Blastochloris (Bl.) viridis, all
absorption bands are shifted to the red with the special pair absorption maximizing

at about 960 nm [32].

7.2.1 The Sequence and Dynamics of Primary
Charge Separation in BRCs

The spectral separation between the absorption bands of different cofactors in the

BRCs greatly facilitates optical studies of charge transfer processes, since the indi-

vidual chromophores can be excited and probed selectively by appropriate choice of

the light wavelength. Moreover, in contrast to PS I complexes, which contain a

significant number of antenna pigments, the isolated RC complexes from purple

bacteria (and PS II) contain only electron transfer cofactors, which further simplifies

their optical studies. The (sub)picosecond time resolution necessary to resolve the first

electron transfer steps makes ultrafast spectroscopy the most suitable technique to

monitor these processes in real time. However, hole-burning (HB) spectroscopy can

also provide lifetimes of the zero-point level of the S1(Qy) states due to EET and/or

electron transfer, as determined by the widths of zero-phonon holes (ZPH) [5, 6].

The width of the ZPH in resonant photochemical hole-burned (PHB) spectra depends

on the lifetime of the excited state, and “pure” dephasing and/or electron transfer

(ET) time. ZPHs can be fitted with a Lorentzian profile, as they reflect the homoge-

neous line width (i.e., Γhom¼ 1/2 ZPH width [6, 33]).

The ET time is obtained from Γhom using Eq. (7.1):

Γhom cm�1
� � ¼ 1

2πc

1

T1

þ 1

τET
þ 2

T�2

� �
� 1

2πcτET
ð7:1Þ

where T1 is the fluorescence lifetime; T2* is the “pure” dephasing time, which

(at T¼ 5 K) is very large in comparison to T1; c is the velocity of light in (cm s�1);
and τET is the ET time [5, 6, 34–36]. Equation (7.1) provides τET since the latter

is <<T1.
As an example of the use of SHB technique for CS time measurements, in Fig. 7.3

we present the experimental data obtained for the Zn-β-RC mutant of BRC from Rb.
sphaeroides [5, 7]. In this mutant, the native BPheo in the HA-binding site is replaced

with Zn-BChl molecule that makes this cofactor penta- and not tetra-coordinated

[31]. This mutation does not prevent the formation of the P+QA
� state, although under

identical experimental conditions a significantly larger excitonic splitting of the

dimeric P band was revealed in the Zn-RC than in the wild-type BRC. Frame a of

Fig. 7.3 shows a schematic view of Zn-BChls in the Zn-β-RC mutant, and Frame

b shows the low-temperature absorption spectrum of this mutant in the Qy
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Fig. 7.3 (a) Schematic view of Zn-BChls with five histidine (His) residues that ligate the BChl

Mg2+ in the Zn-β-RC, and one leucine (Leu) residue that is close to HB. The letters L and M refer

to the protein chains that residue belongs to. (b) Black and red curves show experimental

and calculated absorption spectra of P870 for Zn-β-RC, respectively. (c) Calculated (red) and
experimental (black) curves show the P+QA

� transient spectra of Zn-β-RC. Solid arrows refer to
laser burn frequencies (ωB). The inset shows a magnified view of the experimental (black) ZPH
obtained with ωB¼ 11 127 cm�1 (λB¼ 898.7 nm) for Zn-β-RC and its Lorentzian fit (blue).
T¼ 5 K. Reprinted with permission from [5]. Copyright (2012) American Chemical Society
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region (black curve) with the peak of the Qy band of the special pair appearing at

884 nm (at T¼ 5 K). The red curve shows the calculated absorption spectrum. The

narrow blue spikes in Frame b correspond to the extracted/inverted ZPHs

(corresponding to the ZPH-action spectrum), while its fit (the thin black Gaussian

curve) describes the site-distribution function whose full width at half maximum

(FWHM) reflects inhomogeneous broadeningΓinh [31].Measured ZPH-action spectra

indicated Γinh of ~110 cm�1 and ~130 cm�1 for Zn-RC and Zn-β-RC, respectively.
These experimentally determinedΓinh decreased the number of variables in theoretical

fits of the absorption and frequency-dependent shapes of resonant HB spectra, leading

to more reliable Huang-Rhys factors for both low-frequency phonons and a

pseudolocalized phonon, ωSP, often referred to as the special pair marker mode [7].

Frame c of Fig. 7.3 shows an example of transient HB spectra representing P+QA
�

radical pair, which were obtained for the same mutant at three different burning

wavelengths indicated by arrows. The sharp peaks correspond to the ZPHs, which

can be fitted with a Lorentzian profile reflecting a homogeneous linewidth. The

primary ET times were obtained using Eq. (7.1) and all transient spectra revealed ET

times of ~1 ps, which is similar to the rate previously measured in the WT Rb.
sphaeroides RC [37]. For details regarding theoretical description of transient HB

spectra and parameters, e.g., the HR factors (S), as well as ωSP (often referred to as

the special pair marker mode in BRCs), see [5, 6]. Here we just note that for

situations in which excitonic effects are not of interest, it is sufficient to use a simple

time-dependent expression for the hole-burned spectra that can be obtained by

assuming a single (static) line shape for an isolated state. Finally, we note that in

the BRC, the primary donor is PA and the primary ET step is from PA to an accessory

BChl a (BA). While SHB probes this primary step, it does not probe the second step

which involves BPheo (HA), or whatever is residing in the HA site.

Using (sub)picosecond optical pump-probe spectroscopy, the special pair can be

excited directly and the dynamics of electron transfer can be revealed by monitoring

the bleaching of the characteristic BPheo Qy absorption band at ~760 nm upon

formation of H�A, or by monitoring the rise of the broad absorption band at ~660 nm

that arises from the reduced H�A. Alternatively, one can follow the kinetics of the

stimulated emission of the P* that also mirrors the primary electron transfer process.

As an example, Fig. 7.4 shows the absorption difference profiles measured at

different times after directly exciting the special pair of the RC fromRb. sphaeroides
at 860 nm [38]. At 1 ps themajor bleaching band is observed at 960 nm indicating the

depletion of the ground state of the special pair. This band is accompanied by the

broad red shoulder that arises from the stimulated emission of P*. The shoulder

disappears within the first few picoseconds reflecting the formation of the charge-

separated state (10 ps spectrum). This is accompanied by significant changes in the

region 700–820 nm arising from the consequent reduction of BChl and then BPheo.

Using the above techniques, it has been shown that the primary charge separation

P*HA! P+H�A occurs within ~3–5 ps for RCs from Rb. sphaeroides [14–18] and Rb.
capsulatus [39] and within ~2 ps in RCs from Bl. viridis [40, 41].
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The distance between the special pair P and the electron acceptor HA is,

however, too large for such a rapid direct electron transfer between these cofac-

tors. While X-ray structures showed the presence of the BChl chromophore

between P and HA, early experiments failed to reveal convincing evidence for

the involvement of this cofactor in the electron transfer process suggesting that

the P+B�A intermediate must have a very short lifetime, if it is involved at all. The

optical signature of this intermediate state was finally observed as an additional

transient absorption band at ~1020 nm that was assigned to the formation of B�A
[42, 43]. Combining this observation with the stimulated emission kinetics of the

P*, Arlt et al. [42] suggested the following kinetic sequence for the primary

charge separation:

P�BAHA!2:3 ps

PþB�AHA!0:9 ps

PþBAH
�
A ð7:2Þ

where respective electron transfer times are shown above the arrows. Holzwarth

et al. [44] used more elaborate target analysis of decay-associated difference

spectra (DADS) and obtained slightly longer lifetimes of 3.1 ps and 1.5 ps, respec-

tively, for these two sequential electron transfer steps in a model that considered

only forward electron transfer. However, it was found [44] that a better agreement

with the experimental data is obtained if electron transfer is assumed to be revers-

ible and forward electron transfer times for both steps are ~2.5 ps:

Fig. 7.4 Transient absorbance difference spectra of reaction centers from Rb. sphaeroides
measured at 1 ps, 10 ps, 3 ns, and 6 ns after excitation with ~150 fs pulse into the special pair

absorption band at 860 nm. Reprinted with permission from [38]. Copyright (2012) American

Chemical Society
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P�BAHA
! 
2:5 ps

12 ps
PþB�AHA

! 
2:5 ps

18 ps
PþBAH

�
A ð7:3Þ

where the numbers above and below the arrows denote forward and backward

electron transfer times, respectively.

The involvement of BA in electron transfer was convincingly confirmed by the

studies on mutated BRCs where the second step in Eq. (7.2) was slowed down.

Shkuratov et al. [45, 46] replaced BPheo a (HA) in the RC from Rb. sphaeroides
with the plant pheophytin a (Pheo a). Since the latter has a more negative reduction

potential, this substitution created a barrier for the second electron transfer step in

Eq. (7.2) and lifetime of the P+B�A state was found to increase to 540–620 ps, which

enabled its clear identification. Similar effect on the P+B�A lifetime was achieved in

the work of Kirmaier et al. [47, 48] by replacing BPheo a with BChl a, whose
reduction potential is also lower than that of the native BPheo a in the HA site.

Alternatively, protein sequence mutations in the local environments of BA and HA

were used to modify the reduction potentials of these cofactors and increase the

lifetime of the P+B�A state without replacing the native cofactors [49, 50], allowing

direct detection of this intermediate. The presence of P+B�A was later confirmed in

the wild-type RC from Rb. sphaeroides by Pawlowicz et al. [51], who applied

ultrafast mid-infrared spectroscopy to visualize the dynamics of the P+B�A interme-

diate by probing the absorption changes associated with the 9-keto carbonyl (C¼O)
stretch vibrational mode of BA (1670–1680 cm�1), and found similar lifetimes of

3.7 and 1 ps for the two consequent electron transfer steps in Eq. (7.2). Based on the

mid-IR data these authors also reported that upon formation the radical pair P+H�A
undergoes further relaxation within ~20 ps that was tentatively ascribed to the

localization of the hole on the PA BChl a of the special pair.

The presence of the intermediate P+B�A state means that the BA pigment is a true

primary electron acceptor in the BRC. However, due to its short-lived transient

character in the native BRC, the P+B�A state never accumulates in significant

quantities and the P+H�A state is the first stable charge-separated state that forms

within ~2–5 ps after excitation of the BRC. The electron transfer from H�A to the

next electron acceptor, QA, is much slower and takes about 200 ps [24, 25].

A recent study using femtosecond absorption spectroscopy with excitation/probe

pulses as short as 20 fs has led to the conclusion that the primary charge separation

sequence (Eq. (7.2)) may involve an additional rapid charge separation step within

the special pair itself. By observing transient absorption changes between 1060 and

1130 nm in RCs from Rb. sphaeroides, Khatypov et al. [52] inferred the initially

excited P* transforms within 120–180 fs into a mixed state with a charge transfer

character P*/PþAP
�
B , where the PþAP

�
B represents the special pair with separated

charges. An indication of a similar ultrafast intramolecular CS within the special

pair of the BRC was reported in an earlier work by Hamm and Zinth [53], and was

recently supported bymolecular dynamics and density functional modeling [54, 55].

Several studies have revealed that excitation of the special pair using ultrashort

laser pulses leads to coherent oscillations in the optical signatures of both the P* and
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B�A populations that last for about a picosecond, indicating that electron transfer

from P* to BA is coupled to coherent nuclear motion [52, 56–62]. According to the

latest work by Shuvalov and co-workers the vibrational energy of the wave packet

promotes reversible overcoming of an energy barrier between the potential energy

surfaces of P* and P*/PδþA Pδ�B giving rise to the observed optical oscillations [52].

Alternatively, Parson and Warshel proposed that the oscillating signals can be

associated with stepwise formation of P+B�A in concert with the nuclear motion

followed by a rapid conversion into P+H�A [63, 64]. Fourier analysis of the oscil-

lating signals revealed a series of frequency components between 30 and 250 cm�1,
but their assignments to particular nuclear vibrations are not yet clear.

In addition to the major ~3–5 ps component assigned to the primary charge

separation in the BRC, the kinetics of the P* has a minor decay component with ~7

times smaller amplitude and lifetime of 10–20 ps [17, 31, 44, 60, 65–67]. Due to

low amplitude this component is often ignored in the ET analysis (see, for example,

[44]) and its nature is still debated. Several groups have proposed that the presence

of two components indicates heterogeneity in the energy of the ET reaction within

the pool of RC complexes [68–70]. However, SHB experiments demonstrated that

the zero-phonon hole burned within the special pair absorption band corresponds to

a single homogeneous lifetime of ~1 ps for the P* state [71], which argues against

heterogeneity. Alternatively, the presence of an additional 10–20 ps component was

explained by dynamic solvation of the charge-separated state, protein relaxation,

and reversible electron transfer to cofactors BB and HB in the inactive branch of

BRC [15, 65–67, 72].

The primary CS rate and the formation of P+H�A in the BRC were found to speed

up with decreasing temperature from 3 to 5 ps at room temperature to ~1 ps at

temperatures below ~30 K [73, 74]. Similarly, the rate of the consequent electron

transfer P+H�A! P+Q�A was also found to increase from ~200 ps at RT to ~100 ps at

temperatures below 100 K [75]. The increase in the electron transfer rate at low

temperatures puts strict constraints on the theoretical description of the process,

since opposite dependence on temperature is expected for such reactions in general.

The experimental studies of RCs are typically conducted on complexes either

diluted in liquid buffer or incorporated into a solid matrix (frozen buffer). At the

same time the structures of the RCs are obtained using crystals of the complexes.

The crystallographic contacts in tight crystal packing may disturb the native struc-

ture of the complex and the use of X-ray structure to model the experimental

data may be questionable, since the rate of electron transfer depends exponentially

on the distance between electron donor and acceptor molecules. It was shown, for

example, that the radiative lifetime of the singlet excited state of the monomeric Chl

a pigment in the cytochrome b6f complex increased four- to sixfold in crystalline

phases of different symmetries, when compared to the same complex in liquid or

frozen matrix [76]. However, Huang et al. [77] recently used polarization selective

ultrafast spectroscopy in single crystals of the RC from Rb. sphaeroides and found

that crystal packing did not alter the dynamics of primary CS, reporting the lifetimes
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of 0.9 and 2 ps for the two consecutive steps in Eq. (7.2), though the order of these

lifetimes in the above reaction could not be inferred from the measured optical

kinetics. In addition to the reaction in Eq. (7.2), these authors concluded that upon

excitation directly into BA chromophore about 50 % of excitations lead directly to

rapid formation of BþAH
�
A radical, which is further converted into P+H�A with a ~2 ps

lifetime, while in the other half of RCs the initial excitation energy is first transferred

to the special pair and then reaction Eq. (7.2) takes place.

7.2.2 Energetics of Primary Charge Separation in BRCs

The commonly accepted energy diagram of electron transfer in the BRC is shown

in Fig. 7.1d [78]. The excitation of the special pair changes its redox potential

by approximately the energy of the absorbed photon bringing it to�1 V, which cor-
responds to the energy of an electron +1 eV. The free energy difference between P*

and P+H�A has been estimated by many groups using the equilibrium between these

two states when electron transfer to QA is blocked due to its prereduction

or its removal from the structure [79–86]. The analysis of the delayed fluorescence

in these conditions revealed the respective free energy difference of about

~0.16–0.26 eV, with most studies converging in the energy range to about of

0.21–0.26 eV [79, 80, 82, 85, 86]. A similar value of 0.25 eV was also obtained

by molecular dynamic calculations [87].

Estimation of the free energy of the intermediate state P+B�A is a more challeng-

ing task due to its transient character and is primarily based on model calculations

(see [23] and references therein). Most estimates put the energy of P+B�A slightly

below that of P*. In Fig. 7.1d we used the result obtained by Warshel and Parson

[88] by using molecular dynamics simulations that yielded ΔG0�� 2 kcal/mol

(�0.086 eV) for the free energy of P+B�A in respect to P*, with an estimated

uncertainty of �2 kcal/mol. A similar calculation of the P+B�B radical pair energy

level predicts that its free energy is higher than the energy of P* by ~4 kcal/mol

(~0.17 eV) [23], which readily explains the observed inactivity of the B-branch of

the BRC in electron transfer process. Qualitatively similar results were obtained in

the molecular dynamics simulations by LeBard et al. [87, 89].

It is interesting to note that rather large differences in the energy levels of the two

BRC branches are observed in spite of the BRC being highly symmetric. Steffen

et al. [90] using Stark shifts of chromophore absorption bands in the field of the

oxidized P+Q�A also showed that effective dielectric constants εeff around cofactors

B and H in the active A-branch of BRC are higher (εeff¼ 4.5–4.7) than effective

dielectric constants around respective cofactors in B-branch (εeff¼ 1.5–1.6). High

value of εeff ~ 7 was also reported around the electron transfer cofactors in PS I RC

[91], which suggests that high dielectric constant may be a common property of

efficient electron transfer chains.
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7.2.3 Controlling Pathways of Electron Transfer in BRCs

Under normal conditions the electron transfer in the BRC proceeds exclusively

along the A-branch, and radical pairs P+B�B and P+H�B are not observed in exper-

iment. The directionality of electron transfer is generally understood in terms of the

free energy scheme (Fig. 7.1d) that places the energy of the P+B�B radical pair

~0.26 eV above the energy of P+B�A and ~0.17 eV above P* [23]. The amount of

thermal energy available even at room temperature (kT¼ 0.025 eV) is insufficient

to populate any measurable amount of P+B�B . However, it has been shown that the

electron transfer could be driven along the B-branch using site-specific mutations or

exciting the wild-type RC complexes under special conditions as described below

[74, 92–99].

For example, Lin et al. [92, 93] subjected the wild-type RC from Rb. sphaeroides
to blue light at 390 nm exciting the RCs into the Soret band; as a result, the authors

observed a rapid charge separation with the formation of H�B . The observed spectral
features suggested that this charge-separated state did not involve the special pair

and was associated with the BþBH
�
B radical pair. Its lifetime was measured to be

~15 ps at room temperature, which increased to ~1 ns upon cooling the sample to

10 K. Interestingly, specific mutations that lowered the P/P+ midpoint potential by

up to 147 mV were also found to increase the lifetime of the BþBH
�
B radical even at

room temperature [93]. This process, however, did not provide a CS pathway along

the B-branch, i.e., the electron transfer directly to QB. Instead, the B
þ
BH
�
B state was

found to decay to the mainstream P+H�A state, possibly via recombination reforming

the excited state P*. Formation of H�B was also detected in wild-type RCs under

intense excitation at 595 nm, which presumably led to two-photon excitation of the

Soret band [94]. The physiological significance of that path is unclear. It was

speculated that one possible role of this rapid B-side CS could be associated with

photoprotection, since it rapidly quenches higher excited states of the BRC [92].

The RC complexes from purple photosynthetic bacteria are remarkably tolerant to

genetic mutations and pigment substitutions. For example, substitution of ~30 resi-

dues that coordinate RC cofactors or replacement of BChl molecules with Zn-BChl

can still result in a functioning complex [7, 31, 96]. It was also shown that the

coordination state of HA in the Zn-RC did not tune the electron transfer rate [7].

The remarkable robustness of the BRC opens a way to manipulate the properties

of individual cofactors via extensive site-specific mutagenesis to control electron

transfer pathways. One way to force electron transfer via the B-branch is to swap

the energies of radical pairs P+B�A and P+B�B (Fig. 7.1d). According to electrostatic

calculations and molecular dynamic simulations the low energy of the P+B�A radical

pair stems partly from the Tyr M210 residue [100] (in Rb. sphaeroides structure).
It is located between the special pair and BA and its phenolic –OH dipole is oriented

in a way that favors the formation of P+B�A ion pair. The homologous residue on the

B side of the BRC, Phe L181, does not have a similar effect on the P+B�B pair. Indeed,

the replacement of Tyr residue in M210 position with Trp was found to slow down

the primary charge separation in the RC from ~3 ps in the wild-type complex to
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~50 ps in the YM210Wmutant [101–108]. The first step in Eq. (7.2), P*BA! P+B�A,
was found to be two-exponential with lifetimes of 29 and 63.5 ps, while the second

electron transfer step, i.e., P+B�A! P+H�A, was also found to slow down from ~0.9 ps

to ~7 ps [101]. Unlike in wild-type RCs, where the primary CS rate increases at

lower temperatures, CS rate in the YM210W mutant slowed down by an order of

magnitude upon cooling from ~300 to 77 K [102, 105, 108], suggesting that the

energy of the P+B�A radical pair is slightly higher than P* [101]. Note that structure of

the mutated RC complexwas determined in [109] and can be directly comparedwith

the WT RC structure [101, 109].

The single YM210W mutation in the RC from Rb. sphaeroides is insufficient to
redirect electron transfer along the B-branch. Kirmaier et al. [95] showed that a

double mutation of Rb. capsulatus where the Tyr in the A side is swapped with the

homologous residue Phe on the B side breaks the directionality of electron transfer

leading to the formation of P+H�B with ~15% quantum yield. Chuang et al. [96] went

further and performed large-scale symmetrization of the Rb. capsulatus RC by

substituting the entire D helix of the M subunit, that coordinates the B-branch of

the RC, with that from the L subunit that coordinates the A-branch. When accom-

panied with three additional point mutations that affect the P+/P oxidation potential

and the energy of P+H�B pair, the quantum yield of the P+H�B formation increased to

70 %. Other mutations targeting the properties of native electron transfer cofactor

have also been shown to result in partial electron transfer along the B-branch

[74, 97–99]. Alternatively, the electron transfer along the A-branch can be blocked

by either the removal or the substitution of the electron acceptor(s) in the A-branch

of the RC [20, 110–114]. For example, Carter et al. [111] achieved up to 40 %

quantum yield of electron transfer along the B-branch by introducing mutations that

result in the RC with a missing BA cofactor.

7.2.4 Theoretical Description of the Primary Charge
Separation in BRCs

Electron transfer processes in proteins at room temperature are well described by

the theory developed by Marcus [115, 116]. Consider the energy diagram of

electronic states on donor (D) and acceptor (A) molecules before (DA, reactant)

and after charge transfer (D+A�, product) as a function of a suitable reaction

coordinate (Fig. 7.5a). According to the Franck-Condon principle, electron transfer

occurs only when a system is in the transition state at the intersection of the

potential energy surfaces, which is, in general, elevated with respect to the ground

state of a reactant by activation energy ΔG{. In a conventional nonadiabatic

approach electron transfer is much slower than the time scale of nuclear motions,

and the rate of electron transfer is proportional to the average thermal population of

the transition state given by the Boltzmann factor, exp(�ΔG{/kT), where k is the
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Boltzmann constant and T is the temperature. For parabolic potential surfaces of the

same curvature the activation energy can be expressed as

ΔG{ ¼ ΔG0 þ λ
� �2

=4λ ð7:4Þ

where ΔG0 represents the standard free energy of reaction and λ is the reorganiza-
tional energy (Fig. 7.5a). The latter is defined as

λ ¼ �h

ð1
0

ωJ ωð Þdω ð7:5Þ

where J(ω) is the phonon spectral density (in units of angular frequency), which is

sometimes referred to as the one-phonon profile and defines the total Huang-Rhys

factor [117], and ℏ is the Planck’s constant divided by 2π (ℏ¼ h/2π).
The electron transfer rate is also dependent on the electronic coupling factor

V that defines the probability to make a transition fromDA to D+A� when the system
passes through the transition state. Combining these factors together, the rate of

electron transfer kET, described by the Fermi’s golden rule rate expression, is given

by [24, 115, 116, 118]

kET ¼ 2π

ℏ
V2FC ð7:6Þ

Fig. 7.5 Free energy diagram of arbitrary electron donor and acceptor molecules as a function

of the reaction coordinate q (a). Free energies of P*BA and P+B�A calculated using molecular

dynamics (b) [88]
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FC ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkT
p exp � ΔG0 þ λ

� �2
4λ

" #
ð7:7Þ

where FC is the thermally averaged Franck-Condon factor (i.e., the FC-weighted

density of states, ρ(E)) that accounts for the Franck-Condon principle. According to
this equation, a maximum electron transfer rate is achieved whenΔG0¼� λ, which
corresponds to the case when there is no activation barrier, i.e., ΔG{¼ 0. In this

case the exponential term in the Franck-Condon factor vanishes and the electron

transfer rate is expected to increase at lower temperatures as �1= ffiffiffi
T
p

. The calcu-

lated energies of the P*BA and P+B�A states are in agreement with that scenario

(Fig. 7.5b), and qualitatively explain the increase of the electron transfer rate of the

first step in Eq. (7.2) at low temperatures, which was observed experimentally in

wild-type RCs [73, 74]. Similar temperature dependence of the second electron

transfer step in Eq. (7.2) indicates that this step is also non-activated, i.e., ΔG{¼ 0

[16, 73, 105]. The electronic coupling terms, V, for these two consecutive electron

transfer steps were estimated to be V1� 25 cm�1 and V2� 50 cm�1, respectively
[40, 73, 87]. Note that in the case where ΔG0 6¼� λ, i.e., in the presence of an

activation barrier, electron transfer is expected to slow down exponentially towards

lower temperatures. Qualitatively this situation has been observed in experiments

on mutated RCs, where the energies of P*BA and/or P+B�A states were altered [101,

102, 105, 108]. However, Eqs. (7.6) and (7.7) fail to explain why in these mutants

electron transfer can still proceed at a measurable rate even at the cryogenic

temperatures. Equation (7.3) also fails to predict quantitatively the temperature

dependence of the electron transfer in the WT RC at cryogenic temperatures.

The energiesΔG0 andΔG{ are thermodynamic averages and Eqs. (7.6) and (7.7)

assume that there is a thermodynamic equilibrium between different vibrational

states of the reactant. On a microscopic level, however, both these quantities

fluctuate in time in individual RCs due to nuclear vibrations. Molecular dynamics

simulations of an individual RC at room temperature show that the energy gap

between the P*BA and P+B�A states fluctuates at a rate of 2� 1013 s�1 about zero in a
range of �0.1 eV, which is comparable with the thermodynamic average value of

ΔG0 [23, 88, 89]. Wang et al. [65] provided strong experimental evidence that the

energies of these states also evolve on a longer time scale comparable with the

electron transfer rate due to the protein relaxation in response to the formation of

P*. By introducing an additional reorganization energy into Eq. (7.7) to account for

that slower process, these authors were able to reproduce the nonexponential

kinetics of CS in wild-type RCs and 14 mutants with different energy gaps between

the radical pairs. The presence of slow picosecond dynamics in the energy gap

evolution leading to nonexponential electron transfer kinetics in RCs is supported

by more detailed molecular dynamic simulations [23, 63, 64, 87, 89].

The classical treatment of electron transfer ignores the effects of quantum

tunneling and zero-point vibrations that become important at the cryogenic tem-

peratures. In quantum mechanical formalism, the classical expression for the

Franck-Condon factor in Eq. (7.7) is replaced with the overlap integral of the
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reactant and product wave functions coupled to quantized vibrations, allowing for

electron transfer to occur via tunneling even at low temperatures when thermal

energy is insufficient to overcome the activation barrier classically [23, 88]. The

information about the vibrational modes and relevant Franck-Condon factors can be

obtained from molecular dynamic simulations and used in quantum mechanical

expression for electron transfer directly [119, 120]. Alternatively, molecular dynam-

ics simulations can be combined with the quantum mechanical density-matrix

formalism to model the electron transfer process in the BRC [23, 63, 64, 88].

Using the latter approach with five vibrational modes ranging from 30 to

235 cm�1 and an electronic coupling factor V1 ~ 20 cm�1, Parson and Warshel

[64] were able to reproduce the dynamics of the first step in Eq. (7.2) from room

temperature down to cryogenic temperatures.

The P*BA state created as the result of excitation energy transfer or directly by

absorption of a photon is initially in a thermally elevated or hot vibrational state,

which is not in equilibrium with the surrounding. This facilitates electron transfer

even at cryogenic temperatures provided that V is sufficiently large and electron

transfer occurs faster or concurrently with the vibrational relaxation of the excited

special pair. It was shown that hot vibrational states can increase the primary charge

separation rates in the BRC by a factor of 2–3 at temperatures below ~50 K

[64]. Moreover, since the energy gap fluctuates with time in concert with nuclear

vibrations, coherent excitation of an ensemble of RCs leads to oscillations in the

modeled electron transfer kinetics [23, 64, 121], in agreement with the experimen-

tal observations [52, 56–62].

7.3 Photosystem II Reaction Center

As discussed in Sect. 7.2, a clear picture of CS processes and factors affecting rates

of the primary electron transfer steps has been achieved for the BRC. However, the

primary CS processes in the RC of PS II are not so well understood. Moreover, it is

not yet clear if the structure and pigment–pigment and pigment–protein interactions

in the RC are preserved after its isolation from the PS II core complex [5, 122, 123].

Functional implications regarding the primary photophysical processes in PS II,

including discussion of various hypotheses regarding CS, have been recently

published in [5, 124, 125]. Below we present a brief discussion of data obtained

by SHB and time-resolved spectroscopies for isolated RCs of PS II. Section 7.3.1

briefly describes the structure of the PS II core and the isolated RC. In Sect. 7.3.2,

we illustrate how transient HB spectra can provide CS rates in isolated PS II RCs.

Section 7.3.3 discusses some of the recently obtained data on CS using time-domain

spectroscopies, i.e., pump-probe and 2D-ES. In Sect. 7.3.4 the distribution of CS

rates is briefly addressed, while in Sect. 7.3.5 we focus on the nature of the primary

electron donor(s), and the possibility of multiple charge separation pathways in the

PS II RC.
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7.3.1 Structure of the PS II Core and Its Isolated RC

The PS II core is a dimeric protein complex, with each monomer consisting of the

core antenna complexes CP43 and CP47 and the RC (see Fig. 7.6, left frame). This

is the smallest isolated complex capable of oxygen evolution. In the membrane, the

PS II core is surrounded by peripheral antenna complexes LHC II, CP24, CP26, and

CP29 [126], which are not shown in Fig. 7.6 for simplicity. The arrangement

of electron transfer cofactors in the PS II RC is structurally similar to the BRC,

with D1 and D2 branches of the PS II RC corresponding to the A- and B-branches of

the BRC (Fig. 7.1). Excitonic couplings between most pigments in the PS II RC are

comparable, though the coupling between PD1 and PD2 Chls in PS II RC (Fig. 7.6) is

somewhat weaker than that in the special pair of BRC. This led to multimer models

for PS II RC [127, 128] and to the proposal that the exact nature of the primary

electron donor may vary from RC to RC due to particular realizations of disorder in

a given RC [125, 129].

Figure 7.6 shows a schematic arrangement of the CP43 and CP47 antenna

complexes and the RC within the PS II core complex (left frame) and the six

chlorophylls (Chls) and two pheophytins (Pheos) in the RC based on the structure

of T. vulcanus (PDB ID 3ARC, right frame) [130]. The PD1 and PD2 Chls

are analogous to the PA and PB BChls of the BRC special pair, respectively, while

the ChlD1,D2 and PheoD1,D2 molecules correspond to the monomeric BChlA,B
and the BPheoA,B molecules of the BRCs (see Sect. 7.2 and Fig. 7.1). By analogy

with the BRCs, it is believed that the PD1/PD2, ChlD1, and PheoD1 molecules

participate in primary CS in the PS II RC, although the nature of the primary electron

donor in isolated PS II RCs is still a matter of debate [5, 122, 125, 129]. An obvious

difference between the PS II RC and BRC is that the former contains two additional

peripheral Chls (i.e., ChlzD1 and ChlzD2, both weakly coupled to the remaining

pigments). Spectral congestion of pigments in PS II RC, and lack of crystal

Fig. 7.6 Left frame: PS II core structure (top view). Right frame: Arrangement and labeling of

pigments in the active (D1) and inactive (D2) branches of the PS II RC (side view). Notation: Chls,

green; carotenes, yellow; pheophytins, purple; plastoquinones, gray; non-heme iron, red; and
nitrogen, blue. Based on the structure of T. vulcanus (PDB file: 3ARC)
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structures of the isolated RC (i.e., D1/D2/Cytb559) preparations, makes the

description of the excitonic structure, EET dynamics, and CS processes in isolated
RCs difficult.

7.3.2 Probing Electron Transfer Kinetics in PS II
RCs by SHB

Generation of transient HB spectra requires the presence of a third, relatively long-

lived state [5, 6]. That is, the excited state evolves into a triplet state or is converted

photochemically to another long-lived (μs-to-ms range) product (e.g., a CS state),

leaving a transient hole in the absorption spectrum with a ZPH at the frequency of the

original excitation (resonant HB) and with a shape defined by the strength of electron–

phonon (el-ph) coupling. In this case, the pigment’s ground state is depopulated for the

lifetime of the long-lived state and a hole in absorption spectrum can be observed

during that time. The transient holes shown below were acquired as the difference

between the absorption spectra measured while the excitation was on and off (post-

burn absorption, i.e., after saturation of a persistent hole). An example of resonant

(transient) HB spectra (0.5 cm�1 resolution) obtained for C. reinhardtii is shown in

Fig. 7.7 [122, 131]. These transient holes were obtainedwith λB¼ 682.0 nm (curve a),

Fig. 7.7 Resonant transient HB spectra forC. reinhardtii; spectra a, b, c, and dwere obtained with
λB of 682.0 nm, 684.0 nm, 686.0 nm, and 688.0 nm, respectively. The inset corresponds to the

Lorentzian fit (black curve) of ZPH of curve b. Adapted with permission from [5]. Copyright

(2012) American Chemical Society
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684.0 nm (curve b), 686.0 nm (curve c), and 688.0 nm (curve d). Curve c shows an
extremely weak ZPH, as indicated by the brown arrow at 686.0 nm. Note that all

spectra exhibit bleaching near 673 nm and in the 684–686 nm spectral region. The

ZPHwidths, which varied from 2.4 to 7.6 cm�1 at 682 nm, depending on illumination

dose, are believed to reflect a distribution ofCS times (τCS). TheZPHwidths of theHB

spectra shown in Fig. 7.7 correspond to τCS in the range of 1.4–4.4 ps, in agreement

with the previous data obtained for primary CS in spinach RCs [8, 132]. The distri-

bution of τCS is consistent with the data obtained by 2D-ES for spinachRCs at 77K [8]

and with the earlier photon echo data [133] (see Sect. 7.3.3 for more details). Note

that the ZPHs in Fig. 7.7 are nearly absent at λB¼ 686.0 nm and entirely absent at

688.0 nm and longer wavelengths, suggesting that the excited states of cofactors are

strongly coupled with charge-transfer (CT) state(s) lying in the long-wavelength

region (vide infra).

7.3.3 Probing Electron Transfer Times in PS II RCs
by Time-Domain Spectroscopies

In this subsection we briefly discuss CS and its complexity in isolated RCs of PS II, as

obtained recently by time-resolved spectroscopies. As stated above, CS is an essential

step in the conversion of solar energy into chemical energy in photosynthesis.

Often used time-domain spectroscopies include (1) pump-probe spectroscopy [134],

(2) photon echo [133], and 2D-ES [8]. These techniques are complementary to

the SHB (i.e., a high-resolution frequency-domain spectroscopy) briefly discussed in

Sect. 7.3.2.

Fast processes in time-domain pump-probe spectroscopy can be investigated

via transient absorption experiments using various excitation conditions on the

isolated PS II RCs. Subsequently the results are analyzed by global and target

analysis (see, for example, [4, 135]). Photon echo measures directly the decay of

the coherence of the excited state(s) created by the coherent laser pulse [136]. In

2D-ES experiments the generated data are decomposed into two-dimensional

decay-associated spectra (2D DAS) to reveal the excitation- and detection-

wavelength-dependent spectral signatures associated with energy and charge

transfer within the PS II RC, as well as quantum beats between different excited

states due to excitonic coupling [137, 138]. Since such data are always interpreted

within the context of a more or less advanced exciton model, the choice of a

particular model may influence the outcome and the nature of the resulting

pathways for CS, and the interpretation of experimental data may be somewhat

ambiguous. Therefore, despite countless studies many controversies still exist as

to the nature of the CS process in the PS II RC.
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Nevertheless, it has been suggested recently that a consistent modeling of the

data obtained for isolated RCs of PS II is only possible with a scheme where CS is

initiated by electron transfer from both the accessory chlorophyll (ChlD1) and from

the special pair (the so-called P680, i.e., PD1/PD2), giving rise to fast and slow

components of the pheophytin anion formation, respectively. It was suggested

[125] that the disorder produced by slow protein motions may also cause energetic

differentiation among RCs, leading to different charge separation pathways

(see Sect. 7.3.5 for more detail).

The measured and simulated photon echo kinetics also suggested that the

accessory chlorophyll (ChlD1) in the active D1 branch of the RC core is the primary

electron donor. The measured primary CS step in those samples occurred with an

intrinsic time constant of about 1.5 ps, in good agreement with previously published

transient absorbance data [139] and transient HB results [140, 141]. The question,

however, remains how intact were the samples studied. Regarding the HB data it

was reported that the data obtained for spinach RCs in [140, 141] were obtained for

destabilized RC680.

The mixing of charge-transfer (CT) states with an exciton state(s) observed in

recent HB data (see Sect. 7.3.2) [5, 122] is consistent with [129]. Namely,

transient HB spectra showed that CT state(s) in RC684 (in the 686–695 nm

range) must be present as indicated by the absence of ZPHs at λB> 685 nm. It

was suggested that the latter could likely stem from the CT pathway initiated on

PD1, for which CS could be �1 ps. This assignment is in agreement with Krausz

et al. [142] who showed that excitation wavelengths as long as 695.0 nm

(T¼ 1.7 K) can induce CS in PS II and thus lead to QA
� formation. However,

these authors argued that the CT state signature in the PS II RC extends far beyond

700 nm (700–730 nm), a notion that requires further confirmation, since the red

absorption tail in PS II includes significant contribution of the PS II antenna

pigments and no such absorption was revealed in the intact isolated RC684

complexes [122]. Novoderezhkin et al. [125] argued that in a fraction of RCs

the low-temperature primary CS times are slow for both PD1 and ChlD1 CS paths.

The slow CS is most effectively probed by persistent HB. In fact, Riley et al. [123]

suggested that resonant persistent and transient hole-burned spectra probe slow

and fast times of the broad CS time distribution, respectively. The transient holes

in this work were in reasonable agreement with the fast (i.e., a few ps) CS times

reported in [133]. Herascu et al. [143] have also explored the slow CS time

distribution in the PS II RC from spinach (hundreds of picosecond) and obtained

very good fits to the experimental data. However, the SHB results were incom-

patible with significant contribution of the intermediate, tens of picosecond, times

to the distribution. The intermediate times, however, are not well understood and

require further studies. In summary, as discussed in Sects. 7.3.2–7.3.4, it appears

that the coexistence of two electron transfer paths (i.e., initiated from PD1 and

ChlD1) in PS II RCs is highly feasible, though the identity of various states

involved in CS in the PS II RC is not well established.
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7.3.4 Distribution of Charge Separation Rates
in the PS II RC and Sample Quality

It was shown recently [5, 122] that the particular path taken by CS depends on the

composition (or intactness) of the excited state of the special pair P680*. Namely,

in intact PS II RCs (i.e., RC684, the subset of RCs more intact than RC680) from

C. reinhardtii two different excited states may be formed within the RC, which can

give rise to two different pathways for fast electron transfer. One of these states

involves an excitonic excitation delocalized among four pigments

(PD1PD2ChlD1PheoD1)*, while the other one involves only two pigments

(ChlD1PheoD1)*. The latter is in agreement with the recent suggestion of two

different CS pathways in spinach [144], although in this work no clear oxidation

of PD1 was observed, suggesting that in isolated spinach RCs (possessing mostly

RC680 type, i.e., the less intact RC complexes) the primary electron transfer is

initiated from ChlD1. HB studies [5] revealed for the first time that the shape of

transient HB spectra in C. reinhardtii in RC684 is similar to P+QA
�� PQA spectra

measured in intact PS II core complexes [145, 146], providing evidence that RC684

most likely represents the intact isolated RCs that possess the secondary electron

acceptor, QA. However, more work is needed on intact isolated RCs (i.e., RC684),

which are not easy to obtain. Therefore, it is difficult to compare the data from

different laboratories, as the sample intactness may vary between different prepa-

rations. For example, our recent data on the PS II RC from C. reinhardtii obtained
by femtosecond pump-probe spectroscopy revealed that RC684 during the concen-

tration procedure (pump-probe experiments require high OD samples) converted to

the widely studied RC680 with a typical transient hole near 680 nm, characteristic

for the so-called RC680 complexes (unpublished).

A very broad rate distribution of the effective primary charge separation kinetics

ranging from 1.5 ps up to a few nanoseconds was also observed in time-resolved

optical studies of PS II RCs [133] in agreement with the hole-burning data [123] that

also revealed large dispersion in CS times in the spinach PS II RC. Again, it is not

clear if such a large distribution will be present in intact RCs, since a narrower

distribution of CS time (τCS) was observed recently in resonant hole-burned spectra
obtained for the isolated RC684 from C. reinhardtii [5, 122] (vide supra).
A narrower distribution of CS rates is only in part consistent with the earlier data

obtained by 2D-ES [8], andwith the photon echo data obtained for spinach RC [133].

However, the 2D-ES experiments did not explore the long time range of CS times, as

their analysis included only a single 2 ns exponent, which could as well be assigned

to the fluorescence lifetime. Nevertheless, a heterogeneous distribution of time

scales associated with charge transfer, ranging from ~1 to ~3 ps, was also observed

in the spinach PS II RC via 2D-ES experiments [8].
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7.3.5 Charge Separation Pathways in PS II RCs

The nature of the primary electron donor(s), and the possibility of multiple CS

pathways in the isolated PS II RC, is still debated. Efforts continue to shedmore light

on CS pathways in this important biological complex. As mentioned above, both

SHB and time-domain data suggested that two CS pathways are active in PS II RCs,

namely the PD1 CS path and/or the ChlD1 CS path, distinguished by the nature of the

primary electron donor [5, 125, 129]. Based on SHB obtained recently for

C. reinhardtii it is feasible that the PD1 path is dominant for longer excitation

wavelengths and is characterized by sub-picosecond CS times, while the ChlD1 CS

path likely corresponds to shorter excitation wavelengths and longer CS times

[122]. The HB spectra shown in Fig. 7.7 are in agreement with this suggestion.

The ZPHs were nearly absent at λB¼ 686.0 nm and entirely absent at 688.0 nm and

longer wavelengths, suggesting that the excited states of cofactors are strongly

coupled with the CT state(s) lying in the long-wavelength region, as suggested by

Novoderezhkin at al. [129]. However, resonant (transient) HB spectra alone [131]

cannot distinguish if CS times correspond to the PD1 and/or ChlD1 CS path. Never-

theless, Acharya et al. [122] suggested that the ZPHs observed in the 680–685 nm

region, corresponding to CS times of about 1.4–4.4 ps, characterize the ChlD1
pathway, while the observation of CT state(s) in RC684 (in the 686–695 nm

range) and the absence of ZPHs at λB> 685 nm could be considered as evidence

of the PD1 pathway, for which CS could be �1 ps.

Two different charge separation pathways have also been identified via time-

resolved spectroscopy in the PS II RC from higher plants [144]. The authors argued

that depending on protein configuration, the charge separation events follow the

ChlD1 path, i.e., (ChlD1PD1PD2)*!ChlD1
+PheoD1

�! PD1
+PheoD1

�, or the PD1
path, i.e., (PD1ChlD1)*! PD1

+ChlD1
�! PD1

+PheoD1
� [144]. Therefore, it was

suggested that PheoD1 is an electron acceptor (a widely accepted view), PD1 is an

electron donor, and ChlD1 can act both as an electron donor and as an acceptor. The

proposed schematic is shown in Fig. 7.8. In that work, it was also suggested that

the capacity of the protein to fine-tune the energy of the excited states could be

advantageous under stress conditions, in which a modification of the CS kinetics

might be required. If present, such functional flexibility could increase the perfor-

mance of the PS II RC. It remains to be seen if the CS scenario depicted in Fig. 7.8

could be confirmed by experiments performed by different experimental techniques

on samples from the same batch. This is necessary as isolated RCs are not very

stable and may destabilize rapidly, forming RC680 [5, 122].

Very recent pump-probe data, modeled in terms of global and target analysis,

also suggested that at least two different excited states must exist, (ChlD1PheoD1)*

and (PD1PD2ChlD1)*, which can give rise to two different pathways for ultrafast CS

processes. For example, Romero et al. [134] applied Stark spectroscopy to study a

series of site-directed PS II RC mutants from the cyanobacterium Synechocystis
sp. PCC 6803 and argued that two different exciton states are mixed with CT states,

labeled as (PD2
δ+PD1

δ�ChlD1)*673nm and (ChlD1
δ+PheoD1

δ�)*681nm, where the
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subscripts indicate the wavelengths of the respective electronic transitions. The

authors proposed that the CT state PD2
+PD1

� acquires excited-state character due to
its mixing with an exciton state, resulting in (PD2

+PD1
�)δ*684nm. Thus it is realistic

that the states that initiate CS are mixed exciton-CT states, and that the degree of

mixing between exciton and CT states determines the efficiency of charge separa-

tion. This mixing could ultimately control the selection and efficiency of a specific

CS pathway, and highlights the ability of the protein environment to control the

functionality of the PS II RC complex [134].

Various assignments of the site energies of PD1, PD2, ChlD1, and ChlD2, in the

absence of disorder, have been proposed; for references see the SI in [131].

No consensus exists in the assignment of site energies, though accurate site energies

as well as coupling constants, the strength of el-ph coupling, and contribution from

CT states are critical for description of RC excitonic structure and CSmechanism(s).

As mentioned above, it has been suggested that both PD1 and ChlD1 can serve as

primary electron donors [122, 144]. In contrast, Raszewski et al. [147] argued that

ChlD1 is the major electron donor, both in isolated RCs and in the PS II RC core.

In none of these cases has a distinction between destabilized and intact RC com-

plexes been made. The latter seems to be critical to provide a new insight into PS II

Fig. 7.8 Summary of CS events in the isolated RCs from C. reinhardtii, as revealed via HB

spectroscopy. Frames a and b illustrate possible PD1 and ChlD1 paths of CS (with possible CT states

formed) in isolated RC684 (intact) and RC680 (destabilized) complexes. Characteristic transient

spectra (with labeled band minima) observed in C. reinhardtii for both types of RCs (i.e., RC680

and RC684) are shown for clarity; see text for details. Adapted with permission from [5].

Copyright (2012) American Chemical Society
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RC dynamics, as it was suggested that the spinach RC studied over the years was

destabilized, i.e., contained mostly RC680 and not RC684 [122]. This could be the

reason why in theoretical modeling of isolated RC spectra (in comparison to data

obtained for the PS II core) it was necessary to arbitrarily shift the site energy of

ChlD1 by ~4 nm [122, 131]. Our unpublished modeling data suggests that both

PheoD1 and ChlD1 strongly contribute to the lowest energy exciton state, and not only

ChlD1 as suggested in [147]. Figure 7.8 summarizes the most likely CS pathways in

both RC680 and RC684 samples, revealed via HB spectroscopy, with characteristic

transient spectra. To support the proposed scheme, more research is needed on

samples from the same batch using various complementary techniques.

7.4 Photosystem I Reaction Center

The X-ray structures for PS I complexes isolated from cyanobacteria and from

plants reveal that their electron transfer cofactors are identically positioned in the

center of the complex [148–150]. The RC of PS I comprises six Chl a cofactors

(Fig. 7.1c): the special pair P700 (a heterodimer of Chl a0 and Chl a denoted as eC1A
and eC1B, respectively), two accessory Chl a (eC2A and eC2B), and two Chl

a molecules denoted as eC3A and eC3B, which serve as primary electron acceptors

and are commonly labeled as A0. According to the conventional model of electron

transfer in the PS I RC, primary CS leads to the reduction of A0, creating the radical

ion pair P700
+A0

�. The unpaired electron migrates first to the phylloquinone

secondary acceptor A1 (PhQA and/or PhQB), then proceeds to the 4Fe-4S center

Fx, and finally reaches the terminal iron-sulfur electron acceptors FA and FB before

being harvested by a small mobile protein ferredoxin [4, 151, 152]. The RC of PS I

is coordinated by two major protein subunits, PsaA and PsaB, that also coordinate

the majority of the 90 additional Chl a molecules that serve as a light-harvesting

antenna in the PS I complex and surround the RC.

Unlike the bacterial RC that can be isolated without its light-harvesting antenna,

the PS I RC cannot be isolated from the surrounding antenna without harsh

chemical treatment that inevitably damages the overall structure of the complex.

Optical transition energies of the 96 Chl a pigments found in PS I strongly

overlap—the Qy absorption band of the PS I complex is ~30 nm wide (Fig. 7.9),

while an individual Chl a molecule yields an absorption band that is only three

times narrower at room temperature. Such spectral congestion, combined with

uncertainties in optical transition energies, complicates detailed analysis of exper-

imental data and modeling of the energy and electron transfer process in PS I.

The exact transition energies have only been measured for the special pair P700

and the primary electron acceptor A0. The insert of Fig. 7.9 depicts the absorption

difference spectra for the oxidized special pair (P700+� P700) and the reduced

primary electron acceptor (A0
��A0). The empirical absorption of each of these

cofactors is also shown on top of the PS I absorption in Fig. 7.9. The P700

absorption is characterized by a broad (~30 nm fwhm) absorption band centered
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at ~700 nm, and the A0 absorption band is at ~684–686 nm and has a bandwidth of

~10 nm [153–155]. Their absorption contributes very little to the total absorption of

PS I. Based on experimental data and electrochromic shift modeling it was

suggested that the accessory Chl a (A) absorbs at ~682 nm [155], but this conclu-

sion has not been verified in independent experiments. The spectral positions of

all Chls in PS I have been derived using structure-based theoretical calculations

[156, 157], though these predictions could not be experimentally verified.

Since the absorption bands of electron transfer cofactors overlap with the

absorption of other pigments in the complex, direct optical excitation and optical

probing of electron transfer cofactors of the PS I RC are precluded. Upon light

excitation, most of the photons are absorbed by antenna pigments and thus addi-

tional time is required before excitation can be transferred to the RC to initiate

charge separation. The overall lifetime of electronic excitation in the antenna,

i.e., time in which the excitation is trapped by the RC with the formation of a

charge-separated radical pair, has been shown to be ~20–60 ps depending on the

species [158–162]. This is significantly slower than the intrinsic rate of primary

charge separation, which further complicates the studies of electron transfer in

the PS I complex.

We will focus below on data obtained using time-domain spectroscopy, since

spectral hole-burning [163–165] and single photosynthetic complex [166] studies

of PS I have so far focused on the so-called red-antenna states, or states absorbing

lower in energy than P700. At physiological temperatures, these low-energy pig-

ments are capable of the uphill EET to the P700, and the organism benefits from

extending the photosystem absorption to a wider wavelength range. While in

cyanobacteria the respective pigments are part of the core antenna, in the plant

PS I they belong to the Lhca peripheral antenna complexes. (For recent review on

structure and inter-subunit EET in plant and cyanobacterial PS I see [167].)

Fig. 7.9 Absorption spectrum of PS I complex (black line) with empirical absorption spectra of

the special pair P700 (red line) and A0 (blue line) derived from the respective absorption difference

spectra shown in the insert. Note that both A0 and P700 spectra are magnified about ten times and

thus are generally overwhelmed with the absorption of the ~100 antenna Chl a pigments present in

the PS I complex. Insert: Characteristic absorption difference band arising from oxidation of

special pair (P700
+� P700) (red line) and absorption difference band due to reduction of the A0

(A0
��A0) (red line) [155]
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7.4.1 The Sequence and Dynamics of Primary Charge
Separation (CS) in the PS I RC

When discussing the dynamics of CS and consequent electron transfer processes in

a photosynthetic system, it is important to differentiate between the “effective”

transfer rates and the “intrinsic” rate constants. To avoid possible ambiguity, we

will adhere to the terminology defined in [168, 169]. The term “intrinsic rate

constant for electron transfer” will be used exclusively to denote the kinetic rate

of an individual electron transfer step from a particular electron donor molecule to a

particular acceptor molecule in the assumption that all other transfer processes are

blocked. The “effective rate constant” (sometimes referred to as “apparent rate

constant”) is defined as the rate at which a certain redox state is populated

(or depopulated). Thus, the energy-trapping time of 20–65 ps observed in experi-

ments as the decay of antenna excitation is equivalent to the effective CS time

(time¼ 1/rate), since excitation trapping leads to the creation of the first radical pair

and is a consequence of many individual energy transfer steps followed by a single

electron transfer step. In contrast, the intrinsic CS time in PS I represents the

kinetics in the case when the excitation is created directly on P700 and back-

transfer from P700 to the antenna and charge recombination processes are blocked.

Since for the PS I complex the described conditions cannot be achieved, the

intrinsic rate constants cannot be directly observed in experiment and are usually

obtained via model simulations.

There is unanimous agreement that the intrinsic CS rate in the PS I RC is much

faster than the observed effective excitation trapping rate. Most of the studies put

the intrinsic CS step lifetime in the PS I RC in the 0.5–3 ps range, and the

consequent electron transfer from the primary electron acceptor A0 to the secondary

electron acceptor A1 is believed to occur in the 10–50 ps range [4, 152]. However,

the precise measurement of these important kinetic parameters presents a challeng-

ing problem. Isolation of the RC from PS I is impossible as the two main protein

subunits PsaA and PsaB that coordinate the RC cofactors also bind most of the

antenna Chls. The spectral congestion among RC cofactors and antenna pigments

precludes selective excitation of P700 and complicates the isolation of the optical

signals arising from the electron transfer process from the signals stemming from

the EET.

As an example, Fig. 7.10 shows the typical absorption difference dynamics

measured for PS I complexes after excitation at 660 nm [170]. Due to the presence

of large number of antenna pigments the observed dynamics, to large extent, are

determined by EET processes between the numerous antenna pigments. A global

analysis of the time-dependent spectra (see Fig. 7.10a) results in DADS shown in

Fig. 7.10b, where the amplitude of each exponential decay component of the fit is

represented as a function of the probe wavelength. The 0.53 and 2.3 ps have a

bimodal character that is typical for energy or electron transfer processes. Since the

special pair is not directly excited, these components correspond primarily to the

excited energy transfer towards the lowest energy pigments, i.e., energy
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equilibration. The 0.53 ps is negative at ~660 nm, which corresponds to the

photobleaching decay, and is positive at ~690 nm, which corresponds to

photobleaching rise. It is thus consistent with the EET from the initially excited

pigments to the lower energy pigments. Similarly, the 2.3 ps component reflects

energy transfer to the few pigments absorbing at ~710–720 nm. The 23.6 ps

component is the decay of excited states within the antenna and thus represents

the effective excitation trapping time and the formation of the CS state. The “long”

component in Fig. 7.10b is the signature of the long-living P700
+ state and has the

same shape as (P700
+� P700) difference spectrum shown in the inset of Fig. 7.9. The

data shown above illustrates that extracting intrinsic rates for the fast initial electron

transfer steps in the PS I RC is a challenging task.

Kumazaki et al. [171–173] tried to minimize the contribution of antenna

processes to the measured transient absorption and fluorescence signals by chem-

ical treatment of the PS I complexes from spinach that removed most of the antenna

Chls from the complexes, leaving only 12–14 Chls per P700. Due to the small

amount of antenna Chls, preferential excitation of P700 became possible.

The authors found that the effective primary charge separation kinetics in these

complexes could be described by two components of equal amplitudes with

time constants of 0.8� 0.1 and 9� 1 ps [173]. The short 0.8 ps component was

ascribed to the formation of the charge-separated state generated directly from the

Fig. 7.10 The absorption

difference as a function

of probe wavelength and

delay time measured after

exciting PS I complexes

from Synechocystis
sp. PC 6803 at 660 nm

(a). For better perception

of the 3D surface, the ΔA
axis is inverted with

photobleaching in the

upside direction. Plane

b is the decay-associated

difference spectrum

(DADS) obtained as a

resultof global fit of the data

shown in plane b. This data

is described in more detail

in [170]
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initially excited P700*, and the relatively slow 9 ps component was assumed to stem

from excitations which escaped from P700* to the surrounding pigments and were

recaptured at later times. A kinetic model revealed that the observed data could be

reproduced with an intrinsic charge separation time of 0.5–0.8 ps.

Several groups [153, 154, 172, 174–177] proposed a strategy for isolating the RC

kinetics by obtaining time-resolved absorption difference profiles for PS I core

complexes with open and closed RCs, where the term “open” refers to a complex

with P700 in neutral state, and term “closed” refers to a complex where charge

separation has taken place and special pair is in the oxidized state P700
+. Since

extensive experimental evidence suggests that the antenna kinetics are unaffected

by the P700 oxidation state, the difference ΔΔA between absorption difference

profiles for open and closed RCs (ΔΔA¼ΔAopenRC�ΔAclosedRC) should isolate

the electron transfer processes, since they occur only in complexes with open RCs.

Hastings et al. [153] applied this method to study PS I complexes from

Synechocystis sp. PCC 6803. The experimental ΔΔA profiles probed at 686 nm

exhibited an initial photobleaching rise feature of ~4 ps followed by a ~21-ps

photobleaching decay. This probe wavelength corresponds to the maximum

position of the A0 absorption band, and the observed kinetics were attributed to

the formation and decay of the A0
� state. The authors concluded that the ~4 ps rise

represented the effective energy-trapping time, which was significantly shortened

as a result of annihilation caused by the use of high excitation pulse intensities,

and thus 4 ps represents an upper limit for the intrinsic primary charge separation

time. The 21 ps component was ascribed to the intrinsic rate of the next electron

transfer step A0!A1. Savikhin et al. [154] have further extended this method and

studied annihilation-free ΔΔA profiles probed in a wide spectral range with signif-

icantly lowered noise levels. Assuming that all of the antenna kinetics were

cancelled by the (open-closed) subtraction procedure, the ΔΔA profiles should

reflect the formation and decay dynamics of only three states: P700*A0A1,

P700
+A0

�A1, and P700
+A0A1

�. Using a simple sequential model of electron transfer,

ΔΔA profiles in a wide wavelength range were fitted globally with only two free

parameters, resulting in the intrinsic times for primary CS and the following

A0!A1 electron transfer step of 1.3 ps and 13 ps, respectively. White

et al. [177] applied a similar approach to study the dynamics of the electron transfer

process in PS I complexes from spinach. Using simple models of energy migration,

the intrinsic rates of CS and the primary electron transfer step were estimated to be

1.4 ps and 20 ps, respectively. It was also found that even when the femtosecond

pulses were tuned to preferentially excite P700, only a small fraction of the initially

excited P700* led to the charge-separated state while the rest of the excitations

escaped to the antenna.

Since the lifetime of the reduced primary electron acceptor A�0 is comparable or

shorter than the overall energy trapping by the RC, the knowledge of that kinetic

parameter is important in modeling the electron transfer and extracting the intrinsic

kinetic parameters associated with the primary charge separation and formation of

Pþ700A
�
0 . While the optical signature of A0 is hard to distinguish from the signals
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arising from energy/electron transfers between other Chl a molecules, the kinetics

of the Pþ700A
�
0 A1! Pþ700A0A

�
1 electron transfer step can be monitored via the

formation of A�1 (phylloquinone), which is associated with a broad near-UV

absorption band around 380–390 nm [178–181]. At this probe wavelength, Brettel

et al. [180] observed ΔA transient for Synechocystis sp. PCC 6803, which could be

described by two exponentials with time constants of 7 and 28 ps. The shorter

component was attributed to the antenna processes presumably accelerated due to

high excitation levels, where multiple excitations were created by a laser pulse

within the same complex leading to mutual quenching of singlet excited states

(annihilation artifact). The longer component was interpreted as the intrinsic time

of A0!A1 electron transfer step. However, the observed buildup of the A�1 state

was probably delayed by the preceding antenna equilibration and charge separation

steps and the reported 28 ps time is likely to be an overestimate. Indeed, similar

experiments at low excitations in the annihilation-free regime revealed a single

lifetime of 30� 3 ps for the formation of the A�1 [4]. In the absence of annihilation,

the (effective) charge trapping that precedes A0!A1 electron transfer step occurs

in 23 ps, which implies that the intrinsic A0!A1 transfer step is significantly faster

than the measured 30-ps time constant. A good fit to the experimental data was

obtained with the intrinsic lifetime of the Pþ700A
�
0 A1! Pþ700A0A

�
1 step between

8 and 15 ps.

A different ET scenario was proposed recently by Müller et al. [169] based on

optical pump-probe data obtained after exciting PS I complexes from C. reinhardtii
at 670 and 700 nm. In these species the 700 nm pump pulses were found to

predominantly excite the P700 dimer directly, while the 670 nm excitation repre-

sents the contrasting case when all of the electronic excitations are initially created

in the antenna. By comparing pump-probe data measured in these different excita-

tion regimes and analyzing the data in terms of species-associated difference

spectra (SADS), the authors found that the experimental results could be explained

if one additional radical pair was introduced to the conventional scheme of electron

transfer. According to the most probable scenario proposed in the paper, the

intrinsic charge separation P�700A0! Pþ700A
�
0 time is 2.9 ps, which is combined

with the backward recombination process with an intrinsic time of ~40 ps. Charge

separation is followed by two fast electron transfer steps with intrinsic times of

13 ps and 35 ps, respectively, which lead to the formation of P700+A1
�. Note that

P700 and A0 are too far apart for direct electron transfer between them to occur

within just a few picoseconds, and there is no doubt that the accessory pigment,

sandwiched between these two cofactors, plays an important role in the primary

charge separation, just like it does in the case of the BRC and PS II RC. This was

recognized by Müller et al. [169], who proposed a possibility that the additional

radical pair involves the accessory pigment, and that the true primary charge-

separated state may be not Pþ700 A�0 , but P
þ
700 A� or A+A�0 . In support of this

hypothesis, Holzwarth et al. [182] found that mutations near P700 did not affect

the intrinsic primary CS rate, which is reported to be <1 ps�1, arguing that the

special pair is not involved in the first electron transfer step and thus cannot be
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labeled as a primary electron donor. The nature of the primary CS state was further

investigated by Müller et al. [183] who introduced mutations targeting properties of

the two A0 cofactors independently (eC3A and eC3B in Fig. 7.1c) in C. reinhardtii.
Global analysis of the ΔA time-dependent profiles probed in the range of 640–

760 nm combined with the modeling suggested the following minimal compart-

mental kinetic scheme for energy and electron transfer processes in PS I complexes:

ANT� ! 
4:8

2:7
RC�
! 
4:5

12:5
eC2þAeC3

�
A !14:5 Pþ700eC3

�
A !31:3 Pþ700PhQ

�
A !

! 
7:1

63

eC2þBeC3
�
B !11:2 Pþ700eC3

�
B !63 Pþ700PhQ

�
B !

Pþ700F
�
X

ð7:8Þ

To ease the discussion, the kinetic rates in the scheme above were converted into

respective lifetimes in ps, with rate¼ (lifetime)�1. The model assumes that electron

transfer proceeds along both branches of the PS I RC, as it will be discussed in a

later section. Following excitation, the energy equilibrates between the RC and

antenna (ANT) compartment within about a picosecond, which is reflected in

bidirectional kinetics in the above scheme with 1.8 ps and 2.7 ps lifetimes for

forward and backward transfers, respectively. The primary CS proceeds concur-

rently along both branches of the RC, with the forward electron transfer rate along

the A-branch (4.5 ps) being somewhat faster than electron transfer along the

B-branch (7.1 ps). The model suggests that 61 % of electron transfer proceeds

along the A-branch, which is similar to other estimates [184, 185]. Note that the

respective intrinsic primary charge separation rates are faster, ~ (0.7 ps)�1 for the
A-branch and ~(1.3 ps)�1 for the B-branch. The difference stems from the degen-

eracy of compartments in the model since RC* contains six excitonically coupled

Chl a molecules. These intrinsic primary CS rates are on par with the rates of

electron transfer between the homologous cofactors BA and HA of the BRC

(see Eq. (7.2)). The conclusion that primary CS in the PS I RC is not initiated by

P700 but involves the formation of A+A�0 is supported by the studies of wild-type

and mutated complexes from C. reinhardtii by means of time-resolved fluorescence

[186] and by subpicosecond infrared spectroscopy [187]. The latter work by Donato

et al. [187] was focused on the dynamics of the absorption difference signals probed

in the mid-IR spectral region between 1450 and 1750 cm�1, which were modeled

using global and target analysis, and suggested the following energy/electron

transfer scheme for PS I for the first few picoseconds following excitation:

RED� ! 
2:5

4:0
ANT� ! 

1:3

0:8
RC� !0:3 AþA�0 ! 

10

25

Pþ700A
�
1 ! . . . ð7:9Þ

where the rate constants are converted to lifetimes and are given in ps. While this

model does not distinguish between the two branches of the RC, it explicitly

separates a small pool of antenna Chls that absorb on the red edge of the cumulative
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antenna absorption band into a separate compartment denoted as RED*. The model

did not resolve the formation of Pþ700 and A1
� from the primary charge-separated

state A+A�0 as two separate kinetics; instead the authors concluded that equilibrium

between this state and Pþ700A
�
1 is obtained in ~6 ps, which is considerably faster than

the respective electron transfer step in Eq. (7.8), and the full population of Pþ700A
�
1 is

reached in ~40 ps for both branches (i.e., Pþ700PhQ
�
A and Pþ700PhQ

�
B ). Note that the

intrinsic primary CS rate of (0.3 ps)�1 in Eq. (7.9) is also significantly faster than

that in Eq. (7.8). Both groups, however, converge on the conclusion that the

accessory pigment, not special pair, serves as a primary electron donor.

A different primary CS scenario was proposed by Shelaev et al. [188] based on

pump-probe experiments performedwith 20 fs laser pulses on the PS I complexes from

Synechocystis sp. PCC 6803. Upon excitation a new broad band centered at around

660 nmwas observed to emergewithin the first 100 fs and ascribed to the formation of

Chl anion radical. The authors thus concluded that the primary charge-separated state,

identified as the conventional Pþ700A
�
0 , is formedwith the intrinsic lifetime of<100 fs.

Their model did not include the accessory pigment being transiently oxidized or

reduced at any time, and to explain such a fast charge separation over such a long

distance the authors invoked a quantummechanicalmodelwhere quantum beats occur

between several excitonic levels delocalized over allChl pigments in theRC, including

P700 and A0. Due to excitonic coupling, the superposition of the excited states P
�
700 and

A�0 is expected to oscillate with the frequency defined by the energetic gap between

these two states (~240 cm�1), leading to rapidly oscillating electron density and

efficient formation of the Pþ700A
�
0 radical pair.

As it was demonstrated above, there is still no general agreement between

various groups on the fine details of the primary charge separation and the conclu-

sions reached in such complex data analyses are clearly model dependent.

7.4.2 The Bidirectional Electron Transfer in the PS I RC

There is a general consensus today that the electron transfer in PS I proceeds

concurrently along both branches of the RC [12, 13]. The ratio of electron transfer

along the branches varies between different species, though in all reports the

A-branch is more efficient than the B-branch. This is quite different from the BRC

and the PS II RC, where electron transfer proceeds exclusively along one branch.

The first evidence for bidirectional ET was obtained for PS I of eukaryotes such as

the alga Chlorella sorokiniana [189] and C. reinhardtii [184]. Joliot and Joliot [189]
used nanosecond pump-probe technique to monitor the kinetics of absorption changes

in the 371–545 nm spectral range. The two components with somewhat different

spectra and lifetimes of 160 and 18 nswere assigned to electron transfer to FX from the

two phylloquinones (PhQA and PhQB) and suggested that electron transfer occurs
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along both branches with about equal yield. This conclusion was further confirmed in

studies involving site-specific mutations around the respective phylloquinone

A1-binding sites on the PsaA and PsaB polypeptides. Guergova-Kuras et al. [184]

were able to demonstrate that the lifetimes of the two decay components associated

earlier with electron transfer from PhQA and PhQB to Fx could be independently

manipulated by point mutations near the respective phylloquinones. The data was

consistent with the 55–66 % of electron transfer proceeding along the A-branch. The

bidirectional energy transfer in PS I fromC. reinhardtii is also supported by later EPR
and optical measurements [185, 190–193].

Itwas demonstrated thatmutations in thePhQAandPhQBpocket can affect the ratio

of the [PhQ�A]/[PhQ
�
B ] concentrations arising from optical excitation of PS I [185].

This ratiowas 65/35 forwild-typeRCs, but could be decreased to 80/20 inmutants that

target the PhQA pocket, and decreased to 50/50 when a similar mutation was intro-

duced in the PhQB pocket. Since thesemutations are not expected to affect the electron

transfer branching ratio, it was inferred that mutations affected the reversibility

of electron transfer from the phylloquinones to Fx and the asymmetry in the driving

forces for these electron transfer reactions, which in turn leads to an Fx-mediated

inter-quinone electron transfer.

Cohen et al. [194] constructed identical mutations in both the PsaA and PsaB

sides at the corresponding A0 sites modifying the properties of this electron

acceptor in the PS I complexes from Synechocystis sp. PCC 6803. In particular,

the methionines in M688PsaA or M668PsaB positions were replaced by leucine or

asparagine. These methionines are proposed to provide the axial ligands to the

respective Mg2+ ions of the two A0 chlorophylls and are expected to alter the

midpoint potential of the A0
�/A0 redox pair, causing changes in electron transfer

dynamics. Nanosecond optical and EPR experiments revealed significant differ-

ences between the PsaA-branch and the PsaB-branch mutants, which were consis-

tent with the assumption that ET occurs primarily along the A-branch of the

RC. These measurements, however, did not have the time resolution sufficient to

detect changes in the first two electron transfer steps, which directly involve A0 and

would naturally be affected by such point mutations. Dashdorj et al. [195]

performed a series of ultrafast pump-probe experiments where A�1 formation was

monitored via its characteristic absorption band at 390 nm. The presented data

supported this conclusion and estimated that at least 80 % of electron transfer in this

species proceeds along the A-branch of the RC in Synechocystis sp. PCC 6803.

On the other hand, the evidence of the B-branch being involved in electron transfer

in these species was provided by EPR spectroscopy [191, 196–198]. Careful anal-

ysis of pulsed EPR data suggested that the electron transfer in these species may be

less asymmetric with 60–80 % of electrons proceeding along the A-branch [198].

The relative involvement of the two branches of the PS I RC in electron transfer

has been found to be temperature dependent [199, 200]. Using optical pump-probe

spectroscopy to monitor the kinetics of PhQ�A and PhQ�B decay in the PS I RC from

Synechocystis sp. PCC 6803, Agalarov and Brettel [199] observed that the longer

component ascribes to PhQ�A kinetics slowed down upon cooling, while the faster
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phase that is associated with PhQ�B was not affected, though its amplitude was too

low to distinguish below 223 K. Mula et al. [200] used EPR spectroscopy on

samples where the phylloquinones in the A1-binding sites were replaced by

naphtaquinone molecules. Since the reduction midpoint potential of naphtaquinone

is about 400 mV more positive than that of the native phylloquinone, the electron

transfer from A1 to Fx becomes blocked, while the primary charge separation rate in

these samples is not affected [195]. As the samples are excited, the charge separa-

tion essentially stops upon the electron reaching one of the naphtaquinones in

the A1 sites. Experiments at low temperature (T¼ 15 K) detected the formation

of PhQ�A, as expected, but no evidence of PhQ�B was found. In contrast, similar

experiments on PS I RCs with native phylloquinones in the A1 sites, where forward

electron transfer was blocked by prereduction of the Fx complex, did show an

evidence of PhQ�B formation at low temperatures [190, 191, 193, 197, 198, 201].

The nature of this discrepancy is not yet clear.

7.4.3 The Energetics of the PS I RC

The energy diagram of electron transfer in the PS I RC is shown in Fig. 7.1f

[13, 202, 203]. The midpoint potential Em of the special pair, P700/P
þ
700, was

measured by electrochemical means to be between +430 and +470 mV vs. the

standard hydrogen electrode (SHE) for most species including spinach,

C. reinhardtii, and Synechocystis sp. PCC 6803 [203–208]. A higher value of

+470 mV was reported for PS I isolated from Thermosynechococcus elongatus
[205], indicating that the respective midpoint potential is somewhat species depen-

dent. Upon excitation the redox potential changes by the energy roughly equal to the

energy of the Qy absorption transition of P700, i.e., by 1.77 eV, bringing the P
�
700/P

þ
700

midpoint potential to about �1.3 V [206].

The midpoint potential of the electron acceptor A0/A
�
0 has been estimated using

delayed fluorescence to be 0.25 V less than that of P�700/P
þ
700, resulting in�1.05 V in

respect to SHE [209]. A slightly higher value of �1.01 V was obtained by means of

electroluminescence [210]. Values for A1 were estimated by several groups using

electroluminescence and recombination kinetics to be between �0.7 and �0.8 V

[151, 211, 212]. Note that these experiments cannot distinguish between the

homologous cofactors in the two branches of the PS I RC. The redox midpoint

values for the iron sulfur complexes are also marked in Fig. 7.1f and are discussed

in details elsewhere [13, 202].

Since it has been suggested that the accessory pigment participates in electron

transfer and may actually serve the role of a primary electron donor (or acceptor), it

would be useful to identify the free energy of such an intermediate. Holzwarth

et al. [213], who proposed the presence of such an intermediate, modeled femto-

second absorption difference kinetics using a simple compartmental kinetic model

similar to Eq. (7.9) and found that the ratio of forward and backward transfer rates
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between the excited state of the RC* and the first radical pair is consistent with the

energy difference of 580–800 cm�1 between these states (i.e., 70–100 meV). This

value is clearly smaller than the difference of 250 meV reported for P* and A0,

suggesting that the energy of A+A�0 state (or Pþ700A
� depending on the model), if

present, lays between P�700 and Pþ700A
�
0 .

The PS I complexes from the cyanobacterium Acaryochloris marina contain

mostly Chl dmolecules instead of Chl a, and the Qy absorption of the special pair in

this organism is shifted to 740 nm (P740). This spectral shift is accompanied by the

change in the midpoint potential of P740/P
þ
740, which is lower (+335 mV) than the

midpoint potential of P700/P
þ
700 [214]. However, when these two shifts are com-

bined, the midpoint potential of the electron donor P�740/P
þ
740 remains the same as

that of P�700/P
þ
700.

Several groups have attempted to calculate the redox potential of electron

transfer cofactors using the known X-ray structure of PS I. Ishikita et al. [215]

approached the problem by solving the linearized Poisson–Boltzmann equation for

all atoms in the crystal structure and were able to qualitatively reproduce the

observed differences for the midpoint potentials of the special pairs in the BRC,

PS II, and PS I. However, the calculated midpoint potential of P700/P
þ
700 was about

100 mV higher than experimentally measured. This method also resulted in some-

what higher redox potentials for the phylloquinones: �531 mV for PhQA and

�686 mV for PhQB [216, 217]. Extensive semi-continuum electrostatic calcula-

tions of all redox cofactors were performed by Ptushenko at al. [218]. The authors

were able to reproduce the experimental value for the special pair, and obtained

reasonable agreement with the measured values for PhQA and PhQB (�671 mV and

�0.844 mV, respectively). However, the redox potentials for eC3A and eC3B (A0)

evaluated to �1.271 V and �1.314 V, respectively, which are significantly lower

than the measured value of �1.05 V and are not much different from the midpoint

potential of P�700/P
þ
700. This discrepancy could be partially lessened in calculations

where the interaction between nearby pigments is taken into account. Considering

that the charge could be delocalized over dimers eC2A/eC3A and eC2B/eC3B, the

respective midpoint potentials became �1.228 and �1.268 V. It is interesting to

note that the calculated redox potentials of the accessory pigments eC2A and eC2B

were �1.416 and �1.445 V, which puts them >100 mV below P�700. This is not
consistent with the proposed involvement of the accessory pigment as one of the

charge transfer intermediates.

7.4.4 Theoretical Modeling of Electron Transfer
in the PS I RC

Electron transfer in the PS I RC is typically treated in terms of Marcus theory; see

for example [185, 199, 202, 219]. Moser and Dutton [202] presented a calculation

of electron transfer rates in the RC based on the known structure and measured
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energies of the redox cofactors (Fig. 7.1c, f). To account for electron tunneling

phenomenon, the electron coupling interaction factor V2 in Eq. (7.6) can be

expressed as V2ffiV2
0e
� βR, where the exponential term accounts for the electron

density overlap with R being the edge-to-edge distance between electron donor and

acceptor molecules. The factor V2
0 represents the maximal value when the two

molecules are in contact; β is the tunneling barrier and generally depends on the

molecular contents of the space between the molecules. Combining that with the

expression for the FC factor (Eq. (7.7)), Moser and Dutton derived the following

empirical expression that can be used to estimate the downhill ET rate k at room

temperature [220, 221]:

log10k ¼ 13� 0:6 R� 3:6ð Þ � 3:1
ΔG0 þ λ
� �2

λ
ð7:10Þ

In this equation k is measured in s�1, R is in Å, ΔG0, and λ are in eV. While the

distancesR can be found from the structure and ΔG0 have beenmeasured or estimated

for all electron transfer cofactors in the PS I RC, it is more difficult to obtain

independent information about the reorganizational energies λ associated with each

electron transfer step. One way to estimate λ is to manipulate the driving force of the

reaction ΔG0 and compare the observed electron transfer rates with the model pre-

dictions. Ramesh et al. [222] measured the kinetics of reduction of Pþ700 in several

mutants of C. reinhardtii where the Pþ700/P700 midpoint potential was varied over a

range of 136 mV. The observed up to five times difference in the rate of electron

transfer for these mutants could be fit with Eqs. (7.6) and (7.7) with λ¼ 545 meV.

The driving force for the A0!A1 electron transfer step was manipulated in a

range of 1.2 eV by a series of A1 substitutions by several groups [223–226]. These

experiments revealed that λ� 300meV, and that in the wild-type PS I RC this reaction

is near its optimum where λ�ΔG0.

Using Eq. (7.10) and the above data Moser and Dutton [202] were able to

reproduce well the experimentally measured picosecond kinetics of primary elec-

tron transfer steps in the model, where the two branches of the RC were assumed to

be completely symmetric. Due to the symmetry, however, the electron transfer from

A1 to Fx occurred in ~10-ns time frame in both branches, which contradicts exper-

imental measurements that show ten times difference between the respective elec-

tron transfer rates along the A- and B-branches of the RC. Since the edge-to-edge

distances R between each of the phylloquinones and Fx are almost identical, the

authors found that the most likely cause for such ET heterogeneity lays in different

redox midpoint potentials of the two phylloquinones. A good fit of the measured

kinetics is achieved when the midpoint potential of the A-branch quinone is equal to

that of Fx, while the B-side quinone has a 40 mV more negative midpoint potential.
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Chapter 8

Effects of Quasi-Equilibrium States

on the Kinetics of Electron Transfer

and Radical Pair Stabilisation

in Photosystem I

Stefano Santabarbara, Robert Jennings, and Giuseppe Zucchelli

Abstract Reaction centres are the sites of primary energy conversion in

photosynthesis. The energy of the absorbed photon is trapped photochemically,

with high quantum yields, in the form of electrochemical potential in a radical pair,

which is then stabilised by a cascade of electron transfer (ET) reactions. These

occur through a chain of redox-active cofactors that are coordinated by the reaction

centre protein subunits. It is commonly considered that each of the electron transfer

steps in the redox chain is associated with a significant driving force and, hence, a

relatively large, negative, standard free energy difference (ΔG0�� 100 meV).

In this scenario, the rate of the reverse reaction which describes the repopulation

of the precursor is several orders of magnitude smaller than that of forward electron

transfer. Hence, the actual electron transfer rate between each given pair of donor

and acceptor molecules is determined almost exclusively by the molecular rate

constant of the forward reaction.
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However, at least for a few steps in the redox chains of both photosystem I and

photosystem II, the driving force is not large and often comparable to or lower than

the thermal energy at physiological temperatures. In this case, the rate constant of

the backward reaction, which is determined by the equilibrium constant, is of the

same order of magnitude as that of the forward electron step and hence cannot be

neglected. This, in turn, has a profound impact in determining the effective electron

transfer rate that can be significantly slower than that of the molecular rate for

forward ET.

In this chapter we discuss some aspects of electron transfer reactions in

photosystem I, in particular the steps in which reversibility determines the effective

ET rate.

Keywords Electron transfer • Reversible reaction • Photosystem I • Photochemical

reactions • Phyllo(semi)quinone oxidation • Kinetic modelling

8.1 Overview of Photosystem I Structure and Function

and the Electron Transfer Chain

Photosystems are large macromolecular cofactor-protein complexes where primary

photochemical energy conversion takes place. The overall catalytic activity of pho-

tosystems can be summarised as that of light-dependent oxido-reductases. In oxygenic

photosynthesis two such complexes, called photosystem II (PS II), catalysing water

oxidation-plastoquinone reduction and photosystem I (PS I), that catalyses

plastocyanin oxidation and ferredoxin reduction, operate in series. In eukaryotic

organisms, such as higher plants and green algae, the photosystems are localised in

the thylakoid membrane of the chloroplast together with the other complexes active

in photosynthetic electron transfer reactions.

Both photosystems share a common functional and structural organisation.

They are organised in two units: the core and the external antenna. The core serves
the function of light harvesting and it is the site of the photochemical reaction as

well as of the successive electron transfer reactions. The external antenna instead

has light-harvesting function only. Whereas the cores of both photosystems (PS II

and PS I) appear to be substantially conserved through evolution, the external

antenna shows great variability, which reflects the adaptation to different environ-

mental niches.

The core of PS I is composed of 12–13 different polypeptides, the specific number

varying from species to species [1–3]. The subunits which have higher molecular

weights, the gene products of PsaA and PsaB, form a heterodimer which binds a host

of cofactors including approximately 100 molecules of chlorophyll (Chl) a, 30 of

ß-carotene, 2 phylloquinones and a [4Fe-4S] iron-sulphur cluster [4, 5]. Two other

[4Fe-4S] clusters are bound to the PsaC subunit which is evolutionarily related to the

class of bacterial ferredoxins [6]. The majority of the pigments bound to the core have

light-harvesting function, and are referred to as core antenna or inner antenna.
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A cluster of six Chl a molecules functions as the photochemical catalytic centre, and

comprises the primary electron donor and the electron acceptor(s). Crystallographic

models of the PS I cores have been presented both for a cyanobacterial [4] and a higher

plant [5] model based on X-ray diffraction data. Comparison of the two crystallo-

graphic models does not highlight differences in the organisation and specific binding

sites of the putative electron transfer cofactors. Thus, the structural organisation of the

redox-active species is not influenced by species-specific differences in the so-called

minor subunits composition. Nevertheless, there is a major structural difference

between higher plants and cyanobacterial PS I: while PS I is monomeric [1, 2],

i.e. composed of a single core unit, in eukaryotes, in prokaryotes, the most abundant

form is that of a trimer [3, 7, 8]. The presence of PS I monomers in cyanobacteria has

also been suggested [7] and it is possible that, in vivo, a functional equilibrium

between the two types of superstructures exists, depending on environmental factors

[7]. While the structural organisation of the redox centres is virtually identical in the

structures obtained from Pisum sativum [5] and Synechococcus elongatus [4], differ-
ences emerge when comparing the positions of inner antenna pigments. This has been

discussed in terms of the spectroscopic properties of the isolated complexes, which are

markedly different, especially in relation to the absorption and fluorescence emission

spectra [9–11].

At odds with the high degree of conservation of structural motifs and most of the

cofactor-binding sites observed in the core, the external antenna displays great

variability. In higher plants and green algae the distal antenna is composed of

transmembrane Chl a/b-binding proteins that are collectively known as LHC

I (see [12–14] and reference therein). The crystallographic model obtained in

pea PS I indicates the binding of four LHC I monomers per core [5, 15, 16].

However, biochemical data suggest the presence of up to eight LHC I monomers

per photosystem [17]. LHC I complexes are organised as two heterodimers,

composed of the Lhca 1-Lhca 4 and Lhca 2-Lhca 3 monomers, respectively.

Those are observed both in the X-ray structure [5, 15, 16] and biochemical studies

[12–14, 18]. Cyanobacteria posses a water-soluble antenna, the phycobilisome,

in place of the transmembrane LHC as the external antenna (see, e.g. [19] and

references therein).

8.1.1 Overview of Photosystem I Electron Transfer Chain

The electron transfer cofactors are, from a structural point of view, organised in two

parallel redox chains related by a C2 symmetry axis which is perpendicular to

the plane of the membrane (Fig. 8.1) and falls, with good approximation, at the

interface of the PsaA:PsaB protein heterodimer. We will refer to electron transfer

chains A (ETCA) and B (ETCB) to identify the cofactors which are coordinated

preferentially by the PsaA and the PsaB subunits, respectively. The cluster of

pigments assigned to the reaction centre is relatively separated from the other
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antenna Chls (average distance with the nearest neighbours which are part of ETCA/

B is ~18Å). The photochemical reaction centre appears to be composed of three Chl

a pseudo-dimers. One is located at the interface of PsaA:PsaB, each subunit binding

one-half of the dimer. This dimer is generally assigned to the pigments on which the

(meta)-stable radical cation produced by charge separation, P700
+, is located [20,

21]. The Chl a comprising P700, that in structural studies are called eC1A and eC1B,

are positioned with their porphyrin rings almost parallel to the symmetry axis [4, 5]

(Fig. 8.1). The other two dimers are composed of chlorophylls eC2A/eC3A and

eC2B/eC3B, where the subscripts indicate their positions in ETCA and ETCB. Chl

(s) eC2 are often referred to as “accessory” chlorophylls, while eC3 corresponds to
A0, which was the first electron acceptor identified by spectroscopic methods.

Photochemical charge separation occurs from the lowest excited singlet state of

the Chls composing the reaction centre. The kinetics of primary charge separation

are most commonly considered to occur in a few tens of picoseconds (reviewed

extensively in [9, 22, 23]), although lower limits in the range of 0.5–1 ps have also

been discussed in the literature [24]. Recent studies [25–28] have suggested that

photochemical charge separation might initiate at the level of the accessory chlo-

rophyll, rather than P700, as is usually thought. Moreover, it has also been suggested

that, analogous to the case of PS II, primary charge separation is associated with a

small driving force, so that the rate constant of repopulation of the reaction centre

excited state by the back reaction is comparable with that of primary charge

separation [29, 30]. Hence, the rate of reversibility of primary photochemistry is

an important factor in determining the effective photochemical trapping rate. These

aspects are discussed in further detail in this chapter. Irrespective of the model for

the primary ET reactions, there is a general agreement in considering that A0 acts as

the primary electron acceptor and that the overall population time of the radical pair

[Pþ700A
�
0 ], which is determined both by rate constant of electron transfer events and

by excited state migration in the photosystem antenna, is in the range of 10–40 ps

[9, 25–28, 31].

P700

A0A
A0B

A1BA1A

FX

FA

FB

eC2A eC2B

ETCA ETCBFig. 8.1 Schematic

representation of the

electron transfer chains

(ETCA and ETCB)

in the reaction centre

of photosystem I, based

on the structural model

of Jordan et al. [4]. Also

indicated are portion

of the reaction centre

subunits, PsaA (pink); PsaB
(light blue) and PsaC (grey)
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The A0(A/B) (eC3(A/B)) chlorophylls are adjacent to the phylloquinone molecules

(A1(A/B)) which act as the next electron transfer intermediate [22, 23, 32].

The phylloquinones are reduced to the semi-quinone radical form, A�1 in about

40–80 ps (e.g. [33, 34]). Oxidation of A�1 by the next electron acceptor, the

[4Fe-4S] cluster FX, which is, as P700, bound at the interface of PsaA:PsaB, displays

polyphasic kinetics with the best characterised components having lifetimes of

about ~20 and ~200 ns (reviewed extensively in [23, 32, 35–37]). It is generally

accepted that the fast rate is associated with the oxidation of the A�1B (the

phylloquinone bound by the PsaB subunit) while the slow phase is associated to

the oxidation of A�1A (bound to the PsaA subunit). This hypothesis, which is referred

to as “bidirectional” electron transfer model, was initially proposed by Joliot and

Joliot [38] and successively substantiated by a host of spectroscopic studies using

site-directed mutants of both A1- and A0-binding sites [23, 32, 35–37]. Bidirectional

ET has been, so far, only observed in PS I, but it might represent a general property

of “type I” RC of which PS I is part. Instead, both in PS II and in the reaction centre

of purple bacteria that are part of the “type II” RC family, only one of the

symmetrically arranged putative redox chains is known to be functionally active

in primary photochemical reactions. The necessity of performing asymmetric

electron transfer is probably linked to the two-electron reduction of the terminal

electron acceptors of type II RC (PS II and purple bacterial RC). The quinone (QB)

is reduced to quinole in a sequential reaction involving two photochemical events,

each leading to the single reduction of QA which is the electron donor to QB.

Moreover, whereas a quinone (QB) acts as the terminal acceptor bound to PS II (and

this is a characteristic of “type II” reaction centres), the iron-sulphur clusters FA and

FB, which operate in series and are not bound by the PsaA:PsaB heterodimer but by

the PsaC subunit, are the terminal acceptors in PS I [4–6]. The use of Fe-S clusters

as terminal acceptors is a general characteristic of “type I” reaction centres.

In general terms, electrons transfer in photosynthetic RC involves a series of

coupled redox reactions that are most commonly described as a sequence of

thermodynamically favourable steps. In this framework, each single reaction is

expected to be associated with a standard free energy difference ΔG0� 0 meV.

Considering, as a reasonable approximation, values of ΔG0 of the order of

�100 meV, it turns out that the rate of the reverse reaction for an electron transfer

step is significantly slower (often exceeding two orders of magnitudes) than that of

the forward reaction. In the case of a “closed” donor-acceptor pair system, the redox

pair will reach its equilibrium population, irrespectively of the actual rate constants

and timescale considered. However, in a redox chain, involving sequential electron

transfer steps, as is encountered in the photosynthetic RC, each ET step is coupled

to another, generally thermodynamically favourable, reaction. Then, the population

of the ET intermediates is far from the equilibrium value provided that the precursor

redox pair is depopulated faster by the formation of the next redox pair in the chain

than its reversal to the state it derived from. These are the conditions, which are not

uncommon in photosynthetic RC, under which the effective rate of the electron

transfer step in the redox chain is determined almost exclusively by the rate of the
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forward electron transfer reaction. In these cases, as we discuss further in Sect. 8.3,
the lifetimes, which are measured by any appropriate technique which enables

one to follow the electron transfer events, closely match the inverse of the actual

molecular rate constant.

However this is not always the case. For instance, in PS I, which we use as a

model system to introduces this issue, it has been suggested that both primary

charge separation [25–28] and A1
� oxidation are coupled to small driving forces

[23, 39], to the limit of being slightly energetically uphill [23, 31, 37]. In these

cases, the rates of the back reactions differ only by about one order of magnitude

(or less) compared to those of forward ET transfer and are comparable to the rate of

depopulation of these ET intermediates by the next redox pair in the ET chain.

Thus, the backward rates cannot be neglected in these circumstances and, as it will

be shown, they have a pronounced effect in determining the effective ET kinetics.

As a consequence, the lifetimes measured experimentally are not related directly to

the actual molecular rate constant.

The focus of this chapter is the discussion of the effect of small driving forces on

the ET kinetics. In particular, we will describe relevant examples occurring in the

PS I reaction centre, although similar situations are encountered also in other

relevant biological systems. In the following sessions we present a brief overview

of description of the ET transfer rate according to Marcus formalism (Sect. 8.2), a

mathematical description of a general system of coupled ET reactions (Sect. 8.3),

and derive the general expression of an “open” simple two-level system. The

final two sections discuss the impact of backward rates, and hence of reversibility

on the time scale of the event under consideration, in determining the effective ET
transfer time for the case of primary charge separation (Sect. 8.4) and A1

� oxidation
(Sect. 8.5).

8.2 Rate of Electron Transfer Between a Donor

and an Acceptor Molecule

In order to discuss the effect of electron transfer reversibility in particular steps of

the transfer chain of PS I, we will make use of kinetic modelling, which consists

in the solution of a system of linear differential equations that is described in detail

in the subsequent section (Sect. 8.3) of this chapter. The kinetic constants will be

computed according to the nuclear mediated tunnelling of electron transfer theory,

which is often referred as the Marcus theory [40, 41]. We will present here only a

brief overview which is useful to understand the parameters used in the kinetic

modelling. More in-depth discussion of the Marcus theory is presented in several

reviews (e.g. [40, 41], as well as Chap. 4 by Moser et al. of this book).

The rate of tunnelling-mediated electron transfer (kD!A) between a donor (D)
and an acceptor (A) molecule can be described by the application of the so-called

Fermi’s golden rule [40, 41]:
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kD!A ¼ 2π

�h
HDAj j2 � f Tð Þ ð8:1Þ

where �h is the Dirac constant, jHDAj is the electronic element of the system Hamil-

tonian and f(T) is a function describing the temperature-dependent Franck-Condon

factors, which are common to both the electron donor and the electron acceptor.

Considering the coupling of electron transfer with nuclear tunnelling described by a

single, mean, oscillator of angular frequencyω, it is possible to describe the Franck-
Condon factors in terms of a Gaussian density function [41, 42],

f Tð Þ ¼ 1ffiffiffiffiffi
2π
p

σ Tð Þ e
� ΔG0þλtð Þ2

2σ Tð Þ2 ð8:2Þ

that, with respect to the standard Gibbs free energy difference (ΔG0), has a

maximum when ΔG0¼� λt, where λt is the total reorganisation energy.

The potential energies of the (initial) D�A and the (final) DA� redox pair, including
the surrounding medium, are described, in this framework, by parabolic functions

with respect to the nuclear coordinates displacement. The minimum of each

parabola represent the equilibrium state of each pair. The reorganisation energy

described the reconfiguration of the medium surrounding the (final) DA� redox

state. From an energetic point of view, it is equivalent to the displacement of the

DA� pair from its energy minimum to a position on its parabolic potential curve

which allows a vertical transition from the energy minimum of the (initial) state

DA�. Such “vertical” transition is required by the Frank-Condon approximation

The variance, σ2, of f(T ) is described by

σ2 Tð Þ ¼ λt�hω � coth �hω

2kBT
, ð8:3Þ

where kB is the Boltzmann constant. Under the condition kBT � �hω, Eq. (8.3)
reduces to σ2(T )¼ 2λtkBT that, substituted into Eqs. (8.1) and (8.2), gives

kD!A ¼ π

�h

HDAj j2ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
πλtkBT
p e

� ΔG0þλtð Þ2
4λtkBT : ð8:4Þ

This is the formula derived by Marcus [40, 41]. Since Eq. (8.4) is valid when the

temperature is sufficiently high (or the coupled mode is of very low frequency), it is

said to hold true in the high-temperature limit, which is generally the case for

physiological temperatures. It is worth mentioning that, in the original work of

Hopfield [42], two nuclear modes, one specifically coupled to the donor and the

other to the acceptors, were considered and that Jortner [43] derived an expression

that allows considering more than just a single (mean) nuclear frequency coupled to

electron transfer. The latter expression [43] is more general than that obtained by

Hopfield [42]. However, in the high-temperature limit it also converges to Eq. (8.4).
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To exemplify this, Fig. 8.2 presents the calculated values of f(T ) as a function of

ΔG0 using the high-temperature limit (Eq. (8.4), solid lines) and considering

explicitly the coupling with a mean nuclear mode (symbols, Eqs. (8.1–8.3)) of

300 cm�1, i.e. a mode of “intermediate” strength, for different values of λt ranging
from 0.35 to 0.9 eV. The calculations were performed at 300 K, i.e. close to room

temperature, and 100 K that is often encountered in spectroscopic investigation.

It can be easily appreciated that at 300 K there is no significant difference between

the two models, whereas at 100 K the coupling with nuclear modes induces a

broadening of f(T ) that will determine higher rates of ET when ΔG0 is significantly

different from � λt.
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Fig. 8.2 Dependence of the

function describing the

Franck-Condon factor

( f(T )) at 300 K (Panel

(a)) and 100 K (Panel

(b)) as a function of ΔG0.

The functions were

calculated for different

values of the reorganisation

energy λt, and assuming

either the high-temperature

limit (solid lines) or
considering explicitly

the coupling with

a nuclear mode of 300 cm�1

(symbols). The calculations
were performed for

λt¼ 0.35 eV (solid lines,
squares), λt¼ 0.7 eV

(dashed lines, circles)
and λt¼ 0.9 eV (dash-dotted
lines, triangles)
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Reverse reaction. The rates describing the reverse reaction kA!D, i.e. the transfer of

an electron back from the acceptor to the donor, and which is often referred to as the

“back reactions”, is obtained by substitutingΔG0 with�ΔG0 in Eq. (8.4) (in the high-

temperature limit) or in Eqs. (8.1–8.3) when considering explicitly the coupling with a

nuclear mode. Yet, at least for the high-temperature limit, the ratio of “forward” and

“back” rates is simply described by the classic Boltzmann distribution:

kD!A

kA!D
¼ e

�ΔG0
kBT ð8:5Þ

and it is therefore equivalent to the equilibrium constant, Keq.

Temperature dependence of the reaction. From the inspection of Eqs. (8.1–8.4) it

emerges that the temperature dependence of the reaction rate constant is determined

uniquely by the Franck-Condon factors. Moreover, the Marcus Eq. (8.4) in which

nuclear modes are not considered explicitly can be readily compared with the

Arrhenius formula k ¼ kmax � e�
E‡

kBT , where kmax is the maximal rate which, in this

case, is an empirical parameter, and E‡ is the activation energy. It is useful to

introduce the parameter ΔG‡, which represents the standard free activation energy,

that, by comparison of the Arrhenius formula with Eq. (8.4), is equivalent to

ΔG‡ ¼ ΔG0 þ λt
� �2

4λt
ð8:6Þ

Thus, if the value ofΔG0 is known by independent measurements, the analysis of

the temperature dependence of the process allows, in principle, for an experimental

estimation of λt. Still, it should be noticed that Eq. (8.6) is valid for the high-

temperature limit (Eq. (8.4)), and hence in rather narrow temperature ranges, and

it is not strictly valid when coupling with nuclear modes is strong. This renders the

experimental evaluation of λt often difficult, unless the other factors determining

the reaction rate are known already.

Moreover, under the conditions ΔG0¼� λt not only the reaction rate attains its

maximal value, but also, since ΔG‡¼ 0, the temperature dependence associated

with the exponential term in Eqs. (8.2) and (8.4) vanishes. Yet, a weak temperature

dependence of the reaction remains due to the term under square root in the

pre-exponential term of Eqs. (8.3) and (8.4).

8.2.1 Parameters Determining the Values
of the Rate Constant

The rate of electron transfer (Eq. (8.4)) is determined by four quantities: the

standard free energy ΔG0, the reorganisation energy λt, the value of the electronic
coupling element of the Hamiltonian jHDAj and, when necessary to consider

it explicitly, by the mean nuclear frequency coupled to transfer, ω.
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Standard free energy difference (ΔG0). Estimates for the value of ΔG0 can be

obtained from independent measurements, for instance from the redox titration of

the electron donors and acceptors. However, depending on the distance between the

electron donor and acceptors, the values obtained from equilibrium titration might

represent an overestimation, due to the presence of Coulombic interactions between

the charged species composing the radical pair. This effect is expected to be more

prominent for primary and secondary radical pair due to the inverse third power

dependence on the charges distance. However, as donor and acceptor become

progressively separated in space, after each ET event in the redox chain, Coulombic

terms will tend to become progressively smaller.

Moreover, the redox titrations are often not straightforward or possible in bio-

logical samples, especially when the cofactors operate at high reducing or oxidising

potentials. For instance, in PS I, only the potential of the terminal donor Pþ700 and
acceptors FA/B/X were determined directly [44–50] (with some spread in the deter-

mined values, particularly for FX [22]). The titration of phylloquinone A1 (probably

A1A) has also been reported [51], yet the value of E
0¼ –530mV appears excessively

oxidising to be reliable. Values of E0 for the cofactors not directly accessible by

redox titration have been estimated by different computational techniques [52–54]

based on semi-empirical or ab initio methods; even in this case there is not a general

agreement between the different approaches and some of the values reported seem

inconsistent with the observed ET reaction rates (see discussion in [23]).

Reorganisation energy (λt). Experimental estimates of the reorganisation energy can

be obtained, as already mentioned, from the analysis of the reaction rate temperature

dependence whenΔG0 for the process is known and coupling with nuclear modes is

negligible (or explicitly considered, provided that the mode frequency is known).

Nevertheless, the estimation of its values, especially for ET in biological samples,

has proven to be relatively difficult and often dependent on the simplification

employed during the data analysis. Still, in a survey of several reactions occurring

in an extended sample of redox-active protein, Moser et al. [55, 56] reported a broad

distribution of values for λt, with the most frequent falling between 0.5 and 1 eV and

a mean close to 0.7 eV. Alternative approaches which can lead to the estimation of

the value of λt relies on either ab initio or semi-empirical electrostatic calculations

(e.g. [57–60]); however also these values depend on the quality of the structural

model and on the level of approximation as well as the assumptions (for instance

partial charges on residues, dielectric constant and refractive index of the bulk

protein) employed in the calculations.

Electronic element of the Hamiltonian (jHDAj). Direct experimental evaluation of

the value of the electronic element is, in general, cumbersome andmost of the values

reported in the literature are derived from the analysis (fit) of the reaction temper-

ature dependences, which is possible when all other relevant parameters are known,

or just a few of them are fit simultaneously with jHDAj2. It can be shown [41, 42] that
the value of |HDA| is dependent on the shape and the height of the tunnelling barrier

that the electron needs to transit during the transfer. Computational approaches,
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based on ab initio or semi-empirical methods, can be employed to estimated

the value of jHDAj2 when a structural model with sufficient resolution is available

[59, 61, 62]. However, for large molecular complexes the calculations are compu-

tationally expensive and generally yield different results depending on the level of

approximation (and the portion of protein-cofactor volume) employed. On the other

hand, considering a simple square tunnelling barrier it is possible to describe the

electronic elements to a first approximation as [41, 42]

��HDA

��2 ¼ ��HDA

��2
0
� e�βrDA ð8:7Þ

where jHDAj20 is the maximal value under conditions of “contact”. This maximal of

value is damped exponentially as a function of the donor-acceptor separation, rDA
(which is an approximation for the “length” of the tunnelling barrier)modulated by the

attenuation constant, β, that depends on the medium surrounding the redox-active

moieties.

From the extensive survey of proteins active in electron transfer reactions [55–57]

an average value of β in the range of 1.2–1.5Å�1 has been proposed (an average value

β ¼ 1:35 Å
�1

will be used in our calculations) and the value of rDA is the edge-to-edge
distance of cofactors involved in the reaction, corrected by the van der Waals radii

(~3.6 Å). A good approximation for the value of jHDAj20 is obtained by considering

crossing a potential barrier height of ~2 eV which yields a value of about

~1� 10�3 eV2. It should be borne in mind that such values are only approximate

and, in turn, the description of the electron transfer rate has to be considered only as a

first-order approximation, reliable within an order of magnitude.

8.3 Description of the Kinetic of a System of Coupled

First-Order ET Reactions

In this section we present a description of a kinetic model suitable to represent the

cascade of intra-complex electron transfer reactions, all of which are characterised

by first-order order rate constants, as those occurring in a photosynthetic RC. Such a

kinetic model describes the temporal evolution of each component in the system,

following a brief (instantaneous) excitation, such as a single turnover flash excita-

tion for the case of an RC. This problem has a general connotation, as it is

applicable to any form of coupled reactions. We start by discussing the general

description of a system of coupled first-order reactions composed of an arbitrary

number, N, of states (Si). We explicitly consider an “open” system, i.e. in which

there is at least an output from the system that is described by the constant kout
associated with the state SN. This scenario relates more closely to photosynthetic

RCs in which the initial excitation, after conversion into a radical pair species, leads

to the transfer of electrons outside the RC, a process mediated by diffusible redox

carriers (e.g. plastoquinone, plastocyanin, ferredoxin). These processes are not
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meant to be described in detail and are simply accounted for by macroscopic rate

constants which accounts for the exit from the system.

In the most general situation it is necessary to consider communication between

all the different states present in the system; this is described by pairwise first-order

rate constants, ki,n/kn,i, that represent the actual forward and backward constants for
each given process. The temporal evolution of the system is described by a system

of linear differential equation (with respect to time) having the general form:

_S1 ¼ �
XN
i ¼ 1

i 6¼ 1

k1iS1 tð Þ þ k21S2 tð Þ þ k31S3 tð Þ þ . . .þ kN1SN tð Þ

_S2 ¼ k12S1 tð Þ �
XN
i ¼ 1

i 6¼ 2

k2iS2 tð Þ þ k32S3 tð Þ þ . . .þ kN2SN tð Þ

⋮
_SN ¼ k1NS1 tð Þ þ k2NS2

�
t
�þ k3NS3

�
t
�þ . . .�

XN
i ¼ 1

i 6¼ N

kNiSN tð Þ � koutSN tð Þ

8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:

ð8:8Þ

where the negative sum comprises all the rate constants describing depopulation

events from the given state Si and _Si is the first derivative with respect to time. Any

further output from the system occurring from any of the Si level other than that

already considered from the “final” state SN is easily factored in by including the

relevant rate constants in the summations. Although the system of differential

equations presented in Eq. (8.8) represents a general situation, in practice, when

considering a linear cascade of electron transfer reactions such as that occurring in a

photosynthetic RC, it is generally necessary to consider only the rate constants

relating to depopulation and population of two successive states, so that the system

significantly simplifies. Still, for redox chains involving more than two, coupled,

ET steps (or any system comprising more than two states, independently on their

nature) analytical solutions can only be found for particular cases. In order to

provide a simple example for which general and analytical solution can be

retrieved, we will discuss the case of a two-level system in the Appendix. Yet,

for more complex scenarios it is necessary to rely on numerical methods to find the

solutions of the system of linear differential equations. Those are generally based

on linear algebra methods because those are general and are therefore more

straightforwardly implemented in numerical approaches. Hence, those will be

discussed briefly.

The system of equations (Eq. (8.8)) can be expressed in compact matrix notation as

_S tð Þ ¼ RN � S tð Þ ð8:9Þ

where S(t) is the vector describing the temporal evolution of the redox intermediate

populations and _S tð Þ is its first derivative with respect to time. Both vectors have the
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dimension of the number of ET steps in the redox chain. RN is a square matrix

containing the molecular rate constants between couples of donor-acceptors as its

elements and is therefore referred to as the rate matrix. Equation (8.9) has the form
of common linear differential equation; just the terms are vectors and a matrix

rather than functions and scalar values. For the simulations which are presented in

this chapter, the elements ofRNwill be computed using the tunnelling-mediated ET

theory as a starting point, with the approximations already described in the previous

section. However, alternative methods, known as “target” analysis, that consider

the rate constants as free fit/adjustable parameters are also commonly used.

If the matrix RN can be diagonalised, which is often the case, the systems of

linear differential equations have general solutions with the form of a weighted sum

of exponential functions:

S tð Þ ¼
XN
i¼1

ciVie
γi t ð8:10Þ

where γi andVi are, respectively, the eigenvalues and the eigenvectors verifying the

diagonalisation conditions RN �Vi¼ γi �Vi. The eigenvalues are univocally deter-

mined by finding the root of the characteristic polynomial of the matrix (RN� γIN),
where IN is the identity matrix of the same order as RN, and are related to the

experimentally observed lifetimes (τi,obs) by the simple relation τi,obs¼ γ� 1
i .

A very common approximation, often encountered in the literature, is that of

considering the inverse of the experimentally determined lifetimes (τ� 1
i;obs) as a good

approximation for the rate constant describing a given ET reaction. Yet, since the

values of γi (or τ� 1
i;obs) are the roots of the characteristic polynomial of RN, which

represent a combination of all the different rate constants composing the rate

matrix, such approximation is not accurate (and in certain cases it is incorrect), if

not under special circumstances.

The eigenvectors constitute a basis of the matrix RN; hence the solutions of the

system of equations are defined except for scaling constants (ci), which are deter-

mined by the boundary or the initial conditions, most commonly the concentration

of the states at t! 0, or any known state that can be controlled by the experimental

conditions. Thus, by the determination of the eigenvalues, which describes the

(inverse) measured lifetimes and the eigenvectors for a particular initial conditions,

which described the (population) amplitude associated with each eigenvalue/life-

time, the temporal evolution of the system is fully described.

It should be noted though that the eigenvalues describe the population evolution

(i.e. the concentrations or better, the molar fractions, of the states involved in the

system), whereas in an experiment the measured signal will depend also on the

spectroscopic characteristics of the cofactors (i.e. absorption, fluorescence,

magnetisation and so on, depending on the methodology adopted to monitor the

reactions). For instance, when cofactors of different chemical nature act as donors/

acceptors, they will have distinct absorption spectra (ε) and distinct difference

extinction coefficients (Δε). These “spectroscopic” properties act as scaling factors
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which bias the amplitudes of the “net” population evolution and constitute a

complication in the data analysis. On the other hand, if the chemical nature of the

cofactors is unknown, the “spectroscopic” characteristics are a key tool to reveal

their properties.

In the remaining part of this chapter we discuss two particular cases: primary

charge separation and oxidation of semi-phylloquinone acceptors A�1 in the reac-

tion centre of PS I as in both cases it has been suggested that the effective ET

dynamics are strongly influenced by the rapid reaction reversibility.

8.4 Reversibility of Primary Charge Separation

in Photosystem I

Primary photochemistry in PS I takes place from the singlet excited state of a

pigment cluster that can be considered to have a minimal size of six chlorophyll

a molecules, one of which is a 130 epimer and is part of a hetero-dimer constituting

the terminal electron donor (P700) which is positioned at the interface of the PsaA

and PsaB core subunits. The other four Chl a are organised in two pseudo-dimers,

each composed, according to structural model nomenclature, of chls eC2A/B,

(the so-called accessory chls), and eC3A/B (also known as A0A/B) that is the first

electron acceptor(s) that has (have) been identified spectroscopically. Each of these

“eC2–eC3” dimers forms an angle of about 30� with respect to the C2 symmetry axis

that is instead parallel to P700 (Fig. 8.3a for a schematic representation). This

structural arrangement determines significant excitonic interactions amongst the

pigments in the cluster. Within the point dipole approximation, an interaction

energy of 320 cm�1 can be estimated for the chl a–chl a0 dimer composing P700,

and ~255 cm�1 for the eC2–eC3 couples, whereas the coupling between eC2 and

the components of P700 is ~80 cm�1, e.g. [23, 61, 63]. However, as the distances

between these chromophores are close to space occupancy as determined by the van

der Waals radii, the assumption of point dipole should lead to an overestimate of the

couplings. Renger and Schlodder [63] determined, using the extended dipole

approximation, couplings of 157 cm�1 for the P700 dimer and of 136 cm�1 between
A0 and the eC2. These are about one-half of those determined by the point-dipole

approximation, but still significant, and are larger than those estimated for the eC2–

eC1 pairs. Still, couplings of this order of magnitude lead to exciton interactions, so

that the lowest singlet excited state from which charge separation takes place

should be considered that of the six Chl a composing the reaction centre that will

be referred to as RC*. The core of PS I also binds a large number of chlorophyll

a (~100) molecules which function as a proximal antenna together with the

photochemical reaction centre. In the case of cyanobacteria; some of the core

antenna chlorophylls absorb at wavelengths longer than the lower excited state of

the reaction centre itself, and are often referred as the “red spectral forms” (see [9]

for a review). Such spectral forms are also present in PS I from higher plants, but in
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this case are bound to the LHC I external antenna [13, 14]. The red forms play an

important role in light harvesting under leaf shading conditions, since far-red light

penetrated more deeply through canopy being less absorbed [64]. At the same time,

the presence of these low-energy states in the antenna was demonstrated to have a

pronounced effect on the overall photochemical kinetics, which can be interpreted

in terms of reversible excited state transfer to and from the red forms and the bulk

antenna [9, 16, 65–69]. Since the details of excited state equilibration are outside

the main topic of this chapter, this issue will not be further discussed. However, it is

worth mentioning that interpretation of experimental data acquired by the spectro-

scopic techniques of choice to monitor primary photochemistry, such as ultrafast

optical transient spectroscopy or fluorescence lifetimes, needs to take into consid-

eration energy transfer events in the antenna because they occur on timescales

which overlap with both the primary radical pair population and the successive

radical pair stabilisation events.

The sequence of primary charge separation and successive electron transfer

events in PS I has received considerable attention in the last decade. Primary

photochemistry has been generally described as starting from the P700 dimer that

acts as the primary electron donor and directly reduces the primary acceptor A0

[9, 22, 23, 68], hence leading to formation of the [Pþ700A
�
0 ] radical pair in a single-

step, rapid and substantially irreversible reaction (Fig. 8.3b). The timescale for this

process is most commonly reported in the 10–40 ps range [9, 22, 23, 64–68, 70],

even though more rapid kinetics have also been suggested [9, 24]. This would yield,

to a first approximation, photochemical rate constant. In the order of 50–150 ns�1.
However, in more recent investigations, initially in the isolated PS I purified from

i) irreversible, monodirectional, one-step CS

ii) reversible, monodirectional, two-steps CS

iii) reversible, bidirectional, one-step CS

iv) reversible, bidirectional, two-steps CS

RC*

RC*

RC*

RC*

[P+
700A0

− ]

[P+
700A0

− ]

[P+
700A

−
0A ]

[P+
700A

−
0A ]

[P+
700A

−
0B ]

[P+
700A

−
0B ]

[eC2+ A−
0 ]

[eC2+ 
BA−

0B ]

[eC2+ 
AA−

0A ]

a bP700

A0A

A0B

eC2A

eC2B

Fig. 8.3 Panel (a): Schematic representation of the arrangement of the cofactors involved in

primary photochemical reactions and charge stabilisation. ETCA: purple; ETCB: dark blue.
Also shown are the principal interactions with the residue involved in the coordination of P700
and A0A/B. Panel (b): Different kinetic models describing primary charge separation reactions,

as discussed in the text
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C. reinhardtii [25, 27] and successively in a higher plant preparation [26], it has

been suggested that the stabilisation of the charge-separated state takes place via

a two-step reaction mechanism. The first step, that represents the actual

photochemical reaction, was suggested to be rapidly reversible and hence associ-

ated with a small driving force. The second step, which again leads to the popula-

tion of [Pþ700A
�
0 ], was instead considered to be substantially irreversible, at least on

the timescale of these ET events (Fig. 8.3b). The photochemical rate constants

reported in these studies [25–27] are in the range of 350–400 ns�1, which are

significantly faster than the values proposed for a single-step mechanism associated

with a large driving force. In the two-step photochemical charge separation/

stabilisation mechanism, the rates for the reverse reaction, that is the repopulation

of RC*, were estimated in the 25–43 ns�1 interval, yielding equilibrium constants

of 9<Keq
fc < 14. From these values, the free energy difference for charge separation

is� 67<ΔG0
fc <� 57 meV, i.e. ~ 2.5 kBT at 300 K. The successive reaction, which

leads to the population of [Pþ700A
�
0 ], was described by rate constants in the 75–

90 ns�1 range [25–27], which is within the spread of values reported for a single-

step irreversible charge separation, albeit in the upper range of values [9, 68]. The

values of the rate constants for the back reaction leading to the repopulation of the

primary radical pair were not reported, and hence assumed to be small enough to be

neglected on the timescale considered. In other terms, the second step in the

proposed reaction mechanism is assumed to be (substantially) irreversible on the

timescale of the investigation.

A two-step reaction scheme involves necessarily a role of the accessory chl (eC2)

as an electron transfer intermediate, being either the primary electron acceptor or the

primary electron donor. Müller and co-workers [25, 27] favoured the hypothesis that

the eC2 acted as the primary donor, based on the interpretation of transient optical

spectra. This suggestion was successively confirmed by the same group based on the

study of site-directed mutants of the A0-binding site [28] and also by others, who

performed experiments under conditions where P700 was either in neutral form or

oxidised at the time photochemistry is initiated [71]. A similar mechanism involving

reversible radical pairs was also proposed for PS II by Holzwarth and co-workers

based on the analysis of fluorescence decay [29, 30, 72] and more recently on ultrafast

transient absorption measurements [73]. Also for the case of PS II, it was suggested,

based on the effect of site-directed mutants involved in the coordination of electron

P680 [74] and successively by complementary approaches [72], that the primary

electron donor of PS II is one of the accessory chlorophylls (reviewed in [75, 76])

that are arranged in a functionally equivalent position within the reaction centre to

those of PS I [77].

Based on the emerging evidence for the functionality of two parallel ET branches

in PS I [23, 31, 32, 35–37] it has been suggested that the kinetics retrieved from

ultrafast transient optical spectroscopy byMüller et al. [25] could also be interpreted

in terms of two primary radical pairs, each populated on one of the active braches of

PS I [23, 31], rather than by a two-step (mono-directional) charge separation

mechanism (Fig. 8.3b). This model of primary photochemistry also considered
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rapid reversibility of primary charge separation and assumed, for simplicity, equal

rates for the two parallel electron transfer branches [23] (Fig. 8.3b). Within this

framework, i.e. a one-step, rapidly reversible, charge separation involving two

functional electron transfer chains, and accounting for excited state equilibration

processes in the antenna [23, 31], a value of about 100–200 ns�1 for the photochem-

ical rate was proposed, which corresponds to an overall photochemical de-excitation

of the reaction centre excited state (RC*) of ~300 ns�1 that is in line with the

estimates of Müller et al. [25] and Slavov et al. [26]. Based on the analysis of single

point mutants (PsaA-Tyr696 and PsaB-Tyr676) affecting H-bond donation to the

peripheral rings of both A0A and A0B a further update of the model describing

primary photochemical events has been presented [28]. The most complex kinetic

model considers a two-step charge separation as well as the two functional ET chains

of PS I (ETCA and ETCB), in which the first reaction is rapidly reversible in both

branches [28]. The combined analysis of the experimental results obtained with wild

type andmutants of the A0A/B-binding sites allowed estimation of the photochemical

rate, as well as the back reaction, on both ETCA and ETCB, which were suggested to

be unequal [28]. Moreover, the experimental results provided further evidence for

the eC2A/B chlorophylls acting as the primary electron donor on both ET branches

[28]. A molecular rate of 220 ns�1 was reported for the photochemical population of

the [eC2þAA
�
0A] radical pair and of 140 ns�1 for the population of [eC2þBA

�
0B].

From these values an overall photochemical de-excitation of the RC* of

~350 ns�1 is obtained, which is similar to the value of 350–400 ns�1 proposed for

the mono-directional scenario [25–27]. The rates for reversible reactions were

estimated as 8 and 16 ns�1 for primary charge separation occurring on the ETCA

and ETCB, respectively, yielding the equilibrium constants Keq
fc;A’ 25 and Keq

fc;B’ 9,

equivalent to standard free energy differences ΔG0
fc;A¼–83 meV and ΔG0

fc;B¼
–56 meV. Considering the overall photochemical de-excitation of RC* (i.e. the

sum of photochemical charge separation of each branch) and its overall repopulation

(i.e. the sum of the backward rates), a mean equilibrium constant K
eq
fc ¼ 14 is

obtained. This corresponds to a mean value of Gibbs free energy difference

ΔG0

fc ¼ �68 meV. Hence, in general terms the value of |ΔG0
fc| is 2–3 kBT at

RT. Accepting the suggestion that charge separation is initiated from the accessory

chlorophylls [25, 28], from the free energy difference reported above, and consid-

ering that the edge-to-edge distance is 3.6 Å between eC2A and A0A and 3.7 Å
between eC2B and A0B (note that these are on the contact limit when the molecular

radii are accounted for) it is possible to estimate the values of the total reorganisation

energy using Eqs. (8.1–8.4) and the approximation discussed in Sect. 8.2 of this

chapter. From the parameters just discussed values in the range of 0.51–0.54 eV for

λt,fc are computed. They represent reasonable figures considering that similar esti-

mates were obtained for reduction of Pþ700 by plastocyanin [78, 79]. From the values

of λt,fc and ΔG0
fc;A=B it is possible to estimate the activation energy ΔG‡

fc in the (90–

100) meV interval, i.e. ~5 kBT at room temperature. Thus, in the presence of a

relatively constant value of λt,fc and ΔG‡
fc, it is mainly the larger absolute value of

8 Effects of Quasi-Equilibrium States on the Kinetics of Electron Transfer. . . 257



ΔG0
fc;A with respect to ΔG0

fc;B which determines both a faster rate of charge separa-

tion on ETCA and a lower value of the rate constant associated with the reversal of

the primary charge-separated states on this electron transfer chain. Within this

framework, this would lead to a preferential statistical utilisation of ETCA with

respect to ETCB at the level of photochemical events, which can be quantified as a

ratio of about 0.6:0.4 [23, 32, 35–37].

The charge-separated state is substantially stabilised by the next ET steps, which

lead to the formation of the [Pþ700A
�
0A] and the [Pþ700A

�
0B] radical pairs. These

reactions are described as being irreversible [25–28]. Müller et al. [28] estimated

values of 69 and 89 ns�1 for the population of these two radical pairs from the

[eC2þAA
�
0A] and the [eC2

þ
BA
�
0B] precursors, respectively. Considering a value for the

reorganisation energy of the order of 0.5 eV, similar to that obtained for primary

change separation, and based on the edge-to-edge distance between eC2A/B and P700
of 4.7–4.8 Å, it is possible to estimate the values for ΔG0

fc;RP2A¼–170 meV and

ΔG0
fc;RP2B¼–185 meV, and activation energies 51<ΔG‡

RP2 < 58 meV. From these

values, the equilibrium constants for the population of [Pþ700A
�
0A=B] from

[eC2þ
A=BA

�
0A=B] are in the 0.7–1.3� 103 range, so that the assumption of a substan-

tially irreversible reaction within the time window of ET reactions considered is

reasonable. From the mean value of ΔG0

fc,RP2 estimated the total energy drop from

RC* to the “stabilised” radical pairs [Pþ700A
�
0A=B] exceeds 240 meV. This value is

consistent with the estimated activation energy of [Pþ700A
�
0A=B] charge recombina-

tion, at least at low temperatures, which is in the range of 175–250 meV [22, 80–82].

For the values of λt¼ 0.5 eV and ΔG0
Pþ
700

A�0
¼ 250meV discussed above and

considering an edge-to-edge distance between P700 and A0 of 9.7 Å it is possible

to calculate, using Eqs. (8.1–8.4), a recombination time of ~45 ns that, considering

the simplification employed in obtaining these values, is in reasonable agreement

with the experimental value of about 25 ns [22].

To summarise the description of the kinetics of primary charge separation and

radical pair stabilisation, we present in Fig. 8.4 the population evolution of the

radical pairs involved. These are calculated on the basis of the results reported by

Müller et al. [28], for a bidirectional model, and also including the weak revers-

ibility of the secondary radical pairs, whereas the population of the next, ternary,

radical pairs [Pþ700A
�
1A=B] is not treated explicitly as it is considered to be an

irreversible “output” from the system. In the absence of an output that macroscop-

ically describes the successive electron transfer reactions, the populations of the

redox pairs that are explicitly considered will not decay to zero, but tend to their

Boltzmann populations.

The simulations are performed using the kinetic model described in Sect. 8.3 of

this chapter, hence solving a system of linear differential equations of the kind of

Eq. (8.9). In the model of Fig. 8.4 excited state equilibration is described only in

terms of a “bulk” antenna coupled to RC*, whereas the contribution of the red

spectral forms to the overall trapping dynamics, which was proven to be significant
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(e.g. [9, 17, 65–70]), is not taken into account. Although this represents a simplified

description of the system, it allows one to focus on the ET reactions. From this

kinetic modelling (Fig. 8.4) the following lifetimes are determined: 0.9, 5, 10,

14, 31 and 62 ps. It is worth noting that these lifetimes are very closely spaced,

especially those in the 5–14 ps range, and that it has been possible to distinguish

them only through the analysis of mutants altered at the level of A0A/B coordination

[28]. In the case of the wild type, the reported lifetimes fall into a rather broad

distribution, from which they cannot be simply disentangled. Within this frame-

work, the faster components are essentially associated with the decay of the excited

state in the bulk antenna (~1 and 5 ps) and the population (~1 ps) and the

depopulation (5 ps) of RC*. This yields an average lifetime for antenna

de-excitation of ~3 ps, which is significantly faster than the values of the order of

10–20 ps typically obtained by monitoring the fluorescence decay [9, 65–70]. This

discrepancy originates from neglecting the detailed excited state equilibration,

which is the subject of other reviews [9, 68], in the kinetic model of Fig. 8.4a. In

the simulation presented here, the [eC2þAA
�
0A] and [eC2þBA

�
0B] radical pairs are

populated with average lifetimes of 6.4 ps and 5 ps respectively, and are
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depopulated with lifetimes of 13.5 ps and 10.5 ps, respectively, that matches the rise

times of the successive radical pair couples [Pþ700A
�
0A] and [P

þ
700A

�
0B]. Those, in turn,

decay with lifetimes of 23.5 ps and 37 ps, respectively. The maximal population of

[eC2þAA
�
0A] and [eC2þBA

�
0B] is 0.33 and 0.19, corresponding to a ratio of 0.64:0.36,

in favour of ETCA, whereas the maximal populations of [Pþ700A
�
0A] and [Pþ700A

�
0B]

are 0.30 and 0.25 corresponding to a ratio of 0.55:0.45. These ratios represent the

statistical utilisation of the two parallel electron transfer branches and are within the

range reported in the literature for higher plants [23, 31, 32, 35–37], even though

somewhat more asymmetric ratios have been often reported for PS I of

cyanobacteria [23, 31, 32, 35–37]. Thus, irrespective of the details, the statistical

utilisation of the two electron transfer chains is determined both by the actual

charge separation rate on each ET branch, the charge stabilisation rates and,

significantly, also by the equilibrium constant for the rapidly reversible primary

radical pair.

8.5 Reversibility of Electron Transfer from A�1A=B and FX

The oxidation of the next electron acceptor A�1 is characterised by complex kinetics

that are described by aminimum of two exponential components [22, 23, 32, 35–37].

In thewild type reaction centres, are characterised by lifetimes in the range of 5–25 ns

and 200–350 ns,with the slower component possessing, in general, a larger fractional

amplitude. A so-called “intermediate” phase, with an associated lifetime in the range

of 160–180 ns, is also resolved in the wild type, in studies where the temperature

dependence of the reaction has been investigated [79, 83, 84]. There is now a general

consensus in considering that the “fast” 5–25 ns component reflects principally the

oxidation of A�1B and the “slow” 200–350 ns phase the oxidation of A
�
1A, according to

the bidirectional ET model [23, 32, 35–37]. Most of the initial evidence in favour of

bidirectional ET came from the analysis of PS I reaction centre mutants involved

directly in the coordination or located in the proximity to the binding site of the

phylloquinonesA1A andA1B (reviewed in [23, 32, 35–37]). The naphthol ring of both

phylloquinones interacts with the indole ring of a tryptophan residue (PsaA-Trp697,

PsaB-Trp677 according to S. elongatus numbering), leading to a π-stacking interac-
tion between the aromatic moieties. The substitution of the PsaA-Trp697 residue

with different side chains leads to the lengthening of A�1 oxidation kinetics. This

was due to a selective change in the value of the ~250 ns lifetimes observed in the

wild type to 450–1,200 ns, inmutants, the precise value depending on the substitution

(e.g. [85–88]). On the other hand, the lifetime associated with the faster oxidation

phase (~20 ns) remained substantially unaltered, and so did the amplitudes associated

with both components. The opposite effect was observed for mutations of the PsaB-

Trp677 residue, which led to shifts of the ~20 ns lifetime to 40–80 ns, whereas

the value of the ~250 ns component remained unchanged [85–88]. Similar effects

were also monitored for substitutions of other residue side chains located in the
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proximity to the phylloquinone, particularly A�1A which is somewhat better

characterised [32, 35–37]. Interestingly, in mutants where the lifetime of the

slow component exceeded approximately 800 ns, it was also possible to resolve the

intermediate 160–180 ns component at room temperature [87, 88].

From inspection of the structural models other interesting coordination features

emerge: both phylloquinones appear to be asymmetric hydrogen bonded. Only the

keto-carbonyl group at the C4 position interacts with the RC subunits, whereas that

at C1 appears to be too far from any suitable donor to allow direct H-bond

formation. Moreover, the H-bond donor is not an amino acid side chain but the

peptide bond involving the residues PsaA-Leu722 and PsaB-Leu706. Hence, in

principle, it is not possible to completely suppress this interaction. Yet, in mutants

in which the leucine side chain has been substituted, the oxidation of A�1 became

faster, with a lifetime of ~180 ns instead of 250 ns for PsaA-Leu722 mutants [88–

91] and ~15 ns instead of 25 ns in PsaB-Leu706 mutants [89]. This effect was

initially interpreted as a weakening of H-bond donation, due to steric hindrance of

the substituted side chains (Tyr and Thr) compared to Leu [89]. More recently it

was suggested that it might instead be associated with changing of the nuclear

frequencies coupled to specific ET reactions [91]. These experimental results

provide solid evidence in favour of the functionality of two ET branches in PS

I. Further evidence in favour of the bidirectional electron transfer model came also

from studies in which mutants of residues involved in the coordination of both A1

and A0 have been analysed by either optical transient spectroscopy with

sub-picosecond resolution [28, 92–94] or time-resolved electron spin resonance

measurements [32, 37, 95–102].

The most significant asymmetry in the primary sequence of the PS I RC subunits

is the presence of a tryptophan in PsaB (PsaB-Trp673) where a glycine (Gly693) is

found in the homologous position of PsaA. These residues are close to the

phylloquinone-binding sites, yet does not appear to directly interact with A1B.

When substituted, in an attempt to attain greater symmetry of the protein environ-

ment (PsaB-W673G mutant referred as PsaB-W669G in the original publication

[101], the actual Chlamydomonas reinhardtii numbering), the oxidation kinetics

were significantly slower than in the wild type and dominated by an 885 ns decay

component. Since the crystallographic models [3–5] suggest that the binding of A1A

and A1B by the respective protein subunits, PsaA and PsaB, is remarkably similar

except for the exchange of PsaB-Trp673 with Gly in PsaA. Because FX is coordi-

nated at the interface of PsaA:PsaB heterodimer, it is a common electron acceptor

to both the electron transfer chains. Moreover, the edge-to-edge distances between

the two phylloquinones and this cofactor are the same (within fractions of Å).
Hence, there is not a clear explanation, from structural perspectives, for the about

one order of magnitude differences in the lifetimes associated primarily with A�1B
and A�1A oxidation. This suggests that the distinct kinetics arise from energetic

factors, such as the reorganisation energy, the standard free energy difference or the

nuclear modes coupled to these reactions. The value of λt should be relatively

constant in a restricted portion of the protein complex, so that it is unlikely that the

one order of magnitude difference in the measured lifetime for the phylloquinones,
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which are less than 15 Å apart, can be explained in this terms. Moreover, the main

coupled frequency is generally less than 600 cm�1; at room temperature this should

not be particularly influential, although it might affect more significantly the

temperature dependence (see Sect. 8.2). Thus, the most likely candidate to explain

the difference between the ~20 and ~250 ns lifetimes is an asymmetry in the Gibbs

free energy differences ΔG0
A�

1A=B
!FX

:

Based on these considerations, a model was proposed [23] that describes, in

a semi-quantitative manner, the kinetics of A�1 oxidation considering reversibility

(on the timescale of the ET event) of electron transfer between A�1A=B and FX

(presented in Fig. 8.5). The suggestion that A�1 oxidation by FX is associated with a

small driving force and, hence, that the effect of the backward reactions in determin-

ing the effective ET rate should not be neglected was initially put forward by Brettel

and co-workers [22, 39] within the mono-directional ET framework. At that time

there was a lack of experimental evidence in favour of the functionality of two

electron transfer branches. The kinetic scheme proposed by Brettel was referred as

the “shallow equilibrium” model, and is also presented in Fig. 8.5 for completeness.

The model later proposed by Santabarbara et al. [23] considered an important

contribution of rapidly reversible ET for both A�1A and A�1B oxidation, whereas the

successive electron transfer events, the reduction of FA from FrX (the superscript

r indicates the reduced form of the 4Fe-4S clusters), were considered to be substan-

tially irreversible on the timescale of ET event and hence associated with a large,

negative, value of ΔG0
F r
X!FA

[23]. This was based on the evidence from direct

redox titration of the iron-sulphur clusters in PS I: the standard potential for FrA/FA

FX

A1A A1B

reversible, monodirectional ET 

reversible, bidirectional ET 

[P+
700F

r
X ]

[P+
700F

r
X ]

[P+
700A

−
1 ]

[P+
700A

−
1B ]

[P+
700A

−
1A ]

b

c

a

Fig. 8.5 Panel (a): Schematic representation of the arrangement of the cofactors involved in

secondary electron transfer reactions in PS I. Also shown is the principal residue involved in the

coordination of A1A and A1B. Panel (b): Kinetic model considering a partially reversible oxidation

of A�1 by FX for mono-directional ET, after Brettel ([22] and reference therein). Panel (c): Kinetic

model considering a partially reversible oxidation of A�1ðA=BÞ by FX for the bidirectional ET, after

Santabarbara et al. ([23] and reference therein)
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couple was estimated as �(520–550)mV [22, 44, 46–50], whereas that of FrX/FX as

�(650–730)mV [22, 45, 49], so that the value of ΔG0
F r
X!FA

is less than �100 meV.

In order to model A�1 oxidation, according to the kinetic scheme reported in

Fig. 8.5, it is necessary to adjust the values of the reorganisation energy, which is

considered homogeneous for all these ET reactions, and that of ΔG0
A�

1A=B
!FX

, as all

the other parameters are either fixed (as discussed in Sect. 8.2) or derived from the

structural model, such as the edge-to-edge distances that are 9 Å between A1A/B and

FX and 11.6 Å between FX and FA. Considering reorganisation energies, λt, in
the order of 0.5–0.75 eV, as commonly reported for electron transfer proteins

[55–57], the values ofΔG0
A�1A!FX

andΔG0
A�1B!FX

required to model the experimental

kinetics fall in the (� 5)�(þ 40) meV and the �(10–60)meV intervals, respec-

tively. Thus, in general, ΔG0
A�1A!FX

was 	 1� 2:5kBT at room temperature. More-

over, from these values, the difference in standard potential between the two

phylloquinones is in the 20–120 mV interval. Such relatively small energy gaps

can be rationalised on the basis of differences in the strengths of H-bond donation

from residues of the PsaB and PsaA subunits to the A1A and A1B quinones,

respectively. In this respect, recent evidence indicates that the naphtone plane of

A�1B is slightly rotated with respect to the molecular axis [102]; this will render

H-bond donation from PsaB-L706 residue less favourable than for the A�1A. This
is qualitatively in agreement with predicted differences in the redox potentials. In

Fig. 8.6b are shown the calculated population evolutions of the [Pþ700A
�
1A],

[Pþ700A
�
1B] and [Pþ700F

r
X] radical pairs considering an average value of 0.7 eV for

λt,A1FX . In this case the value of ΔG0
A�1A!FX

is +10 meV, that of ΔG0
A�1B!FX

is

�25 meV and that of ΔG0
F r
X!FA

is �150 meV (Fig. 8.6a). The most significant

features of this description of A�1 oxidation can be summarised as follows:

1. A�1A oxidation is coupled to a smaller driving force with respect to A�1B oxida-

tion. Whereas A�1B oxidation appears to be always favourable from a thermody-

namic point of view, A�1A appears to be slightly endergonic or only weakly

exergonic. Hence, the oxidation of A�1 is driven, principally, by the coupling to

the largely thermodynamic favourable reduction of FA by FrX.

2. The actual forward rate constant for oxidation of both phylloquinones, kA�1A!FX

and kA�1B!FX , only differ by about a factor of 2. For the example reported above

the values are 55 μs�1 and 30 μs�1. Note that a ten-fold difference in the

modelled lifetimes (the kinetic system eigenvalues) is modelled instead, in

accordance to the experimental data. This is due to the difference in the reverse
reaction rate determined by the larger equilibrium constant for A�1B compared to

A�1A oxidation. Since the latter ET step is predicted to be slightly endergonic, it

follows that kF r
X!A1A


 kA�1A!FX .

3. In such an energetic scheme the commonly adopted approximation τ�1
obs
’ kET,

where τ
obs

is the measured lifetime and kET the actual rate constant, is far from

being accurate, and this is evident for the A�1A! FX reaction.
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4. Since three intermediates are considered, the model yields three lifetimes,

i.e. more than those usually resolved experimentally. For energetic schemes,

similar to those reported in Figs. 8.5 and 8.6, two of these lifetimes fall in the 5–

40 ns range. Typically, one of these lifetimes is associated with a very small

fractional amplitude when the total evolution of [Pþ700A
�
1 ] is considered

(i.e. [Pþ700A
�
1 ]¼ [Pþ700A

�
1A] + [P

þ
700A

�
1B]). The two lifetimes in the tens of nano-

second time window can be considered to describe collectively the fast phase of

A�1 oxidation. It is likely that the two lifetimes predicted by the kinetic model are

too closely spaced to be resolved in the measurements, and it is their weighted

average which is extracted from the analysis of experimental data. The hundreds

of nanosecond lifetime obtained by the kinetic model corresponds, to a good

approximation, to the “slow” phase of [Pþ700A
�
1 ] reduction observed in the

measurements.

5. Both the [Pþ700A
�
1A] and [Pþ700A

�
1B] radical pairs decay with multi-exponential

kinetics. Still the ~250 ns lifetime dominates the relaxation of the [Pþ700A
�
1A]

radical pair whereas the 8 and 21 ns lifetimes dominate the decay of [Pþ700A
�
1B],

so that the average depopulation of these radical pairs is 257 ns and 88 ns,

respectively, whereas the overall average depopulation of [Pþ700A
�
1 ] is 181 ns.

6. The small amplitude of the second lifetimes in the tens of ns (~21 ns), when

considering the total [Pþ700A
�
1A] evolution, is due to the opposite sign of the

amplitudes (the kinetic model system eigenvector associated with this

Fig. 8.6 Panel (a): Energetic scheme used to model the secondary electron transfer reactions in

PS I; shown is the reduction-oxidation potential on a scale relative to FX. Panel (b): Simulation of

population evolution of [Pþ700A
�
1A](t): dashed-dotted line; [Pþ700A

�
1B](t): dashed lines; [Pþ700F

r
X](t):

dotted line. Also shown is the overall quinone oxidation, [Pþ700A
�
1ðAþBÞ], as a solid black line. The

same value of λt¼ 0.7 eV was used in the simulations, initial populations: ([Pþ700A
�
1A](0)¼ 0.55,

[Pþ700A
�
1B](0)¼ 0.45, [Pþ700F

r
X](0)¼ 0). All other relevant parameters are discussed in the text.

Global lifetimes: 8.8, 21.9, 259 ns
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eigenvalue) which is positive, i.e. a decay for [Pþ700A
�
1B], and negative, i.e. a rise,

for [Pþ700A
�
1A]. This effectively constitutes a net population transfer from A�1B to

A�1A, mediated by FX [89], that is driven by A�1A being the most oxidising species

of these three ET intermediates.

7. The radical pair [Pþ700F
r
X] is populated with an average time of 8 ns and decays in

213 ns, which is similar to the overall depopulation of [Pþ700A
�
1 ] so that both

radical pairs depopulate on very close timescales.

The model just discussed is a semi-quantitative description that provides a

simple explanation for a number of experimental data in terms of a single micro-

scopic variable, the standard free energy difference for the reactions. It also

highlights that kinetic modelling represents a useful analytical tool to uncover,

when possible, some microscopic parameters which are otherwise hidden in the

experimental data. Some of the information retrieved is, for instance, the asymme-

try in the standard potential of the two phylloquinone molecules, especially the

indication of a slightly uphill energy transfer from A�1A to FX (whereas the transfer

from A�1B to FX is a favourable, downhill, process). This energetic scenario

describes, qualitatively, the heterogeneity of ET at cryogenic temperatures [22,

84], under a simple framework: the fraction of centres populating the stable redox

pair [Pþ700F
r
A=B] at low temperatures utilise the thermodynamically favourable ETCB

chain, whereas the centres in which [Pþ700A
�
1 ] recombination is observed represent

the fraction of PS I in which electrons are transferred through the strongly thermally

activated chain ETCA chain. Actually there is solid evidence, particularly from the

time-resolved EPR experiments, that the phylloquinone observed at cryogenic

temperature by monitoring radical pair recombination is A1A [95–102]. To observe

signal arising from the [Pþ700A
�
1B] radical pair it is usually necessary to reduce FX

[95–102] prior to the experiments, so that transfer to FA/B is blocked.

Moreover, the model just discussed allows description of the effect of mutations

at the phylloquinone-binding site simply in terms of a shift of the standard midpoint

potential, and hence the free energy difference [23, 37, 89, 101]. Commonly shifts

in the order of 	50 meV account for the experimentally determined changes in the

lifetimes [23, 37, 89, 101], at room temperature. Obviously, this is an assumption

and might represent, in certain cases, an oversimplification. For instance, it has been

suggested that different nuclear modes coupled to the ET, as a result of modified

H-bond donation to A1A, are responsible for increasing the overall electron transfer

velocity in the PsaA-L722T mutant at room temperature and, especially, for

differences in the temperature dependence of the kinetics [91]. Obviously, further

refinement of both the experiments and the analysis is required to extract the exact

values of the microscopic and thermodynamic parameters determining the ET in PS

I. Yet, for a qualitative to a semi-quantitative level of approximation the A1A$ FX
“equilibration” model appears to be sufficiently robust.

Finally, we briefly mention another interesting case of reversible ET that can be

very informative and has been extensively utilised to characterise the intermediate

8 Effects of Quasi-Equilibrium States on the Kinetics of Electron Transfer. . . 265



in photosynthetic RCs, including PS I, which is that of the so-called charge

recombination reactions (reviewed in [22]). Those are typically, albeit not exclu-

sively, observed under experimental conditions or sample modifications, by either

biochemical or molecular genetic approaches, that “block” the ET reaction at a

given point of the chain. This can be achieved, for instance by the removal of one or

more ET cofactors or their reduction previous to the initiation of photochemistry. In

this case, the system is not “open” anymore: in the absence of rapid reduction/

oxidation of the “inactivated” ET intermediate, the probability of recombination

reactions leading to the repopulation of either the ground or the excited state of the

species involved in upstream ET events becomes significant.

However, charge recombination reactions take place on timescales which are

typicallymuchextendedcompared to those of functional operationof the photosystem.

For instance, the recombination of [Pþ700A
�
0 ] is characterised by a lifetime of ~20–40ns

[80–82], whereas the oxidation of the same radical pair by forward ET occurs with an

average lifetimeof~30ps, i.e. almost a three orders ofmagnitude difference. Similarly,

the recombination of the [Pþ700A
�
1 ] pair is characterised by lifetimes in the range of 10–

100 μs [22, 84], whereas the oxidation of A�1 by FX is described by an average lifetime

of ~150 ns. Recombination of [Pþ700F
�
X=A=B] occurs on even longer timescale, which is

in the 3–100 ms [22, 84] window and largely exceeds the overall turnover time of the

whole PS I complex under physiological conditions.

8.6 Conclusion

In this chapter we have discussed some examples of ET reactions whose effective
velocities appear to be limited by rapid reaction reversibility due to the coupling

with small driving forces eliminated as redundant and a repetition. In particular, we

have considered photochemical charge separation and the oxidation of the phyllose-

miquinones A�1A and A�1B by FX within the reaction centre of PS I. Another example

within the PS I reaction centre is electron transfer between the terminal acceptors,

FrA and FB, that is also coupled to a small driving force of about �40 < ΔG0
F r
A!FB

< 40meV based on the titrated redox potentials [22, 23, 44–50]. Moreover, rapidly

reversible photochemical charge separation has also been discussed for the case of

PS II reaction centre, and reactions coupled to weak driving forces are not uncom-

mon in nature.

For the particular examples considered, the presence of steps in the redox chain

of PS I which are associated with small driving forces, and hence for which the rate

of back reaction is comparable with that of forward reaction, provides reasonable

descriptions for the difference in the statistical utilisation of the two functional

redox chains ETCA and ETCB as determined by RC* ! [eCþ
2A=BA

�
0A=B]!

[Pþ700A
�
0A=B] reactions scheme and explains, qualitatively, the one order of magni-

tude difference in the measured lifetimes describing the oxidation of A�1 . A general
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overview on the whole PS I energetics seems to indicate that the only reactions

associated with large driving forces are the reduction of A1A/B from A�0A=B and the

reduction of FA from FrX. Since these reactions are kinetically coupled to those

which are rapidly reversible, the large energy drop associated with them effectively

drives the system and allows for an efficient and stable charge separation.
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Appendix

Two-state model. We start by considering the simplest possible kinetic scheme for

an open system, which is represented by a couple of acceptor–donor molecule with

an output from just one of the two states of the system. This is described by the

reaction scheme A! 
k1

k�1
B!k2 , for which it is possible to write the following system

of differential equations:

dA tð Þ
dt
� _A ¼ �k1A tð Þ þ k�1B

�
t
�

dB tð Þ
dt
� _B ¼ � k�1 þ k2ð ÞB�t�þ k1A

�
t
�

8>>><>>>: ð8:11Þ

that can be written, in matrix form, as

_A tð Þ
_B tð Þ

� �
¼ �k1 k�1

k1 � k�1 þ k2ð Þ
� �

A tð Þ
B tð Þ

� �
ð8:12Þ

where the rate matrix R is

R2 ¼ �k1 k�1
k1 � k�1 þ k2ð Þ

� �
ð8:13Þ

From R2 it is possible to calculate both the two eigenvalues, γ1,2:

γ1,2 ¼ �
1

2
k1 þ k�1 þ k2 	 Δð Þ; with Δ ¼ 4k�1k1 þ �k1 þ k�1 þ k2ð Þ2

� 	1
2

ð8:14Þ
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and the two eigenvectors:

γ1 þ k�1 þ k2
k1

� �
;

γ2 þ k�1 þ k2
k1

� �
: ð8:15Þ

Note that, in this case, Δ is always real, and so are the eigenvalues.

The knowledge of the eigenvalues and eigenvectors permits to write the general

solution for the system of differential Eq. (8.11):

A tð Þ
B tð Þ

� �
¼ c1e

γ1t γ1 þ k�1 þ k2
k1

� �
þ c2e

γ2t γ2 þ k�1 þ k2
k1

� �
, ð8:16Þ

where c1 and c2 are two constants that can be determined when the initial conditions

A(0) and B(0) are defined.

We can do now some observations that have general value. The first one

concerns the often encountered “approximation” τ� 1
i;obs(’γi)’ ki. From this example

it is evident that, in general, the values of γ1,2 Eq. (8.14) are different from those of

the rate constants describing the forward electron transfer reactions (i.e. k1 and k2).
Instead γ1,2 represents a combination of all the rate constants involved in the

processes, including the back reactions (in this example k� 1). The values of γ1,2
approach those of k1,2 only when k� 1! 0 or, more realistically, when k� 1� k1.

For the concrete case of a relevant physical process, considering that k�1 ¼ k1 � e
ΔG0
kBT

this condition is verified when ΔG0< 0 and jΔG0j� kBT, i.e. when the reaction is

largely exergonic. In this case, the sequence of reactions can be considered as

“decoupled” and treated as being almost independent.

It is also interesting to discuss the eigenvectors (Eq. (8.15)), which contain

values that are directly proportional to the amplitudes retrieved from the analysis

of the experimental kinetics (Eq. (8.16)), when described as a linear sum of

exponentials. For instance, we consider the case in which the initial conditions

are defined as i. c¼ [A(0)¼ 1;B(0)¼ 0] (i.e. the population is initially all in one of

the two states of the systems). In this case the values of the two constants c1 and c2
are obtained solving the equations

1

0

� �
¼ c1

γ1 þ k�1 þ k2
k1

� �
þ c2

γ2 þ k�1 þ k2
k1

� �
: ð8:17Þ

This gives

c1 ¼ 1

γ1 � γ2
¼ 1

Δ
; c2 ¼ 1

γ2 � γ1
¼ �1

Δ
ð8:18Þ

and the temporal evolution of the states A(t) and B(t) results in
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A tð Þ
B tð Þ

� �
¼ 1

Δ
γ1 þ k�1 þ k2

k1

� �
eγ1t � 1

Δ
γ2 þ k�1 þ k2

k1

� �
eγ2t ð8:19Þ

so that by knowing the values of the eigenvalues (and therefore of the lifetimes) the

dynamics of the system are fully determined. From this simple example it is also

evident that the amplitudes are also dependent on all the reaction rate constants that
compose the matrix R2. Therefore, the analysis of the amplitudes, in parallel with

that of the lifetimes, does also provide information about the molecular rate

constants that are often the parameters of interest. Moreover, since the rate con-

stants ki will display temperature dependence so will the amplitudes. Thus, when

possible, both experimental observables (amplitudes and lifetimes) should be

analysed simultaneously and cross-checked for consistency.
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Chapter 9

Energetics of Cofactors in Photosynthetic

Complexes: Relationship Between

Protein–Cofactor Interactions

and Midpoint Potentials

James P. Allen and JoAnn C. Williams

Abstract In photosynthetic organisms, solar energy drives electron and proton

transfer reactions across cell membranes in order to create energy-rich compounds.

These reactions are performed by pigment–protein complexes, including bacterial

reaction centers and photosystem II. In this chapter we discuss how electron transfer

is determined by the transition energies and oxidation–reduction midpoint poten-

tials of the cofactors and how protein environments can alter the energetics of these

cofactors, in particular the primary electron donors, the bacteriochlorophyll dimer

of reaction centers and P680 of photosystem II. A Hückel model is presented that

provides an accurate description of the electronic structure of the bacteriochloro-

phyll dimer, including why specific protein interactions, namely, electrostatic and

hydrogen bonding interactions, alter not only the oxidation–reduction midpoint

potentials but also the electron spin distribution. A special focus is placed on how

protein environments can create strong oxidants, including the ability of photosys-

tem II to perform the highly oxidizing reactions needed to oxidize water and the

involvement of the Mn4Ca cluster in this process.
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9.1 Introduction

In anoxygenic and oxygenic photosynthesis, the absorption of light results in the

conversion of the light energy into chemical energy through a series of electron and

proton transfer reactions in pigment–protein complexes. In anoxygenic photosyn-

thetic bacteria, light energy is initially absorbed by antenna complexes and the

energy is transferred to the reaction center, where the primary photochemistry

occurs, namely, the creation of a charge-separated state [1, 2]. In purple bacteria,

absorption of light by the reaction center results in excitation of a bacteriochloro-

phyll (BChl) dimer followed by the transfer of an electron through a series of

electron acceptors, a BChl monomer, a bacteriopheophytin (BPhe) monomer, and

the primary quinone, until the secondary quinone is reduced. After reduction of the

oxidized BChl dimer by an exogenous cytochrome c2 or a bound tetraheme

cytochrome, light can be absorbed again, leading to the transfer of a second electron

to the secondary quinone in a process that is coupled to the uptake of two protons.

After the second electron transfer, the quinol carries the electrons and protons to the

cytochrome bc1 complex in a cycle that generates the proton gradients needed for

the creation of energy-rich compounds.

In oxygenic photosynthesis, two pigment–protein complexes, photosystem I

and II, absorb light energy and perform electron transfer reactions [3]. Unlike the

cyclic pathway found in purple bacteria, cyanobacteria, algae, and plants make

use of the Z scheme, which has terminal electron donors and acceptors. In this

scheme, light excitation of photosystem II results in oxidation of the primary

electron donor, P680, which is reduced by a redox active tyrosine, YZ, followed

by reduction of YZ
•þ by the site of water oxidation, namely, the Mn4Ca cluster. As

described by the S cycle, after four photons of light have been absorbed and four

electrons have been transferred, two water molecules bound to the Mn4Ca cluster

are converted into molecular oxygen. The use of water as an electron donor in this

four-electron, four-proton process places special constraints on the energetics of

the manganese cluster. In this review, the energetics of both the bacterial reaction

center and photosystem II are discussed, with an emphasis on the differences and

similarities of the primary electron donors. Also discussed are efforts to modify

the bacterial reaction center such that it gains functional cofactors corresponding

to YZ and the Mn4Ca cluster.

In photosynthetic complexes, the light-driven reactions are able to proceed with

essentially every photon producing useful reactions, corresponding to a quantum

efficiency of near unity. In addition to efficiently performing these light-induced

forward reactions, unfavorable side reactions and undesired back reactions are

minimized [4]. This balance is achieved by fine-tuning the properties of the cofactors

through interactions with the protein in which they are embedded. Theoretical

treatments have identified the aspects of electron transfer that the protein surround-

ing the cofactors of the reaction center can modulate: the energetics, the coupling,

and the protein dynamics [5]. This chapter reviews how interactions with the protein

can alter the energetics of the cofactors, in particular the oxidation–reduction
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midpoint potential. For this analysis, the focus is on how interactions with the

protein can alter the energetics of the tetrapyrroles of reaction centers and photo-

system II, including how these interactions influence the energetics of cofactors to

make them highly oxidizing and capable of performing water oxidation.

9.2 The Structures of Bacterial Reaction Centers

and Photosystem II

In the purple bacterium Rhodobacter (Rb.) sphaeroides, the reaction center consists
of three protein subunits, termed the L, M, and H subunits, and ten cofactors: four

BChl a molecules, two BPhe a molecules, two quinones, a non-heme iron, and a

carotenoid. The structures of the bacterial reaction centers from Rb. sphaeroides and
Blastochloris (Bl.) viridis have been determined by X-ray diffraction [6–12]. These

structures have shown that the reaction center consists of a core domain that is

formed by the L and M subunits, which each have five transmembrane helices

related to each other by a twofold symmetry axis (Fig. 9.1). The H subunit consists

largely of a cytoplasmic domain with only one transmembrane helix. The core

domain contains the cofactors that are divided into two branches also related by a

twofold symmetry axis, with only one branch being active in performing electron

transfer in wild-type reaction centers. The core domain can be biochemically

isolated and is active, although the presence of the H subunit is required for stability

of the complex [13].

Photosystem II is a much larger complex as it contains over 20 protein subunits

and approximately 80 cofactors, most of which are chlorophylls (Chls) [3]. The large

size reflects the dual function of photosystem II in harvesting light and performing

electron transfer reactions. The three-dimensional structures of photosystem II from

the cyanobacteria Thermosynechococcus elongatus and Thermosynechococcus
vulcanus [14–18] show that the complex can be thought to have an outer domain

that harvests light and surrounds a core domain that performs the primary electron

transfer reactions and contains the cofactors involved in the primary photochem-

istry. The core domain is formed by two protein subunits, D1 and D2, that are

evolutionarily related to the L and M subunits of the reaction center and exhibit

the same pattern of five transmembrane helices arranged about a twofold

symmetry axis (Fig. 9.1). These two subunits encase four Chls, two pheophytins

(Phes), two quinones, and a non-heme iron whose positions show a remarkable

structural similarity with the corresponding cofactors of bacterial reaction

centers. In addition, the core contains some cofactors not present in reaction

centers, two Chls, YZ, and the Mn4Ca cluster. The core domain of photosystem

II can be biochemically isolated although full activity requires the presence of

the additional subunits [19].
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In reaction centers from Rb. sphaeroides, the primary electron donor, P865, is a

BChl dimer with the two tetrapyrroles overlapping at the ring A position with a

separation of ~3Å (Fig. 9.2). Photosystem II has two Chls at the equivalent position

that presumably represent the primary electron donor, P680 (Fig. 9.2), at least in the

final oxidized state [20, 21]. For both P865 and P680, the central magnesium atoms

are coordinated by histidine residues, L173 and M202 in reaction centers and

D1-198 and D2-197 in photosystem II, that are found at similar locations in the

structures. While the general orientations of the two Chls are similar to the

corresponding BChls in reaction centers, the relative angles between the tetrapyr-

roles are slightly different, resulting in a longer separation distance of 3.3 Å in

photosystem II [18].

Fig. 9.1 Three-dimensional structures of the core domain of the bacterial reaction center

(RC) and photosystem II (PSII) showing the cofactors involved in the electron transfer. The

view is perpendicular to the twofold symmetry axis that relates the two branches of cofactors

(red) and transmembrane helices of the core subunits (L (yellow) and M (blue) subunits of the
reaction center, and D1 (yellow) and D2 (blue) subunits of photosystem II). The coordinates are

from Allen and coworkers [8] (PDB file 4RCR) and Ferreira and coworkers [15] (PDB file 1S5L)
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9.3 Transition Energies of Tetrapyrroles

In photosynthesis, energy and electron transfer is initiated by the absorption of light

that results in the excitation of an electron from the ground state to an excited state.

The energetics of these transitions are primarily determined by the chemical

composition of the pigments. The tetrapyrroles of reaction centers from Rb.
sphaeroides are BChl a and BPhe a with the corresponding cofactors of photosys-

tem II being Chl a and Phe a. The chemical composition of Chl a compared to BChl

a differs with a vinyl group rather than an acetyl group at the ring A position as well

as a difference in the hydration at the ring B position [22]. The presence of the

central magnesium in BChl a and Chl a distinguishes these tetrapyrroles from BPhe

a and Phe a, respectively. When in monodisperse solutions, BChl a and

BPhe a have optical spectra with a Qy band at 772 nm and 749 nm, respectively,

while Chl a and Phe a have transitions at the shorter wavelengths of 662 nm and

667 nm, respectively. In addition to the Qy bands, the optical spectra have absorp-

tion bands due to the Qx and Soret transitions at shorter wavelengths. In some

organisms the optical absorption bands are significantly shifted because of incor-

poration of cofactors with alternate substituents; for example Bl. viridis makes use

of BChl b that has a Qy transition at 794 nm.

Fig. 9.2 Three-dimensional structures of P865 from the bacterial reaction center (RC) and P680

from photosystem II (PSII). For the reaction center, the coordinating ligands of the BChls, His L173

and His M202, are shown. For photosystem II, the coordinating ligands of the Chls, His D1-198 and

His D2-197, are shown. The view is the same as shown in Fig. 9.1. The coordinates are from Allen

and coworkers [8] (PDB file 4RCR) and Ferreira and coworkers [20] (PDB file 1S5L)
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One of the major effects of the incorporation of tetrapyrroles into the photosyn-

thetic complexes is an alteration of their transition energies compared to those

measured for the isolated tetrapyrroles. For reaction centers from Rb. sphaeroides,
the optical spectrum has Qy bands at 760, 802, and 865 nm. The peaks at 760 nm

and 802 nm are associated with the Bphe and BChl monomers, respectively, while

the 865 nm peak is assigned to P865. In photosystem II, the optical absorption band

associated with P680 is not resolved from the contributions of the other Chls as the

Qy peaks are all centered near 680 nm.

The observed spectral shifts of the pigments in the proteins compared to the

isolated pigments arise from a combination of protein interactions and pigment–

pigment interactions. In certain instances, shifts in the optical spectrum can be

attributed to changing interactions between a tetrapyrrole and a specific residue. For

example, the position of the Qx transition of the BPhe monomer on the active

branch can be shifted from 546 to 534 nm by removing a hydrogen bond from Glu

L104 to the keto group [23, 24]. However, changing the hydrogen bonds to the

conjugated system of a tetrapyrrole is not generally correlated with a shift in the

absorption peak. In general, theoretical modeling of the excited states of tetrapyr-

roles has proven to be difficult because of uncertainties in key parameters such as

accounting for the contribution of electron–vibrational coupling [25, 26].

New techniques are being developed to experimentally determine these key

parameters needed to describe the excited states. These methodologies make use of

the general approach of two-dimensional transient optical spectroscopy, where the

couplings between pigments are found by analysis of the off-diagonal peaks, similar

to procedures used in two-dimensional nuclear magnetic resonance spectroscopy

[27, 28]. One of the best-characterized systems using this technique is the BChl-a
containing FMO protein, or Fenna-Matthews-Olson protein, which is a light-

harvesting protein in green bacteria. The three-dimensional structures of this protein

from Prosthecochloris aestuarii, Chlorobaculum tepidum, and Pelodictyon phaeum
have been determined, showing a conserved arrangement of eight BChls within two

β-sheets, with one BChl being largely disordered in the structures [29–34] (Fig. 9.3).
The optical spectrum of the BChl cofactors of the FMO protein shows a broad peak

centered near 810 nm associated with the unresolved Qy transitions of the BChl

cofactors. Measurements of the FMO protein using this optical technique identified

not only the contributions of the individual BChls to the optical spectrum but also

specific energy transfer pathways among the BChl cofactors (Fig. 9.3).

9.4 Oxidation–Reduction Midpoint Potentials

of Tetrapyrroles

After light excitation, an electron is transferred, resulting in oxidation of the electron

donor and reduction of the electron acceptor. The ability of a cofactor to serve as

either an electron donor or acceptor is determined by the oxidation–reduction

midpoint potential of the cofactor. The potential is sensitive to the chemical nature

of the cofactor, for example the potential for BChl a typically is 0.1–0.2 V lower in

280 J.P. Allen and J.C. Williams



value than the potential of Chl a, while Chl d typically has a slightly higher potential
by ~0.1 V compared to the Chl a potential [35]. The oxidation–reduction midpoint

potentials of isolated tetrapyrroles are also sensitive to the particular solvent, with

typical values being +0.81 V and 1.14 V for Chl a and Phe a in acetonitrile [36].

The oxidation–reduction midpoint potentials of most of the tetrapyrroles

bound to the bacterial reaction center and photosystem II are largely unknown.

Experimental measurements using chemical or electrochemical titrations have not

Fig. 9.3 The three-dimensional structure of the FMO protein from Pelodictyon phaeum and

model for energy couplings. Shown is one subunit of the FMO protein (wheat) that is a trimer in

the cell. Each protein subunit is composed of two β sheets that enclose seven BChls, with an eighth
BChl being located at the protein–protein interface of the trimer (atom type). The couplings

between the BChls are illustrated by ellipses with the direction of energy flow shown by arrows.
Figure adapted from Brixner and coworkers [27] and Larson and coworkers [34] using coordinates

from the PDB file 3OEG
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been successful because of the lack of equilibrium between the cofactors and the

potential of the solution, a problem that is often found for cofactors buried within

proteins. The oxidation–reduction midpoint potentials are sometimes inferred based

upon electron transfer measurements. For example, the lack of electron transfer

along the inactive branch of the cofactors in bacterial reaction centers has been

interpreted as arising from those cofactors having unfavorable energetics for elec-

tron transfer due to higher potentials compared to the corresponding cofactors on the

active branch [37]. In contrast, a wealth of experimental data exists concerning the

oxidation–reduction midpoint potential of primary electron donors; therefore, we

focus on the effect of protein interactions on those pigments in detail below.

9.5 Oxidation–Reduction Midpoint Potential of P865

In anoxygenic bacteria, the primary electron donor must efficiently transfer an

electron from the excited state of the BChl dimer to the nearby electron acceptors

as well as be reduced by secondary electron donors, all of which part of the overall

electron transfer pathway. In Rb. sphaeroides, the excited donor P865* transfers an
electron through a BChl monomer to the BPhe monomer on the A branch. The

difference in energy between the P865*BPheA excited state and the P865•+

BPheA
•� charge-separated state has been estimated to be 0.20–0.26 eV using

transient optical spectroscopy [37]. Although estimates of energy differences

between transient states are made difficult by the complex nature of the kinetic

decays, the energetics can be modeled as arising from a time-dependence of the

relative energies due to dynamical motion of the protein [38].

The P865/P865•+ midpoint potential of wild-type reaction centers from Rb.
sphaeroides is 0.50 V [39–42]. The oxidized donor P865•+ is reduced by an

exogenous cytochrome c2 having an oxidation–reduction midpoint potential of

0.35 V [43]. With this difference in the oxidation–reduction midpoint potentials,

the energy differences are favorable for both secondary electron transfer from

cytochrome c2 and forward electron transfer [44]. For reaction centers from Bl.
viridis that have a bound tetraheme cytochrome, the midpoint potentials of the

BChl dimer and the heme closest to the BChl dimer have been measured to be

0.50 V and 0.38 V, respectively [45, 46]. Thus, the energetics for the primary and

secondary electron donors are very comparable despite the structural differences

between a small cytochrome that binds transiently compared to a large bound

cytochrome.

9.6 Electrostatic Interactions of P865 with Ionizable

Amino Acid Residues

The energy of P865•+ is sensitive to electrostatic interactions with charged amino

acid residues with a dependence that is determined by the distance and effective

dielectric constant. The dielectric constant provides a measure of the screening of
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the medium between two charges with values ranging from 4 for hydrophobic

protein environments to 80 for charges on the protein surface and exposed to water.

The effect of electrostatic interactions between P865 and the protein on the prop-

erties of P865 was investigated by alterations that either inserted or removed

ionizable residues at several different positions located approximately 10–15 Å
from P865 (L135, L155, L170, L247, M164, and M199) [47–49]. Several of these

mutants exhibited a pronounced pH dependence of the P865/P865•+ midpoint

potential compared to wild type, demonstrating the effect of an electrostatic

interaction between the altered amino acid residue and P865•+. The P865/P865•+

midpoint potential was generally found to decrease up to 60 mV due to the

introduction of a negative charge located approximately 10 Å from the donor or

increase up to 50 mV due to the introduction of a positive charge. These changes in

the midpoint potential show that the introduced charges are screened with a bulk

dielectric constant having a value of ~20 that can be more explicitly modeled using

an exponential dependence for the dielectric constant. In general, the changes of the

midpoint potential of P865 measured for these mutants are in agreement with

electrostatic models, provided that the charges due to the altered amino acid

residues are largely screened [48–50].

9.7 Hydrogen Bonding to the Conjugated

Macrocycles of P865

BChl a has two positions, at the acetyl group of ring A and the keto carbonyl of

ring E, that are part of the conjugated macrocycle and can serve as proton

acceptors. To investigate how hydrogen bonds influence the electronic structure

of the dimer, mutants were constructed in which the number of hydrogen bonds to

these positions was altered (Fig. 9.4). Wild-type reaction centers have one

Fig. 9.4 Three-dimensional structure of P865 and nearby amino acid resides Leu L131, His L168,

Leu M160, and Phe M197. In wild type, there is one hydrogen bond to His L168. Hydrogen bonds

were introduced by substitutions of His at L131, M160, and M197 in different combinations.

Substitution of Phe to His at 168 results in loss of the existing hydrogen bond. The coordinates are

from Allen and coworkers [8] (PDB file 4RCR)
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hydrogen bond between His L168 and the acetyl group of the A side of P865, and

this hydrogen bond can be removed by a His to Phe mutation, while the comple-

mentary mutation, Phe to His at M197 at the symmetry-related residue, introduces

a hydrogen bond to the acetyl group of the B side of P865 [51–54]. Histidine

residues introduced at Leu L131 and Leu M160 form hydrogen bonds with the

keto carbonyl groups of the A side and B side of P865, respectively [40]. By

constructing mutants with different combinations of these alterations, the number

of bonds was decreased to zero or increased to four [42]. The gain or loss of a

hydrogen bond at each position was measured by use of Fourier transform

infrared (FTIR) spectroscopy. For the mutants that were designed to introduce

new hydrogen bonds to the keto carbonyls of P865 by the substitutions Leu to His

at L131 and Leu to His at M160, large frequency downshifts of the vibrational

bands assigned to the keto carbonyl groups were observed [55]. The gain of a

hydrogen bond to the acetyl substituent of the B side of P865 in the Phe to His at

M197 mutant and the loss of the hydrogen bond to the acetyl substituent of the A

side of P865 in the His to Phe at L168 mutant were clearly evident in the infrared

spectra of the primary donor obtained using Fourier transform Raman spectros-

copy [56] and X-ray diffraction [57].

When the single hydrogen bond between His L168 and the acetyl group of the

A side of P865 in wild type is removed by replacement of His with Phe, the optical

absorption band at 865 nm shifts slightly to shorter wavelengths, and the midpoint

potential of P865 decreases [52–54]. Structural studies show that the substitution of

His L168 with Phe does not alter the overall structure of the protein, and the only

significant changes other than the mutation are a 20�–27� rotation of the acetyl

group and a small displacement of the A side of P865 [53, 58]. When several

different amino acid residues were substituted at L168, systematic shifts were

observed in the decrease in the P865/P865•+ midpoint potential and the shift of

the 865 nm band, with His forming the strongest bond [53].

The most striking effect that the alteration of the hydrogen bonds has on P865 is

the pronounced change in the midpoint potential with the number of hydrogen

bonds. Wild-type reaction centers have one hydrogen bond and a P865/P865•+

midpoint potential of 505 mV (Table 9.1). Removal of this hydrogen bond with

the His to Phe mutation at L168 results in P865 having no hydrogen bonds and a

95 mV decrease in the midpoint potential. The addition of a single hydrogen bond,

resulting in a total of two hydrogen bonds from His to P865, increases the P865/

P865•+ midpoint potential by 60–125 mV. When P865 has three or four hydrogen

bonds, the P865/P865•+ midpoint potential increases even further, to a maximum of

765 mV for a mutant that has a total of four hydrogen bonds. The mechanism by

which the number of hydrogen bonds controls the P865/P865•+ midpoint potential

can be understood in terms of a Hückel molecular orbital model as described in the

following section.
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9.8 Modeling the Electronic Structure of P865

Many of the properties of P865 can be characterized in terms of a Hückel molecular

orbital model. In this model, P865 is represented by two BChl molecules, A and B,

corresponding to the L and M sides, that are coupled together as described by the

parameter β (Fig. 9.5). The energies of the molecular orbitals of each BChl are

considered to be energetically inequivalent because of different interactions with

the surrounding protein. This inequivalence is modeled by poising the two mole-

cules at energies εA and εB that differ byΔα. The energy difference between the two
molecular orbitals of the coupled system, ΔE, is then given by:

ΔE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δα2 þ 4β2

q
ð9:1Þ

The model predicts that the electron spin densities, ρA and ρB, of the two BChls

of P865 will be inequivalent according to the ratio:

ρA=ρB ¼ ΔαþΔEð Þ=
2β

� �2 ð9:2Þ

The P865/P865•+ midpoint potential is determined by the energy of the highest

occupied molecular orbital, and the model predicts that the midpoint potential Em

(P865/P865•+) is directly related to the value of the spin density ratio ρA/ρB
according to:

Fig. 9.5 Hückel model of P865. In wild type, the molecular orbitals are split by the inequivalence

in the energies of the BChls on the L side (or equivalently the A side) and M side (or equivalently

the B side) and their coupling according to Eq. (9.1). The Em value of P865/P865•+ corresponds to

the energy difference between the highest molecular orbital and the continuum. The introduction

of a hydrogen bond to the M side of P865 stabilizes the energy of that BChl resulting in a larger Em

value and a more asymmetric dimer. The introduction of a hydrogen bond to the L side of the

dimer also results in a larger Em value but a more symmetric dimer. Modified from Williams and

Allen [5]
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Em P865=P865�þð Þ ¼ �EB � β
ffiffiffiffiffiffiffiffi
ρA=ρB

p ð9:3Þ

The Hückel model provides a platform to understand a number of features of the

electronic structure of P865 that can be measured experimentally and related to the

ΔE, β, and Δα parameters [49, 59–61]. For example, the FTIR spectrum of wild-

type reaction centers has a broad band centered at 2,600 cm�1 that has been

assigned as an intervalence charge-transfer band, yielding a value of 320 meV

for ΔE [60]. Similarly, the asymmetry of the unpaired electron spin density over

P865•+, which has a spin density ratio for ρA/ρB of 2.09 for wild-type reaction

centers as determined by electron nuclear double resonance spectroscopy, yields an

estimate of 0.37 for the Δα/β ratio [59].

The Hückel model can be used qualitatively to explain the trends evident in the

spin density ratios of the hydrogen-bonding mutants, which have a range of values

from 0.28 to 4.94 (Table 9.1) [62]. In thismodel, the energy of the BChl nearM160 in

wild type is lower compared to the energy of theBChl near L131 (Fig. 9.5). Hydrogen

bonds to M160 stabilize the nearby BChl of P865, making the energies of the two

halves more asymmetric, whereas hydrogen bonds to L131 make the dimer more

symmetric. Because the spin density reflects this asymmetry, theM160mutants have

an increase in the ρA/ρB ratio, while the L131mutants show a decrease in this ratio. In

both cases stabilization results in a higher Em (P865/P865•+), that is, a larger amount

of energy is required to remove an electron from P865 to the continuum. The effects

on the ρA/ρB ratio are additive, for example in the mutant with hydrogen bonds

introduced to the keto groups of both BChls of P865 by changes at both L131 and

M160, the energies of bothBChls change.Because the change in energy on both sides

is similar, the relative asymmetry is unchanged, resulting in essentially the same spin

density ratio as measured in wild type. Another set of mutants was tested in which a

series of amino acid residues was substituted at L131 and M160 [63, 64]. For each

mutant, electrochemical titrations and electron nuclear double resonance measure-

ments were performed, and the resulting set of data demonstrates a well-defined

correlation between ρA/ρB and Em (P865/P865•+) [64, 65].

The mutations at L168 or M197 change the hydrogen bonding to the acetyl

groups of P865, in a different position than L131 and M160, which are near the keto

group of ring E of the BChls (Fig. 9.4). The introduction of a hydrogen bond at

M197 does not alter the spin density ratio significantly, while an increase in the spin

density ratio is observed when a hydrogen bond is added at L168. Mutations at these

two positions are more difficult to interpret, since the changes may result in rotation

of the acetyl groups in the mutants relative to wild type, with a consequent change

in the conjugation of the macrocycle. Structural rearrangements may contribute to

the observed effects in addition to the contributions from the change in energy due

to the hydrogen bond.

The model provides estimates of energies for the heterodimer mutants, which

have changes at His L173 or His M202, the two ligands to P865. Substitution with

Leu results in incorporation of a BChl-BPhe dimer in place of P865 [66–71].

The heterodimer mutants have many spectral and electron-transfer changes
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although the directionality of transfer along the active branch is maintained.

Notably, the oxidation–reduction midpoint potential of the heterodimer is 0.64 V

compared to 0.50 V for wild type [72]. This increase can be understood using the

Hückel model, as the energy associated with the BPhe side of the heterodimer is

increased compared to the corresponding BChl of P865 because of the higher

midpoint potential of BPhe compared to BChl. The increase in the difference in

energies of the two macrocycles causes the spin density distribution to become

more localized on the BChl side. In addition, the optical bands associated with the

heterodimer have a significant increase in their broadness compared to P865

because of the contribution of charge-transfer states [73].

While the model provides a simple qualitative description of the effects of

different mutations on the properties of P865, more complete descriptions of the

electronic states are required in order to accurately describe the effects of protein

interactions. For example, the reorganization energy associated with charge trans-

fer, λ, is the energy change needed to move a charge from one side of the dimer to

the other [64, 65]. Incorporating this term into the model generates a modified

relationship between the midpoint potential and spin density in which large values

of this term compared to ΔE would significantly alter the localization of charge and

asymmetry of P865•+. For the reaction center mutants with alterations at residues

L131 and M160, resulting in changes in the hydrogen bonds to P865 at the two keto

positions, the revised model provides estimates that the energy associated with the

introduction of a hydrogen bond to stabilize a BChl is approximately 100 meV, the

coupling, β, is 120–160 meV, and the reorganization energy, λ, is 100–200 meV

[64]. To model the broadness of the optical bands in the near infrared region, it is

necessary to include the contribution of vibrational states [48]. Also contributing to

the IR band at 2,600 cm�1 is a second electronic transition between the second

highest occupied molecular orbital and the highest occupied molecular orbital,

which is only partially filled in the P865•+ state [65]. Combining the contributions

of the two transitions with the use of several vibrational modes results in a greatly

improved correspondence between the calculated and experimental optical spectra

[65] including the P865•+ Stark spectrum [74]. The resulting values of the coupling,

β, and reorganization energy, λ, are 126 meV and 139 meV, respectively, with a

value of 69 meV for Δα in wild type. Thus, the Hückel model can be extended with

the additional parameters to provide an accurate, quantitative description of the

electronic structure of P865.

9.9 Achieving High Oxidation–Reduction Midpoint

Potentials for Water Oxidation

In order to oxidize water, P680 must have a high oxidation–reduction midpoint

potential of at least +0.82 V at pH 7 and +0.93 V at pH 5, which is the pH range of

the thylakoid lumen. Because of its high value, the P680/P680•+ midpoint potential
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cannot be directly measured, but it has been estimated to be approximately

1.1–1.3 V based upon electron transfer measurements, making P680 the strongest

known biological oxidant [3, 20, 75]. The effect of the interactions with the

surrounding protein environment on the P680/P680•+ midpoint potential has been

calculated for photosystem II [76, 77]. Based upon these computational calculations

of the electrostatic contributions, the dipolar and charged amino acid residues result

in a significant increase in the P680/P680•+ midpoint potential, with residues

D1-176 to D1-195 and D2-176 to D2-194 having the largest influence. The pres-

ence of the positive charges from the Mn4Ca cluster on the P680/P680•+ midpoint

potential has been estimated to increase the P680/P680•+ midpoint potential by

0.1–0.2 V, although experimental measurements of electron transfer rates suggest

that the potential is higher when the Mn4Ca cluster is removed [20].

A number of factors contribute to the increase in potential of ~0.7 V for P680

compared to P865, including the difference of ~0.2 V due to the presence of Chl

a instead of BChl a. As discussed above, the P865/P865•+ midpoint potential can be

increased by the addition of hydrogen bonds to the macrocycle, raising the potential

to above 0.75 V. However, the presence of the vinyl group on Chl a rather than the

acetyl group found in BChl a limits the possible hydrogen bonds to P680 to those

involving the two keto groups. Such hydrogen bonds are weak according to FTIR

measurements [20] and their influence on the high midpoint potential of P680 has

not been established. Another factor is the weaker coupling of P680 compared to

P865 due to their structural differences. A preferential localization of the unpaired

electron of P680•+ is observed that is attributed to an asymmetry in the energies of

the two Chls of P680 [77, 78]. This asymmetry is calculated to be partially due to

differences in the electrostatic interactions with the surrounding protein with

residues Asp D1-61, Asn D1-181, Asn D1-298, His D2-61, Arg D2-180, and Arg

D2-294 having critical contributions. The Hückel model predicts that the P680/

P680•+ midpoint potential is correlated to the electron spin distribution and that the

weaker coupling of P680 should increase the potential by ~0.1 V.

The high P680/P680•+ midpoint potential is required to oxidize water, which

occurs through the sequential transfer of four electrons from the Mn4Ca cluster,

which becomes systematically oxidized during the S cycle. A key property of the

Mn4Ca cluster is that as it becomes more oxidized the oxidation–reduction midpoint

potentials associated with theMn4Ca cluster remain relatively constant, achieved by

coupling electron transfer with proton transfer. This coupling maintains a sufficient

driving force for electron transfer to P680 through YZwhile minimizing unfavorable

reactions that would be driven by the presence of highly oxidizing states [79]. None

of the oxidation–reduction midpoint potentials associated with the different oxida-

tion states of the Mn4Ca cluster have been experimentally established although

electron transfer considerations suggest values near 1 V [20, 79].

The ability to manipulate the bacterial reaction center such that it becomes highly

oxidizing has provided the opportunity to redesign the protein to have a new Mn

cofactor that is capable of performing oxidation–reduction reactions. A binding site

forMnwas created in the highly oxidizing reaction centers at a location analogous to

that of the Mn4Ca cluster of photosystem II (Fig. 9.6). As an initial step, the
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introduction of two carboxylates, at M168 and M288, with a tyrosine at M164,

produced a site capable of binding a mononuclear Mn cofactor [57, 80]. Several

residues near the binding site in the reaction center are conserved including Glu

M173, His M193, and Tyr M164 that correspond to Asp D1-170, His D1-190, and

Tyr D1-161, respectively, in photosystem II. Electron transfer measurements dem-

onstrate that theMn cofactor serves as a rapid secondary electron donor to P865. The

Mn2+/Mn3+ midpoint potential was experimentally determined to be 0.63 V by

measuring the equilibrium between the Mn cofactor and P865•+ for a series of

mutants with different P865/P865•+ midpoint potentials [81].

Fig. 9.6 Three-dimensional structure of the Mn-binding bacterial reaction centers. (Top) The
mononuclear Mn cofactor (purple sphere) and several surrounding amino acid residues, Tyr

M164, Glu M168, Glu M173, His M193, and Asp M288 (atom type). (Bottom) The Mn-binding

site is located approximately 10 Å from P865 at a location analogous to the position of the Mn4Ca

cluster of photosystem II. Shown are the L (yellow) and M (blue) subunits, P865 (red), and the

amino acid residues forming the Mn-binding site (red). Several residues near the binding site in the
reaction center, Glu M173, His M193, and Tyr M164, have counterparts in photosystem II,

namely, Asp D1-170, His D1-190, and Tyr D1-161, respectively. The three-dimensional structure

of the mutant with the bound Mn was determined by X-ray diffraction [57] (PDB file 1Z9J)
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The ability of the Mn cofactor incorporated in bacterial reaction centers to

participate in oxidation–reduction reactions was shown by its ability to catalyze

oxygen production from superoxide [82]. Light excitation of the Mn-binding

reaction centers leads to the Mn2+ P865•+ Q� charge-separated state that quickly

converts to Mn3+ P865 Q�. In the presence of superoxide, the Mn3+ is reduced to

Mn2+ and the superoxide is converted into molecular oxygen following the equiv-

alent reactions of Mn-superoxide dismutase. However, Mn-binding reaction centers

are not capable of the metal-oxidizing reaction of converting superoxide into

hydrogen peroxide, as found in Mn-superoxide dismutase, despite favorable ener-

getics for this process, presumably because of the necessity of coupling this

reaction with the transfer of two protons. The continuing investigation of properties

of the Mn-binding mutants coupled with intensive studies of the Mn4Ca cluster

should provide an insight into how the midpoint potentials of Mn-cofactors are

influenced by protein interactions, in particular how the protein environment poises

the Mn4Ca cluster at the potentials needed to efficiently oxidize water.
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Chapter 10

The Radical Intermediates of Photosystem II

K.V. Lakshmi, Christopher S. Coates, Stuart Smith,

and Ruchira Chatterjee

Abstract The solar water-splitting protein complex, photosystem II (PSII), catalyzes

one of the most energetically demanding reactions in nature by using light energy to

drive the catalytic oxidation of water to dioxygen. Light-driven electron and proton-

coupled electron transfer (PCET) reactions, which are exquisitely tuned by smart

protein matrix effects, are central to this water-splitting chemistry. PSII contains a

series of charge-transfer cofactors, such as the special chlorophylls, pheophytin,

primary and secondary plastoquinones, tetranuclear manganese-calcium-oxo cluster,

and two symmetrically placed redox-active tyrosine residues, YD and YZ, that partic-

ipate in the charge-transfer reactions.These cofactors are functionally verydistinct and

the versatility is provided by their distinct local environments in PSII. This chapter
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focuses on providing the reader with an outline of the primary electron transfer

reactions of PSII and a description of the structure and function of the charge-transfer

cofactors that participate in the primary electron transfer pathway.

Keywords Type II reaction centers • Bacterial reaction center • Photosystem II

• Electron transfer • Proton-coupled electron transfer • D1 polypeptide • D2

polypeptide • Primary electron transfer pathway • Oxygen-evolving complex
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• Plastoquinone • Primary quinone • Secondary quinone • Redox-active tyrosine
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10.1 Introduction

Nature converts solar energy to chemical energy using photosynthesis. In photosyn-

thesis, two photoreactions take place in type II and type I reaction centers prior to

carbon fixation in higher plants and cyanobacteria [1–4]. The first photoreaction

takes place in the type II photosynthetic reaction center, photosystem II (PSII),

where water is oxidized to dioxygen. The second photoreaction occurs in the type I

reaction center, photosystem I (PSI), where the reducing equivalents required for the

carbon fixation reactions are generated and stored as NADPH or “biohydrogen.” The

overall equation of oxygenic photosynthesis, where carbon dioxide and water are

converted to carbohydrates and dioxygen in the presence of light, is as follows:

CO2 þ H2Oþ hν ! CH2Oð Þ þ O2 ð10:1Þ

where (CH2O) represents carbohydrates.

Photosystem II catalyzes one of the most energetically demanding reactions in

nature by using light energy to drive the catalytic oxidation of water to dioxygen.

PSII is amembrane protein complex that consists of a heterodimer of core polypeptides

(D1/D2), anassortment of intrinsic andextrinsicpolypeptides, antennapeptides, several

redox cofactors, and a catalytic tetranuclear manganese calcium-oxo (Mn4Ca-oxo)

cluster in the oxygen-evolving complex (OEC) (Fig. 10.1) [2, 5, 6]. The photoexcitation

of the PSII reaction center results in a series of charge-separation reactions that

culminate in the formation of reducing equivalents for further use in photosynthesis

[5, 7, 8]. The key components in the transfer of charge equivalents in the primary

electron transfer pathway of PSII are the special chlorophyll molecules, P680;

pheophytin electron acceptor on the D1 polypeptide, PheoD1; primary and secondary

quinones, QA and QB; catalytic tetranuclear manganese calcium-oxo (Mn4Ca-oxo)

cluster; and the redox-active tyrosine residues, YD and YZ (Fig. 10.2). These cofactors

are assembled to facilitate highly efficient light-driven electron and proton transfer

across the thylakoid membrane.
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Fig. 10.1 The X-ray crystal structure of PSII from the cyanobacterium, Thermosynechococcus
vulcanus [28]. The heterodimeric core polypeptide subunits, D1 and D2, are shown in red and cyan,
respectively, the CP43 and CP47 polypeptides are in green, and the manganese-stabilizing protein

is in royal blue. The special chlorophyll cofactors are shown in green, the pheophytin molecules are

in blue, the non-heme Fe(II) center is in orange, and the primary and secondary plastoquinones, QA

andQB, are in pink. Themanganese ions, oxygen atoms, and the calcium ion in the catalyticMn4Ca-

oxo cluster are shown in purple, red, and yellow, respectively. PDB ID: 3ARC [28]

Fig. 10.2 The cofactors that participate in the primary and secondary electron transfer pathway of

PSII. The special chlorophyll molecules, P680, are shown in green, the pheophytins are in blue, the
non-heme Fe(II) center is in orange, and the primary and secondary plastoquinone acceptors, QA and

QB, are in brown. Themanganese ions, oxygen atoms, and the calcium ion in the catalyticMn4Ca-oxo

cluster are shown in purple, red, and yellow, respectively. Please note that the phytyl chains of the Chl
a, pheophytin, and quinone cofactors have been omitted for clarity. PDB ID: 3ARC [28]



The primary electron transfer pathway of PSII provides a unique opportunity to

investigate the factors that influence in vivo light-induced charge-transfer reactions

in a protein matrix. The primary electron transfer pathway (depicted as red arrows

in Fig. 10.2) involves the photoexcitation of special chlorophyll molecules, P680,

that leads to the formation of the P680
+-PheoD1

� charge-separated state. The initial

charge separation is rapidly stabilized by forward electron transfer from PheoD1
� to

the primary and secondary plastoquinone electron acceptors, QA and QB, respec-

tively. In turn, the highly oxidizing cationic state of the special chlorophylls, P680
+,

is reduced by the Mn4Ca-oxo cluster in the oxygen-evolving complex (OEC) via

proton-coupled electron transfer at the redox-active tyrosine residue, YZ. Reitera-

tion of these reactions results in the oxidation of water to dioxygen at the Mn4Ca-

oxo cluster in the OEC and the release of reducing equivalents in the form of labile

plastoquinols [2, 5, 6, 9].

The structure of PSII, until a decade ago, had been inferred from spectroscopic

data that was obtained in conjunction with biochemical and mutagenesis studies.

Crucial to the functional organization of the OEC as well as the tuning and control

of the redox properties of the charge-transfer cofactors is the role of the surrounding

protein environment. Over the years, a wealth of information on the structure and

function of the charge-transfer cofactors has been provided by X-ray spectroscopy

[10], electron paramagnetic resonance (EPR) spectroscopy [11], optical spectros-

copy [12–16], vibrational spectroscopy [17], and quantum mechanical calculations

[18]. For example, X-ray absorption near-edge structure (XANES) has been used to

address the oxidation state and symmetry of the manganese ions in the Mn4Ca-oxo

cluster in the different S state intermediates of the OEC and X-ray absorption fine

structure (EXAFS) has provided information on the number, type, and distances of

the amino acid ligands and neighboring manganese atoms in the Mn4Ca-oxo cluster

in the OEC of PSII [19].

In parallel, magnetic resonance spectroscopy methods, such as continuous-

wave (cw) and pulsed electron paramagnetic resonance (EPR) and nuclear

magnetic resonance (NMR) spectroscopy methods, have been widely used to

investigate the radical intermediates that are formed in the primary and secondary

electron transfer pathways of PSII. It is notable that in the pre-X-ray crystallog-

raphy era of PSII, the most important information on the location, structure,

and function of the charge-transfer cofactors of PSII was provided by cw and

pulsed EPR spectroscopy. The key EPR spectroscopy measurements of PSII

included saturation recovery EPR on the location of the redox-active tyrosine

and β-carotene cofactors, YZ, YD, and β-Car; cw and pulsed EPR spectroscopy of

the S states of the OEC; pulsed EPR spectroscopy of spin-correlated radical pairs;

and cw and pulsed EPR spectroscopy of the charge-transfer cofactors, such as YZ,

YD, PheoD1, QA, and QB [20–23]. In addition, proton NMR relaxation enhance-

ment (NMR-PRE) spectroscopy was used to study the change in the oxidation

state of the manganese ions in the Mn4Ca-oxo cluster during the S state turnover

of the OEC [24].
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Vibrational spectroscopy methods, such as Fourier transform infrared (FTIR)

spectroscopy, have also been extensively used to probe the properties of key amino

acid residues and cofactors of PSII [17]. FTIR spectroscopy has provided structural

information on the hydrogen-bonding and protonation states of the redox-active

tyrosine residues, YD and YZ, and the S states of the OEC of PSII [17]. It has also

provided direct information on the coordination sphere of the Mn4Ca-oxo

cluster [25].

In the past decade, X-ray crystal structures of PSII at 1.9–3.8 Å resolution have

begun to play an important role in understanding structure and function of the

charge-transfer cofactors of PSII [26–30]. The first X-ray crystal structure of PSII at

3.8 Å resolution was published by Zouni and co-workers in 2001 [26]. Subsequent

improvements in the quality of crystals and methodology has allowed for signifi-

cant enhancement of the resolution of the structures. The recent X-ray crystal

structure of PSII at 1.9 Å resolution is a remarkable breakthrough that has allowed

for the determination of the geometry of the Mn4Ca-oxo cluster and the amino acid

and water ligands that are coordinated to the catalytic cluster in the dark S1 state of

the OEC [28].

In this chapter, we review the biophysics of the charge-transfer cofactors that

participate in the primary electron transfer pathway of PSII which results in light-

driven water oxidation and the release of charge equivalents. Our aim is to intro-

duce the reader to the primary electron transfer pathway and describe the unique

structural and functional properties of the charge-transfer cofactors.

10.2 The Special Chlorophylls, P680

The special chlorophyll molecules, P680, are located on the lumenal side of the

thylakoid membrane and serve as the primary electron donor of PSII [5]. P680 was

used to be considered a “special pair” of chlorophylls; however, in the past decade a

combination of molecular genetics, spectroscopy, and high-resolution X-ray crys-

tallography has demonstrated that P680 is a tetrameric pigment complex and the

organization of the pigments leads to the unique properties that facilitate the

primary photochemistry of PSII [31]. The pigment complex comprises four chlo-

rophyll a (Chl a) molecules (Fig. 10.3) that are ligated to the protein through

histidine ligands. The central Chl a molecules, PD1 and PD2, have parallel ring

planes with a center-to-center distance of 10 Å [28–30]. The 10 Å separation

between PD1 and PD2 weakens the excitonic coupling of the special chlorophylls

[32–34]. The accessory Chl a molecules, ChlD1 and ChlD2, are located at center-to-

center distances of 9.8 Å and 10 Å from PD1 and PD2, respectively, and the ring

planes are inclined at a 30� angle with respect to the plane of the thylakoid

membrane.

The primary photochemistry of PSII is initiated when the reaction center

receives a photon with a wavelength of 680 nm (as denoted by the subscript in
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“P680”) with 1.82 eV energy and P680 is photoexcited to P680*. The photoexcited

state, P680*, rapidly transfers an electron to a pheophytin acceptor in the D1

polypeptide (Fig. 10.2), PheoD1, which results in the formation of the P680
+-

PheoD1
� charge-separated pair:

P680 þ hν ! P680
∗ ! P680

þ-PheoD1� ð10:2Þ

In PSII, the oxidation of water to dioxygen is catalyzed by the strong oxidizing

power of P680
+. In fact, P680

+ is the most oxidizing species that is known in biology

with an oxidation potential of ~1.25 V. It exceeds the oxidizing power of all of the

other natural photosynthetic reaction centers by at least 0.5 V and fulfills the

energetic prerequisite for the oxidation of water to dioxygen in PSII.

Although the basic principles of photosynthetic reaction centers are very similar

and have been highly conserved during evolution, the pigment complex, P680, is

unique in its oxidizing power. There are several features that are thought to affect

the high oxidation potential of P680
+. It has been suggested that the high oxidation

potential could be inherent to the pigment molecule, Chl a, that constitutes P680.

While it is true that the potential of Chl a is 0.1–0.2 V higher than bacteriochloro-

phyll a, this is not enough to explain the difference in the oxidation potential of the

special chlorophyll and bacteriochlorophyll molecules, P680 and P870, of PSII and

the bacterial reaction center, respectively [35, 36]. In other studies, the weak

electronic coupling between the Chl a molecules of P680 has been suggested as

the reason for the high oxidation potential of P680
+ [32–34]. Charge delocalization

over the entire pigment complex would reduce the oxidation potential; hence, it is

thought that a weak coupling between the Chl a molecules increases the oxidation

potential of P680 of PSII. It has also been suggested that the surrounding protein

environment could lead to the unusually high oxidation potential of P680 [31]. The

reasons for the unusually high oxidation potential of P680
+ are yet to be understood

and remain a challenge for current and future research.

Fig. 10.3 The special chlorophyll molecules that comprise the primary electron donor, P680, of

PSII. P680 comprises four Chl a molecules, namely the central chlorophylls, PD1 and PD2, and the

accessory chlorophylls, ChlD1 and ChlD2 (shown in green). Please note that the phytyl chains of the
Chl a molecules have been omitted for clarity. PDB ID: 3ARC [28]
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The key questions on the photochemistry of the special chlorophylls are

(1) where is the primary charge separation initiated and (2) is the oxidized cationic

state of the primary donor and the triplet state located on the same chlorophyll

molecule(s). Initially, differential absorption spectroscopy was used to identify the

primary donor (and acceptor) species of PSII [37]. However, it was difficult to

characterize the triplet and primary cationic state of P680 due to the spectral

congestion of the absorbance spectra. Recently, the application of FTIR difference

spectroscopy by Noguchi, Breton, and co-workers has demonstrated that the Chl a

molecule on which the excited triplet state, 3P680, is localized is different

from the Chl a molecule(s) on which the primary cationic state, P680
+, is localized

[38, 39]. Based on this observation, it has been suggested that the excited and

cationic state of P680 is the accessory chlorophyll molecule, ChlD1, rather than the

central chlorophyll molecules, PD1 or PD2 (Fig. 10.3) [40]. It is proposed that during

photoexcitation of P680, the electronic excitation energy is funneled to the accessory

chlorophyll, ChlD1, which is then followed by electron transfer that leads to the

formation of the charge-separated state, ChlD1
+PheoD1

�. Subsequently, the hole is
transferred from ChlD1

+ to a central chlorophyll molecule, PD1, for charge stabili-

zation. It has been confirmed by biochemical and biophysical studies using muta-

genesis [41], FTIR spectroscopy [42, 43], cw [44]/pulsed EPR [45] spectroscopy,

and density functional theory (DFT) calculations [46] that the excited triplet state is

thermally distributed between PD1 and ChlD1 at room temperature and the electron

hole is stabilized on PD1.

10.3 The Primary Pheophytin Acceptor, PheoD1

The primary electron acceptor in PSII is a pheophytin molecule in the D1 polypep-

tide, PheoD1. The photoexcitation of the special chlorophylls, P680, leads to the

formation of the charge-separated pair P680
+-PheoD1

�:

P680-PheoD1 þ hν ! P680
∗-PheoD1 ! P680

þ-PheoD1� ð10:3Þ

As can be seen in Fig. 10.4, the structure of the pheophytin acceptor is similar to

Chl a except that it is lacking the central Mg2+ ion. The pheophytin cofactors,

PheoD1 and PheoD2, are located at a center-to-center distance of 10.7 Å and 10.6 Å
from ChlD1 and ChlD2, respectively, with their head groups perpendicular to the

plane of the thylakoid membrane [28–30]. Since the electron-deficient PheoD1
molecule is within van der Waals distance of the photoexcited special chlorophylls,

P680*, this leads to rapid electron transfer from P680* to PheoD1 (~2 ps) that results

in the formation of the reductant, PheoD1
�. Although there are two symmetry-

related pheophytin cofactors, PheoD1 and PheoD2, in the D1 and D2 polypeptides of

PSII (Fig. 10.2), respectively, it has been demonstrated that the pheophytin
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molecule in the D1 polypeptide, PheoD1, is active in the primary electron transfer

pathway of PSII while the corresponding pheophytin in the D2 polypeptide,

PheoD2, is inactive in electron transfer [47]. Initial studies had proposed that the

difference between the pheophytin cofactor of the active and inactive branch of

PSII was that the pheophytin in the active branch, PheoD1, contains a hydrogen

bond [37]. However, recent chemical reduction [48] and molecular replacement

[49–51] studies demonstrate that both PheoD1 and PheoD2 display Qy absorption

maxima at 676–680 nm and Qx transitions at 543 nm. The identical Qx transitions

of PheoD1 and PheoD2 suggest the presence of similar hydrogen bonds. This has

been confirmed by mutagenesis [37, 52], high-frequency EPR spectroscopy [53]

and resonance Raman spectroscopy [54] making this one of the key open questions

regarding the pheophytin electron acceptors, PheoD1 and PheoD2, of PSII.

10.4 The Primary and Secondary Quinones, QA and QB

In the previous sections, we have described the photoexcitation of P680 and the

formation of the charge-separated state, P680
+-PheoD1

�. P680
+ and PheoD1

� are

within van der Waals distance of each other which makes PheoD1
� a favorable

reductant of P680
+. Unfortunately, this could lead to rapid charge recombination that

would decrease the efficiency of primary electron transfer in PSII. However, in type

II reaction centers, namely, PSII (in higher plants and cyanobacteria) and the

bacterial reaction center, the charge recombination problem is solved by the

introduction of closely spaced primary and secondary quinone electron acceptors,

QA and QB, respectively. As described in the previous sections, the photoexcitation

of P680 leads to the rapid formation of the charge-separated state, P680
+-PheoD1

�.
This results in forward electron transfer to the primary and secondary quinone, QA

and QB, respectively. As depicted in Eq. (10.4), this leads to the formation of the

P680
+-QA

� and P680
+-QB

� states:

Fig. 10.4 The pheophytin

electron acceptor, PheoD1,

of PSII. The chemical

structure of the pheophytin

molecule is similar to Chl a;

however, it lacks the central

Mg2+ ion. Please note that

the phytyl chain of the

pheophytin cofactor has

been omitted for clarity.

PDB ID: 3ARC [28]
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P680-PheoD1-QA-QB þ hν ! P680
∗-PheoD1-QA-QB

! P680
þ-PheoD1�-QA-QB

! P680
þ-PheoD1-QA

�-QB

! P680
þ-PheoD1-QA-QB

� ð10:4Þ

Quinone molecules are commonly utilized as charge-transfer cofactors in a wide

variety of reactions that are crucial for photosynthesis and respiration [26, 27, 29,

30, 55–60]. In photosynthetic protein complexes, both type I and type II oxygenic

and anoxygenic reaction centers contain quinone cofactors that are known to

participate in electron- and proton-transfer reactions. The bacterial reaction center

and PSII utilize benzoquinone molecules to facilitate electron transfer and proton-

coupled electron transfer (PCET) reactions [26–30, 32, 55–58]. In contrast, PSI

uses naphthoquinone molecules for electron transfer reactions [59, 60]. There are

significant differences in the function of the quinone cofactors in the different

reaction centers. It has been observed that similar quinones can operate at up to

800 mV lower reduction potential when present in type I reaction centers [61–65].

The versatility of the quinone cofactors and the diversity of their biological

function are controlled by both intra- and intermolecular interactions. The differ-

ences in the functional specificity of quinones are suggested to arise from the

structure and location of the quinone cofactor, the geometry of its binding site,

and the “smart” matrix effects from the surrounding protein environment that

greatly influence the charge-transfer properties [63]. It has been suggested that

the features that tune and control the charge-transfer properties of the QA and QB

cofactors of PSII are (1) π stacking and hydrophobic interactions with amino acid

side chains or lipid molecules [30, 66, 67], (2) hydrogen (H–) bonds with neigh-

boring amino acid residues [68], (3) the presence of the non-heme Fe(II) center in

close proximity [66], and (4) the orientation of the isoprenoid tail of the plastoqui-

none molecule [69]. Therefore, knowledge of the electronic structure and its

correlation with the chemical structure of the quinones as well as the interaction

with the local protein environment is important to understand the versatility of

quinone function in photosynthesis.

PSII contains identical plastoquinone molecules in the primary, QA, and sec-

ondary, QB, site that are symmetrically located on either side of the non-heme iron

(Fig. 10.5) [28–30]. The quinone cofactors of PSII exhibit very different charge-

transfer properties; QA is a single-electron acceptor while QB is a two-electron,

two-proton acceptor that undergoes PCET reactions [29, 67, 70]. QA is fixed and

non-exchangeable in a relatively hydrophobic environment and is unable to

undergo protonation. However, QB is labile and is located in a hydrophilic envi-

ronment comprising ionizable amino acids and water molecules that are able to

deliver protons.

The symmetrical quinones, QA and QB, are each pinned in position by H-bonds

to both of the carbonyl groups of each quinone ring. Further, there are additional

(multiple) H-bonds to the distal carbonyl group of QB [28, 71]. These additional

H-bonds presumably stabilize the QB
� semiquinone relative to QA

� and thus

contribute to the driving force required for forward electron transfer. The additional
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H-bonds may help in regulating electron transfer and stabilizing QB
� without

allowing protonation. The proximal carbonyl group of the two quinones is involved

in H-bonds with the histidine residues that are ligated to the non-heme iron

(Fig. 10.5) [28–30]. The QA–D2-H214–Fe(II)–D1-H215–QB pattern appears to be

a good structure for electron transfer, with the two quinones held at an edge-to-edge

distance of 13 Å. However, it is important to note that the non-heme Fe(II) center

does not participate in electron transfer between the primary and secondary qui-

nones, QA and QB. The actual rates of electron transfer (400 μs–1 ms) are much

slower than the theoretical rates of ~0.4 μs based on the distance between the

quinone electron acceptors [72]. This is thought to be due to possible conforma-

tional rearrangement of the quinone, the protein environment, and proton-transfer

reactions. Once QA is reduced to QA
�, the electrons are transferred to QB in 400 μs

but in the presence of reduced QB
�, QA

� transfers an electron more slowly, at 0.6–

0.8 ms [73]. The QA
�-to-QB electron transfer is likely limited by rearrangements in

the QB-binding site, the formation of H bonds, protonation of protein groups close

to QB
�, and conformational changes in the protein. The reasons for the slower rate

of electron transfer from QA
� to QB/QB

� still remain an open question.

10.5 The Redox-Active Tyrosine Residues,

Tyrosine Z and Tyrosine D

Photosystem II contains two symmetrically placed redox-active tyrosine residues,

YD andYZ, one on each subunit of the heterodimeric polypeptide core (Figs. 10.2 and

10.8a, b). Both tyrosine residues, YZ and YD, undergo light-driven PCET reactions

Fig. 10.5 The binding site of QA and QB electron acceptors of PSII with the neighboring amino

acid residues that participate in π stacking, hydrophobic and hydrogen bond interactions with the

quinones, QA and QB. Please note that the isoprenoid chains of the quinone molecules have been

omitted for clarity. PDB ID: 3ARC [28]
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and site-directed mutagenesis has implicated the histidine residues, D1-H190 and

D2-H189, as the immediate proton acceptors for YZ and YD, respectively. The YZ

residue is in close proximity with the Mn4Ca-oxo cluster, while the symmetrically

placed YD residue is distant from the OEC. The function of the symmetry-related

tyrosine residues is quite distinct as the smart matrix effects from the surrounding

protein environment are thought to greatly influence tyrosine function in PSII. The

YZ residue is kinetically competent and is directly involved in the PCET reactions of

the light-driven water oxidation reaction of PSII [74, 75]. In contrast, it is proposed

that the PCET redox at YD poises the catalytic Mn4Ca-oxo cluster [76] and may

electrostatically tune the adjacent monomeric redox-active chlorophyll and

β-carotene in the secondary electron transfer pathway of PSII [31, 77]. The YD

residue is also considered to be a generator of a positive charge in a hydrophobic

environment that could be potentially important for accelerating the kinetics of YZ

oxidation [32].

Although both YZ and YD undergo light-driven PCET reactions in PSII, the

recent 1.9 Å X-ray crystal structure of PSII highlights differences in the surround-

ing protein environment of these residues (Fig. 10.6a, b) [28]. The PCET reactions

at the YZ residue are thought to involve electron transfer to P680
+ and proton transfer

to D1-H190. The results of the recent X-ray crystal structure clearly support the

existence of a H-bond between YZ and D1-H190 (Fig. 10.6b) [28]. It is important to

note that the pKa values of the reduced and oxidized forms of tyrosine are very

different, 10 and �2, respectively [78], so it is likely that the YZ residue will both

gain a proton upon reduction and lose a proton upon oxidation. The presence of

PCET at the YZ residue has been confirmed by isotope effect and pH-dependent

studies [79–83]. Babcock and co-workers had previously proposed a hydrogen-

abstraction hypothesis for PCET at YZ [75]. A concerted electron/proton-transfer

mechanism has also been proposed from thermodynamic analysis in manganese-

depleted PSII. In contrast, Nugent and co-workers have suggested that YZ exists as

a tyrosinate [84]. The nanosecond H/D kinetic isotope effect of YZ oxidation in the

intact OEC is almost unity [80, 85, 86]. This observation is in agreement with the

presence of a hydrogen-bonding network that is stabilized by the Mn4Ca-oxo

cluster that further facilitates proton movement around YZ (Fig. 10.6b)

[87–91]. Since YZ may be photooxidized at very low temperatures, at least in the

lower S states of the OEC, it has been suggested that the YZ side chain accepts and

releases its proton via a hydrogen bond [28, 92, 93]. This is similar to the YD

residue [94–97]; however, it is not known whether YZ
� is really protonated or not.

It may be that the proton, both in the oxidized and in the reduced states of the YZ

residue, is located somewhere between the phenolic oxygen and its hydrogen-

bonding partner. There exists another hypothesis where during the S-state transi-

tion the same proton might remain near YZ, moving only the small distance

between YZ and D1-H190 according to the redox state of YZ. This mechanism

has been supported by optical spectroscopy and proton release measurements [86,

98–102]. Currently, there is a vast body of research that is being conducted to

elucidate the mechanism of PCET at the YZ and YD residues of PSII.
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10.6 The Tetranuclear Manganese-Calcium-Oxo

(Mn4Ca-Oxo) Cluster

The photoexcitation of P680 results in the rapid formation of the charge-separated

state, P680
+-PheoD1

�, that is stabilized by forward electron transfer that results in

the P680
+-PheoD1-QA

�-QB and P680
+-PheoD1-QA-QB

� states. As we have discussed

previously, P680
+ is a strong oxidant that renders it competent for water oxidation.

The hole on P680
+ is rapidly re-reduced by electron transfer from the Mn4Ca-oxo

cluster (Fig. 10.7) via the redox-active tyrosine residue, YZ, in the oxygen-evolving

complex (OEC) of PSII (Fig. 10.2) [28–30].

During the light-driven water oxidation reaction of PSII, the catalytic Mn4Ca-

oxo cluster cycles through five intermediate S (or charge-storage) states, S0–S4, in

the Kok cycle that result in the oxidation of two substrate water molecules to

dioxygen (Fig. 10.8) [103]. The S1 state is the dark-stable ground state of the

OEC of PSII. Each S-state transition (with the exception of the S4-to-S0 transition)

a b

D2-R294

D2-N292 D1-N298

D1-H190

W4

W3 OI

Ca
Mn2

Ma3
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O4Mn4
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D2-R180

D2-Y160
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Fig. 10.6 The structure and environment of the redox-active tyrosine residues (a) YD and (b) YZ

of PSII. Also shown are the water molecules that are present in proximity of the YD and YZ

residues. PDB ID: 3ARC [28]
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is induced by the photochemical oxidation of the special chlorophylls, P680, and

involves electron- or proton-coupled electron transfer (PCET) reaction(s).

There has been immense interest in elucidating the molecular and electronic

structure of the OEC of PSII and, in particular, the fate of the substrate water

molecules and the Mn4Ca-oxo cluster in each of the S-state intermediates to

understand the requirements for minimizing the energetic penalty for solar water

oxidation. The OEC of PSII has been studied extensively by structural, spectro-

scopic, biochemical, and computational methods [10, 18, 25–30, 104–111]. While

single-crystal X-ray diffraction has provided important insight into the molecular

geometry of the OEC in the stable S1 state [26, 27, 29, 30, 67], a high-resolution

structure of the S1 state was obtained recently after dramatic improvements in

sample preparation and methodology [28].

Based on the recent 1.9 Å resolution X-ray crystal structure of PSII [28], the

Mn4Ca-oxo cluster consists of three manganese ions and a calcium ion that form a

distorted cubane with μ-oxo bridges and a fourth manganese ion that is a dangler

that is also linked to the distorted cubane through a μ-oxo bridge (Fig. 10.7)

[28]. The major breakthrough of the 1.9 Å resolution X-ray crystal structure was

the identification of some of the ligands of the Mn4Ca-oxo cluster including the

μ-oxo oxygen atoms that are coordinated to the metal ions. Most importantly, four

water molecules were identified among the ligands: two water molecules that are

ligated to the dangler manganese ion and the other two water molecules that are

ligated to the Ca2+ ion in the S1 state of the OEC [28]. The X-ray crystal structure

has been further refined using advanced density functional theory (DFT)

calculations [112].

Fig. 10.7 The structure of

the Mn4Ca-oxo cluster and

its ligand environment in

the OEC of PSII. The

manganese ions are shown

in purple, calcium in yellow,
and oxygen in red. PDB ID:

3ARC [28]
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The structure of the S-state intermediates of the OEC has also been investigated by

electron paramagnetic resonance (EPR), electron nuclear double resonance (ENDOR),

electron spin echo envelope modulation (ESEEM), X-ray absorption, and Fourier

transform infrared (FTIR) spectroscopy [25, 108, 109, 111, 113–119]. X-ray spectros-

copy has provided measurements of the metal-to-metal distances in the Mn4Ca-oxo

cluster. In conjunction with X-ray diffraction, EPR, and X-ray spectroscopy, recent

DFT and quantum mechanical/molecular modeling (QM/MM) studies have proposed

several mechanisms for substrate activation and water oxidation in the OEC of PSII

[18, 110, 120–122]. Although there have been detailed proposals for the mechanism of

solar water oxidation in PSII, there is little experimental data available on the structure

and activation of the bound water molecules in the OEC of PSII. Further, there is also a

lack of structural data on theboundwatermolecules in thehigher S-state photochemical

intermediates of the catalytic Mn4Ca-oxo cluster. This is especially difficult as the

higher S states are transient and have limited stability. While X-ray absorption spec-

troscopy is highly sensitive to the location of the metal ions, it is not suited to probe the

location of thewatermolecules in theOEC of PSII. Other techniques, such as FTIR and

conventional EPR spectroscopy, have also yielded limited structural information.

In an exciting development, recent two-dimensional (2D) hyperfine sublevel

correlation (HYSCORE) spectroscopy studies by Lakshmi and co-workers have

detected weak magnetic interactions between the paramagnetic Mn4Ca-oxo cluster

of the S2 state of the OEC (Fig. 10.8) and the surrounding proton and nitrogen atoms

[123, 124]. These studies have unambiguously identified the structure and location

of the bound substrate water in the S2 state of the OEC that interact with the Mn4Ca-

oxo cluster. In addition, these studies also identify the nitrogen atoms of amino

acids that are in close proximity of the Mn4Ca-oxo cluster in the S2 state of the

OEC. This makes for an interesting comparison of the structure of the OEC in the S1
and S2 intermediates that are obtained from the 1.9 A X-ray crystal structure [28]

and 2D HYSCORE spectroscopy [123, 124], respectively.

Fig. 10.8 The catalytic

S- (or charge-storage) state

cycle of the OEC of PSII

[103]. Each S-state

transition involves the

absorption of a photon

and the transfer of an

electron and/or proton.

The final S4-to-S0 state

transition results in O–O

bond formation and the

release of dioxygen
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10.7 Conclusions

In this chapter, we describe the role of the charge-transfer cofactors that are

involved in the primary electron transfer pathway that results in the water oxidation

reaction of PSII. Water oxidation is one of the most energetically demanding

reactions, and as such it has a set of very stringent requirements. First, the oxidation

of water requires a dauntingly large potential of ~1.25 V. Second, the oxidation of

two molecules of water to dioxygen is a four-electron reaction, Eq. (10.5), which

requires multi-step, multi-electron transfers and the storage of oxidizing equiva-

lents. This is particularly difficult to accomplish, as each redox reaction must alter

the potential of the respective cofactors so as to minimize reverse transport of the

electron or hole that could lead to recombination. Third, in order to keep the OEC

from accumulating positive charge during the Kok S-state cycle [103], there is a

need for efficient redox leveling during the water oxidation reaction:

2H2Oþ hν ! O2 þ 4e� þ 4Hþ ð10:5Þ

All of these requirements are most elegantly fulfilled by the charge-transfer

cofactors of PSII (Fig. 10.2). The primary photochemistry of PSII leads to the

generation of a highly oxidizing hole, P680
+, which is the only naturally occurring

chemical species that is capable of initiating the water oxidation reaction. Next,

the multi-step, multi-electron reactions of PSII are conducted through a series of

cofactors (the special chlorophyll molecules, P680; pheophytin electron acceptor

on the D1 polypeptide, PheoD1; primary and secondary quinones, QA and QB;

redox-active tyrosine residues, YZ; and the catalytic Mn4Ca-oxo cluster that are

described in this chapter). These cofactors (a) are optimally tuned for downhill

electron transfer and (b) minimize recombination of the initial charge-separated

state, P680
+-PheoD1

�, through rapid forward electron transfer. This is possible as

the time scales of the primary charge separation and subsequent forward electron

transfer reactions are estimated to be in the picosecond and microsecond range,

respectively. In contrast, charge recombination between QA
� or QB

� and P680
+ is

thought to be on the order of milliseconds, which is at least 103 times slower than

the individual forward electron transfer reactions. The multi-electron (4e�) trans-
fers in Eq. (10.5) are facilitated by the storage of oxidizing equivalents on the

manganese ions in the Mn4Ca-oxo cluster where the manganese ion(s) advances

(advance) through several oxidation states. Thus, the storage of charge equiva-

lents on the Mn4Ca-oxo cluster efficiently couples the one-electron photochem-

istry of the primary charge separation with the four-electron redox chemistry that

is absolutely vital for water oxidation in the OEC of PSII. Last but not least, the

redox leveling that minimizes the energetic penalty for multi-electron transfers

from the OEC is achieved by the highly efficient PCET reactions that are

conducted at the redox-active tyrosine residue, YZ, and the Mn4Ca-oxo cluster

of PSII. Every part of this complex sequence of events has a vital niche in the
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water oxidation reaction. Even if the cofactors themselves are unaltered,

miniscule changes in the environment could bring the entire reaction to a halt.

In order to describe the role of the charge-transfer cofactors in the water

oxidation reaction, we present recent studies that were conducted on P680,

PheoD1, QA, QB, YD, YZ, and the Mn4Ca-oxo cluster of PSII. In the past decade,

we recognized that the charge-transfer cofactors of PSII are exquisitely tuned by

smart matrix effects of the surrounding protein environment. This has led to

progress in understanding the functional tuning of these cofactors, which is an

ongoing effort. As mentioned in the preceding sections, there are several open

questions regarding the highly oxidizing nature of P680, PheoD1 in the active branch,

the difference in the redox properties of QA and QB, the mechanism of PCET at YZ,

and the structure and activation of the substrate water molecules in the OEC of PSII.

In the future, a combination of the high-resolution X-ray crystal structures of PSII

and advances in spectroscopic techniques are promising for the study of the higher

oxidation state intermediates of the OEC. This is important for the elucidation of

the mechanism of water oxidation in PSII.
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Chapter 11

Structure-Function Relationships

in the Mn4CaO5 Water-Splitting Cluster

Jian-Ren Shen

Abstract Mn4CaO5 cluster is the catalytic center for photosynthetic

water-splitting harbored in photosystem II (PSII), a huge, multi-subunit membrane–

protein complex located in the thylakoid membranes from cyanobacteria to higher

plants. The structure of PSII has been analyzed at 1.9 Å resolution by X-ray

crystallography, revealing a clear picture of the Mn4CaO5 cluster. In this chapter,

principles of crystallization and crystal structure analysis are briefly introduced,

followed by descriptions of the structure of the Mn4CaO5 cluster and its implica-

tions in the mechanism of water-splitting. Based on the geometric organization of

the Mn4CaO5 cluster, the location of four terminal water ligands, the possible

oxidation states of the four Mn ions reported so far, as well as the structural changes

revealed by replacing the Ca ion with Sr, a mechanism for water-splitting was

proposed and discussed.
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NMR Nuclear magnetic resonance

OEC Oxygen-evolving complex

PSII Photosystem II

11.1 Introduction

Photosynthetic water-splitting is catalyzed by a Mn4CaO5 cluster, which is

harbored in photosystem II (PSII), a large, multi-subunit membrane protein com-

plex located in the thylakoid membranes of all oxygenic photosynthetic organisms

[1]. The splitting of water using the energy from the sunlight produces electrons,

protons, and molecular oxygen. While the former two products are the sources of

energy required for the synthesis of ATP by the ATP synthase and reducing power,

both are necessary for the fixation of carbon dioxide into carbohydrates, the latter

product is indispensable for sustaining the oxygenic life on the earth. Thus, the

photosynthetic water-splitting is one of the most important biochemical reactions

occurring on the earth.

In order to understand the mechanism of water-splitting, it is essential to

elucidate the structure of the Mn4CaO5 cluster and its surrounding protein environ-

ment. The main methods for solving the structure of biomacromolecules are X-ray

crystallography, nuclear magnetic resonance (NMR), and electron microscopy

(EM). X-ray crystallography is the most powerful method for structure determina-

tion of biomacromolecules, while the NMR method is subjected to limitations in

molecular masses that can be treated, and the structures of very few proteins have

been solved at an atomic resolution by the EM method. Since PSII is a large

membrane–protein complex, (for example, the typical PSII core complex with a

full oxygen-evolving activity from cyanobacteria contains 20 different subunits

with a total molecular mass of 350 kDa, see Chapters 1–3 in [1, 2]), the only way

available to analyze the structure of this type of huge protein complexes at an

atomic detail is X-ray crystallography.

The basic procedure for X-ray crystallography is protein sample preparation,

crystallization, diffraction data collection, phase determination, electron density

analysis, model building, and refinement. The most important and also the most

difficult step in X-ray crystallography is obtaining a single crystal with a good

quality and reasonably high resolution. Owing to remarkable technical and meth-

odological advances in recent years, it has become rather easy to obtain crystals of

soluble proteins. However, getting well-diffracted single crystals of membrane

proteins still remains a major obstacle and a rate-limiting step in solving their

structures by X-ray crystallography. This is especially true for large, multi-subunit

membrane–protein complexes such as PSII. Once a well-diffracted single crystal is

obtained, obtaining phase information necessary for calculation of the electron

density map can sometimes be a time-consuming task; however, there are several

alternative methods to solving this problem now, so that in most cases this will not

present a major obstacle.
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In the following, the principles of protein crystallization and X-ray structure

analysis are briefly described, followed by introduction and discussions on the

structure and function of the oxygen-evolving complex (OEC) of PSII that have

been revealed from the structural and functional analyses of PSII.

11.2 Crystallization of Soluble and Membrane Proteins

11.2.1 Principles of Protein Crystallization

Protein crystals are ordered arrays of a single, homogeneous protein, or a complex

of multiple proteins. Because the quality and resolution of a crystal depend on the

degree of ordering of the protein molecules within the crystal, a highly purified,

homogeneous protein or protein complex preparation is a prerequisite for getting a

high quality crystal. The homogeneity of a protein or a protein complex is evaluated

from a number of different properties of the protein in question, among them, the

main ones include the absence of contaminating components, a homogeneous net

total charge, and a homogeneous size distribution of the protein particles in

solution. While the former one is easily evaluated from electrophoresis, the latter

two are more difficult to be determined. To determine whether the protein of

interest is homogeneous in charge distribution, one can usually use ion-exchange

column chromatography, isoelectric point electrophoresis, etc. To determine

the homogeneity of size distribution, conventional size-exclusion chromatography

can be used along with dynamic light-scattering measurement, various native

polyacrylamide electrophoresis, etc.

Various factors can influence the purity and homogeneity of a protein solution,

since even a single protein may adopt slightly different, multiple conformations in

solution due to influences of various factors such as salts and/or other chemicals,

redox reagents, detergents, temperature, pH, etc. Thus, not only exclusion of other

protein components is important for getting a good start for crystallization, keeping

the protein conformation as uniform as possible is also extremely important.

Another factor to be considered is the stability of the protein in solution, since in

most cases the process of crystallization takes several days to several weeks at 4 �C
to room temperature; in many cases, purified protein cannot sustain such a long time

without losing its active conformation. This is especially important for membrane

proteins and their complexes, since membrane proteins are crystallized in the

presence of detergents (see below), the stability of most membrane proteins will

be reduced in the presence of detergents.

In principle, crystallization is achieved by bringing a protein solution into

a supersaturated state, so that the protein molecules exceeding the saturation

concentration can no more be dissolved and will be partitioned into an aggregated

phase. The supersaturated state can be divided into three phases [3, 4]: one is a

metastable phase where proteins can still exist in the solubilized form despite that
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its concentration already exceeds (slightly) the saturation concentration; the second

one is a labile phase which has a higher degree of saturation where the crystal nuclei

can be formed; and the third one is a precipitation phase where the supersaturation

reaches a high level that enables the solutes (proteins) to precipitate immediately

(Fig. 11.1). The nuclei of crystals formed in the labile phase can grow in either the

labile phase or metastable phase. The labile phase will give a faster growth of the

crystals, whereas the metastable phase results in a slower growth due to lower

degree of supersaturation. In general, slower growth of crystals is preferred to

ensure the quality and resolution of the crystals to be obtained, since faster growth

of the crystals will bring more chances of occurrence of disorders in the crystal

packing due to increases in the occurrence of errors caused by the fast attachment of

new protein molecules into the already existed small crystals, resulting in imperfect

arrangement of the protein molecules in the crystal. This means that a lower degree

of supersaturation such as in the metastable state will facilitate the growth of high

quality crystals. In practice, however, the degree of supersaturation is not easy to

control, and it is determined by experience in most cases. A slower growth rate

means that a longer time is needed to obtain the crystals, which will require enough

stability of the protein under the conditions employed, a requirement to be found

often difficult to be met by certain proteins. Thus, the choice of growth rate for

Fig. 11.1 Phase diagram. The concentration of proteins is plotted against increased concentra-

tions of precipitates, but it can be other factors such as temperature, pH, etc. Saturation level

increases as the color goes from white to black. The white region represents unsaturated solutions

where crystals will dissolve. The supersaturated region can be divided further into three regions,

namely the metastable phase where only crystal growth will occur, the labile phase where

nucleation and growth compete, and the precipitate region which has the highest supersaturation

and precipitation of amorphous protein will occur in this region
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crystals depends on the balance between the stability of the protein in question and

the quality of the crystal to be obtained.

In order to bring a protein solution into a supersaturated state, various

“precipitants” are used; these include various salts, polymers (the typical one is

polyethylene glycols (PGEs)), and even organic solvents. For the success of

crystallization, not only the type and concentration of the precipitants but also a

number of other factors need to be considered; these include the pH of the solution

(type of buffer used), salts and redox reagents co-existed, temperature, additives

etc., in addition to the purity and homogeneity of the protein samples used. The

process of crystallization is therefore to find an appropriate condition that enables

the separation of protein molecules into an ordered array from a supersaturated

solution while preventing the formation of precipitants and random aggregation

[5–7]. It is noticed, however, that the crystallization often occurs in the interface

between solution and aggregation, so that appearance of some aggregation is

inevitable in some cases. High quality crystals, on the other hand, are usually

obtained in the best growth conditions where no aggregation will be observed.

11.2.2 Methods of Protein Crystallization

A number of methods have been developed to bring a protein solution into a

supersaturated state [5–7]. The most widely used ones are batch crystallization,

vapor diffusion, and dialysis methods. In the batch (or micro-batch) method, a

protein solution is mixed with a precipitant solution to bring it to a supersaturated

state, which is then covered with a layer of oil to prevent evaporation. The mixed

solution is allowed to stay for a few hours to a few days during which the crystals

are formed. In the micro-batch method used recently, the mixed protein solution

layer is covered by a layer of paraffin oil which allows water molecules to pass

through very slowly, enabling a slow evaporation to occur to enhance the degree of

supersaturation. The batch method is easy to use and set up, so can be used for

screening a large number of different conditions. Due to the constancy or small

change in the degree of supersaturation during the entire process of crystallization,

however, the batch method is used for the formation of crystals only in a narrow

range of precipitant concentration as well as other conditions.

Vapor diffusion is the most widely used method for crystallization in which a

protein solution is mixed with typically an equal volume of a precipitant solution.

The mixed protein solution is still unsaturated, which is then spotted into a sealed

chamber where a large excess volume of the precipitant solution is included. The

water will evaporate from the protein solution toward the precipitant solution,

bringing the protein solution to the supersaturated state during the course of

evaporation. Depending on the setup of the protein and precipitant solutions, the

vapor diffusion method can be divided into hanging drop, sitting drop, and sand-

wich drop methods. Evaporation of water molecules enables relatively a large

change in the concentration of both protein and other components; thus, vapor
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diffusion allows screening of relatively a large range of conditions among which

crystals may be formed. Vapor diffusion is also easy to use and set up, and is thus

suitable for screening a large number of conditions.

The dialysis method uses a dialysis membrane to separate the protein solution

and the precipitant solution. During the crystallization process, the precipitant can

enter into the protein solution, and the water molecules can also go out from the

protein solution to the precipitant solution, reaching equilibrium between the two

solutions. This method allows the control of the final composition of the protein

solution by controlling the composition of the precipitant solution; however, the

setup of this method is often time-consuming so that it is often not suitable for

screening a large number of conditions which are required for the initial screening

of crystallization for a novel protein.

11.2.3 Crystallization of Membrane Proteins

Crystallization of membrane proteins and their complexes resembles that of soluble

proteins, but membrane proteins have large areas of hydrophobic surfaces, which

make them insoluble in water. Thus, membrane proteins need proper detergents for

their solubilization, purification, and stabilization, which make the purification and

crystallization of membrane proteins more difficult than soluble proteins. The most

commonly used detergents for membrane proteins are those of nonionic detergents,

as they appear to be most mild in solubilizing membrane proteins. Detergents form

micelles in solution, which will surround the membrane proteins to ensure their

solubilization in aqueous solutions. The concentrations needed to form micelles

(critical micelle concentration, CMC) are largely different among different types of

detergents. The choice of a proper detergent for the success of crystallization of a

particular membrane protein or membrane protein complex, however, appears not

easy, as the detergent needs to be in proper interaction not only with the membrane

protein but also with the other components in the crystallization solution

[8, 9]. Another issue is that, a detergent suitable for the solubilization and purifica-

tion of a membrane protein may not be suitable for formation of a high quality

crystal; thus, the detergent needs to be changed for crystallization after purification.

The addition of detergents to the crystallization conditions dramatically increases

the number of conditions that need to be screened; this is one of the major reasons

why membrane proteins are more difficult to be crystallized in addition to the

hydrophobic nature of them that hinders crystallization.

In the practice of membrane protein crystallization, addition of small, amphi-

philic molecules was often found to improve the crystals, which are assumed to fill

in the spaces in the crystal packing that are not occupied by detergents and protein

amino acid residues [8, 9]. In addition, a unique approach to utilize the hydrophobic

nature of membrane proteins for crystallization was also developed, which is the

lipid cubic phase method. In this method, a cubic phase is formed by a high

concentration of lipids (usually monoolein) which enables the membrane proteins
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to be incorporated to form an ordered array [10–12]. Another approach that has

been used successfully in crystallization of some membrane proteins is to reduce

the hydrophobic surface of a membrane protein and increase its hydrophilic surface

by binding of monoclonal antibody fragments [13], or by fusion with a soluble

protein such as T4 lysozyme [14, 15], so that the membrane protein can be

crystallized in a way more like a soluble protein.

11.3 X-ray Structure Analysis

In the conventional optical microscopy, visible light is used to visualize small

objects not directly visible by eyes. In order to do so, light reflected from the

small objects is collected and magnified by suitable lenses at a proper distance from

the objects. The resolution, or the smallest distance of two points that can be

identified, by this method, is limited by the wavelength of the light used, since

the resolution cannot be significantly higher than the wavelength of the light used,

which is in the range of 400–700 nm for the visible light. To reveal the atomic

structure of molecules, X-ray at wavelengths of around 1 Å has to be used, since a

typical distance for a C–C bond is around 1.5 Å. Due to the high energy of X-rays,

however, no suitable lenses are available to collect and magnify the X-rays; thus, an

alternative method employing calculations must be used.

A crystal is made up of identical, basic units arranged equally in all directions in

the space (Fig. 11.2a). The repeated unit of a crystal is called “unit cell,” and its

properties are defined by three lengths a, b, c, along the x, y, z directions, as well as
three angles α, β, γ, between each pair of the axes (Fig. 11.2b). These values

constitute the unit cell parameters, which are different among different types of

Fig. 11.2 Schematic representation of crystal packing and a unit cell of a crystal. (a) Schematic

representation of a region of a crystal, where identical units are arranged in exactly the same way.

(b) A unit cell from a crystal, showing the definition of six parameters that define the symmetry

and properties of the crystal
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crystals, and their relationship is related with the symmetry of the crystal.

The arrangement of the unit cells constitutes the lattice of the crystal, and there

are 14 lattices (Bravais lattices) that are allowed for protein crystals [16–18].

When an incident X-ray hits an object, the electrons of atoms in the object were

forced to oscillate, generating a secondX-ray having the same energy (wavelength) as

that of the incident X-ray (Thomson Scattering). This second X-ray is scattered from

every atom constituting the object, and can be captured at a distancemuch longer than

the inter-atom distances behind the object. If the object is a crystal, that is, an ordered

array of identical units, then the “diffracted”X-rays are summed up in some places but

canceled out in other places, giving rise to visible (detectable) “diffraction spots.” This

is the phenomenon of interference of multiple waves with the same wavelength. To

illustrate this, we consider that the incident wave (X-ray) hits two planes of atoms in a

crystal with an angle of θ (Fig. 11.3a). The path difference between the two waves

scattered from the two planes at the same angle θ is “2d sinθ,” where d is the distance
between the two planes. Diffraction spot is observed only when the path difference is

equal to a multiple of the wavelength according to:

2d sinθ¼ nλ

where n is an integer. This is the Bragg’s law that determines whether a diffraction

spot can be observed or not from a crystal. From this relationship, one can easily

deduce that the maximum value of d, that is, the largest distance between two

adjacent layers in the crystal that can yield diffraction, is given by:

d¼ λ/2

Fig. 11.3 Occurrence of diffraction from crystallographic planes and an example of diffraction

pattern. (a) The crystal can be considered to consist of a series of planes, each of which scatter the

incident wave. Two such crystal planes were shown here. The difference between the scattered

waves from these two planes is the difference in the pathlength between these planes, which equals

2d sinθ. When this path difference equals a multiple of the wavelength, the waves add construc-

tively and a diffraction peak is observed. (b) An example of diffraction pattern, taken from

a crystal of oxygen-evolving photosystem II core complex. The circle represents the resolution

point of 2.0 Å
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This is the theoretical limit of resolution with a given wavelength λ. In practice,

this limit of resolution is rarely achieved with protein crystals due to various

imperfections existed within the crystals.

The diffraction pattern (see Fig. 11.3b for an example) is determined by the

arrangement of atoms in the repeated units within the crystal; in other words, the

amplitude and position of every diffraction spot in the diffraction pattern contain

information regarding the arrangement of atoms (species and position of the atoms)

within the crystal. Thus, the diffraction patterns can be used to determine the

molecular structure of the crystal. The relationship between the diffraction pattern

and molecular structure, however, is reciprocal, and the diffraction pattern can be

considered to represent the molecular structure in a reciprocal space relative to the

molecular structure in the real space [16–18]. This relationship is related by a

mathematical treatment Fourier transform; thus, the molecular structure in the

crystal can be deduced from the diffraction pattern by the method of Fourier

transform, and vice versa. During this treatment, however, the phase information

of the X-ray wave that yielded the diffraction pattern is lost, so that it has to be

determined separately by another method [16–18]. This is the phase problem in

protein crystallography.

Several methods have been developed to solve the phase problem, among which

the most traditional one is the multiple isomorphous replacement (MIR) method. In

this method, crystals are soaked with metal (heavy atom) compounds, and the

diffraction pattern is measured and compared with native crystals without metals

bound. This gives rise to the position of the metals bound to the protein crystal,

which is then used to calculate the phase information. The second method utilizes

multiple anomalous dispersion (MAD) from a single metal, in which diffraction

pattern is measured with several wavelengths around the transition energy of the

metal bound to the protein. Since each metal has a characteristic absorption

wavelength in the X-ray region, the differences in the diffraction measured around

this specific wavelength are primarily contributed by the electrons of that metal,

which is thus used for locating the position of the metal and for generating the initial

phase information. The third method is the molecular replacement (MR) method,

which utilizes a known structure of a homologous protein as the initial search

model. All of the above methods have been widely used, with the latter two

becoming increasingly popular owing to the availability of intense, tunable

X-rays from synchrotron radiation facilities and a number of atoms with anomalous

scattering capability, as well as the increasing number of solved structures.

Because the diffraction of X-rays is caused by electrons of atoms, the results

calculated from the diffraction pattern are distributions of electrons in a three-

dimensional space, or an electron density map. The molecular structure is then built

by fitting amino acid residues and ligands into the electron density map, which is

the process of model building. In order to obtain the model that best fits with

the experimentally obtained electron density map, the model initially obtained is

refined against the experimental data through many cycles of refinement until

reaching a state that gives a minimum difference between the experimentally

obtained electron density map and model. During this refinement process,
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knowledge of stereochemistry such as constraints in the configuration of amino

acids and their spatial conflicts in the three-dimensional structure of the protein is

incorporated to minimize the model errors.

The quality of the structures obtained from the X-ray crystallography is deter-

mined by a number of factors, among which the most important one is the

resolution which in turn depends on the degree of order of molecules in the crystal.

A higher resolution represents a more accurate, reliable structure than a lower

resolution. A higher resolution will also give a lower value of R factor, a parameter

related to the reliability of the structure, as well as a lower average temperature

factor (B-factor).

11.4 Crystal Structure Analysis of PSII

PSII is an integral membrane protein complex found in the thylakoid membranes

from prokaryotic cyanobacteria to higher plants. The composition of PSII core

capable of oxygen evolution varies slightly from cyanobacteria to higher plants. In

the cyanobacterial PSII whose structure has been solved at an atomic resolution,

there are 17 transmembrane subunits and 3 peripheral, hydrophilic subunits, which

gives rise to a total molecular mass of 350 kDa [1, 2]. The purified PSII, especially

those from thermophilic cyanobacteria, exists predominately in a dimeric form

[19–21], which is thought to be also the functional form dominant in vivo.

Since PSII is an extremely large membrane–protein complex, its structure has to

be solved by X-ray crystallography. The large, membranous nature of the complex

also presented a major challenge to obtain high resolution crystals of PSII. The first

crystal structure of PSII was reported by Zouni and colleagues in 2001 at a

resolution of 3.8 Å, from a thermophilic cyanobacterium Thermosynechococcus
elongatus [21]. The use of the thermophilic cyanobacterium enabled them to obtain

a highly stable, active PSII core dimer preparation as was already shown previously

[22, 23]. In this structure, the position of major PSII subunits was assigned in a Cα
model, together with the position of the Mn4Ca cluster that catalyzes the water-

splitting reaction. The side chain structures of amino acids and positions of some

small subunits were not given due to the limited resolution. Subsequently, Kamiya

and Shen reported a 3.7 Å structure of PSII dimer from a closely related thermo-

philic cyanobacterium Thermosynechococcus vulcanus, in which a few more sub-

units were assigned, together with some residues with their side chains assigned

[24]. However, the structure of the Mn4Ca cluster was still not clear, since each of

the metal atoms and the presumed oxo-bridges connecting the metal atoms were not

separated in the electron density map, making the electron density of the metal

cluster like a ball packed with all of the five metal ions and possible oxo-bridges.

The resolution of the PSII structure was raised to 3.5 Å [25], 3.0 Å [26], and 2.9 Å
resolutions [27] gradually, which continuously improved the structure of the whole

complex in terms of the side chain orientations of amino acid residues, a number of
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cofactors such as chlorophylls, carotenoids, lipids, a bicarbonate ion, etc. The

presence of Ca2+ as an integral part of the water-oxidizing catalyst was demon-

strated by a number of biochemical and biophysical studies including EPR and

EXAFS measurements, and its global position in the Mn4Ca cluster was first

identified in the 3.5 Å structure from anomalous scattering at a wavelength near

the Ca absorption edge [25], which was confirmed subsequently by the higher

resolution structures [26, 27]. However, the detailed structure of the Mn4Ca cluster,

as well as its exact ligand environment, the position of water molecules, etc.,

remained obscure even in the 2.9 Å structure. In fact, the electron density for the

Mn4Ca cluster was still a ball encapsulating all of the metal ions and oxo-bridges,

and the electron densities for each of the atoms were not separated, so that the

position of the individual atoms cannot be clearly determined from the experimen-

tally obtained electron density, and the structural model has to incorporate con-

straints from previous results mainly from extended X-ray absorption fine structure

(EXAFS) measurements and electron paramagnetic resonance (EPR) studies.

The atomic structure of the PSII dimer complex was reported in 2011 by Shen

and his colleagues at a resolution of 1.9 Å [28]. At this resolution, the electron

densities for the individual atoms in the Mn4Ca cluster were clearly separated,

allowing determination of the structure of the metal cluster unambiguously. In

addition, the structure revealed the coordination environment of the metal cluster

in much more detail than the previously obtained structure, as well as the presence

of a huge number of water molecules associated with various residues in the PSII

dimer. In the following, we describe the structure of PSII at the atomic resolution,

with the focus on the detailed structure of the Mn4Ca cluster, and its functional

implications in the mechanism of water-splitting.

11.4.1 Overall Structure of the PSII Dimer

The overall structure of PSII dimer analyzed at the 1.9 Å resolution is shown in

Fig. 11.4a, which contains 19 subunits per monomer, among which 16 are trans-

membrane subunits and 3 are membrane peripheral subunits required for oxygen

evolution. Among the transmembrane subunits of PSII, D1 and D2 subunits have

five transmembrane helices each and form the reaction center of PSII to which most

of the electron transfer cofactors are bound. Two other large transmembrane sub-

units are CP47 and CP43 (CP stands for chlorophyll protein), which have six

transmembrane helices each and are located in the two sides of the D1/D2 core.

These two subunits bind a large number of chlorophylls (17 for CP47 and 12 for

CP43) which function as light-absorbing antenna chlorophylls to transfer the light

energy to the reaction center chlorophylls. In addition to these large transmembrane

subunits, 12 small subunits (with molecular mass less than 10 kDa) were found,

most of them have one transmembrane helix and only PsbZ has two transmembrane

helices. These give rise to a total of 35 transmembrane helices for a PSII monomer.
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Fig. 11.4 Overall structure of PSII dimer. (a) Overall structure of a PSII dimer analyzed at 1.9 Å
resolution. View from a direction perpendicular to the membrane normal. The line in the middle

represents the non-crystallographic twofold axis dividing the two monomers, and the two red
circles indicate the region where the water-splitting catalytic center, the Mn4CaO5 cluster, binds.

(b) Distribution of the water molecules. All of the protein and cofactors except water were

removed from panel (a), showing the distribution of water molecules in the PSII dimer
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PsbY, one of the low molecular mass of PSII with one single transmembrane helix

located in the peripheral region close to PsbE and PsbF (the α- and β-subunits of
cytochrome b559), was not present in the crystal structure, indicating that it is lost

during crystallization due to its weak association with the PSII core complex.

The three peripheral, hydrophilic subunits are PsbO (33 kDa), PsbV (cyto-

chrome c550), and PsbU (12 kDa), located in the lumenal side of the thylakoid

membrane. They form a cap for the site of oxygen evolution (the Mn4CaO5 cluster),

shielding it from the bulk solution with a large area of hydrophilic protein region.

These extrinsic proteins have been shown to be important for maintaining the

activity and stability of the oxygen-evolving complex (OEC).

In addition to the protein subunits, 35 chlorophylls, 2 pheophytins, 11

β-carotenes, 2 plastoquinones, 1 bicarbonate, 1 b-type and 1 c-type cytochromes,

1 non-heme iron, more than 20 lipid molecules, at least 2 chlorides, a Mn4CaO5

cluster, etc., are present in a PSII monomer.

One of the most significant features of the high resolution structure of PSII was

the presence of a huge number of water molecules within it. In total, nearly 2,800

water molecules were found in a PSII dimer; these water molecules were distributed

in two layers, one in the surface of the cytoplasmic (stromal) side and the other one

in the surface of the lumenal side, of the thylakoid membrane (Fig. 11.4b). Very few

water molecules were found in the transmembrane region. These distribution of the

water molecules demonstrates a typical feature for a membrane protein complex.

The few water molecules present in the transmembrane region were found to serve

as ligands or hydrogen-bonding partners of chlorophylls that are not ligated by an

amino acid residue. Typically, the Mg ion of the chlorin ring of chlorophylls is

ligated by an amino acid residue; in most cases it is a His residue. Among the

35 chlorophylls in a PSII monomer, however, 7 chlorophylls do not have an amino

acid residue as a ligand for its Mg ion. Instead, it is ligated by a water molecule [28].

For such chlorophylls that are ligated by water, there are usually two additional

water molecules existing in the vicinity of the chlorin ring and form hydrogen

bonds to the carbonyl groups of the chlorin ring as well as the direct water ligand,

which are probably required to stabilize the chlorin ring not directly ligated to an

amino acid residue.

11.4.2 Structure of the Mn4CaO5 Cluster

TheMn4CaO5 cluster is bound in a pocket formed by residues of D1 and CP43 in the

lumenal surface of the thylakoid membrane (cycled regions in Fig. 11.4a). Because

the interatomic distances within the cluster is in the range of 1.7–2.6 Å, it is not
possible to separate each of the atoms in the crystal structures up to 2.9Å resolution.

At these low resolutions, the electron density for the whole cluster is connected,

making it look like a pear-shaped ball (or a soccer ball), so that the placement of

individual atoms within the ball was not possible based on the experimentally
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obtained electron density map only [21, 24–27]. Early models of the metal cluster

was thus built with the constrains obtained from other approaches, notably from

EXAFS experiments. The results of EXAFS experiments have suggested that there

should be 2–3 Mn–Mn distances of 2.7–2.8 Å, as well as some longer distances in

the range of 3.0–3.3 for Mn–Mn and Mn–Ca [29–34]. These distances were used to

place the Mn and Ca atoms within the electron density of the pear-shaped ball albeit

with no clear separation of the electron density for the individual atoms. An even

worse situation was seen for oxo-bridges, which must be present in order to connect

the Mn–Mn and Mn–Ca pairs and have been suggested also from EXAFS experi-

ments. Since Mn and Ca have much more electrons than those of oxygen atoms, the

diffracted X-rays by these metal ions are much stronger than that diffracted by

oxygens. Thus, the electron density forming the pear-shaped ball at lower resolu-

tions is largely contributed by the Mn and Ca ions, and the densities contributed by

oxygen atoms are very weak, making the assignment of oxo-bridges essentially

impossible at low resolutions.

In the 1.9 Å resolution structure of PSII [28], the electron densities for each of

the metal ions, together with the oxo-bridged oxygens, were clearly separated,

allowing the assignment of each atom unambiguously (Fig. 11.5a). As a result,

the catalytic center for water oxidation was found to contain five oxygen atoms in

addition to four Mn and one Ca ions, forming a Mn4CaO5 cluster (Fig. 11.5b). Since

the number of electrons of Mn (with a valence of III or IV) is three or four larger

than that of Ca (II), the electron density of the Ca ion is slightly lower than those of

the Mn ions (Fig. 11.5a). This is also an illustration for the quality of the electron

density obtained at the atomic resolution, as the slight differences in the intensity of

the electron density between Mn and Ca ions are not easy to be distinguished at a

lower resolution. The core of the cluster is a distorted cubane made up by three Mn

ions (Mn1–Mn3), four oxygen atoms (O1–O3, and O5), and one Ca ion. The fourth

Mn (Mn4) is located outside of the cubane and connected to the cubane core by two

oxo-bridges via O4 and O5. The shape of the whole cluster resembles that of a

distorted chair, with the cubane serving as the chair base and the outside Mn (Mn4)

serving as the back of the chair (Fig. 11.5c).

The distorted shape represents one of the most significant features of the

Mn4CaO5 cluster structure, that is, the instable or flexible nature of the metal

complex (see below for further discussions). The distortion is mainly caused by

two reasons. One is the differences in the Mn–O distances. Among the five oxygen

atoms, O1–O4 have bond distances to their nearbyMn ions in the range of 1.8–2.2Å,
which is similar to those typically found in Mn oxide compounds. The distances

between O5 and its nearby Mn ions, however, were found to be extremely longer in

the crystal structure, namely 2.4, 2.5, 2.6 Å for O5–Mn3, O5–Mn4, and O5–Mn1,

respectively. These distances, in particular the O5–Mn4, O5–Mn1 distances, are

much longer than those expected for normal Mn oxides, suggesting a weak binding

of the O5 atom to the nearby Mn ions (see below for more detailed discussions).

The other reason that contributed to the distortion in the structure of the

Mn4CaO5 cluster is the differences between typical Mn–O and Ca–O distances.
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Fig. 11.5 Structure of

the Mn4CaO5 cluster. (a)

Individual atoms of the

Mn4CaO5 cluster,

superimposed with the

2Fo-Fc map (blue)
contoured at 5σ for

manganese and calcium

atoms, and with the omit

map (green) contoured at

7σ for oxygen atoms and

water molecules. (b) Bond

distances (in Å) between
metal ions and oxo-bridges

or water molecules within

the Mn4CaO5 cluster. (c)

Distorted chair form of

the Mn4CaO5 cluster. The

structure of the cluster

was rotated relative to

that shown in (b), to

show the chair form

more clearly
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As described above, while the typical Mn–O distances are in the range of 1.8–2.2Å,
the typical distances of Ca–O are in the range of 2.4–2.6 Å due to a lower positive

charge of the Ca ion compared with that of Mn ions. The incorporation of the only

Ca ion in the metal cluster therefore contributed to the distorted shape of the

structure, which may be important for the flexibility or catalytic activity of the

catalytic core.

In addition to the oxo-bridged oxygens, four water molecules are associated with

the Mn4CaO5 cluster as terminal ligands [28]. These water ligands are designated

W1–W4, among which two (W1 and W2) are associated with Mn4, whereas the

other two (W3, W4) are associated with the Ca ion (Fig. 11.5). Interestingly, no

other direct water ligands were found to associate with the remaining three Mn ions,

indicating that the region formed by Mn4, Ca, and the four water molecules is

highly hydrophilic, and may play an important role in water-splitting. Among these

four water molecules, W2 bound to Mn4, and W3 bound to Ca, are in hydrogen-

bonding distances to O5. Furthermore, W2 andW3 are also within a hydrogen-bond

distance with each other. These suggested that the area formed by W2, W3, and O5

may constitute the site of O–O bond formation during the water-splitting reaction

(see below for further discussions).

The distances of the two water ligands to Mn4 are 2.1–2.2 Å, whereas those

between W3 and W4 to Ca are 2.4 Å. The slightly shorter distances between water

and Mn4 reflect a higher valence of Mn4 than that of the Ca ion, and thus a slightly

stronger binding of the water ligands to Mn4 than those to the Ca ion.

11.4.3 Comparison of Mn–Mn andMn–O Distances Between
the Crystal Structure and EXAFS Studies
and Theoretical Calculations

The shortest distances between Mn ion pairs are 2.8 Å for Mn1–Mn2, 2.9 Å for

Mn2–Mn3, and 3.0 Å for Mn3–Mn4 in the 1.9 Å resolution crystal structure. These

distances are slightly longer than the distances reported from EXAFS experiments,

where it was suggested that there are at least two Mn–Mn distances of 2.7–2.8 Å
[29, 30, 35], and a third one at 2.8Åmay also be present [31, 33, 34, 36].While these

differences may fall within the experimental errors, as the results of crystal structure

analysis at 1.9 Å resolution bear an average error of 0.16 Å for the interatomic

distances [28], theoretical calculations using the coordinates of the crystal structure

have been performed to examine the Mn–Mn as well as Mn–O distances. Extensive

quantum mechanical/molecular mechanical (QM/MM) calculations using the coor-

dinates of the crystal structure have resulted in model structures for the Mn4CaO5

cluster where the shortest Mn–Mn distances resemble those of EXAFS results

but slightly shorter (0.1–0.2 Å) than those of the crystal structure [37–45].

This has been taken as evidence to indicate that the crystal structure is in a reduced
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state than that of the S1-state presumed in the X-ray structural analysis. While this

possibility cannot be excluded at present due to possible X-ray radiation damage,

there is another source of difference that needs to be considered. Since in the X-ray

structure analysis at 1.9 Å resolution, the hydrogen atom cannot be assigned, so that

the four terminal water ligands have been assumed as H2O, and the five oxo-bridged

oxygens have been assigned as O2�. It is possible that the protonation states of some

of the water molecules and/or oxo-bridges are different from those assumed in the

crystal structure, and the exact combination of the protonation states is not known at

present. A combination of the protonation states different from the real structure may

affect the results of theoretical calculations.

More profound differences were found in the distances of Mn1–O5 and Mn4–O5

between the crystal structure and theoretical calculations. As described above, both

of the distances between Mn1 and O5, and between Mn4 and O5, are unusually

long, which were never obtained in theoretical calculations if the O5 atom is in an

O2� form. Assuming that O5 is in a deprotonated state (O2�), theoretical calcula-
tions yielded a result showing that the distance between Mn4 and O5 is in the

range of 1.8–2.3 Å, whereas that between Mn1 and O5 is in the range of 2.8–3.3 Å
[37–45]. This suggests that the O5 atom is bonded to Mn4 but not to Mn1; therefore

Mn4 is 6-coordinated whereas Mn1 is 5-coordinated in the S1-state (see below for

more detailed discussions). This is remarkably different from that of the crystal

structure, where O5 sits in nearly the middle between Mn4 and Mn1, and suggested

that it is weakly bonded to both Mn4 and Mn1, resulting in a quasi-five-coordinated

structure for both Mn4 and Mn1 in the S1-state. The term “quasi-five-coordinated”

is used to indicate that the sixth ligand is at a distance apparently longer than the

usual Mn–O distance. The unusually longer distances between O5–Mn4 and O5–

Mn1 may again caused by the possible radiation damage during X-ray data collec-

tion. However, when O5 is assumed to be in a protonated state, namely, an OH�

form, a DFT calculation yielded Mn4–O5 and Mn1–O5 distances that are rather

close to the crystal structure [39]. This suggests that O5 may be in a protonated

state. Alternatively, theoretical calculations performed so far may have not incor-

porated the protein environment surrounding the Mn4CaO5 cluster in an area large

enough to account the precise structure of the cluster. In any cases, the unusual

position of O5 is consistent with the above discussions that the area around O5 may

form the reaction site for water-splitting and O–O bond formation.

11.4.4 Ligand Environment of the Mn4CaO5 Cluster

The Mn4CaO5 cluster is coordinated by seven amino acids, among which six are

carboxylate residues and one is a His residue (Fig. 11.6a) [28]. The six carboxylate

residues are D1-D170, D1-E189, D1-E333, D1-D342, D1-A344, and CP43-E354,
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among which five are bi-dentate ligands and only D1-E189 is a mono-dentate

ligand to Mn1. D1-A344 is the C-terminal residue of the D1 subunit, and two

additional residues D1-E333 and D1-D342 are located in the C-terminal of the D1

subunit, illustrating that the C-terminal region of the D1 subunit is heavily involved

in maintaining the structure of the Mn4CaO5 cluster. The only His residue is

D1-H332, which is ligated to Mn1. These ligands, together with the oxo-bridges

and terminal water ligands, constitute the saturated ligand environment for the

Mn4CaO5 cluster. As a result, all of the four Mn ions are 6-coordinated (see

above discussions for Mn4 and Mn1), and the Ca ion is 7-coordinated (Table 11.1).

In addition to the direct ligands to the Mn4CaO5 cluster, most of which are

negatively charged; three residues are located close to the cluster and form hydro-

gen bonds with one or more of the oxo-bridged oxygens. These three residues are

CP43-R357, D1-H337, and D1-D61 (Fig. 11.6b), and they are either positively

charged, neutral or negatively charged. Among these three residues, CP43-R357

forms hydrogen bonds to both O2 and O4, D1-H337 forms a hydrogen bond to O3,

Fig. 11.6 Ligand environment of the Mn4CaO5 cluster. (a) Direct ligands to the Mn4CaO5 cluster.

(b) Three residues, namely D1-D61, D1-H337, and CP43-R357, that form hydrogen bonds to the

oxo-bridged oxygens in the Mn4CaO5 cluster

Table 11.1 Ligands for each of the metal ions in the Mn4CaO5 cluster of PSII

Atom Ligands Atom Ligands Atom Ligands Atom Ligands Atom Ligands

Mn1 O1 Mn2 O1 Mn3 O2 Mn4 O4 Ca O1

O3 O2 O3 O5 O2

O5 O3 O4 D170A O5

E189A D342A O5 E333A D170A

H332A A344A E333A W1 A344A

D342A E354C E354C W2 W3

W4
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whereas D1-D61 is connected to O4 by hydrogen bond via a water molecule. These

hydrogen bonds may be important to maintain the distorted, flexible structure of the

Mn4CaO5 cluster. If we assume that no hydrogen bonds are present for the oxygen

atoms, the O–Mn bonds in the cluster would have distances similar to those found in

typical Mn oxides, which are in the range of 1.8–2.2 Å. These short distances will
yield a rigid, un-distorted structure of the cluster difficult to undergo structural

changes accompanying the S-state transitions. In other words, the “flexibility”

expected from the distorted structure of the metal cluster will be lost, which

would yield a compound with little or no catalytic activity for water-splitting. It

is thus the distorted chair form, or the flexibility, of the Mn4CaO5 cluster that is

most important for the water-splitting activity. Photosynthetic organisms have

gained this “instable” structure through a long time of evolution, and have

maintained this structure for even a longer time from the advent of prokaryotic

cyanobacteria some 2.7 billion years ago to higher plants we see today.

11.4.5 Effects of Sr2+ Substitution for Ca2+ on the Structure
of the Mn4CaO4 Cluster

Since the only Ca ion in the Mn4CaO5 cluster can be easily removed without

destroying the overall structure of the cluster, and its removal completely dimin-

ishes oxygen evolution, its role in oxygen evolution has been studied extensively

[46–50]. From the structural features of the Mn4CaO5 cluster revealed at the atomic

resolution [28], one of the roles of the Ca ion appears to introduce the distortion into

the structure as mentioned above. We can easily imagine that if the cluster is made

up with Mn and O atoms only, its structure would become symmetric and hardly be

distorted, and the resulted compound will become a rigid, stable one unable to

undergo structural changes. This happens to most artificially synthesized Mn–O

compounds, which are rigid, stable, and with no or low catalytic activity. Introduc-

tion of a Ca ion into Mn–O compounds has been successful in some cases; however,

the position of the Ca ion is not exactly the same as that found in the native

Mn4CaO5 cluster, so that no artificially synthesized Mn–Ca–O compounds have

been obtained that match the catalytic activity of the native cluster.

Another important role that might be expected for the Ca ion, and that was

implied from the crystal structure, is the binding of substrate water molecule. In the

crystal structure, two water molecules were found to associate with the Ca ion;

one of these two water molecules may thus function as one of the substrate water for

O–O bond formation. In order to explore this possibility, the Ca was replaced with

Sr, and the resulted Sr-substituted PSII was used for crystallization and crystal

structural analysis [51]. Sr2+ is the only divalent ion capable of supporting water-

splitting with an activity half of Ca-containing PSII. Thus, slight structural changes

are expected by replacing Ca2+ with Sr2+, which may be responsible for the

decrease in oxygen evolution. The structure of Sr-substituted PSII was analyzed
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at a resolution of 2.1 Å, which showed several small differences in the Mn–O

and Sr–O distances compared with that of the Mn4CaO5 cluster [51]. The most

significant difference, however, was found in the bond distance between Sr and one

of the water ligands, W3, which became 2.6 Å, a distance 0.2 Å longer than

the corresponding distance in the Mn4CaO5 cluster. On the other hand, the

distance between W4 and Sr became 2.3 Å, which is largely similar with the corre-

sponding distance (2.4 Å) in the Mn4CaO5 cluster. These results suggest that W3

binds to Ca2+ more weakly than W4, and is thus more mobile than W4. In fact, the

position of W3 was found to be moved by 0.5 Å in the Sr2+-substituted PSII relative

to that in the native PSII [51]. This implies that W3 may have a higher reactivity

than W4, which further implies that W3 may be involved in the water-splitting and

O–O bond formation.

11.4.6 Possible Mechanisms of O–O Bond Formation

Water oxidation proceeds through the S-state cycle [52–54], where four photons are

absorbed to drive sequential removal of four electrons from the Mn4CaO5 cluster,

leading to the successive accumulation of four oxidizing equivalents in the metal

cluster. The removal of electrons is accompanied by release of protons, which

typically has a pattern of 1, 0, 1, 2 for the S0–S1, S1–S2, S2–S3, and S3–(S4)–S0
transitions [55, 56]. The S0, S1-states are dark stable, whereas S2, S3-states are

unstable at room temperature, and the S4-state is highly unstable that has not been

trapped stably under normal (room temperature and normal oxygen pressure)

conditions. The O–O bond formation occurs during the S3–(S4)–S0 transition.

The oxidation states of the four Mn ions in the S1-state are believed to be in a

combination of (III, III, IV, IV) based on EPR (ENDOR) studies on the mulitline

signal characteristic of the S2-state [57–61], as well as FXAFS studies [33, 35],

although a lower oxidation state has been proposed that can also explain the

experimental data [40, 62]. The oxidation states of the individual Mn ions in the S1
and S2-states, however, have not been assigned unambiguously. It has been reported

that Mn1, the only Mn ion to which an amino acid ligand other than a carboxylate

group (D1-His332) is associated, is 5-coordinated in the S2-state, suggesting that it is

in a valance of III (3+) in the S2-state [63]. If this is the case, this Mn ion must be III

also in the S1-state. The other Mn that has a valence of III in the S1-state is not clear;

no experimental evidence relating to this Mn has been obtained. As described above,

the specific O5 is sitting in the middle betweenMn1 andMn4 in the crystal structure,

and both distances of O5 to Mn1 and Mn4 are exceptionally longer compared to

typical Mn–O distances found in Mn oxide. This suggests that both Mn1 and Mn4

have a weak sixth ligand, implying that they are not fully 6-coordinated. The long

bonding distances between Mn1 and Mn4 to O5 can be explained by a large

Jan-Teller distortion that Mn(III) possesses, which is in support of the notion that

Mn1 is III in the S1-state. This in turn implies that Mn4 is also III in the S1-state.
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Based on these considerations, as well as the discussions described above that

the O–O bond formation may occur in the area formed byW2, W3, and O5, we may

propose a mechanism for the formation of water-splitting and O–O bond formation,

which is illustrated in Fig. 11.7. In this proposed mechanism, the Mn4CaO5 cluster

has a (III, III, IV, IV) valence combination in the S1-state, with the Mn4 and Mn1 in

the III form, and Mn2 and Mn3 in the IV form. In this state, the O5 is assumed to be

an OH� species based on its long distances and thus weak binding to Mn1 and Mn4.

Upon transition from S1 to S2 by absorption of one photon, one electron is removed

from Mn4, leading to a IV state of Mn4. Due to this change, the binding of O5 to

Mn4 becomes stronger than that to Mn1, resulting in a movement of O5 toward

Mn4. This results in a “full” 6-coordinates for Mn4, whereas breaks the bond

between O5 and Mn1, yielding a 5-coordinated Mn1 in the S2-state, as has been

suggested previously. No protons are released during this transition, and the

possible structural changes may be small due to the removal of only one electron

from S1-to-S2 transition.

In the subsequent transition from S2 to S3, one electron and one proton are

removed. The electron may be removed from the only 3+ Mn ion remained, which

is Mn1, resulting in a Mn(IV) species in the Mn1 site. This Mn1 will require to be

6-coordinated, which may be fulfilled by insertion of a new water ligand during this

transition. Indeed, the insertion of a water molecule has been suggested from Fourier

Fig. 11.7 A possible mechanism of water-splitting and O–O bond formation based on the atomic

structure of the Mn4CaO5 cluster. See text for detailed discussions
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transform infrared (FTIR) spectroscopic experiments [64, 65]. On the other hand, the

protonmay be released from the O5 site (whichwas assumed to be anOH� species in

the S2-state), resulting in an O
2� species in this state. These changes may result in a

large structural rearrangement of the whole cluster, which has been suggested

from previous FTIR, EXAFS, and EPR experiments [35, 47, 49, 57, 59, 66]. One

presumed consequence of this structural rearrangement may be a move of

the position of W3 toward O5, resulting in a closer distance between these two

species, or even already a formation of the “pseudo-double bond” of O–O between

these two species.

In the S3–(S4)–S0 transition, one electron and two protons are removed, accom-

panied by an insertion of a new water molecule. The two protons may be removed

from W3, or one from W3 and one from another species, which may reinforce the

O–O bond formed between W3 and O5. These changes finally force the breakage of

bonds between W3 and Ca, as well as those between O5 and nearby metals, thereby

release one O2 molecule. The O5 position may be occupied by the newly inserted

water molecule in the S0-state, from which one proton is removed during the

transition from S0 to S1. This completes one cycle of the water oxidation reaction.

It should be pointed out that the above proposed mechanism is one of the

possible mechanisms for water oxidation, and there are other possibilities that

cannot be excluded at present. For example, the O–O bond formation may occur

between W2 and W3 without the involvement of O5, or even between O5 and a

newly inserted water molecule bound to Mn1 as proposed by Siegbahn [67, 68],

since Mn1 has a 5-coordinated structure and may be actively involved in the

structural rearrangements during the S-state transitions. Answers to the real mech-

anism for water oxidation may not be obtained until the structural rearrangements

occurred during the S-state transitions are elucidated.

11.4.7 Hydrogen-Bond Networks and Proton Channels

During the S-state transitions, four protons must be removed. Since the Mn4CaO5

cluster is embedded deeply in the PSII protein matrix covered by a large area

formed by thee hydrophilic, extrinsic subunits, as well as the membrane-extrinsic

loops of large transmembrane subunits CP47, CP43, D1, and D2 [28], there must be

channels for the exit of protons outside of the catalytic site to the lumenal bulk

solution as well as channels for the inlet of substrate water molecules. In the atomic

structure of PSII, there are indeed a number of well-defined hydrogen-bond net-

works connecting the Mn4CaO5 cluster to the lumenal surface of the PSII protein

complex, which may function as proton exit channels or water inlet channels [27,

28, 69–71].

One example of such channels is mediated by YZ, an electron mediator between

the Mn4CaO5 cluster and the PSII reaction center chlorophylls. YZ has been iden-

tified to be Tyr161 of the D1 subunit, and a well-defined hydrogen-bond

networkwas found between D1-Tyr161 and theMn4CaO5 cluster [28]. This network
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extends further from D1-Tyr161 to the lumenal bulk phase. First, D1-Tyr161 is

hydrogen-bonded to the two water molecules coordinated to Ca either directly

(W4) or indirectly (W3) through another water (Fig. 11.8a). The hydrogen bond

between the additional water and D1-Tyr161 that mediates the link from W3 to

Tyr161 has a length of 2.6 Å, suggesting that this is a strong (low barrier) hydrogen

bond [28, 72]. This additional water also mediates the hydrogen bond between the

two water molecules bound to Mn4 and D1-Tyr161. On the other hand, another

strong hydrogen bond was found between D1-Tyr161 and the ɛ-nitrogen of

D1-His190, which has a distance of 2.5 Å and is in the opposite side of the

Mn4CaO5 cluster. D1-His190 was further hydrogen-bonded to D1-Asn298 and to

several water molecules and amino acid residues including CP43-Ala411,

D1-Asn322, and PsbV-Tyr137, leading to an exit pathway to the lumenal bulk

solution (PsbV-Tyr137 is the C-terminal residue of the PsbV subunit) (Fig. 11.8a)

[28]. This hydrogen-bond network is located in the interfaces between D1, CP43,

and PsbV subunits, and may function as an exit channel for protons that arise from

proton-coupled electron transfer (PCET) via YZ. This is in support of the existence

of a PCET pathway involving D1-Tyr161 and D1-His190 as suggested previously

[73–75]. PsbV-Tyr137 at the exit of this channel is surrounded by several charged

residues including D1-Arg323, D1-His304, and PsbV-Lys129; these residues may

therefore function to regulate the proton excretion through the PCET pathway.

Another example of the hydrogen-bond network starts from one of the ligands to

the Mn4CaO5 cluster, D1-E333, and mediated by D1-D61 and Cl-1 [28]. Cl-1 is one

of the two chloride binding sites found in PSII, which are located in two sides of the

Mn4CaO5 cluster and have distances of 6–7Å to the Mn4CaO5 cluster [76, 77]. Cl-1

is surrounded by D1-K317, D1-E333, and two water molecules. The hydrogen-

bond network extends from D1-D61 and Cl-1 through several amino acid residues

and water molecules formed by the interfaces of D2, PsbO, and CP47, to the surface

of the protein complex in the lumenal bulk solution (Fig. 11.8b). This hydrogen-

bond network may function for the exit of protons or inlet of water molecules. In

fact, both D1-D61 and Cl-1 have been suggested to be important for the activity of

oxygen evolution from either mutagenesis [78] or Cl-depletion studies [79, 80].

11.5 Concluding Remarks and Future Perspectives

The geometric structure of the Mn4CaO5 cluster has been revealed from the struc-

tural analysis of PSII at an atomic level, which made PSII the largest membrane

protein whose structure was solved beyond 2.0Å resolution. Although there are still

some debates regarding the bond distances of Mn–Mn and Mn–O in the crystal

structure probably due to possible radiation damages, the mechanism of water

oxidation and O–O bond formation could be considered based on the current

structure where a huge number of water molecules are revealed. The exact reaction

mechanism and the structural rearrangements possibly occurring during the S-state
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Fig. 11.8 Examples of hydrogen-bond networks found in the atomic resolution structure of PSII.

(a) A hydrogen-bond network mediated by YZ, D1-Tyr161. The network starts from the water

molecules hydrogen-bonded to Ca, through D1-Tyr161, several water molecules and amino acid

residues, and finally exits to the lumenal bulk solution through PsbV-K129. The green area in the

upper left side represents lumenal solution phase. (b) Hydrogen-bond network mediated by Cl-1.

The network starts from one of the ligand to the Mn4CaO5 cluster D1-E333, through Cl-1,

D1-D61, several water molecules and amino acid residues, and exits to the lumenal solution.

The green regions represent lumenal solution phase



transitions, however, have to be determined until some, or all, of the structures of the

intermediate S-states can be obtained. This will be greatly benefited by the use of the

high resolution crystals already obtained, as well as a combination of various

advanced biophysical techniques such as X-ray absorption spectroscopy, advanced

EPR techniques, and FTIR. These spectroscopic techniques may yield unique

information regarding the structures, dynamics, and oxidation states of the catalytic

site. In addition, the availability of X-ray free electron lasers (XFEL) is worth to be

mentioned in particularly, since it provides ultra-short pulses (fs) of intense X-rays

whichmay allow diffraction data to be collected free of radiation damage (a principle

so-called diffraction before explosion), as well as data collection from shortly lived

intermediate states. Elucidation of the water-splitting mechanism will be important

for the designing of artificial catalyst capable of splittingwater using the energy from

the sun, a source of ultimate clean energy for powering life on the earth.
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Chapter 12

Water and Oxygen Diffusion Pathways

Within Photosystem II. Computational

Studies of Controlled Substrate Access

and Product Release

Serguei Vassiliev and Doug Bruce

Abstract The problem of finding and characterizing channels responsible for

controlling the movement of small molecules within protein complexes is

addressed, using photosystem II (PSII) of photosynthesis as an example. The

shortcomings of traditional methods of searching for channels in static crystallo-

graphic structures are discussed. Basic concepts and advantages of molecular

dynamics (MD) simulations and existing computational approaches based on MD

structures to finding water channels are introduced. The use of MD to observe water

diffusion within proteins, visualize water flow, and localize water channels is

described. This is followed by more detailed characterization and analysis of the

found channels, with respect to their permitivity for water. The second part of the

chapter focuses on oxygen channels within PSII. The experimental and computa-

tional techniques for characterization of oxygen channels in proteins are reviewed.

A powerful computational technique, based on analysis of 3D energy maps, is

introduced. The construction of oxygen 3D free energy maps for PSII and their

analysis using a wavefront propagation technique is described to find oxygen

diffusion pathways and characterize the rate of oxygen diffusion within PSII.
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12.1 Water Oxidation in PSII, Early Ideas for Substrate

Access and Product Release

Photosystem II (PSII) is a pigment–protein complex embedded in the thylakoid

membranes of plant and algal chloroplasts and cyanobacteria that catalyses the light

induced oxidation of water and reduction of plastoquinone in oxygenic photosyn-

thesis [1, 2]. This catalytic function is performed by light driven electron transfer

reactions through redox cofactors of the PSII reaction center. By coupling water

oxidation to photochemistry, PSII taps into an abundant energy supply that ulti-

mately powers most forms of life. The heart of PSII’s unique ability is the oxygen-

evolving complex (OEC), consisting of a cluster of four high-valence manganese

ions and a calcium ion. Water cleavage requires accumulation of four oxidation

equivalents in the Mn4CaO5 cluster according to the S-cycle proposed by Joliot and

Kok [3, 4].

The oxidation of water to O2 requires a very strong oxidant and is thus prone to

side reactions resulting in the formation of reactive oxygen species. The OEC is

surrounded by a hydrophobic pocket and buried deep within the protein to prevent

excessive water and solute access to the catalytic site [5]. The restricted access of

large competitive water analogs to the water splitting reaction first led to the

proposal that the site of water oxidation was protected by the protein [6]. Subse-

quent studies confirmed this idea by showing that perturbation of the protein, via

release of extrinsic PSII polypeptides, resulted in H2O2 formation at the expense of

O2 evolution, a condition reversed by the addition of kosmotropic solutes that

promote protein aggregation [5]. Access to the OEC was probed in an ESEEM

study that showed binding of alcohols to the Mn4CaO5 cluster decreasing with

increasing molecular weight, leading the authors to suggest the presence of a water

channel [7]. As O2 and protons are released from the same catalytic site, channels

for the exit of both have also been suggested [8, 9]. With requirements for three

potentially independent channels, the “plumbing” of PSII could be complex.

12.2 Introduction to the Problem of Finding Channels

Within Molecular Labyrinths

Finding small molecule pathways inside proteins is not simple even when the

atomic structure of the protein is known. Small molecules may enter the protein

through multiple channels that are not apparent from examination of static X-ray

structures. The underlying physical phenomenon is the 3D motion of a probe

molecule within a molecular labyrinth. The probe experiences continuously varying

forces arising from interactions with all protein and internal solvent atoms. This

problem can be described by a system of partial differential equations, the Eikonal

equation. We will describe this equation in detail in Sect. 12.6.
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Most of the proposed approximation methods to estimate the possibility of a

small molecule migrating through a protein consider only geometrical factors and

treat the protein atoms as static hard spheres. However, even within such simpli-

fied models, the problem is challenging. Current solutions can study paths of a

small molecule as approximated by a spherical probe inside a protein. A program

“Caver” for solving the shortest path problem in this context was presented by

Petrek et al. [10]. The algorithm approximated a protein volume with a 3D grid

where a cost function was assigned for each grid point related to the distance from

the closest protein atom. The graph-searching Dijkstra’s algorithm was then used

to find the lowest cost path from the single source (active site) to the external

environment. One of the drawbacks of Dijkstra’s algorithm is that it operates on a

graph constructed from a discrete set of grid points and cannot converge to the

solution of a continuous Eikonal problem. Regardless of how fine the grid is, it

always produces a stairstep path. The use of fast marching methods to solve

the Eikonal equation addresses this limitation of Dijkstra’s method. A more

advanced fast marching method capable of exploring geometric configurations

of a more complex nature than a spherical ligand molecule has been presented

recently [11].

A significant limitation of both of these models is that only one particular static

conformation of the protein is considered. In reality small molecule migration in

proteins occurs not along permanently open channels, but rather along transient

channel connections arising from formation of protein dynamics cavities [12]. In

certain cases, the small molecule energy may be sufficient to induce local protein

structure reorganization that would lead to widening of narrow gorges. For

example, a CO molecule in myoglobin can reside in several internal cavities. It

has been observed that the migration of the CO molecule into each cavity induced

structural changes of the protein, leading to an expansion of the cavity within the

protein [13].

Computational models of small molecule pathways inside proteins can be

extended to account for dynamical effects of the protein. In these methods the

ligands interact with dynamical structures [11]. Two basic types of computational

strategies have been developed to study the interaction of small molecules within a

dynamical protein matrix and to compute the free energy of placement of small

molecules inside a protein: (1) methods in which the probe molecule is included

explicitly in the dynamic simulations, and the free energy profile of the diffusion

process is computed; and (2) methods that use molecular dynamics simulations in

the absence of the probe molecule, and incorporate it implicitly afterwards. For a

good review of recent approaches see [14]. Explicit methods provide accurate and

detailed free energy profile descriptions of small molecule pathways, but are

computationally expensive [14, 15]. Implicit ligand sampling (ILS) techniques

are much faster [16, 17].
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12.3 Channels in Static X-ray Diffraction Structures

of PSII

A search for the expected channels within PSII became possible after publication of

X-ray crystal structures of the PSII core complex [18, 19] The “Caver” program was

used initially to search for connecting cavities forming channels within the 1S5L.pdb

structure of PSII [20]. Three channels were found, the widest and the least

hydrophillic (1) was suggested to carry oxygen, amore polar channel (2)was assigned

towater and protons, and themost polar channel (3) was designated for protons alone.

TheCaver algorithm searches for the shortest pathways of a chosenminimal diameter

from a particular point inside the protein to the surface. The program thus biases the

search for channels toward a set of round “pipelines.” A more comprehensive

identification of cavities near the OEC in the 2AXT.pdb structure of PSII, regardless

of connection to the surface, revealed a complex system of potential channels [21].

The approach taken in that work was a large step forward in understanding howwater

is carried to the active site and revealed a complex interconnected network of water

pores and cavities within PSII. A higher resolution structure of PSII, 3BZ1, was

subsequently analyzed by the “Caver” program [10, 22, 23] which generated a system

of eight channels originating at the OEC thatmerged into six exits on the lumenal side

of PSII. The largest channels were in positions similar to the “water channels” found

in earlier studies. A number of “new” channels with smaller minimumdiameters were

also identified and based on their size and the placement of hydrophilic residues they

were assigned as proton channels.

All of the initial efforts to identify water channels within PSII were based on the

identification and analysis of cavities found within X-ray structures. There are two

main problems with this approach.

1. The existence of a cavity in a crystallographic structure does not necessarilymean

that it is occupied bywater. To testwhether or not such a cavity could “hold”water

one could place explicit water molecules within the structure and then determine

their potential energy. This approach was used successfully in a DFT-QM/MM

study of OEC which identified a chain of hydrogen-bonded water molecules

approaching the Mn4CaO5 cluster along two distinct pathways [24, 25]. This

study, however, was computationally limited and included only a small protein

region adjacent to the active site of water splitting.

2. Channels observed within static structures have fixed boundaries and a rigid

lining [20, 21]. This is an unrealistic picture as proteins and the channels within

them are dynamic at physiological temperatures. Thermal motions of protein

will continuously modify channel parameters and may lead to the transient

opening and closing of connections between cavities and openings to the surface

[12]. These dynamic processes may be involved in controlling the movement of

water with the protein. As proposed in [26], dynamic simulations of water

diffusion are essential to the understanding of water channels and water move-

ment in PSII.
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12.4 How to Apply Molecular Dynamics to PSII

12.4.1 Molecular Dynamics Basics

Molecular dynamics (MD) is a computer simulation of the time dependent behavior

of atoms and molecules in a molecular system. Within MD simulations the atoms

and molecules interact for a period of time, producing a trajectory of the motion of

the atoms. To achieve this goal MD solves Newton’s equations of motion for N

interacting atoms. Each atom in a MD system experiences forces from all other

atoms in the simulation system. These forces accelerate atoms, and change with

time as the positions of atoms are changing. To solve equations of motion the

system is propagated in very small time steps, updating forces at every step. The

system is followed for some time, and care is taken that the temperature and

pressure remain at the desired values. To evaluate interactions between atoms

simulation programs requires a “force field.” A “force field” contains a mathemat-

ical formula and parameters that describe properties and interactions between all

atoms in the system. There are two types of interactions in MD: (1) interactions

between nonbonded atoms (electrostatic and van der Waals), and (2) interactions

between bonded atoms (stretching, bending, and torsion). For MD simulations all

individual molecules in a simulation system must be identified and matched to a

database of molecular parameters in the force field. This processing is done by

comparing residue names and atom names in an initial PDB structure file to a

loaded force field database. While peptide bonds between amino acids in a single

chain can be automatically assigned based on chain specification in PDB file, there

is no mechanism within the PDB standard to specify disulphide bonds or bonds

between protein and cofactors. Such additional bonds are specified during prepa-

ration of molecular parameter files for the system. The most frequently used force

fields for macromolecules are CHARMM, AMBER, GROMACS, and OPLS.

12.4.2 Setting Up Molecular Dynamics Simulations for PSII

To prepare MD simulations the X-ray structure file must be thoroughly checked.

Standard force fields include libraries of molecular parameter files describing

bonded interactions and partial atomic charges of amino acids and nucleic acids.

Additional molecular mechanics parameter files must be prepared for all cofactors.

Disulphide bonds must be made manually. If up to five terminal amino acids are

missing, they can be added if they are expected to be functionally important.

Adding more than five amino acids is generally not recommended, as finding the

optimal folding pattern in this case may be computationally expensive and not

reliable. Protonation patterns of the protein must be assigned. Histidines require

close attention. This amino acid has a pKa of 6.5. This means that, at physiolog-

ically relevant pH values, relatively small changes in its environment will change
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its average charge. In addition a neutral form of His can have a proton at epsilon or

delta positions. Proper assigning of a His form is very important for PSII as some

histidines are axial ligands to chlorophyll. Glutamic and aspartic acids can some-

times be neutral, e.g., in hydrophobic environments, or when negatively charged

cofactors or other acidic amino acids are nearby. For simulations of integral

membrane systems a protein must be inserted into a lipid membrane. An initial

membrane patch can be built and equilibrated separately from the protein. MD

simulation requires the membrane to be oriented in the XY plane. After equilibra-

tion of the membrane patch, the PSII core complex is embedded into the lipid

bilayer by rotating/translating it to be centered in the membrane patch and properly

oriented with respect to the membrane normal. All lipid molecules overlapping

with the protein are then removed. This approach works well for small proteins with

simple shapes. In the case of PSII, however, after this procedure quite large gaps

were found between the lipid and protein. Due to the large size of the simulation

system a very long simulation time would be required to wait until these gaps will

be filled spontaneously during equilibration. Therefore these gaps were filled

manually using the interactive molecular dynamics (IMD) feature of VMD/NAMD

[27, 28]. Lipid molecules were placed above the membrane and then interactively

guided into the empty gaps. After the protein/membrane system is built the whole

system, including internal protein cavities, must be neutralized and solvated.

Sodium ions were added to neutralize the system. To neutralize the system its

electrostatic potential is computed and ions are placed at the most energetically

favorable locations. Even the latest 1.9 Å X-ray diffraction structure [29] does not

reveal all the water molecules associated with PSII, especially the more mobile

water molecules. To fill internal protein cavities, water molecules can be placed

using the DOWSER program [30]. The DOWSER program finds cavities, places

water molecules in internal cavities, and adjusts their position and orientation to

minimize interaction energy with the protein. After energy minimization only water

molecules with energies <�12 kcal/mol are retained. The threshold water–protein

interaction energy was set to this value which had previously been found to be

optimal for distinguishing hydrated cavities from empty cavities [31]. In [32] more

than 900 buried water molecules were added to each of the PSII simulations

(Fig. 12.1a reproduced from [32]). Most of the internal water molecules were

located in the area of the “large channel system” as described in [21]. The whole

simulation system including internal water molecules is then solvated by

overlapping it with a pre-equilibrated box of water.

After “filling” PSII with water and successful building of the molecular topology

for the whole simulation system the MD system is equilibrated. Equilibration is a

multistage process involving (1) energy minimization of all hydrogen atoms,

(2) energy minimization of water and lipids, (3) MD simulation of only water for

500 ps at 300 K, (4) MD simulation of only water and lipids for 500 ps at 300 K.

(5) After the solvent and membrane reach initial equilibrium the protein part can be

gradually released by successive weakening of the harmonic constraint potential.

(6) Equilibration of the full system. Equilibration can be monitored by following
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the RMSD deviation of the simulation from the original X-ray coordinates. In [32]

the structure was found to stabilize after about 2 ns. After equilibration the MD

system can be left to run for further analysis of water movement, in [32] the MD

systems were run for 10 ns.

Fig. 12.1 Structure and dynamics of water in the MD simulation of PSII in the presence of the

OEC. The thylakoid membrane is in XY plane. (a) Water molecules in PSII. (b) Trajectories of

motion of several representative water molecules. (c) Snapshots from the dynamics simulation

showing diffusion of water molecules inside the protein. Water molecules within 10 Å of the OEC

were selected (time 0 ns) and viewed again at later time intervals (1.5, 3, and 5 ns). View is along

the Z axis looking from the lumen. (d) Water streamlines in the interior of PSII obtained from

analysis of 10 ns MD simulation. Streamlines are color coded by direction: red streamlines

propagate along the X-direction, green—Y, blue—Z. The protein is shown as grey ribbon. (e)
Streamlines (grey) overlapped with the trajectory of one representative water molecule from the

MD run (yellow)
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12.5 Approaches to Finding Water Channels

and Determining Water Pathways Within Molecular

Dynamic Simulations

12.5.1 Observing Water Diffusion Within Proteins

The first dynamic simulations of water diffusion pathways were limited to smaller

proteins in which well-defined channels with relatively simple geometry had been

identified, such as aquaporins [33–36] and lysozyme crystals [37, 38]. In cases like

these, standard simulation analysis methods, including radial distribution functions,

mean square displacement, and calculation of solvent density along the direction of

the channel, were sufficient to characterize and understand water channels. How-

ever, larger protein systems may have multiple channels and cavities with complex

shapes and different sizes. In addition these channels often exhibit multiple inter-

connections and branch points and the dynamics of water may be further compli-

cated by transient opening of some channels [12].

In the initial MD simulations of PSII water was observed to move across the

protein/water interface at multiple points as well as moving within the protein. This

is shown in Fig. 12.1b, c reproduced from [32]. The variety of motions exhibited by

different water molecules during the course of the simulation can be exposed by

comparing their trajectories of motion, several of which are shown in Fig. 12.1b.

The individual trajectories illustrate the different mobilities of water molecules in

different regions of PSII. The complexity of the system makes it difficult to identify

and characterize all of the possible pathways for water motion through the protein.

A complete description of “channels” in the dynamic system would require some

kind of determination of time-averaged structures for all of the nanopores within a

full trajectory of PSII structures in the MD simulation. However, such an analysis

would still not characterize the actual movement of water through PSII. Specialized

data analysis techniques, designed to track the direction of water flow, would be

required to visualize which nanopores and channel systems were used to move

water through PSII.

12.5.2 Visualization of Equilibrium Water Flow Using
Streamline Tracking

MD simulations of water solvated PSII include hundreds of water molecules moving

in complex patterns in many different areas of the protein with no obvious “chan-

nels” dominating the overall picture. To make sense of this, a rigorous analysis of

water movement within the MD simulation is essential. To help map water move-

ment within PSII a tool was developed, based on a “fiber tracking” streamlining

technique originating from fluid dynamics, to locate areas characterized by highly
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anisotropic motions of water, “streams” [32]. This technique is used inMRI imaging

to measure the location, orientation, and anisotropy of water tracts in soft fibrous

tissues [39–43].

The idea behind the application of such a strategy to PSII was to characterize the

diffusion of water molecules within this complex molecular labyrinth. The move-

ment of water molecules in tissue or in a nanoscale molecular labyrinth proceeds

along multiple different directions simultaneously. Any anisotropic organization of

the molecular system that constrains water motion will be reflected in the pattern of

diffusion. Directionality of diffusion can be represented by a tensor which is

described with nine components, each one associated with a pair of axes xx, yy,

zz, xy, yx, xz, zx, yz. Diffusion tensors can be extracted from the dynamics

simulation. To calculate the 3D tensor field covering the region of interest, the

simulation system volume is divided into n small cubic elements (voxels) with a

volume of about 1 Å3 each. For all voxels containing a water molecule at time t the
position of this water molecule at time (t+Δt) is determined and the tensor

elements are calculated according to the Einstein relation:

Tαβ ¼ α tþ Δtð Þ � α tð Þ�� � � �
β tþ Δtð Þ � β tð Þ� �� �

2Δt
α, β ¼ x; y; zf g

To obtain all nine tensor elements α and β are sequentially substituted with x, y,

and z. Δt is time interval that was used to save the molecular trajectory. Tensor

elements are averaged over the time window of the MD run and the diffusion tensor

is diagonalized to find the direction of fastest motion:

T ¼ v1; v2; v3f g
λ1 0 0

0 λ2 0

0 0 λ3

0@ 1A v1; v2; v3f gT

Eigenvalue λi of the diffusion tensor describes the diffusion rate along the

direction of the corresponding eigenvector νi. Channels (fibers) are characterized

by anisotropic linear diffusion (λ1> λ2ffi λ3). The eigenvector associated with the

largest eigenvalue of the diffusion tensor is parallel to the local channel direction

[40]. Therefore, the vector tangent to the trajectory at point s is equal to the

eigenvector calculated at this point, and the channel trajectory is described by a

system of three differential equations:

dr

ds
¼ ν1 r sð Þð Þ

In this equation r is a three-dimensional vector defining position in space, v1 is

the principal eigenvector, obtained as described in the previous paragraph, and s is a

parameter of the parametric curve that has values s(x,y,z). To track a channel the

system is solved numerically for an initial condition, which specifies a starting

point: r(0)¼ r0. Solution of this system of differential equations requires a
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continuous and smooth direction field. Due to a limited time frame in molecular

dynamics simulations, the diffusion tensor data is discrete, noisy, and coarsely

sampled.

To perform reliable and robust fiber tracking a continuous smooth representation

of the direction field is generated using a trilinear interpolation on the tensor matrix

elements [40]. To find all channels originating in a region of interest first voxels

with high linear anisotropy “seed points” are identified. Then the streamline is

integrated from each of the seed point in both directions. To find an end of the

streamline several conditions are checked: (1) acute turns (>80�) are not allowed;
(2) the length of the streamline is not allowed to exceed the maximum dimension of

the tensor field; (3) either the anisotropy or diffusion rate below threshold values is

not allowed. Typical values for these thresholds in [32], respectively, were anisot-

ropy >0.2 (meaning that fastest motion is at least 1.5 times faster than motion in

any other directions) and diffusion rate >0.01 Å2/ps. For comparison, the experi-

mental diffusion rate of water is 0.25 Å2/ps.

Streamline analysis differs from following the motion of individual water

molecules in several important aspects. Individual water molecules in microscopic

systems undergo stochastic Brownian motion as illustrated in Fig. 12.1b, c, and e.

In contrast, individual fibers in a streamline analysis are calculated from the overall

diffusional motion of all water molecules found in each volume element (voxel) of

the simulated system over the entire time course of the MD simulation. This

analysis can be performed if time and ensemble averaged dynamics of the water

molecules are time independent, as is the case when a molecular dynamics system

reaches a stationary equilibrated state. Fiber tracks are started in voxels which

exhibit the highest anisotropy of water diffusion. Neighboring voxels with a high

diffusion rate favoring a particular direction are then connected by tracking algo-

rithm to give streamlines. Streamlines thus represent areas where water molecules

have moved the most in a directional manner during the course of the MD

simulation. The time and ensemble averaging implemented in streamline tracing

makes the technique exceptionally robust and capable of detecting streams

connecting locations even if none of the individual water molecules have actually

travelled the whole path during the simulation time window.

When applied to PSII MD simulations the fiber tracking technique found stream-

lines forming a complex network leading from the surface of the protein to the buried

Mn4CaO5 cluster. Water streamlines were found in spaces free of protein backbone

atoms and in most cases free of all protein heavy atoms. Some streams were found in

areas transiently occupied by protein side chains. The streamline systems were

mainly found in the same regions as the cavities previously described in analyses of

static X-ray structures [20–22]. In general, the motions of individual water molecules

within theMD simulationmatched the streamline directions, but as expected, showed

random deviations (Fig. 12.1e), due to the stochastic nature of diffusion. The advan-

tage of the streamline analysis was apparent when water was found to be moving not

only in previously identifiedwater channels, but also in so-called proton channels and

in regions that had not previously been identified as channels.
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The streamline tracking approach revealed a system of branching pathways of

water movement within PSII connecting the OEC to multiple distinct entrance

points on the lumenal surface of the protein. Transient changes in connections

between channels and entrance points that potentially serve to moderate both the

flow of water near the OEC and the exchange of water inside and outside of the

protein were observed [32], supporting the concept that regulatory mechanisms

may control water flow and access to the Mn4CaO5 cluster.

The movement of water within PSII appears different from water conduction

observed within smaller proteins. Dynamic simulations of water movement within

aquaporin-1 and aquaglyceroporin have shown water molecules moving in single

file in a correlated manner within well-defined channels [33, 44]. In PSII, water was

observed in complex hydrogen bond networks within highly branched channels of

variable size. Water entered PSII through multiple openings, many transitory in

nature (Figs. 12.2 and 12.3 reproduced from [32]) and for the most part water

pathways followed interfaces between polypeptide subunits. In terms of function,

the redundancy offered by a manifold of interconnected water transport pathways

through a “sponge-like” region of lumenally exposed polypeptides would be a robust

way to ensure adequate water supply to the OEC. The interconnected network of

channels running through PSII protein may also function as a filter. The OEC is

susceptible to reactions with small molecules which could be carried in with water.

Incoming ions and cellular reductants are potentially harmful as they may impair

water splitting by over-reducing the OEC or competing for binding sites.

Areas restricting water movement were clearly observed in MD simulations.

Restrictions were caused by transiently open pores both at the surface of the protein

and in regions connecting different channel systems. This pattern of water flow is

consistent with the idea of a kinetic barrier, required to slow movement of water

near the Mn4CaO5 cluster and facilitate the ordered binding of substrate water and

the formation of the O–O bond [5]. Regulation of substrate delivery to the active

site by the transient opening of passages in protein has been observed previously in

acetylcholine esterase [45]. Even with the action of transient barriers in PSII, water

molecules were observed to move between the OEC and bulk water in the lumen

within 10 ns, much faster than the 1.6 ms turnover time of the water splitting

reaction [46].

Streamline tracing has been very useful in the identification of transiently

formed channels in a complex system of nanopores. This approach to the study of

water movement in PSII introduced a novel perspective to the question of how

water reaches the OEC.

12.5.3 Continuous Water Injection Near the Active Site

Although several water molecules had been observed to permeate through some

channels in PSII within the time window of MD simulations, the limited time

window of equilibrium MD simulation may be insufficient for the observation of
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Fig. 12.2 Water streamlines in PSII in the presence of the OEC. The surface of the protein

immediately surrounding the previously described “broad,” “narrow,” and “back” channels and

the “large” channel system [21] is shown in grey. Numbered circles show points where streamlines

exit the protein and enter the lumen. These exit points are compared to the exits reported

previously in Fig. 4 of [21] which were denoted as “dashed arrow” exit, two “dotted arrow”

exits, and “solid arrow” exit. Streamlines in the area of the “back” channel are shown in orange
with a purple exit point (point 1). Streamlines and exit points in the area of the “broad” channel are

shown in cyan (points 2, 3). Streamlines and exit points in the area of the “narrow” channel

are shown in blue (point 4). Streamlines in the area of the “large” channel system and near OEC are

shown in pink. Red spheres—exits near the “dashed arrow” exit (points 5–8). Yellow spheres—
exits near the two “dotted arrow” exits (points 9–11). Green sphere—exit near the “solid arrow”

exit (point 12). Blue sphere—exit from the “large” channel system leading into the “narrow”

channel (point 13). Upper white sphere—new exit near CP43-Thr412 (point 14). Lower white
sphere—new exit near PsbV-Asp79 (point 15). Inserts A and B show snapshots at different times

of the protein solvent-accessible surface and streamlines in two areas of PSII. Insert A—area near

the two “dotted arrow” exits. Transient opening permits water access into the “large” channel

system. Insert B shows the proximal end of the “back” channel. The streamline in the “back”

channel continues all the way to the Mn4CaO5 cluster due to transient opening of the proximal end

of the channel, see text for details. The protein has been clipped close to this region to facilitate

visualization of the opening. Residues previously proposed to act as a “control gate” in [21] are

found in this region and are shown by licorice
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water molecules propagating through all potential diffusion pathways. In silico it is

possible to accelerate the diffusion process and further characterize water pathways

within PSII. Water flow can be accelerated by controlled injection of water mole-

cules into the protein. This approach was used in [47] where water molecules were

injected near the Ca2+ or near the “dangling” Mn(4), two sites at the OEC that have

been suggested as binding sites for the two substrate water molecules, w1* and w2*,

respectively, of the water splitting reaction [24]. Water molecule were injected

every 50 ps over a total simulation time span of 20 ns, which created a small

overpressure driving water flow (Fig 12.4, reproduced from [47]). The injection of a

full sized water molecule into the simulation would break the energetic continuity

of the MD trajectory. To minimize perturbation of the system energy, it was

Fig. 12.3 Comparison of the simulation with and without OEC. (a) (with OEC) and (b) (without

OEC) show the streamlines; protein is in gray and has been clipped below the streamlines for

clarity.White circles show the most probable entrance points; in the simulations at least one water

molecule entered the protein via each of these points and ultimately reached the OEC sphere. In the

simulation with OEC the water path is curved and branched with multiple water entrance points;

without OEC, the pathway is relatively straight with only two open entrances. Panels c (with OEC)

and d (without OEC) show the surface of the protein in the region of the entrance point represented

by the lower white circle in panel b. The view is along a line from that entrance point straight back

to the OEC site. In panel c (with OEC) although a number of channel openings are seen, the OEC is

covered by protein and is not visible; in panel d (without OEC) a “ghost” OEC has been placed at

the OEC site to allow visualization of the straight and wide channel that goes from the lumenal

surface all the way in to the active site. Panel e shows the change in conformation of the protein in

the region of the OEC site between the simulation in the presence of OEC (grey licorice) and the

absence of the OEC (blue licorice)
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necessary to scale down the Lennard-Jones and electrostatic parameters of

the injected water molecule and minimize the energy of the inserted water molecule

while the rest of the system was kept frozen. The energetic parameters of

the injected water molecule were then grown stepwise to full scale to

allow uninterrupted continuation of the MD trajectory. The injection procedure

increased the water content of PSII which ultimately stabilized at a 35 % increase

after approximately 7 ns. The water injection technique revealed localized changes

in protein structure involving only the side chains of specific residues, but

Fig. 12.4 Trajectories of injected water molecules within PSII MD simulations. Water molecules

injected in PSII at one side of the OEC (near water binding site w�
1) are shown by blue spheres and

water molecules injected at another side of the OEC (near water binding site w�
2) are shown by

orange spheres. View is from the stromal side approximately along the normal to the membrane

(Z-axis). Membrane is in the XY plane. Protein above the OEC is clipped for clarity. In the zoomed

window the locations of the binding sites w�
1 and w

�
2 as well as the OEC atoms, Mn(1), Mn(4), and

Ca2+, are shown. Mn numbering as in PDB ID: 3ARC. Segments of PSII polypeptides O, U, V, D1,

D2, and CP43 are shown in colored cartoon format. The locations of water channels 1, 2, 4A, 4B,

5, and X (see text and Table 1 of [47] for details) are shown
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showed no evidence of large scale structural changes affecting the entire PSII

core complex.

Following streamlines and injecting water into the MD simulations revealed a

number of possible water channels within PSII. The routes taken by water mole-

cules injected at one side of the OEC (near Mn(4)) were different from the routes of

the water injected near Ca2+ supporting the existence of two separate channel

systems. The overall picture arising for the movement of water within PSII was

one of multiple channels with multiple entrance points many of which exhibited

dynamic changes in structure which would influence their relative permeability.

But which channels carry the most water? The next step in understanding how

water finds its way through this dynamic protein labyrinth is calculating the

energetic costs of water movement through the individual channels.

12.6 Characterization of Channel Permittivity, Permeation

Barriers for Substrate and Product

12.6.1 How to Calculate the Energetic Cost of Water
Movement Through Channels

Multiple steered molecular dynamics can be used (MSMD) to calculate the free

energy of water permeating through a channel. In MSMD simulations, water

permeation is accelerated by the application of an external force. One of the

water molecules is pulled by one end of a spring while the other end of the spring

moves with constant velocity. Integration of the external force required to do this

work along a path allows the construction of free energy profiles a. k. a potentials of

mean force (PMF) for an individual water molecule as it moves through a channel.

This approach has been shown to be as efficient as traditional umbrella sampling;

however, it has the advantage of uniform sampling of a reaction coordinate which is

particularly beneficial when a PMF contains narrow barrier regions [48].

This technique requires knowledge of the channel topology. Each channel to be

studied is divided into several straight segments. The pulling force is applied to a

water molecule in the direction of the segment. To prevent lateral displacement in

wide or branched channels or entering dead ends, the water molecule should be

constrained to move within a cylinder along the segment axis. The spring constant

should be adjusted so that the position of the pulled water closely follows the

constraint center. In most cases a constraint force of 10 kcal/(mol Å2) is sufficient.

If channel system topology is not precisely known, an initial screening set of fast

simulations (velocity of 0.1 Å/ps) may help to obtain first impressions about the

energy barriers.

Once channels are accurately identified, production simulations are performed

where a water molecule is pulled with a velocity of 0.01Å/ps. The process should be
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repeated several times for each channel. Statistical errors can then be calculated

using bootstrap analysis. Complete PMFs of each channel are constructed N times

by randomly selecting segments from all available simulations from which the

average and standard deviations were calculated. The final equilibrium free energy

profile across the channel is calculated from an ensemble of independent irreversible

simulations, employing the Jarzynski identity [49], according to which the effective

PMF Geff(r) was calculated as:

exp �Geff rð Þ
kBT

� �
¼ 1

N

XN
i¼1

exp
�Gi rð Þ
kBT

� �

where r is distance along the channel, kB is the Boltzmann constant, T is the

simulation temperature (300 K), and N is the number of simulations.

12.6.2 Determination of Permeation Barriers for Water
Within PSII

A new 1.9Å structure of PSII [29] revealing more detail than ever before of the area

immediately surrounding the OEC was used to create an updated MD simulation of

PSII to use for this purpose. The 1.9 Å structure suggested a cuboidal structure of

the Mn4CaO5 cluster similar to previous models, although with a different ligation

scheme in which Ca2+ is bridged to Mn centers by the carboxylate moieties of

D1-D170 and D1-A344 [29, 50]. In addition, binding sites for two Cl� ions

were found in the vicinity of the Mn4CaO5 cluster. The goal of the MD study

based on the new structure was to determine potentials of mean force (PMFs) for

water permeating through PSII by using the technique of multiple steered molecular

dynamics (MSMD).

The calculation of free energy profiles for water permeating along individual

channels can reveal which channels would supply the bulk of water to the OEC and

identify themajor constriction sites. These energetic barriers towater flowmay serve

critical roles as selectivity filters restricting both the access of solutes detrimental to

the water oxidation reaction and the loss of Ca2+ and Cl� from the OEC.MSMDwas

used to identify channels with the lowest energy barriers and the amino acids

responsible for establishing those barriers. To address the physiological relevance

of water permeation through PSII the energetic barriers determined for the PSII

channels were compared to the barriers for water flow previously calculated for

aquaporins. Aquaporins can permeate ~3·109 water molecules per second

[51, 52]. Calculations based on MD simulations have shown that water

permeation through the water pores of aquaporins requires crossing energy barriers

of ~3 kcal/mol [53]. If it is assumed that permeability is proportional to exp

(�ΔG*max/kBT), a channel with an activation energy of 14 kcal/mol at 300 K

would permeate ~100 molecules/s, and a channel with an activation energy of
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20 kcal/molwould permeate only ~10�3molecules/s, whichwould certainly become

limiting for water oxidation. MSMD confirmed water permeation through three of

the water channels found in earlier studies, the “narrow” channel, the “large channel

system” and the “broad” channel [20, 21, 32]. The energetic barrier for water

permeating through the previously identified “back” channel was >20 kcal/mol,

too high to allow transport of water, supporting the prior observation of a break in

water “streamlines” in the hydrophobic area of this channel [32]. In addition water

permeation was observed through a channel that was not previously assigned to

water, but had been suggested to be a putative proton exit channel [54].MSMD found

that all channels in PSII had an activation energy of at least 9–10 kcal/mol. For

comparison, this barrier is higher than the ~7 kcal/mol barrier of a comparable patch

of POPC lipid bilayer [53]. However, the permeability of a channelwith an activation

energy of about 10 kcal/mol is still ~5,000molecules/s, more than sufficient to satisfy

the substrate delivery requirement in PSII. None of the channels permitted free and

unrestricted access of water to the OEC, supporting the idea that regulatory mech-

anisms exist to control water flow and access to the Mn4CaO5 cluster.

12.7 Oxygen Channels

12.7.1 Overview of Experimental and Computational
Techniques for Characterization of Oxygen Channels
in Proteins

Molecular oxygen participates in numerous cellular processes and interacts with a

variety of reaction sites within many different proteins. Formerly, the idea of

unconstrained oxygen diffusion through proteins was generally accepted [55]. How-

ever, this point of view is changing as a number of studies (hydrogenase [12],

myoglobin [16], aquaporin [56], copper amine oxidases [57], flavoenzymes [58],

cytochrome oxidase [59], fluorescent proteins [60, 61], and lipoxygenases [62, 63])

have described specific oxygen diffusion channels. Experimental localization of

molecular oxygen within proteins is difficult. It is highly mobile and usually is not

resolved in X-ray crystal structures. In some cases mimicking oxygen with xenon or

krypton, which have higher electron densities, has allowed the detection of poten-

tial oxygen binding sites [64]. However, the validity of this approach to characterize

oxygen channels has been challenged [65, 66]. Other techniques, like tryptophan

fluorescence quenching, suffer from relatively low spatial resolution. The applica-

tion of computational methods is an alternative and promising approach to deter-

mine the localization of oxygen in a protein as shown in [67] in which a new

strategy for the investigation of oxygen pathways was applied to PSII.
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12.7.2 How Does Oxygen Leave PSII?

In contrast to water access, which was shown in MSMD studies to be controlled/

restricted, likely to stabilize the OEC during its turnover cycle, oxygen exhaust is

presumed to be as fast as possible to prevent unwanted oxidative damage. Channels

have often been assumed to be selective and early studies of static structures

assigned individual channels to water, oxygen, or protons based solely on their

composition (proportion of hydrophobic/polar residues along the channel) and/or

width (it has been speculated that the wide “large” channel system was particularly

suitable for fast removal of oxygen from the vicinity of OEC) [21, 23].

Channel discovery and characterization in PSII by MD techniques has focused

on water. Studies have quantified the permittivity of water and reinforced the idea

of control of water access to the OEC. However, these studies say nothing about the

movement of molecular oxygen within PSII. Early computational cavity searches

of X-ray structures assigned the more hydrophobic static channels to oxygen. The

only experimental result related to molecular oxygen diffusion within PSII was an

X-ray structural study which revealed two krypton binding sites [23]. How does

oxygen move through PSII and how does this relate to the movement of water?

While water is relatively abundant in the interior of PSII, oxygen is not.

Computational approaches to follow water movement in PSII described above

depend on the relatively large numbers of water molecules and cannot be simplis-

tically applied to identify oxygen pathways. To study oxygen migration in PSII 3D

free energy maps were constructed using an implicit ligand sampling method.

12.7.3 Using 3D Free Energy Maps to Study Channel
Topology

12.7.3.1 Constructing 3D Free Energy Maps

The implicit ligand sampling (ILS) method relies on the assumption that small and

hydrophobic gas ligands interact weakly with the protein matrix and thus protein

dynamics calculations are independent of the presence of the gas molecule

[12]. ILS computes the potential of mean force (PMF) corresponding to the

placement of a small probe molecule everywhere inside a protein. This allows for

the generation of a 3D map of the energetic cost function for the ligand within the

protein. Migration pathways or channels through the protein can be found by

following the lowest energy pathways through this map. It has been shown that

ILS provides a good description of channel topology and a reasonable approxima-

tion to the free energy landscape [15].
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12.7.3.2 Overview of Approaches for Analysis of 3D Free Energy Maps

To date the ILS method has been applied only to relatively small proteins. In most

cases channel topology was apparent from a visual inspection of iso-energy sur-

faces of the three-dimensional free energy map. However, in more complex pro-

teins calculation of the free energy profiles requires the use of an algorithm

searching for the minimal energy path. Previously this has been achieved by

identification of all saddle points in the free energy map, and then connecting

them to the local minima using a steepest descent algorithm [63]. This algorithm

was successfully applied to single chain lipoxygenases [62, 63]. However, the

algorithm is incomplete as it only identifies fragments of the minimal energy

path. Afterward a search for the optimal combination of all fragments into a

complete path from the active site to the surface still has to be performed. In

addition it is not robust in the case of highly branched protein channels. These

limitations became apparent when this algorithm was applied to PSII. The free

energy landscape of oxygen within PSII is extremely complex with a large number

of oxygen binding cavities. Finding channel systems that can be accessed by gas

in this case is a difficult question to answer even when the free energy landscape

is known.

In [67] a more advanced approach for identification and energetic characteriza-

tion of channel systems in complex molecular labyrinths has been presented. It

explicitly accounts for protein dynamics and protein–ligand interaction. First the

three-dimensional cost function for the ligand entering each grid point was

constructed by computing the free energy maps. The free energy maps were

calculated using molecular dynamics and ILS. Then, to find minimal energy

paths the Eikonal equation for wavefront propagation through heterogeneous

media (where slowness of the media is proportional to the cost function) was solved

using the finite-differences method. Overall the algorithm for finding dynamic

ligand pathways included four steps:

1. Perform molecular dynamics simulation to obtain molecular trajectory of

motion.

2. Use trajectory to compute the 3D free energy map for O2 in the region of interest.

3. Choose a starting point and compute wavefront propagation using the 3D

slowness field obtained from the 3D free energy map.

4. Examine isosurfaces of wavefront arrival times and locate points where the

wavefront exits the protein. Starting from each of the exit points backtrace the

wavefront to its origin.

12.7.3.3 Application of Wave Dynamics to Describe Oxygen

Permeation

Consider a molecule that is constrained to move in a subset of the whole volume

occupied by a protein. The molecule starts at an initial point r0 and moves within a
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protein. At an unspecified time T it reaches the boundary of a protein and incurs a

terminal cost associated with permeation through all energetic barriers encountered

on its way. In addition to the terminal cost there is a traveling cost related to the total

length of the trajectory. We are interested in a numerical method for finding a

trajectory that minimizes the sum of the traveling and the terminal cost. The

solution to the problem can be obtained, in principle, by solving the Hamilton–

Jacobi (HJ) equation. However, since an exact solution of the HJ equation is usually

impossible, the problem has to be solved using an approximative method. The

Eikonal equation, which is a special case of a stationary HJ with certain constraints,

is widely used for solving similar problems in the fields of path planning [68],

medical imaging [69], seismic wave modeling [70], and computer vision [71]. The

Eikonal approximation can be used to solve the problem of finding optimal oxygen

trajectories. Since the closest physical process described by the Eikonal equation is

the propagation of a wave through heterogeneous media, the terms “wave” and

“wavefront” are used to describe its solution. Of course individual oxygen mole-

cules do not move as waves; however wave dynamics is appropriate for the

description of ensemble averaged movement.

The Eikonal equation has the form:

∇t x; y; zð Þð Þ2 ¼ ∂t
∂x

� �2

þ ∂t
∂y

� �2

þ ∂t
∂z

� �2

¼ s2 x; y; zð Þ

where s(x,y,z) is an inverse velocity field (usually called slowness) of the medium

and t(x,y,z) is the travel time from some reference point r0 to point r. Solution of the

Eikonal equation requires knowledge of “slowness” at any point r within the

volume. This quantity can be obtained from a 3D free energy map computed

using the ILS method. To accomplish this the velocity of the probe at point r is

assumed to be proportional to exp(�ΔG(r)/kBT), where ΔG(r) is the free energy of
placing an oxygen probe molecule at point r, and kB is the Boltzmann constant.

The Eikonal equation was solved numerically in [67] using the finite differences

method implemented in the time_3d subroutine from FDTIMES package [72]. The

time_3d subroutine requires a rectangular set of cubic cells, each cell having

uniform “slowness.” The value in each cell is a product of slowness and grid

spacing. This product has the dimension of time, and computed time values are

expressed with the same time unit. The second input is the coordinates of a point

source r0 at time¼ 0.0. The result of this calculation is a 3D field of the travel times

from a reference point r0 to all points on the grid. Location of the wavefront at a

certain time is represented by the isosurface of this data.

12.7.3.4 Finding Minimal Resistance Paths

The minimal cost paths from any point of the grid (the only interesting points are

where oxygen exits the protein) to its initial position r0 can be easily backtraced
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with the use of the time field obtained by finite differences. Starting from the exit

point the path is iteratively traced by moving toward smaller values in the 3D time

field (moving down the gradient by the method of steepest descent). This path is

described by a system of three differential equations:

dr

ds
¼ �∇t r sð Þð Þ

In this equation r is a three-dimensional vector defining position in space, t is the
3D map of arrival times, obtained as described in the previous paragraph, and s is a

parameter of the parametric curve that has values s(x,y,z). To track a channel the

system was solved numerically for an initial condition which specifies a starting

point: r(0)¼ r0. This was implemented in [73] by integrating the steepest descent

using the standard fourth order Runge–Kutta method. This method requires

calculation of the gradient at any point inside the 3D travel time map. The gradients

were calculated using the intermediate differences approach [74], which introduced

less smoothing than conventional central differences method and produced

better results.

12.7.4 Finding Oxygen Exit Pathways in PSII

12.7.4.1 3D Free Energy Map of Oxygen in the Interior of PS II

Complex

In [67] free energy maps for oxygen were computed using 10 ns long MD simula-

tions. A total of 10,000 snapshots were included in the analysis. The grid spacing

was 0.5Å and at each point 12 oxygen orientations were considered. Lennard-Jones

parameters and O–O bond length for oxygen molecules were taken from [75]:

σ¼ 1.507, ε¼�0.097, O–O bond length¼ 1.22 Å. The ILS calculations were

performed with VMD v.1.9 program [27]. The 3D free energy map of PSII

computed using the ILS method is shown in Fig. 12.5. It shows areas within the

protein where oxygen has a high probability of residing. As seen from this figure,

the free energy map is very complex and does not show distinct channels upon

visual examination. Instead it revealed many small low energy cavities isolated

from each other by energetic barriers. Thus, visual inspection of this volumetric

map was insufficient to localize low energy pathways. Several small areas with high

binding affinity to oxygen were found near the catalytic site of PSII. Two areas

were suitable for the initial localization of oxygen; these are shown as s1 and s2
in Fig. 12.5. Oxygen binding site s1 is in direct contact with water molecule w2*

near the so-called “dangling” Mn(4) which has previously been suggested to be

a binding site for one of the two substrate water molecules of the water splitting

reaction [24]. Site s2 is separated from both putative substrate water binding

sites w1* and w2* by D1-V185 and D1-E189. Sites s1 and s2 are separated from
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each other by water molecule w2* and D1-V185. After water oxidation, w1*

and w2* are converted into protons and molecular oxygen and thus both sites

could be accessible to the oxygen product. The oxygen product is expected

to migrate to one of these areas rapidly. To find oxygen channels leading from

Fig. 12.5 Free energy map of oxygen (shown in purple) obtained using ILS and overlapped with

PSII. The enlarged zoom-in area shows the neighborhood of OEC. Two proposed substrate water

molecules and chloride ion are shown as spheres. Two areas with high oxygen binding affinity (s1
and s2)
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OEC to the bulk solvent centers of each of these binding sites were used as

starting points in the wavefront propagation analysis aimed to find the path of the

least resistance.

12.7.4.2 Search for Oxygen Diffusion Pathways in PSII

The free energy map indicated that the hydrophobic transmembrane regions of PSII

did not exhibit a higher probability for oxygen occupancy than the extrinsic parts of

the protein complex [73]. All waves initiated at various sites around the OEC

propagated much faster through the extrinsic solvent exposed protein than through

hydrophobic transmembrane domains. Isosurfaces generated for several represen-

tative travel times are shown in Fig. 12.6 reproduced from [67].

No evidence was found supporting the hypothesis that oxygen gas can diffuse

through hydrophobic transmembrane areas of PSII. The only exception was one

branch of the wavefront which was slowly moving toward the special pigment

P680, the photochemically active reaction center [73]. This finding was consistent

with the high susceptibility of the reaction center of PSII for oxidative damage.

The wave originating from one of the starting sites s1 reached the bulk solvent

faster than the waves originating from any other location. This wave split into two

branches and exited the protein at two sites. Oxygen exit sites are depicted as sites

e1 and e2 in Figs. 12.6 and 12.7. Two minimal resistance paths were obtained by

tracing wavefronts back from exit sites e1 and e2 to the source of the wave at s1,
and are shown in Fig. 12.7. They merge into a single pathway at a distance about

10 Å from the OEC. The wave initiated in s1 site did not overlap with the wave

initiated at the s2 site indicating the presence of an energetic barrier between these

two sites. The wave originating at the s2 site revealed a slightly slower pathway,

which exited the protein at e3. The third major channel e3-s2 connecting the protein
surface with the active site was identified with the help of this wave, Fig. 12.7.

The combined “MD+ ILS +wavefront propagation” approach, introduced in

[73], was successful in the search for oxygen migration pathways within the large

PSII protein complex. Application of this approach revealed three distinct oxygen

channels in PSII. Both channels s1-e1 and s1-e2 were consistent with the two

experimentally observed krypton binding sites (Kr9 and Kr10) [23] which were

found to be located within channel s1-e1 and channel s1-e2, respectively.
Channel s1-e1 was similar to a previously suggested (based on Dijkstra’s search

on the static structure) oxygen channel B1 [23] and water channel 4a identified by

molecular dynamics in [47]. Channel branch B2 matching channel s1-e2 was also

previously described. However, in the static structure B2 was blocked for passage

of oxygen at one location [23]. The dynamic approach implemented in [73]

revealed that the free energy cost for oxygen permeation through this channel is

only 2.5 kcal/mol higher than the cost of permeation through the common part of
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Fig. 12.6 Wavefront propagation in PSII (magenta color) for the source located at one of the low
energy sites near OEC marked by a yellow star in the upper left panel. The location of the OEC

cluster within PSII (grey color) is shown using red (oxygen atoms) and pink (manganese atoms)

spheres. Numbers in each panel indicate the time in arbitrary units elapsed from initiation of the

wave. Time 0 corresponds to start of the wavefront propagation at the source point; time 1.0 is time

of exit from the protein along the fastest path A
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channels s1-e1 and s2-e2. Channels B1 and B2, described in [23], correspond to two
branches in the large channel system. See Table 1 of [47] for details of comparative

channel nomenclature.

12.7.4.3 How Fast Is Oxygen Leaving PSII?

To answer this question, free energy profiles of oxygen and water along channels

should be compared. For meaningful comparisons an accurate free energy profile

for oxygen should be obtained preferably with the same method as used for water.

Fig. 12.7 Snapshot of

wavefront propagations

through the free energy map

of PSII showing the fastest

pathways of oxygen

diffusion away from s1
(purple isosurface) and s2
(cyan isosurface). The

locations of the wave

sources are marked by

yellow stars. (lower panel)
The minimal energy paths

obtained by backtracing the

wavefronts from their exit

points to their respective

starting point
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While ILS provides a reasonable qualitative picture of free energy landscapes and a

fast and good general description of the channel system it has been recently shown

to be inaccurate in predictions of permeation barriers [15]. The ILS method relies

on the assumption that a small neutral ligand interacts weakly with the protein

matrix and that its presence would not affect the dynamics of the system.

This assumption, however, may not always be accurate. Therefore, for more

accurate and quantitative free energy profile descriptions of each channel, explicit

ligand simulations should be performed. We are working at present on determina-

tions of accurate free energy profiles for both oxygen and water using umbrella

sampling simulations.

12.7.4.4 Comparison to Oxygen Channels in Other Enzymes

Cytochrome oxidase is an integral membrane protein complex that shares a number

of features with PSII. Like PSII it requires permeation of water, protons, and

oxygen to an active site buried within the protein. However, in contrast to PSII,

cytochrome oxidase needs protons to reduce molecular oxygen to water. Oxygen is

delivered to the active site via a channel that has been well characterized by

extensive Xe gas pressurization crystallography [59]. The oxygen channel is a

large hydrophobic Y-shaped channel that connects the a3–CuB center in the active

site of the complex to two hydrophobic regions on the surface of the protein buried

within the lipid bilayer. The cytochrome oxidase oxygen channel does not contain

water. Although PSII and cytochrome oxidase both require efficient transport

of oxygen, the former benefits by minimizing the concentration and the latter by

maximizing the concentration at the active site. This functional difference translates

into very different structural organizations. In cytochrome oxidase a selective

hydrophobic channel connecting the active site of cytochrome oxidase

with the oxygen rich membrane ensures maximal substrate density. In PSII the

oxygen release channels avoid contact with the membrane and direct oxygen

toward multiple aqueous exit sites characterized by much lower effective oxygen

concentrations than the membrane. This organization maximizes the removal of

oxygen from the active site and minimizes its potentially dangerous contact with

PSII chromophores.

In both PSII and cytochrome ba3 oxidase significant rearrangements within the

protein are not necessary for oxygen permeation likely because both systems

benefit from fast permeation for activity. In contrast, gas diffusion in heme nitric

oxide/oxygen binding (H-NOX) domains from the family of gas-sensing proteins

does not occur through discrete, continuous channels. In these systems, protein

dynamics controls O2 and NO diffusion through transiently formed pathways

[76]. This restricted diffusion would facilitate the trapping of O2 at the heme iron

[77], a strategy which may be important for anaerobic organisms to sense low

amounts of O2.

376 S. Vassiliev and D. Bruce



12.8 Conclusions and Future Directions

Diffusion of water and oxygen in PSII has been characterized using a variety of

computational approaches based on equilibrium and accelerated molecular dynam-

ics. Areas of PSII complex permeable for substrate and product have been localized.

The current analysis, however, is limited to the PSII core complex with OEC in an

over reduced state, as found in the X-ray structure. While permeation of substrate

and product far from the OEC is not likely to be affected by conformational changes

occurring between the four S-states of water oxidation, it is not clear at present what

pathways are functionally important in the vicinity of the OEC. Until more is known

concerning the structural changes of the OEC associated with progression of the

S-states and formation of molecular oxygen the details of water and oxygen oxygen

exchange between the active site and channel systems will remain obscure to

computational studies. Accounting for structural changes accompanying the cata-

lytic cycle in future will help to elucidate such mechanistic details of water/oxygen

binding and exchange in the immediate neighborhood of the OEC. Another inter-

esting aspect that can be addressed computationally in the future is the permeation of

oxygen evolution inhibitors such as hydroxylamine and ammonia. Computational

studies of water and oxygen diffusion in PSII have opened the possibility of

experimentally testing the potential roles of individual water/oxygen channels

in modulating substrate/product migration by designing mutations targeting regions

in each branch of the tunnel network at sites relatively distant from the OEC.
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Part V

Evolution of the Photosynthetic Apparatus



Chapter 13

From Ionizing Radiation to Photosynthesis

Alexander N. Melkozernov

Abstract This chapter focuses on the driving forces of the origin and the evolution

of the early anoxygenic photosynthesis before the onset of the oxygenic

cyanobacterial photosynthesis 2.8–2.4 billion years ago. The early Earth conditions

were sustained by the global cycling of carbon dioxide among the atmosphere,

primordial crust, and the ocean. High-energy ultraviolet radiation played a decisive

role in this interaction, maintaining the temperature of the ocean and promoting

mildly oxidizing conditions in the atmosphere and the upper layers of the ocean.

Constrained by the sterilizing effect of the UV radiation and the evaporating

consequences of the Late Heavy Bombardment, chemolithotrophic life was likely

to emerge at the seafloor under excess of carbon dioxide and a constant flux of

reducing hydrothermal fluids. Trophic diversification had launched the expansion

of the chemolithotrophic lineages to the photic zone. Alternative hypotheses of the

terrestrial origin of life with implications for the origin of photosynthesis are

discussed. The review reconstructs the development of the ancient photosynthetic

habitats under the strong selective pressure of the UV radiation and discusses

available hypotheses of the origin of photosynthesis with regard to emergence of

workable photosynthetic mechanism. The evolution of the homodimeric proto-

photosystem and its divergence to the homodimeric iron–sulfur-type and the

homodimeric quinone-type reaction centers were probably driven by the availabil-

ity of the exogenous electron donors in a series of ecological successions from the

oceanic photic zone to the shallow water habitats and microbial mats. This process

had eventually resulted in the advent of independence of the photosynthetic organ-

isms from the geochemical conditions in cyanobacterial lineages that were able to

oxidize water.
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Abbreviations

BChl Bacteriochlorophyll

BChlide Bacteriochlorophyllide

BIFs Banded iron formations

Chl Chlorophyll

COR Chlorophyllide oxidoreductase

Chlide Chlorophyllide

Fe–S Iron–sulfur

Ga Giga annum

GOE Great Oxidation Event

LUCA Last unified common ancestor

PSI Photosystem I

PSII Photosystem II

POR Protochlorophyllide oxidoreductase

PChlide Protochlorophyllide

RC Reaction center

rTCA Reductive tricarboxylic acid cycle

UroIII Uroporphyrinogen III

UV Ultraviolet

13.1 Introduction

Photosynthesis is a fundamental biological process supplying Earth’s biosphere with

oxygen and energy for living. Once emerged on Earth, this process had significantly

altered the geological history of our planet by converting solar energy into metabolic

energy of organic compounds and by dramatically changing the atmosphere from

carbon dioxide dominated to oxygen containing. This chapter focuses on the driving

forces of the origin and the evolution of the early anoxygenic photosynthesis before

the onset of the oxygenic photosynthesis in cyanobacteria 2.8–2.4 billion years ago.

The bacteriorhodopsin-based phototrophic systems, although they are apparently

ancient, diverse, and spread among several phyla of Archaea and Eubacteria, are not

considered in the review as they are not photosynthetic but limited to

photoheterotrophy, a light-driven assimilation of organic compounds.

Our planet Earth is located in the habitable zone of the solar system [1, 2], where

the mass of the planet and the distance to the Sun largely define the CO2/H2O/N2

atmosphere and the presence of liquid water on the surface [3]. Within half a billion

years Earth had developed from the magma globe to the planet with intimately

linked interior, ocean, and the atmosphere. Solar electromagnetic radiation,
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specifically high-energy UV, played a decisive role in this interaction of

the lithosphere, hydrosphere, and atmosphere, maintaining the temperature of the

ocean, the mildly oxidizing conditions in the atmosphere and constraining

the emergence of life (see Sect. 13.2).

The long-standing geological paradox implies a very short time between the end

of the harsh Earth bombardment (4.1 Ga) and the evidence of the early cellular life

(3.4–3.8 Ga). This could be explained by the earlier start to life in the deep sea

under protection of the ocean depths from the surface destructive forces and

the harsh solar radiation. Although the origin of life is not the focus of this review,

the subject is important for setting up a context for the origin of photoautotrophy.

Recent discoveries of astounding diversity of the autotrophic microbial life in the

ocean and beneath, progress in genomics and metagenomics, and discoveries of

the hydrothermal vents with conditions that are far from equilibrium contributed to

the emerging consensus that the excess of carbon dioxide in the ocean and a

constant flux of reducing fluids at the seafloor predetermined the origin of the

chemolithoautotrophic life [4] (see Sect. 13.3). In a broader sense, photolithoau-

totrophy is a special case of the chemolithoautotrophy with energy of light and not

chemical energy providing reducing power for fixation of carbon dioxide.

Harsh surface conditions were nevertheless conducive to a synthesis of certain

amount of organic compounds due to the atmospheric UV photochemistry, electric

discharges, as well as impacts of the space bodies bombarding the Earth and

delivery of the organics from space [5]. The total organic carbon synthesized or

delivered on Earth could amount to 3� 1011 kg year�1 under reducing conditions

and two orders of magnitude less if conditions are neutral [6]. Given the volume of

the Hadean Ocean of 1.8� 1021 l [7] the concentration of the organic carbon in the

ocean would be in the micromolar range for reducing conditions or even less for

neutral conditions. In a state close to equilibrium, the chances of the primordial

soup developing into the self-sustained metabolic pathways could be rather limited.

Furthermore, the Earth hydrothermal system circulates through the very hot crust a

volume of the entire ocean once every 10 million years, which constrained the

primordial soup evolution [8]. Section 13.4 of the review analyzes the alternative

hypothesis of the terrestrial origin of life under reducing conditions of geothermal

ponds and the UV-driven photochemical synthesis of the organic compounds and

discusses the prospects of the early emergence of the proto-photosynthetic systems.

Within the framework of the chemolithotrophic origin of life, the emergence of

the photosynthesis is a matter of the evolutionary expansion of the autotrophic

ancestors from the deep sea environments to the surface of the ocean (Sect. 13.5).

The review reconstructs the development of the ancient photosynthetic habitats in

the upper layers of the ocean and the first shallow water habitats under strong

selective pressure of the UV radiation.

Recent discoveries of new phyla of photosynthetic organisms, progress in

whole-genome sequencing and genome-wide phylogenetic analyses, and break-

throughs in crystal structure determination of two types of the photosynthetic

reaction centers (RC), photosystem I (PSI, iron–sulfur type) and photosystem II

(PSII, quinone type) once again raised the question of when and how the ancient
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proto-reaction centers had emerged and which type of the RC was ancestral.

Sections 13.6–13.8 of the chapter address the available hypotheses of the origin

of photosynthesis and analyze the scenario of the evolution of a homodimeric proto-

RC as an ancestral PSI-like reaction center and its divergence to a heterodimeric

PSI and PSII driven by availability of the electron donors in a series of ecological

successions from the oceanic photic zone to the shallow water habitats. We know

that this process had eventually resulted in the advent of real independence of the

photosynthetic organisms from the geochemical conditions in cyanobacterial line-

ages that were able to oxidize water. Detailed mechanisms of what happened are

unknown. As all photosynthetic RCs share similar protein folds and fundamental

mechanisms of the primary charge separation and stabilization the monophyletic

origin of photosynthesis is beyond question. However, single-gene phylogenetic

trees for the photosynthetic organisms illustrate independent evolutionary histories

for many components of the photosynthetic apparatus. Section 13.9 of the chapter

discusses available genomic information and attempts of reconstruction of the early

phylogenies of the photosynthetic organisms as part of the Tree of Life.

13.2 Solar Radiation and the Early Stages of the Earth

Geological History

13.2.1 Formation of Atmosphere, Lithosphere,
and Hydrosphere

Geological history of the planet Earth had started 4.56 billion years ago (Ga, Giga-

annum) with accretion of the interplanetary dust particles, small space bodies,

comets, and meteorites (see timeline in Fig. 13.1) [9–11]. Being in the gravitational

field of the Sun, the primary accretion disc overheated by nuclear reactions and

interactions with highly energetic cosmic γ-rays, X-rays, and extreme ultraviolet

radiation had developed into a magma globe. Within 250 million years the planet

reached the mass of the present state and its molten content began to differentiate

into the core of denser materials (largely iron) with dissolved hydrogen and mantle

containing less dense materials (silicon, oxygen, and sulfur) [11–13]. At the early

stage, the less dense gases had formed a proto-atmosphere, which contained a

strongly reduced mixture of H2O, CH4, NH3, H2, and He. This proto-atmosphere

was largely remnants of the proto-planetary gas dominated by H2, He, and

extremely reduced gaseous species.

4.5 Ga ago the young Sun rotated faster and emitted more short-wavelength

radiation (extreme UV with λ< 200 nm) [14]. Photolysis of water, methane, and

ammonia in the proto-atmosphere under strong UV radiation produced hydrogen,

which hydrodynamically escaped to space. Oxygen left from the photolysis of

water was bound by available elements in the form of oxides (Na2O, MgO,

Al2O3, SiO2, K2O, and CaO). These processes as well as a catastrophic collision
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of the Earth 4.5 Ga ago followed by formation of the Moon [15] are thought to

cause a significant loss of the primordial reducing atmosphere [16].

Subsequent processes changed a geological history of the Earth as the early

atmosphere was replaced by a secondary atmosphere, which originated due to

degassing of the Earth’s interior. Low-density melts from the mantle (largely

silicates) rose to the surface and formed the crust [12, 17]. Solidification of the

upper layers of magma 4.5 Ga ago induced a release of water as steam and carbon

dioxide into the atmosphere. By estimates, the Earth atmosphere in the early

Hadean era was a dense mixture of 550 bars of H2O and 100 bars of CO2

[16, 18]. As any heated object, Earth continued to lose heat into the space and the

temperature of the solidifying crust reached a point when the water vapor atmo-

sphere had collapsed to hydrosphere [11, 16, 18]. The ocean on Earth had appeared

4.4 Ga ago as evidenced by the isotopic composition of the zircons that indicates the

presence of crust and liquid water [19]. Degassing of the Earth mantle upon

solidification and the collapse of the steam atmosphere is not the only source of

water on Earth. Carbonaceous chondrites that were falling on the Earth from space

for more than 0.5 billion years could contain up to 22 % of water [20]. This suggests

that space icy bodies could significantly contribute to the Earth water volume [16].

Solar radiation played an important role in setting up the atmosphere composi-

tion and the temperature in the ocean [21]. According to “Faint Young Sun

paradox” hypothesis, the brightness of Sun was 30–25 % smaller 4.5 Ga ago due

Fig. 13.1 Timeline of the history of Earth before the oxygen rise with major geological and

biological events
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to lower solar energy generation rates resulting in lower visible and infrared fluxes

[3, 14]. Presence of high concentrations of the CO2, a greenhouse gas, through

Hadean period sustained high temperatures in the atmosphere and the ocean, which

is evidenced by the strong carbonation of the oceanic crust [22]. However, CO2

content in the atmosphere gradually decreased from 40 to 210 bar (early Hadean) to

5 to 25 bar (early Archean) [20]. The lower solar radiation and smaller concentra-

tion of CO2 in the early Archean would predict temperatures on the surface of the

planet below freezing point [21]. However, modeling predicts that an average

temperature of ~60 �C could be maintained by 2–6 bars of CO2 and less than 1 %

of methane in the early Archean atmosphere [23]. Thus, relatively hot temperatures

of the atmosphere and the ocean were maintained by the balance between two

potential greenhouse gases, CO2 and CH4. The concentration of methane was kept

low by its UV photolysis in the atmosphere [24].

Major carbon sinks, which facilitated the decrease of CO2 in the atmosphere in

early-to-mid Archean, were (1) deposition of carbonates in the ocean due to

weathering of the seafloor basalt (binding of CO3
2� by divalent cations),

(2) ocean crust recycling in the mantle, and (3) plate tectonics [25, 26]. As the

first two processes were active since the appearance of the oceanic crust, the last

process had started playing in full in the middle of Archean (>3 Ga years ago, see

Fig. 13.1) [26, 27]. Thick continental crust grew continuously due to magma

extrusion processes during the late Hadean eon [17] reaching 10 % by

3.8 Ga years [13] and 50–60 % by the end of the Archean eon (2.5 Ga)

[26, 28]. Today the oceans cover 70 % of the Earth surface meaning that in the

late Hadean (~4 Ga) the continents occupied less than 3 % of the surface of the

Earth and the planet was essentially a water world.

Geochemists do not share a concept of Archean reducing atmosphere, which is

quite popular in the biological literature. Rather, a wealth of evidence builds up a

consensus that the Hadean volcanic gases consisted largely of oxidative species

such as CO2, N2, SO2, and H2O with much smaller proportion of H2, CH4, and NH3,

which is not very different from that emitted today [11, 29–31].

13.2.2 Emission Properties of Sun and Electromagnetic
Radiation on Early Earth

During the Hadean eon the stronger solar winds in the form of highly energetic

subatomic particles, X-rays, and ultraviolet emission irradiated the early Earth

atmosphere causing ionization and destruction of the atmospheric gases [32]. At

present, the Earth’s magnetic field protects the life of the planet from destruction.

However, in the Archean period the magnetic field was underdeveloped and

suppressed by the stronger magnetic field of the young Sun; therefore it was

inefficient [33]. 3.45 Ga ago the strength of the magnetic field was at 50 % of the
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present-day strength, thus suggesting that earlier the surface of the Earth was

susceptible to the bigger extent of cosmic ray’s destruction [34].

The UV radiation was also stronger [14, 32, 35, 36]. Specifically, the

high-energy UV fluxes at 3.5 Ga were six times larger than the present levels [36].

High atmospheric concentration of the CO2 absorbed a great deal of the extreme

ultraviolet below 200 nm. However, the atmosphere and the upper layers of the

ocean were transparent for the UV radiation in the 200–350 nm region (Fig. 13.2).

Additionally, high-energetic cosmic rays entering the Earth atmosphere generated a

cascade of the secondary UV emission bombarding the Earth [32].

13.2.3 Late Heavy Bombardment

Location of the Hadean Earth in the zone of the asteroid belts had caused a severe

bombardment of the surface by space objects of different sizes for nearly 700 mil-

lion years [37]. The last ocean-vaporizing event was thought to be around 4.2 Ga

ago [3, 15]. According to model calculations, a 500 km asteroid upon impact would

vaporize the surface to the state of rock vapor mixture, which is absolutely

inconsistent with life [15]. Smaller objects (i.e., bodies of 100 km) would increase

the ocean temperature up to 100 �C and annihilate the photic zone and 200 m of the

upper layers of the ocean [3]. This emphasizes the importance of deepwater oceans

as a safe cradle of life since this period (4.1–3.8 Ga ago) is widely thought to be

associated with the origin of life.

Fig. 13.2 Solar electromagnetic radiation reaching the Archean Earth. (a) Electromagnetic

radiation in the 200–400 nm wavelength range: extraterrestrial UV flux 3.5 Ga ago (solid line);
UV flux reaching through Archean atmosphere containing 40 mbar CO2 (dashed line with tri-
angles); present-day flux (solid line with open squares). Taken from Cockell and Raven [35] with

permission. (b) Depth dependence of the spectral quality of electromagnetic radiation penetrating

into the Archean oceans. Taken from Cockell [115] with permission
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13.2.4 Water Exchange with the Crust

Hydrothermally active oceanic crust played an important role in the circulation of

the reduced gases and minerals through the water. There was a substantial move-

ment of water masses through the oceanic crust [38]. The temperature gradients

induced constant percolation of the seawater through the heated hydrothermal

vents. Lava from the underlying mantle and the seawater under contact produced

serpentinization of minerals, a rock-weathering process releasing hydrogen, hydro-

gen sulfide, methane, and ammonia and washing out reduced metals such as iron,

nickel, and cobalt into the water [39, 40].

Summarizing this section, the early Earth conditions were maintained through

the global cycling of carbon dioxide among the atmosphere, mantle, and the

ocean [41]. The ocean temperature had been controlled by the ratio of the green-

house gases in the atmosphere, CO2 and methane. The surface of the Earth was

exposed to increased solar fluxes of the UV radiation, cosmic rays, and the severe

asteroid bombardment. The UV had driven photolysis of the atmospheric gases and

the upper layers of the ocean followed by escape of hydrogen into the space and

entrapment of all oxygen by the crust minerals. Despite the overall slightly oxidiz-

ing atmosphere the oceanic crust was a constant source of reducing disequilibria

due to hydrothermal activity and serpentinization.

13.3 Hypothesis of Chemolithotrophic Origin of Life

and Spread of Autotrophy on Earth

13.3.1 Hydrothermal Vents as a Cradle of Life

The discovery of hydrothermal vents in 1977 [42] introduced a different prospect

on the idea of origin of life. Hydrothermal vents were common in Hadean and

Archean eons [43]. Of special interest are the seafloor alkaline hydrothermal vents

that constantly generate thermodynamic geochemical disequilibrium due to a

process of serpentinization, which occurs when oceanic water is hydrodynamically

pulled through the crust [39, 40, 43, 44]. As a result hydrothermal fluids are

enriched in H2, H2S, CH4, and derivatives as well as reduced ions of transition

metals (see Fig. 13.3a). At the exit of the hydrothermal vent the alkaline mineral

fluids precipitate upon a contact with cooler ocean water and form insoluble

chimneys. The growing hydrothermal mound is a network of porous microcom-

partments with semipermeable membranes. Given the alkalinity of the hydrother-

mal fluids and the acidity of the Archean CO2-rich ocean, the semipermeable

inorganic membranes had likely established the natural inorganic chemiosmotic

systems with a proton-motive force [44, 45] (see Fig. 13.3b). Similar systems

reconstructed under laboratory conditions were shown to maintain redox and pH
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Fig. 13.3 Geochemical redox disequilibria on the interface between oceanic crust and water. (a)

Percolation of seawater through the hot crust induces a process of serpentinization that enriches the

hydrothermal fluids with H2, H2S, CH4, other organic derivatives, and transition metals. Taken

from Martin and Russell [49] with permission. (b) Microporous compartments with semiperme-

able inorganic membranes in the alkaline hydrothermal vents provide natural reactive environment

for generation of reducing power in the form of reduced Fe–S centers (primordial ferredoxins, Fd)

for reduction of CO2 and synthesis of organic compounds such as acetyl-thioesters (CH3CO~SR)

and acetyl-phosphates (CH3CO~P), which were supposedly involved in synthesis of energy-

storing compounds (X-P). Taken from Lane and Martin [44] with permission



gradients [46, 47]. The natural geochemical disequilibrium at alkaline hydrother-

mal vents had likely sustained chemical reduction of carbon dioxide by abundant

hydrogen enhanced by catalytic iron–sulfur minerals. By chemically generating a

reducing power, such a system favored synthesis of methane and various derivative

organic compounds [40, 45, 48, 49]. Microporous inorganic compartments had

dramatically increased the yield of the organic compounds. Exchange of acetyl

groups between thioesters and phosphates is thought to establish the primordial

pathway of synthesis of energy-rich molecules [49] (Fig. 13.3b).

Under stable non-equilibrium conditions the compartmentalized carbon fixation

reactions had evolved into autocatalytic metabolic networks and later had acquired

self-replicating capacity through evolution of the RNA-protein catalysis

[49, 50]. Experimental findings indicate that the system would be capable of natural

chemical synthesis of variable organic derivatives giving rise to primitive peptides

and nucleic acids [48]. Thus, a mineral-based network of semipermeable

microcompartments naturally generated by alkaline hydrothermal vents is a possi-

ble hatchery for the first chemolithoautotrophic systems living off the geochemical

thermodynamic disequilibria [39, 40, 44, 45]. The protocells probably stayed within

these natural reactor communities until they were able to maintain their transmem-

brane chemiosmotic gradients and synthesis of ATP by coupling the CO2 reduction

reactions to electrogenic translocation of sodium [44].

If metabolic systems had already functioned in this community, many primordial

bioenergetic enzymes should have existed before the first lineages started diversi-

fication [51, 52]. The so-called pre-LUCA phase (Last Universal Common Ances-
tor) is a hypothetical state where the barriers between the species were likely

blurred due to sharing enzymes and the substantial exchange of genetic information

[50]. The first enzymes maintained the energy-conserving pathways of anaerobic

respiration that facilitated the transmembrane transfer of electrons from reduced

donors (exogenous hydrogen, hydrogen sulfide, or ferrous ions) to the oxidized

acceptors on the other side of the membrane (carbon dioxide, sulfur, and nitrogen

compounds) [52–54].

13.3.2 Carbon Fixation Pathways

Driven by environmental and biogeochemical changes diversification of evolving

organisms led to changes in the autotrophic carbon assimilation pathways. Pres-

ently, 5–6 autotrophic carbon fixation pathways are known to exist in different

prokaryotes [55–59] (Table 13.1 and Fig. 13.4). More than 14 different carboxylat-

ing enzymes have evolved to fix carbon dioxide in the pathways [4, 56]. Biosynthetic

pathways share five universal precursors: acetyl-CoA, pyruvate, oxaloacetate,

succinyl-CoA, and α-ketoglutarate [60, 61]. The most archaic metabolic pathways

are reductive acetyl-CoA pathway (the Wood-Ljungdahl pathway), reverse

tricarboxylic acid cycle (r-TCA) operating on the ancient carboxylic acids

[55, 56, 62], or a primitive combination of both [60]. These pathways are widely
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spread among branches of the phylogenetic tree (Fig. 13.4). For example, the rTCA

cycle is found in deep-branching chemolithotrophic Aquificales [57] and Archaea

[55], in anaerobic photolithoautotrophic green sulfur bacteria [63, 64], and in

clustering with them chemolithoautotrophic δ- and ε-proteobacteria living off the

hydrothermal vents at the seafloor [65–67].

Fig. 13.4 Distribution of autotrophic CO2 fixation pathways among different phylogenetic taxa of

the Tree of Life. Modified from Boussau and Gouy [196] with permission. Based on data in [41,

56, 59, 62, 69]. Taxa with photosynthetic representatives are labeled with asterisks. Autotrophic
pathways are labeled as follows: reduced TCA cycle (open triangles); reduced acetyl-CoA

pathway (open circles); 3-hydroxypropyonate cycle (open rhombus); 3-hydroxypropyonate/4-
hydroxybutyrate cycle (closed rhombus); Calvin cycle (closed squares). Names of hyperthermo-

philic lineages are shaded
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Development of a particular carbon fixation pathway in the microorganism

depends on energy metabolism, which in turn is affected by the environment

conditions. The ATP requirements for different pathways are different (Table 13.1).

Life under reducing conditions at hydrothermal vents needs less ATP; therefore

primordial reverse TCA and reductive acetyl CoA pathways use minimum 1–2

molecules of ATP for autotrophic synthesis of one molecule of pyruvate

[68, 69]. On the contrary, the Calvin-Benson cycle found in photosynthesizing

proteobacteria, cyanobacteria, and eukaryotic algae and plants (Fig. 13.4 and

Table 13.1) is energy demanding as it requires at least nine molecules of ATP per

synthesis of one molecule of glyceraldehyde-3-phosphate.

The Calvin-Benson cycle had not been found in deep-branching hyperthermo-

philic prokaryotes and it is a sole carbon fixation pathway in autotrophic oxygenic

cyanobacteria and eukaryotic photosynthesizers (Fig. 13.4). It is thought to be

rather late metabolic invention [55] because it became dominant in the late Archean

eon with a rise of oxygen in the atmosphere. However, it likely evolved under

anaerobic conditions. For example, green sulfur bacteria do not employ Calvin

cycle; however, they possess the so-called Rubisco-like proteins that are not

involved in carbon fixation but, based on the analysis of the genome, are somehow

affiliated with sulfur metabolism [64].

Phylogenetic trees show no evidence of unified evolutionary history of the

autotrophic carbon fixation pathways. All known mechanisms are rather distinct

and independently evolved. Ancient gene exchange via viruses and gene transfer

agents probably contributed to the spread of the pathways [70].

13.3.3 Iron–Sulfur Clusters, Quinones, and Porphyrin-Like
Molecules

Phylogenetic analyses indicate that the ancient enzymes such as hydrogenases,

cytochrome NO reductases, quinone NO reductases, and Rieske cytochrome

b oxidoreductases had likely appeared before the split of archaebacteria and

Eubacteria [51, 52, 71, 72]. These critical enzymes, many of which are metal

containing, were needed to deal with reduced electron donors and oxidized electron

acceptors present in the extracellular environment. It is not surprising that the

structures of the active sites of many critical enzymes are often reminiscent of

minerals in hydrothermal vents [73, 74].

Antiquity of iron–sulfur clusters, cyclic tetrapyrroles, and quinones is supported

by their presence among the enzyme cofactors shared by Archaea and Eubacteria

and possibly the pre-LUCA systems [71]. Iron–sulfur clusters (Fe–S) comprising

the active sites of more than hundred enzymes [75] demonstrate a connection to the

iron–sulfur chemistry of primordial hydrothermal vents. Fe–S clusters are able to

bind a variety of inorganic ligands [76] that modify their redox properties.

Low-potential Fe–S clusters and ferredoxins are important for building up a
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reducing power for carbon dioxide fixation in photosynthetic proto-reaction centers

(see Sect. 13.8 below).

Quinones were shared by different redox enzymes in membranes as quinone

pools because of their lipophilic nature, membrane mobility, and ability to

bind protons. Menaquinones are considered primordial pre-LUCA quinones [77]

because they are shared by a majority of archaeal and eubacterial phyla [52, 78].

Planar cyclic tetrapyrrole molecules have been selected as enzyme cofactors due to

their flexible electronic structure and a broad range of redox potential, which is

largely influenced by the nature of the ligand to the central metal ion and the

chemical nature of the ring substituents [79]. Evolution of cyclic tetrapyrroles is

central to understanding the evolution of photosynthesis and is discussed in

Sect. 13.6.

Summarizing this section, replenishing reducing conditions at late Hadean–early

Archean hydrothermal vents provided thermodynamic disequilibria for versatile

organic synthesis based on reduction of abundant carbon dioxide. After compart-

mentalization and acquisition of self-reproducing catalytic RNAs these self-

sustained biochemical processes had evolved into primordial chemolithotrophic

cells. Strong UV radiation, increased cosmic rays, and intermittent sterilizing

bombardments of the surface of the ocean for almost 700 million years had likely

kept the primordial organisms at the bottom of the sea until the end of the Late

Heavy Bombardment period (~3.8 Ga, see Fig. 13.1) [3, 80]. The first lineages of

chemolithotrophic Archaea and Eubacteria further diversified into organisms with

different metabolisms and membrane enzyme’s mediated electron transfer from

available reduced electron donors (primarily hydrogen and hydrogen sulfide) to a

variety of electron acceptors (CO2, nitrate, sulfate, Fe3+). The fact that

chemolithoautotrophy and photolithoautotrophy have similar metabolic conse-

quences but use different sources of energy makes the evolutionary transition

from the latter towards anoxygenic photosynthesis simple and evolutionarily ben-

eficial in the environment with depleted sources of electron donors.

13.4 Prebiotic UV-Driven Photochemistry

and the Possibility of Origin of Life in Terrestrial

Environments

During Hadean and early Archean period the Earth was a water world with scarce

continental masses. As the crust was constantly melting it could not withstand

formation of mountain ridges; therefore the landscape was largely flat and flooded

with occasional protrusions of subaerial volcanoes [43]. Local terrestrial geothermal

systems are hypothesized to be a potential site of the origin of life on Earth [81]. Ter-

restrial hot springs are fed by the hydrothermal fluids and the steam heated by

underlying magma. Propagating through the crust the hot fluids and the vapour

would be enriched inNH3, H2S, CO2, phosphorous compounds, and transitionmetals.
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The stratified porous siliceous moiety of the terrestrial ponds is suggested to

carry diverse prebiotic organic synthesis fueled by the UV radiation. Many oxides

and sulfides of the transition metals are semiconductors that absorb light in the UV

region. Under excess of carbon dioxide the photochemical reactions likely involved

photo-driven reduction of CO2 on mineral surfaces. Absorption of the quantum of

light generates a photoelectron in the conductance band and a hole in the valence

band (Fig. 13.5). There is a wealth of experimental data with observation of

UV-driven reduction of CO2 by minerals such as FeO, TiO2, ZnO, ZnS, and

WO [82]. The products of the reduction are varied from simple methane, methanol,

formaldehyde, and formic acid [83] to more complex organic acids including

intermediates of the biological reverse TCA cycle [84–88]. Thus, the UV-driven

photochemical synthesis of diverse organic compounds in the terrestrial environ-

ments of the early Earth is plausible.

The primordial geothermal ponds of condensed vapor would contain the prod-

ucts of prebiotic UV-driven inorganic photosynthesis compartmentalized by porous

siliceous ZnS- and MnS-containing masses. This system would favor prebiotic

synthesis of the first nucleotides, selection of catalytic RNAs, and a transition to

the “RNA world” [89]. The primordial ribozymes involved ions that were abundant

in the geothermal pond (K+, Zn2+, Mn2+). Mulkidjanian et al. [81] argue that the

discharge from the geothermal springs would have a K+/Na+ ratio, which is similar

to that in modern cells. The membranes of the hypothetical protocells were prob-

ably leaky for small molecules and the primordial K+/Na+ ratio would sustain the

ionic environment for the protocell’s enzymes. Once the protocells obtained the

ion-tight membranes they were thought to invade the seawater environments.

According to the hypothesis presented above [81] the first living cells were

likely heterotrophic and were living off the organic compounds largely synthesized

Fig. 13.5 UV-driven photochemistry catalyzed by minerals in Hadean–early Archean terrestrial

environments on Earth. Absorption of light by a semiconductor such as TiO2 or ZnO forms an

electron–hole pair, which drives reaction sequences such as reduction of carbon dioxide coupled

with oxidation of water. Various products of the reaction include methane, methanol, formalde-

hyde, or formic acid [83]
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by the UV-driven photochemistry. However, the prospects of survival of the

terrestrial protocells are compromised by the Late Heavy Bombardment period

(4.1–3.8 Ga), a series of intermittent impacts that would sterilize the surface of the

Earth [3]. Based on this consideration, even though the conditions for the origin of

life had existed earlier in Hadean eon the survival of life at the surface would be

questionable.

Prediction of the events that occurred 3–4 billion years ago is inevitably fraught

with uncertainty, which always allows for the existence of alternative hypotheses.

The hypothesis of the terrestrial origin of life has a direct implication for the origin of

photosynthesis. SamGranick had put forward an idea that the natural photosynthesis

evolved from prebiotic pre-porphyrin systems based on the UV-driven photochem-

istry of the minerals available in the late Hadean–early Archean ocean [90]. These

systems could have been replaced by the prebiotic porphyrin-based photosynthetic

systems later evolved into the full-fledged light-driven photosynthetic systems

supplying electrochemical energy for living cells (see Sect. 13.7.1).

13.5 Primordial Bioreactors of Anoxygenic Photosynthesis

13.5.1 Geological, Isotopic, and Microfossil Record
of the Early Autotrophy

It is widely accepted that the first geological signatures that might be attributed to

the presence of life correlate with the end of the Late Heavy Bombardment period

(4.1–3.8 Ga) [3]. There are a number of pieces of evidence from carbon isotope

analysis of the carbonaceous materials in the 3.85–3.8 Ga sediments from Isua

Supracrustal Belt in Western Greenland that argue in favor of existence of the

autotrophic life [91–93] (see Table 13.1 for carbon isotope fractionation data for

extant autotrophs). The rocks older than 3.8 Ga are highly metamorphosed and

damaged. Therefore, any evidence of the microfossils and stromatolite structures

dated by the time around 3.8 Ga ago should be taken with caution and considered as

suggestive evidence [94].

The Archean ocean was largely anoxic based on isotopic analysis of sulfur [95]

and the ratio of isotopes of U and Th [96, 97]. Existence of the banded iron

formations (BIFs) in the early Archean (3.8–3.5 Ga) also suggests the early micro-

bial life. BIFs are rocks formed by layers of oxidized iron alternating with silicate-

containingminerals [95, 98].Well-preserved laminated structures in BIFs imply that

Fe2+ ions dissolved in oceanic water had been precipitated and deposited in layers.

The oldest structures are dated by 3.8–3.5 Ga [99]. The rates of the UV-driven Fe2+

photochemistry were shown to be insignificant as compared to the rates of

the biological iron oxidation as evidenced by experiments on simulation of the UV

photooxidation of the ferrous ions and the thermodynamic modeling [100]. Thus,

in the early Archean ocean the iron minerals were most likely oxidized

by ancestors of the marine anoxygenic chemo- or photolithotrophs [100–104].
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Note that the early Archean BIFs should be distinguished from the more pronounced

but significantly younger BIFs formed during the Great Oxidation Event (around

2.45 Ga).

The best preserved early Archean rocks have been discovered in several sites in

Australia (Pilbara Craton) and South Africa (Barberton) [98, 105]. At the end of the

Hadean period (4.0–3.8 Ga), the ocean and the underlying oceanic crust had been

predominant while continental crust was local and constituted less than 10 % of

modern continents (see above). The preserved ancient continental crust in Pilbara

Craton is formed by extrusion of magma and modified by hydrothermal dynamics,

volcanic activity, and sedimentation.

Two major habitats, hydrothermal settings and shallow waters, have brought the

most interesting findings shedding light on the microbial diversity of the early life

[98]. Carbon isotope record of the 3.46 Ga old Pilbara rocks supports ubiquity of the

early methane-producing microorganisms, possible ancestors of extant thermo-

philic and strictly anaerobic methanogenic archaebacteria that couple hydrogen

oxidation with carbon dioxide reduction at the hydrothermal vents [106, 107]. Sul-

fur isotope data from similar environments suggests that microbes with sulfur-

based metabolisms existed as early as 3.5 Ga ago, providing evidence for the

earliest chemoautotrophic and chemoorganotrophic marine microbial ecosystems

(Fig. 13.6) [108–110].

Fig. 13.6 Differentiation of metabolism in pre-photosynthetic Archean microbial communities.

Chemolithotrophs autotrophically fixed CO2 using hydrogen or hydrogen sulfide from the hydro-

thermal vents. Chemoorganotrophs oxidized hydrogen or metabolites released by other bacteria as

a source of electrons for anaerobic respiration. Fermenters live off the oxidation of the bulk

organic matter in the community. Similar differentiation likely occurred in the photic zone with the

phototrophic communities occupying upper layers of the ocean and in microbial mats in shallow

waters and terrestrial environments
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13.5.2 Increased UV Flux as a Constraint for the Evolution
of Photosynthesis

Early Archean microbial communities based on hydrothermal settings (Sect. 13.3)

had most likely exhausted the sources of reduced electron donors such as hydrogen

and hydrogen sulfide due to expansion of microbial community and stratification

into different trophic levels (chemolithotrophs, chemoorganotrophs, fermenters)

(see Fig. 13.6). Survival of the earliest branches of life was possible upon expansion

into new habitats and discovering new opportunities for growth using new sources

of energy (light). Apparently, the emergence of the photosynthetic prokaryotes was

constrained by the sterilizing UV radiation in the upper photic zone (see Fig. 13.2).

This constraint had been overcome by ancestors of the anoxygenic

photosynthesizers by 3.5 Ga. Combined isotopic, geological, and microfossil record

provides evidence of developed microbial communities in the early shallow water

habitats from ~3.5 Ga onward with the presence of anoxygenic photosynthesizing

microorganisms dated by ~3.4 Ga [96, 97, 111–114].

Proteins and nucleic acids absorbing the UV light are the primary targets of the

UV-induced damage. On the basis of the radiation transfer model [115], the rates of

the DNA damage for the microbial cells on the surface of the early Archean ocean

are predicted to be three orders of magnitude higher than the present level.

However, at the depth of 30 m the DNA damage rates would be comparable to

those in modern prokaryotes (see Fig. 13.2b) [35]. The present-day UV-induced

DNA damage would correspond to 500-fold reduction of the UV irradiance as

compared to the levels of the Archean Earth [116].

13.5.3 Scenario 1: Emergence of Phototrophs in the Ocean
Photic Zone

Communities of chemoautotrophic and photoautotrophic microorganisms have

similar impacts on the environment; that is, they both autotrophically produce

carbon that would have similar microfossil traces. However, they likely occupied

different ecological niches and had different productivity [117–119]. Table 13.2

illustrates estimates of the productivity of the early Archean microbial communities

based on metabolisms that were dependent on geochemically produced fluxes of

hydrogen and availability of sulfides and ferrous ions in the seawater.

If the first photosynthesizers were dependent on hydrogen and hydrogen sulfide

available at hydrothermal settings, then it is likely that the early Archean

chemolithoautotrophic ancestors of photosynthesizers were picked up by the

upward streams of the hydrothermal plumes ending up in the photic zone [120]

(Fig. 13.7a). Living off the hydrothermal plumes, these anoxygenic Eubacteria had

likely evolved the photosynthetic machinery integrated into well-developed path-

ways of autotrophic carbon fixation and anaerobic respiration. Harnessing the
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energy of light had boosted the productivity by one order of magnitude as compared

to the hydrogen-based chemolithotrophs such as methanogens and sulfate-reducing

bacteria [117, 119] (see Table 13.2). In the new habitats, the metabolic costs

associated with the DNA repair were compensated by the advantage of

photoautotrophy and the acceleration of the adaptive evolution due to increased

rate of the UV-induced mutations. Experiments with evolution under the UV

selective pressure showed that bacteria are able to acquire the UV tolerance during

several hundreds of generations [121]. Thus, the colonization of the upper layers of

the photic zone by anoxygenic phototrophs could have happened relatively fast.

The gradual growth of the continental crust, which had started in the late Hadean

and has lasted ever since, contributed to formation of shallow water habitats

(Fig. 13.7b). Instability of the seafloor imposed by the unfolding tectonic processes

had likely restricted a steady supply of strong reductants such as H2 and H2S. With

an exhaustion of H2 and H2S, the new evolutionary pressure had appeared to use

new electron donors for CO2 reduction and first of all abundant iron Fe
2+, which is a

weaker reductant than H2 and S2�.
Switch to iron-based photosynthesis could have occurred in the same microbial

population. Extant anoxygenic phototrophs demonstrate the ability to use a variety

of electron donors under changing conditions. Anoxygenic iron-based photosyn-

thesis freed the bacteria of their dependence on redox disequilibria in geological

processes with three orders of magnitude boost in productivity (Table 13.2)

[117]. In shallow waters the Fe2+ supply was limited due to UV-driven iron

oxidation. At the same time, photochemically formed ferric ions were beneficial

as a UV screen [122].

Despite the higher doses of the UV radiation, gradual expansion of marine

anoxygenic phototrophs to shallow waters and littoral and tidal environments had

brought new forms of the UV protection. In the new environments, turbidity

currents and increased amounts of particulate matter would effectively screen the

UV radiation [123]. Adaptive stratification of the microbial communities of shallow

waters into different trophic levels (see Fig. 13.6) had translated into microbial mats

with phototrophs occupying upper levels of the community. Particulate matter in

Table 13.2 Productivity of early Archean anoxygenic microbial communi-

ties based on ecosystem modeling [117–119]

Microbial community

Primary production of carbon,

mol year�1

Archean H2-based methanogenesis 3.4� 1012

H2-based anoxygenic photosynthesis 2.9� 1013

Sulfur-based anoxygenic photosynthesis 2.3� 1012

Fe-based anoxygenic photosynthesis 1.7–5.0� 1014

Present-day net primary production 5� 1015–9� 1015

Modern terrestrial photosynthesis 4.7� 1015

Modern oceanic photosynthesis 4.0� 1015
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Fig. 13.7 Expansion of the chemolithotrophs to the photic zone in anoxic Archean ocean (a)

followed by occupation of shallow waters due to growth of the continental crust (b). (1) Microbial

habitats at the seafloor and hydrothermal vents; (2) free living anoxygenic photosynthetic auto-

trophs at the bottom of the photic zone living off the hydrothermal plumes; (3) and (4) diversifi-
cation of the anoxygenic phototrophs for free living and mat-forming communities in the shallow

waters, respectively
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the water above the microbial mat, ferric ions, calcium carbonate, and white sand

effectively shielded the microorganisms in the upper layers from the deleterious

UV radiation. In addition to the UV screening, the pronounced mineralization of the

microbial layers in mats helped in keeping the space between the microbial

participants, which is a decisive factor for syntrophic associations [124].

13.5.4 Scenario 2: Emergence of Phototrophs
in the Terrestrial Habitats

In contrast to a gradual emergence of the phototrophs in the photic zone (scenario 1

above), the ancestor chemotrophic communities (see Sect. 13.3) could reach the

photic zone via geodynamic lifting of the slices of the oceanic crust (the so-called

obduction) [125] subjecting the microorganisms to harsh UV radiation and visible

light. Alternatively, the heterotrophic ancestors originated in terrestrial geothermal

ponds (Sect. 13.4) could be forced to utilize light energy in competition for the

organic compounds synthesized in UV-driven mineral catalysis in geothermal

ponds. Despite the mechanism of subjecting the ancestors to the light the only

surviving strategies for the primordial phototrophs in terrestrial habitats would be

hiding from the UV light under the natural mineral screens, which however transmit

enough light (visible or near IR) for photosynthesis. Mineral-encrusted lithified

layered structure of the microbial mats would meet the requirements of the UV

protection and the diversified ecological stratification (Fig. 13.6).

Summarizing, the geological evolution of the early Archean environments had

gone through the phase of extreme volcanic or hydrothermal activity and had been

succeeded by relatively normal shallow marine conditions with tidal cyclicity,

which sustained microbial mats. The evolution of the structure of the microbial

mats has likely paralleled the evolution of the photosynthesis as the newer

anoxygenic forms were occupying more productive and more dangerous uppermost

level in the mats [8, 35, 120, 126, 127]. With widespread appearance of the shallow

water and terrestrial habitats new possibilities had opened for the anoxygenic

phototrophs in colonizing land, which had resulted in global scale

consequences [128].

13.6 Evolution of Metabolic Pathways of Biosynthesis

of Chlorophyll and Bacteriochlorophyll

Photosynthetic reaction centers do not function without pigments; therefore, evo-

lution of the (bacterio)chlorophyll (BChl) biosynthesis is principal for understand-

ing the evolution of a workable mechanism of photosynthesis.
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13.6.1 Connections Among the Branches of the Tetrapyrrole
Biosynthesis Framework

Anoxygenic photoautotrophy had emerged after the split of Eubacteria and

Archaea; therefore, the evolution of the (B)Chl biosynthetic pathway is rooted in

the ancient tetrapyrrole biosynthetic pathways.

The first steps of the metabolic transformation of the aminolevulinic acid (ALA)

up to the formation of uroporphyrinogen III (UroIII) are common for the biosyn-

thesis of all tetrapyrroles (Fig. 13.8a) with UroIII being the last common precursor

[129–131]. Methylation of UroIII leads to precorrin-2 branching to a synthesis of

Co-containing cobalamins, Ni-containing F430 factors, Fe-containing sirohemes,

the heme d1, and the alternative pathway to the protoheme. Alternatively, oxidative

decarboxylation of UroIII launches a series of reactions yielding the protoporphyrin

IX, which is a branch point for biosynthesis of the Fe-containing protoheme and the

Mg-containing (B)Chls [129].

Which tetrapyrrole pathway is primordial? A variety of tetrapyrroles (cobala-

mins, sirohemes, F430 factor, and protohemes) is involved in the active sites of the

enzymes that catalyze simple and important reactions of primitive metabolism in

deeply rooted prokaryotes, both Eubacteria and archaebacteria [131–134]. For

example, sirohemes, the simplest Fe-containing derivatives of sirohydrochlorin,

are involved in the active centers of anaerobic nitrite and sulfite reductases

[134]. The Co-containing tetrapyrroles function in corrinoid iron–sulfur proteins

(CoFeSP) that couple the ancient acetyl-CoA (Ljungdahl-Wood) pathway of the

autotrophic carbon fixation to the transmembrane translocation of Na+ in anaerobic

acetogens [52] (see Sect. 13.3.2 and Fig. 13.4). The genes coding for the subunits of

the sirohydrochlorin Co-chelatase are homologous to the genes coding for the

siroheme Fe-chelatase and the protoporphyrin IX Fe-chelatase indicating the com-

mon ancestry [131]. Most Archaea and some primitive bacteria lack enzymes

catalyzing the conversion of Uro III to the protoporphyrin IX and the protoheme.

Instead, they evolved an alternative and probably archaic pathway of the protoheme

biosynthesis through the UroIII–precorrin–sirohydrochlorin branch (Fig. 13.8a).

Some sulfate-reducing and denitrifying bacteria use siroheme for the biosynthesis

of protoheme [132]. Thus, it is likely that this branch is older than the UroIII–

protoporphyrin IX branch [134] giving rise to the protohemes and the (B)Chls.

Recent phylogenetic analyses show that all photosynthetic organisms share the

enzymes of the core (B)Chl biosynthesis pathway suggesting that a single pathway

of the chlorophyll biosynthesis was present in the ancestral photosynthetic bacte-

rium [129, 131, 135]. The most important step in the (B)Chl pathway is insertion of

Mg2+ into the molecule of protoporphyrin IX catalyzed by a branching enzyme,

protoporphyrin IX Mg-chelatase (Fig. 13.8b). How had this enzyme evolved is

uncertain although its evolutionary connections with the cobalt-chelatase from the

O2-dependent cobalamin biosynthesis pathway [131, 136] and the Fe-chelatase

from the heme biosynthesis [137] are shedding some light on possible solutions

of the problem.
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Fig. 13.8 Pathways of biosynthesis of various cyclic tetrapyrroles. (a) Ancient pathways of

synthesis of common precursor uroporphyrinogen III (uroIII) and branch point intermediates,

precorrin-2, sirohydrochlorin, and protoporphyrin IX (proto IX). Based on [129–131]. See text for

details. (b) Schematic representation of the biosynthesis of Chlide and BChlide based on [129] and

[131]. Mg-chelatase inserts Mg2+ ion into a molecule of proto IX followed by a series of

consecutive tetrapyrrole ring’s modifications and reductions yielding Chlide (reduction of

C17¼C18 double bond in ring IV) and BChlide (subsequent reduction of C7¼C8 double bond

in ring II). Bch HID, subunits of Mg-chelatase; Pchlide, protochlorophyllide; Bch NBL, subunits

of protochlorophyllide reductases (POR); Bch XYZ, subunits of chlorophyllide reductases (COR).

See text for details
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Mg-chelatase is a multisubunit enzyme coded by three genes, BchH, BchI, and

BchD. The enzyme has a sequence and structure similarity with a Co-chelatase

from an O2-dependent pathway of the cobalamin biosynthesis [136] (see

Fig. 13.8a). Phylogenetic analyses of the genes indicate that both the

Mg-chelatase and the Co-chelatase have evolved from one anaerobic ancestor

enzyme. On the other hand, the anaerobic sirohydrochlorin Co-chelatase is homol-

ogous to the sirohydrochlorin Fe-chelatase producing siroheme and the protopor-

phyrin IX Fe-chelatase from the classical heme biosynthesis pathway. It is known

that iron chelatases are promiscuous with regard to the central metal ion. They can

catalyze insertion of Co2+ and Zn2+ into protoporphyrin IX. A mutation of the

Mg-chelatase from the photosynthetic α-proteobacterium Rhodobacter sphaeroides
is shown to launch an accumulation of a Zn-containing BChl a and its metabolic

precursors in a pathway with indication that the Fe-chelatase is functioning using

Zn2+ instead of Fe2+ [137]. As Zn and Mg are interchangeable, it is proposed that

the Fe-chelatase had been likely recruited for the Zn-(B)Chl biosynthesis and had

participated in the ancestral pathway that functioned prior to the evolution of the

Mg-chelatase [137, 138].

Fe-chelatases and Mg-chelatases are unrelated and have different structures but

catalyze similar reactions, i.e., insertion of Mg into protoporphyrin IX. It is likely

that nature used this evolutionary pattern for selection of the enzymes catalyzing

some downstream metabolic transformations of the Mg-protoporphyrin IX

(Fig. 13.8b). For example, under anaerobic and aerobic conditions each of the

three steps from conversion of the Mg-protoporphyrin IX monomethyl ester to

the chlorophyllide is catalyzed by unrelated proteins having different structures but

performing the same catalytic function [129]. Apparently, the genes for aerobic

catalysis had appeared in the late Archean in response to oxygenation of the

atmosphere.

One of the important key enzymes is the anaerobic protochlorophyllide oxido-

reductase (POR) that reduces the C17¼C18 double bond in the pyrrole ring IV of

the protochlorophyllide to form the chlorophyllide (Fig. 13.8b). The enzyme coded

by bchLNB shows a striking similarity to the nitrogenase nifHDK complex

[139]. Surprisingly, this similarity extends over another enzyme, chlorophyllide

oxidoreductase (COR), catalyzing a reduction of the C7¼C8 double bond in the

pyrrole ring II of Chlide in a key step towards the BChlide biosynthesis (Fig. 13.8b).

The similarity with nitrogenases indicates that these enzymes originated from

nitrogenase-like enzymes in ancestors that were capable of nitrogen fixation [140].

13.6.2 Chlorophyll vs. Bacteriochlorophyll

All extant anaerobic phototrophs use bacteriochlorophyll. Chemically, the BChl

molecule is more reduced than the Chl molecule (see Fig. 13.8b), which is consis-

tent with reducing conditions of the Achaean ocean. Simple logics would conclude

that primordial photoautotrophs had used Bchl instead of Chl. However, the first
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four common steps of enzymatic transformations of Mg-protoporphyrin IX con-

verge to chlorophyllide a, a branch point intermediate giving rise to two distinct

pathways of metabolic modifications of chlorophylls and bacteriochlorophylls

[129, 131] (see Fig. 13.8b). Granick [90] had postulated that in the biosynthetic

pathway each intermediate tetrapyrrole metabolite could have been the end product

of the evolution; that is, it was functional; otherwise it could not be selected by

evolution. According to Granick hypothesis, the primordial phototrophs had likely

utilized Chl since Chlide is a metabolic precursor of BChlide (Fig. 13.8). Based on

that, the BChl-containing species would have appeared later in evolution. It should

be noted though that the key enzymes that reduce ring IV in the chlorophyllide

precursor and ring II in the bacteriochlorophyllide precursor are related to nitroge-

nases, which are enzymes of broad selectivity with the ability to catalyze a

reduction of a range of compounds with double and triple bonds [139]. It is

hypothesized that the ancestral nitrogenase-like reductases involved in the BChl

biosynthesis were nonspecific and were able to reduce both rings in one molecule,

thus producing BChl-like molecule in one step [141]. It is also reasonable that the

presence of these inefficient enzymes could explain having both Chls and BChls in

the photosynthetic ancestors [142]. Some modern BChl-containing anoxygenic

phototrophs (i.e., heliobacteria, phototrophic Acidobacteria and Chlorobi) have

Chl a-related pigment as a redox-active electron acceptor in the reaction center.

This might be a remnant of the primordial reaction center (see Sect. 13.8).

Overall, it is likely that nature utilized various mechanisms of metabolic path-

way’s evolution such as evolution of new metabolic steps that followed the Granick

mechanism or recruitment of the preexisting metabolic building blocks into the

assembly of the ancestral (B)Chl biosynthetic pathway.

13.7 Searching for Workable Mechanism of Emergence

of Photosynthesis

Photosynthesis is a complex process requiring functioning of the transmembrane

machinery of the charge separation and stabilization and developed metabolism of

carbon fixation. Even the most primitive photosynthetic bacteria existing today

possess quite a complex photosynthetic apparatus, which acquisition would defi-

nitely require time to evolve. This highlights the evolutionary possibility that some

elements of the photosynthetic machinery were adapted from preexisting organ-

isms. It very well may be that the chemo- and photoautotrophy had coevolved in

pre-LUCA communities; however, only deep-branching lineages of hyper- and

thermophilic chemolithoautotrophs at the deep-sea hydrothermal vents seem

to survive and gave rise to a diversity of archaeal, eubacterial, and eukaryotic

lineages (Fig. 13.4). Note, however, that the hypothesis presented in Sect. 13.4

puts the origin of photosynthesis significantly closer to the origin of life.

This uncertainty makes the hypotheses of the origin of photosynthesis presented
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in this section rather speculative. The experimental testing of the hypotheses

requires development of new approaches such as directed protein evolution,

which belongs to a promising field of synthetic biology.

13.7.1 Hypotheses of Abiotic Emergence of Photosynthesis

Possibility of spontaneous abiotic synthesis of a variety of the porphyrins from

acyclic compounds [143, 144] suggests that they were probably involved in solu-

tion photochemistry in Hadean–early Archean ocean.

Proto-photosynthetic systems are thought to be sensitized by the porphyrins

having photocatalytic properties similar to those in the inorganic photosynthetic

systems [90, 145] (see Sect. 13.4). The tetrapyrrole macrocycle can be easily and

reversibly oxidized or reduced by a series of inorganic and organic electron donors

(D) and acceptors (A) (Fig. 13.9). Free-base precursors of chlorophyll,

uroporphyrins, and protoporphyrins absorb visible light in the blue-green region

of the spectrum (400–500 nm). Under excitation the pigments are being

photoreduced by nearby inorganic electron donors (such as Fe2+) and subsequently

oxidized by available electron acceptors [79] (see Fig. 13.9a).

Fig. 13.9 Photochemical reactions of cyclic tetrapyrroles in solutions. (a) Photoexcitation of the

free base porphyrin is followed by a reduction by the exogenous donor (D) and a subsequent

electron transfer to the primary acceptor (A). (b) Photoexcited metal-containing porphyrins (for

example, Mg- or Zn-binding BChls) obtain reducing power and transfer electron to the acceptor A

followed by rereduction of the pigment by the donor. (c) Primitive membrane reaction center with

Chls photosensitizing electron transfer from a donor (Fe2+ ions) to a quinone molecule (Q), which

after double reduction and protonation (QH2) shuttles across the membrane releasing protons and

diffusing back to the other side of the membrane
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Metallated porphyrins are more evolutionarily advantageous as they obtain

strong photoreducing properties under the excitation, and sustain numerous mod-

ifications of the tetrapyrrole ring resulting in broadening of the region of absorption

in the range from near UV to near IR [79] (Fig. 13.9b). The reactions in solutions

were inefficient and limited by diffusion of the substrates and thus occurred through

long-lived triplet excited states. The nature of the central metal ion is critical for the

yield of the photochemical reaction. If porphyrins had chelated transition metal ions

with empty d-orbitals (Fe2+, Co2+, Ni2+, etc.) then the lifetime of the excited

state would be very short (picoseconds) due to self-quenching [79, 146]. On the

opposite, insertion of Mg2+ or Zn2+ into the porphyrin molecule would lengthen the

excited-state lifetime to nanoseconds due to singlet-triplet intersystem crossing.

Compartmentalization of the tetrapyrroles in network of the natural inorganic

microcompartments or in the lipid vesicles likely increased the specificity of the

reactions [147, 148] (Fig. 13.9c).

In lipid membranes the porphyrins had likely sensitized a simple light-driven

electron transfer from Fe2+ to quinones, which after double reduction and proton-

ation probably shuttled across the membrane releasing protons and diffusing back

to the other side of the membrane (Fig. 13.9c) [142]. Porphyrins are prone to

aggregation and self-quenching of the excitation. Under selective pressure this

would require binding of the pigments to the protein at some point of the prebiotic

evolution [149] (see Sect. 13.8). Overall, the hypotheses of the prebiotic emergence

of photosynthesis [79] postulate that abiotically available porphyrins and

their derivatives were assembled into the first protophotosynthetic systems, com-

partmentalized, and integrated into the first living cells [150]. It is unknown

whether binding to the protein happened in the pre-LUCA communities (see

Sect. 13.4 above) or the protophotosynthetic systems were captured by the primi-

tive protocells.

13.7.2 Proto-Reaction Centers as Ancient UV-Protective
Proteins

One of the hypotheses of the origin of photosynthesis postulates the UV protection

proteins as progenitors of the photosynthetic proto-RC [142, 150, 151]. Origin of

the protein is uncertain. It could emerge de novo by multiple duplication events

from simpler pigment-binding membrane proteins [152]. Alternatively, it can be

recruited from a pool of porphyrin-binding proteins (see below). In the Archean

time, the absorption of the strong UV fluxes by the protein was apparently damag-

ing; however, weaker fluxes attenuated by seawater (Fig. 13.2b) or by minerals

could promote the excitation of the aromatic amino acids, which are naturally

present in the membrane proteins. If the proteins contained chromophores such as

ancient metal-porphyrins then an overlap of broad absorption bands of the chro-

mophores with the emission spectra of the excited aromatic amino acids would
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ensure Förster resonance excitation energy transfer from amino acids to the por-

phyrins. Due to the electronic structure of Fe-, Co-, and Ni-containing porphyrins

their excited state lives only for picoseconds and would dissipate very fast [146],

thus protecting the protein from damage.

Further selection for Zn- or Mg-binding tetrapyrroles would be beneficial as in

these molecules the excitation lives for nanoseconds allowing for transfer of the

excitation towards natural excitation traps. Accidental binding of the exogenous

iron–sulfur clusters or quinones from the shared membrane pools could induce

charge separation between the excited porphyrins and the quinones or Fe–S centers

followed by dissipative charge recombination [150]. The excitation also could be

transferred to neighbors in the primitive photoprotective light-harvesting antennas.

With increased number of pigments some excitation traps could form due to close

location of the pigments in the protoantenna further enhancing the dissipative

function of the antenna [153].

It is possible that a gene coding for the hypothetical porphyrin-binding protein

would duplicate and give rise to a gene coding for the protein with a new function.

The bacteria bearing this gene could survive only if the dissipator protects an

important membrane process such as light-driven generation of reducing power.

The function of transmembrane electron transfer could be picked up by the evolu-

tion through selection of the cofactor-binding sites that could result in changed

efficiency of the charge separation in the reaction center [154] (see Sect. 13.8).

13.7.3 Hypothetical Origin of Reaction Centers from
Infrared Thermotaxis Systems

At the deep-sea hydrothermal systems, the chemolithotrophic organisms living off

the reducing fluids are able to thrive in millimeter layer of comfortable temperature

balancing in the thermal gradient between the hot vent and the ocean water. The

openings of the hydrothermal vents at the seafloor were shown to emanate the black

body radiation (the so-called geothermal light) in a spectral range from 650 to

1,050 nm [155]. This light was enough to support strictly anaerobic and

photolithotrophic life of the deep-sea green sulfur bacteria [156], which are

known for living in extremely low-light habitats by developing gigantic light-

harvesting antennas (chlorosomes) supplying energy for the photosynthetic reac-

tion centers and autotrophic carbon fixation through primitive rTCA cycle. Sensing

of the infrared light by primordial chemolithotrophs could have been a significant

evolutionary trait in the early Archean. BChl molecules in anoxygenic phototrophs

absorb light in the near IR (730–1,100 nm) via a Qy transition absorption band.

Nisbet et al. [157] hypothesized that primordial systems of the infrared light sensing

by Bchl-like molecules could have been converted into the ancient photosynthetic

systems and helped the chemolithotrophic bacteria to survive. The finding of the
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green sulfur bacteria living off the geothermal light [156] should be considered as

suggestive evidence as the adaptation of the green sulfur bacteria to low light and

deep sea might have been acquired later in evolution.

13.7.4 Hypothetical Recruitment of Existing Membrane-
Bound Oxidoreductase for the Role of Photosystem

According to this scenario the proto-RCs have been possibly built based on

available membrane oxidoreductases in the anaerobic chemiosmotic electron trans-

fer chains in ancestors of the first photosynthetic Eubacteria. Under selective

pressure the genes coding for the recruited protein could have been duplicated

and evolved into genes coding for the protein with a new function, a stable light-

induced generation of reducing power for the metabolism [52].

Recruitment of the protein folds is widespread in evolution [138, 158]. This

process is based on a broad substrate specificity of the primordial enzymes and a

conservation of the protein folds. The transmembrane helix bundle is a structural

motif of all transmembrane oxidoreductases [159]. Stronger packing of transmem-

brane helices in lipid bilayers cooperatively works towards the orientation of

helix’s axes along the normal to the membrane, which constrains the binding of

planar chromophores such as porphyrins or Chls to the protein [160, 161]. As a

result, the two proteins can almost be structurally superimposed even with a low

percentage of sequence identity. Photosynthetic RCs are light-driven oxidoreduc-

tases. As such, the RCs resemble many other membrane oxidoreductases, for

example, cytochrome bc1 and b6f complexes and NADH dehydrogenase. Some of

these proteins seem to have common ancestry in Eubacteria and Archaea [71]. One

of the hypotheses [162] proposes an evolutionary link between the cytochrome

b and the reaction center polypeptides, thus exploring the possibility that the

photosynthetic RCs had originated from ancient cytochrome oxidoreductases with

broad substrate specificity.

13.8 Driving Forces for the Evolution of the Photosynthetic

Reaction Center

The prebiotic proto-RCs may have been monomeric [142, 151], assembled in the

Hadean pre-LUCA communities and integrated later as a dimer protein into the

heterotrophic protocells originated in the hatcheries of the geothermal ponds

(see Sect. 13.4 and Sects. 13.5.4 and 13.7.1). Alternatively, the chemotrophic

ancestors originated at the deep-sea hydrothermal vents (Sect. 13.3) could have
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recruited some proteins assembled as homodimers for the light-driven generation of

reducing power (Sect. 13.7.4) after encountering light in the ocean’s photic zone

(Sect. 13.5.3).

Primitive homodimeric layout of the RC is found in the extant photosynthetic

bacteria from three out of six phyla, i.e., in green-sulfur bacteria (Bacteroidetes/
Chlorobi) [63, 64], Heliobacteria (Firmicutes) [163] and the only known

photosynthesizer from Acidobacteria [164, 165] (Fig. 13.10). Despite the uncertain
mechanisms of the emergence of the photosynthesis there is a consensus that all

photosynthetic RCs, both PSI (Fe–S type) and PSII (Q type) have a common origin.

This is supported by similarities in amino acid sequences, protein folds, pigments,

and the cofactors of the electron transfer and common fundamental mechanisms of

light-induced transmembrane electron transfer and charge stabilization [166–173]

(Figs. 13.10 and 13.11).

Fig. 13.10 Phylogenetic tree based on multiple sequence alignment of photosynthetic reaction

center subunits in extant photosynthetic organisms. Note a significant heterogeneity between the L

and M subunits of the reaction center from purple bacteria and Chloroflexus. The tree is generated
using Archaeopteryx
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Fig. 13.11 Similar protein folds and layouts of cofactors of electron transfer in reaction centers of

extant photosynthetic organisms. (a) Overlap of 3D protein structures of the PSI RC proteins from

cyanobacteria, PsaA (red), PsaB (green) (pdb code 1JBO), and the PSII RC proteins from

cyanobacteria, PsbA (yellow), and PsbD (blue) (pdb code 1S5L). (b and c) Layouts of two

branches of electron cofactors in the Fe–S-type RC (b) and Q-type RC (c). Electron transfer

chains start with the dimeric primary donor and are mediated by accessory chlorophylls, primary

acceptors (chlorophylls (b) and pheophytins (c), respectively) and quinones (secondary acceptors).

In the Fe–S-type RC (PSI), two electron transfer chains converge to iron–sulfur clusters. In the

Q-type RC (PSII) only one chain is functional due to differentiation of the quinone functions. See

text for details
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13.8.1 Evolutionary Significance of the C2 Symmetry
in Proto-Homodimeric RC

Homodimeric protein assembly is energetically advantageous, less metabolically

costly, and more protected from degradation due to a reduced surface area [174]. It

is likely that the C2 symmetry in arrangements of the subunits and the cofactors of

the electron transfer in the photosynthetic reaction centers is an evolutionary

imprint of the progenitor homodimeric RC with two identical subunits.

A principal molecule of any RC and the proto-RC in particular is the primary

electron donor, which upon photoexcitation launches a transmembrane electron

transfer. Dimeric arrangement of the primary donor is likely a consequence of the

protein dimerization (Fig. 13.11, parts b and c). Each of the redox-active pigments

in the dimer is bound to the protein and fixed on the interface between the two

monomers. The protein plays a crucial role keeping the distance between the Chls

in the dimer; otherwise, the excitation could be quenched as happens in Chl dimers

in solution [175]. The interface between the two subunits of the proto-RC

(Fig. 13.12, part a) had likely provided a scaffold for binding of the cofactors of

the transmembrane electron transfer. Physical dimensions of the tetrapyrrole rings,

the natural thickness of the membrane, and the transmembrane orientation of the

protein helices had likely determined the alignment of the cofactors.

Primitive light-driven oxidoreductases were inefficient due to non-optimal dis-

tances and orientation of cofactors of the electron transfer and loosely bound

secondary electron donors and acceptors (menaquinones and Fe–S clusters)

(Fig. 13.12, part a). Under reducing conditions the Fe–S complexes and the

quinones could be easily over-reduced. In this case, the doubly reduced and

protonated quinones might have shuttled to the other side of the membrane where

they were shared by other anaerobic oxidoreductases.

13.8.2 Driving Forces for Evolution of Homodimeric
Fe–S-Type RC

The instability of charge separation had inferred a driving force towards optimiza-

tion of the transmembrane electron transfer reactions and stabilization of the charge

separation through binding of the secondary electron acceptors and donors

(Fig. 13.12, part b).
Fixing the Fe–S complex as a stable terminal acceptor had several consequences

for the evolution of the homodimeric PSI. Its stability was advantageous for

producing more reducing equivalents for a variety of metabolic processes such as

reductive TCA, sulfur assimilation, amino acid and nucleotide metabolism, and

nitrogen fixation [176, 177]. Coupling to different metabolic pathways was likely

mediated by a group of small and diverse ferredoxin-like Fe–S proteins including

loosely bound tertiary electron acceptors, analogs of FA and FB in the extant PSI

414 A.N. Melkozernov



homodimer-containing organisms. Stable binding of the terminal electron acceptor,

Fe–S cluster, in the interface between two subunits on the acceptor side had

confined PSI to one-electron redox chemistry in two symmetric branches of elec-

tron transfer that converge on terminal electron acceptor (Fig. 13.12, part b(i)). In
cyanobacteria, the heterodimeric PSI is equipped with protein subunits on the

acceptor side of the membrane that fix the position of the quaternary acceptors

(FA and FB) and further stabilize charge separation. In the homodimeric PSI from

Heliobacteria and photosynthesizing Acidobacteria, these proteins are likely not

developed [178].

Stronger binding of two quinones that mediated transfer of one electron from

photoreduced BChls to the Fe–S center was likely the next step in the stabilization

of the charge separation in the PSI. The selective pressure was imposed on the

protein to change the redox potential of the quinones bound to the symmetry-related

Fig. 13.12 Scheme of evolutionary development of the photosynthetic reaction centers: (a)

Homodimeric proto-photosystem consisting of two identical monomers having RC part (blue)
and antenna part (green). RC cofactors are ancestral chlorophylls, quinones (menaquinones), and

Fe–S acceptors. (b) i) Homodimeric Fe–S-type RC with stabilized charge separation and bound

terminal acceptors (Fe–S clusters) and secondary donors (heme-containing proteins). (ii)
Homodimeric Q-type RC with differentially bound quinones (QA and QB), none-heme iron, and

bound secondary donors (cytochromes and high-potential Fe–S centers). (c) Ancient homodimeric

RC gave rise to extant homodimeric PSI (iii), extant heterodimeric RCs in photosynthetic

proteobacteria and Chloroflexi (iv), and heterodimeric PSI and PSII in extant cyanobacteria (v).
See text for details
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sites of the homodimer in such a way that the reduction of the terminal iron–sulfur

center is fast enough to avoid the double reduction of the quinones, which would

block the RC. Ancestors with this type of the RC gave rise to extant anoxygenic

phototrophs with the homodimeric PSI (Fig. 13.12, part c(iii)).

13.8.3 Driving Forces for Evolution of Homodimeric
Q-Type RC

Driving forces and consequences of the evolution of type 2 reaction centers were

different. The changes might have been triggered by depletion of the reducing

electron donors in the photic zone (Fig. 13.7, part a) followed by occupation of new
ecological niches such as shallow water habitats (Fig. 13.7, part b) with weaker

electron donors such as Fe2+.

Within the RC the changes included a modification of the primary electron

acceptor (pheophytinization of the primary acceptor) and the redox tuning of two

quinone acceptors (Fig. 13.12, part b(ii)). Situation with two loosely bound qui-

nones or two tightly bound quinones was not evolutionarily beneficial for the

homodimeric Q-type RC as it affected the efficiency of the charge separation in

the reaction center. In these RCs each quinone in the symmetry-related branches

might end up in reduced semiquinol state followed by blocking of the electron

transfer in both chains and destabilization of the RC due to electrostatic repulsion

[179]. Nature found a solution to this problem by (1) differential binding of two

quinones and (2) muting the redox properties of the iron on the acceptor side.

The differential binding of two quinones was likely achieved by random muta-

tions of the quinone-binding sites [154] that caused a stronger affinity for the first

quinone (analogous to QA), the change of its redox potential to ensure one electron

reduction by the pheophytinized primary acceptor followed by a double reduction

of the second quinone coupled with the proton transport (Fig. 13.12, part b(ii)).
Thus, the double reduction and the double protonation of the second quinone (QB

analog) had switched the electron transfer from bidirectional to unidirectional

electron transfer mode [180]. Another adaptive change was muting the redox

properties of the iron on the acceptor side. A double protonation of the loosely

bound quinone in the homodimeric Q-type RC allowed shuttling of QH2 to the other

side of the membrane, thus achieving a twofold evolutionary benefit by preventing

charge recombination in the RC and building the ΔpH gradient for the ATP

synthesis.

A broader range of minerals became available through weathering of the crust in

the tidal zones. Extant anoxygenic phototrophs demonstrate the use of a range of

electron donors such as iron [102], manganese [181], As (III) [182], and nitrite

NO2
� [183]. Adaptations to weaker electron donors probably included recruitment

of the proteins from the anaerobic respiration pathways in the ancestor membranes

(mostly heme-containing cytochromes or high-potential Fe–S proteins) to adjust to
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reducing potentials of new sources of electrons. The RCs in extant phototrophs

from Proteobacteria and Chloroflexi lack the antenna part; therefore they likely

emerged from the ancestors with the homodimeric Q-type RC via gene splitting

(Fig. 13.12, part c(iv)).
The so-called fusion hypothesis [151, 169] proposes that two different types of

the RCs had evolved through gene duplication of the proto-RC (Fig. 13.12, part b(i)
and (ii)). According to this, cyanobacteria obtained two types of the RCs by LGT

from ancient Heliobacteria (PSI type) and Chloroflexi (PSII type) (Fig. 13.12,

part c(v)). Alternative models propose that the ancestor would have sustained

possessing two reaction centers in one organism [152, 184] (Fig. 13.12 part b,
dashed outline). The ancestors named protocyanobacteria gave rise to modern

cyanobacteria and diverse lineages of anoxygenic phototrophs through differential

loss of photosystems and gene splits (Fig. 13.12 part c) (see also Chap. 14).

In summary, the evolution of an ancestral homodimeric proto-RC and its

divergence to a homodimeric PSI (Fe–S type), which functions in extant

anoxygenic Chlorobi, Heliobacteria, and Acidobacteria, and the hypothetical

homodimeric PSII (Q type) were driven by availability of the electron donors in a

series of ecological successions from the oceanic photic zone to the shallow water

habitats. This process had eventually resulted in the advent of real independence of

the photosynthetic organisms from the geochemical conditions in cyanobacterial

lineages that were able to oxidize water. The major designs of type 1 and type 2

reaction centers had been evolutionarily settled in photosynthetic lineages of six

eubacterial phyla by the time of the Great Oxidation Event around 2.3–2.5 billion

years ago.

13.9 Origin of Anoxygenic Photosynthesis: Support

from Molecular Phylogeny and the Whole-Genome

Analysis

The photosynthesizing prokaryotes are found only among Eubacteria suggesting

that the photoautotrophy emerged after the split of the Eubacteria and the Archaea.

Despite the evolutionary benefits, photosynthesis is limited to 6 out of 32 described

taxa. Given the fact that we know merely 5 % of the microbial diversity in the

ocean, one might expect that new photosynthetic taxa will be discovered. On the

other hand, this patchy distribution is surprising and should have an evolutionary

explanation, especially compared to a stunning microbial and phylogenetic diver-

sity of chemolithoautotrophs living off the redox disequilibria at the ocean floor and

beneath the oceanic crust [38, 67, 185].

Comparison of the phototrophs using single photosynthetic gene phylogenies

shows no coherent relationships among the different photosynthetic bacteria and

supports separate evolutionary histories of pigment-synthesizing enzymes, photosys-

tems, light-harvesting complexes, and carbon metabolic pathways [151, 186, 187].
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This clearly indicates that genes coding for the core proteins of the photosynthetic

machinery may have been transferred through the mechanisms of lateral gene transfer

(LGT) facilitated by gene transfer agents and viruses [172, 187–189].

Phylogeny inconsistencies imposed by the LGT do not contradict the monophy-

letic origin of life [190, 191]. This implies that at some point the distribution of the

photosynthetic genes and some other critical genes in the genome had occurred

through vertical inheritance, from ancestors to descendants. The question is how to

detect the evolutionary signal (vertical inheritance) accounting for the processes

that destroy the signal (LGT, different rates of evolution or artifacts of the phylo-

genetic tree building).

Recently published genome-wide analyses of the phylogenetic trees of

Eubacteria based on concatenation of numerous gene families have a very-well-

resolved split of the tree into two branching superclades preceded by deep-rooted

lineages, which are supposedly hyperthermophiles [192–200]. Raymond et al. [201]

have performed the whole-genome comparisons of species from five different

photosynthetic taxa by maximum likelihood mapping and observed a consistent

separate clustering of Proteobacteria and Chlorobi on the one hand and the

Heliobacteria, Chloroflexi, and Cyanobacteria on the other hand, which is consis-

tent with the observed split in the phylogenetic trees (see Figs. 13.4 and 13.13a, b).

Interpretations of the trees available in literature are based on two competing

hypotheses, which are supported by two different topologies of the trees. The first

topology (Figs. 13.4 and 13.13a) [192–196] supports deep branching of hyperther-

mophilic Aquificae and Thermotogae followed by a split of ancestrally marine and

first emerging Eubacteria named Hydrobacteria by Battistuzzi et al. [193] and

emerging later superclade of Eubacteria called Terrabacteria. Hydrobacteria
include among others photosynthetic representatives of Chlorobi, Acidobacteria,
and Proteobacteria, while Terrabacteria include among others photosynthesizing

Heliobacteria (Firmicutes), Chloroflexi, and Cyanobacteria. The second topology

(see Fig. 13.13b) supports deep-branching extremophiles of Deinococcus-Thermus
group and hyperthermophilic Thermotogae followed by a split into similar

superclades but with the opposite time of emergence [197, 200].

13.9.1 Phylogenies Favoring Deep-Sea Origin of Life

The first topology (Fig. 13.13a) would favor the hypothesis of the deep-sea origin of

life at the hydrothermal vents (Sect. 13.5.3). Using molecular clock method

Battistuzzi and Hedges [194, 195] mapped the evolutionary changes onto a geo-

logical timeline based on the evidence from the isotopic analysis, microfossil

record, and biomarkers. According to this timeline, the divergence of deep-sea

hyperthermophilic classes Aquificae and Thermotogae had possibly occurred 4.19

billion years ago, and the split of Hydrobacteria and Terrabacteria had occurred

around 3.13 billion years ago with a credibility interval of 3.6–2.8 Ga. Note that the

evidence of diverse anoxygenic photosynthetic communities in shallow water
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habitats is dated by 3.4–3.3 Ga [96, 97] (see Sect. 13.5.3). The common ancestor of

Hydrobacteria and Terrabacteria was proposed to be photosynthetic (shown as

black dot in Fig. 13.13a) [193] in agreement with earlier ideas [119, 193, 202–204].

This ancestor could have emerged from the chemoautotrophic predecessors that

encountered light energy in the ocean photic zone (Sect. 13.5.3).

Fig. 13.13 Two major topologies of the phylogenetic trees of Eubacteria based on concatenation

of numerous gene families support competing hypotheses of the evolution of Eubacteria with

implications on evolution of bacterial photosynthesis. (a) Phylogeny from Battistuzzi et al. [195]

indicates the early split of Hydrobacteria and Terrabacteria preceded by deep-rooted hyperther-

mophilic lineages. Dot at the split indicates hypothetical phototrophic ancestor. (b) Phylogeny

from Wu et al. [200] indicates deep-rooted lineages such as Deinococcus-Thermus and

Thermotogae followed by a split between two superclades with earlier emergence of Firmicutes.
Lineages with photosynthetic representatives are labeled by asterisks. See text for detail. The trees
are built in Archaeopteryx using data from [195] (a) and [200] (b)
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Following this scenario the common photosynthetic ancestor had likely pos-

sessed the primitive inefficient RC with broad specificity for cofactors (see

Sect. 13.8.1 and Fig. 13.12, part a) and the primitive (B)Chl biosynthetic pathway

(see Sect. 13.6). At depths of 30–60 m (see Fig. 13.2b and Sect. 13.5.2) the ancestor

would encounter light in the 350–600 nm spectral region, which would be consis-

tent with functioning of Chl derivatives on initial steps of the pathway (Fig. 13.8b)

provided that the Granick mechanism governs the (B)Chl pathway evolution

(Sect. 13.6.2). If massive recruitment of the enzymes from the ancient tetrapyrrole

biosynthetic pathways had occurred, the pigment composition might have been

different.

Diversification of Hydrobacteria could have been launched by occupation of

shallow and deep waters with varying composition of the electron donors for

photosynthesis (Sect. 13.5.3). The descendants could have possessed homodimeric

Fe–S-type RC (Fig. 13.12, part b (i)) or homodimeric Q-type RC (Fig. 13.12, part

b (ii)) depending on the environmental conditions. The evolutionary diversification

of Terrabacteria is attributed to the colonization of land by ancestors of Firmicutes,
Actinobacteria, Chloroflexi, and Cyanobacteria. Many of these bacteria are able to

produce spores that withstand extreme conditions, most notable of which is drying

out [205]. These groups are shown to have increased susceptibility to LGT [192]. In

Firmicutes, a significant interphylum LGT [192, 206] may explain that

Heliobacteria obtained the homodimeric Fe–S-type RC from hydrobacterial

descendants (e.g., Chlorobi). In a similar way, proteobacterial lineages possessing

a substantial genomic flexibility in marine microbial populations due to the LGT

[192, 207] could have donated the Q-type RC to Chloroflexi [208].

13.9.2 Phylogenies Supporting Terrestrial Origin of Life

The second topology (see Fig. 13.13b) supports the deep-branching extremophiles

of Deinococcus-Thermus group and hyperthermophilic Thermotogae and location

of the superclade that gave rise to Firmicutes, Actinobacteria, Chloroflexi, and
cyanobacteria lineages at the base of the eubacterial tree [197, 198, 200]. This

topology would favor the terrestrial origin of life as the deep-branching lineages

include heterotrophic non-photosynthetic bacteria (see Sect. 13.4). A group of

Deinococcus-Thermus demonstrates extreme tolerance to ionizing radiation and

drying that would be consistent with the conditions of the early Archean terrestrial

habitats. Group of Firmicutes consistently cluster with Chloroflexi and

Cyanobacteria [192, 197, 200]; however, they branch off earlier followed by

divergence of Chloroflexi and Cyanobacteria [208] (Fig. 13.13b). Following the

scenario of the terrestrial origin of life (Sects. 13.4 and 13.5.4) the heterotrophic

lineages could have incorporated prebiotically developed photosynthetic blocks

(see Sect. 13.7.1) and could have given rise to the photoheterotrophs. For example,

thermophilic Heliobacteria, the extant photosynthesizing Firmicutes, are primitive

obligate heterotrophs with Clostridia-type metabolism that are able to
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photoheterotrophically oxidize simple organic compounds using light-driven PS1

homodimeric oxidoreductases [58]. Microbial mats in the Archean terrestrial and

shallow water habitats (Sect. 13.5.4) could have been natural bioreactors of the

terrestrial anoxygenic photosynthesis that eventually gave rise to oxygenic

cyanobacterial lineages. Diverse molecular phylogeny of cyanobacteria suggests

their origin in freshwater habitats [209]. Note that the terrestrial origin of

cyanobacteria is also consistent with the origin of the Terrabacteria superclade

within the phylogenies of Battistuzzi et al. [195, 203] with later emergence of

cyanobacteria (see above).

The existence of the common photosynthetic ancestor for Hydrobacteria and

Terrabacteria (Sect. 13.9.1 above) would imply that the majority of the descen-

dants had lost their photosynthetic traits except those retained in several phyla

through vertical inheritance and LGT. Alternatively, the photosynthetic ancestor

could have given rise only to lineages of photosynthetic Eubacteria while its pre-

decessors had given rise to the rest of the non-photosynthetic lineages via selective

loss and LGT. Under any scenario, a relatively short time between the origin of

anoxygenic photosynthesis (3.5 Ga) and the emergence of cyanobacteria (3.0–

2.8 Ga) would imply that the strong UV radiation selection pressure in the shallow

water and terrestrial habitats may have accelerated the evolution due to increased

mutation rates by several orders of magnitudes as suggested by the simulated

condition experiments [210]. Furthermore, around 3.0 Ga full-fledged plate tecton-

ics came into action [26, 27], which significantly increased the availability of

minerals due to weathering of rocks, which resulted in ecological domination of

cyanobacteria in the photic zone and the upper layers of the microbial mats.

13.10 Concluding Remarks

In conclusion, some cautionary remarks should be taken into consideration when

choosing between the competing hypotheses of the origin of life and

photosynthesis.

Geochemists tend to believe that the early Earth atmosphere was rather slightly

oxidizing or neutral than reducing. It is likely that consensus has emerged that a

start of life needed a constant generation of thermodynamic disequilibria and highly

reducing conditions for the synthetic reactions. Deep-sea hydrothermal vents that

were common through Hadean and Archean time had provided such thermody-

namic disequilibria and those reducing conditions on the global scale. Given high

concentrations of CO2, the reactive conditions at the alkaline hydrothermal vents

were conducive to the origin of chemoautotrophic life. Alternatively, the hypothesis

of the terrestrial origin of life emphasizes on a local start of heterotrophic life

boosted by thermodynamic disequilibria provided by terrestrial geothermal ponds

or similar environments and enhanced by the UV-driven photochemical synthesis

of the organic compounds that fed the heterotrophic protocells.
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When life had started is fundamental question as development of the genetic

code would need time. It is suggested that the components of the protocells such as

metabolic blocks, compartmentalized membrane systems, or RNA-based coding

and translation could have been evolved in the pre-LUCA communities, natural

reactive habitats such as proposed for the deep-sea hydrothermal vents [53] or the

geothermal ponds [81]. This means that the pre-LUCA development could have

started earlier in the Hadean (~4.3 Ga). Unfortunately, the timing of this is

compromised by uncertainty with the degree of impacts from the heavy meteorite

bombardment, which is thought to be characteristic of this time. It is possible that

life had emerged several times but it was intermittently sterilized on the surface.

Within the framework of the terrestrial origin of life emergence of primitive

photosynthesis could have occurred not long after the origin of life. The primordial

photosynthetic components that were supposedly synthesized at the pre-LUCA

stage could have been integrated into the simple heterotrophic protocells. In this

case the evolution of the tetrapyrrole pathways would mirror the evolution of

photosynthesis, and the early start of photosynthesis would favor the Granick

hypothesis. The early photoheterotrophic organisms could diverge into mixotrophs

in the ocean depending on the source of electron donors for photosynthesis. Recent

discoveries of non-photosynthetic heterotrophic and photoheterotrophic species in

Chlorobi family [211] would support a scenario of the photoheterotrophic life later

turned mixotrophic and strictly autotrophic.

However, widely accepted hypothesis of the Late Heavy Bombardment (4.2–

3.8 Ga) would imply that only hyperthermophiles had chances to survive through

the bottleneck of the bombardment. The discovery of endolithic and subsurface

habitats of both terrestrial and marine microorganisms living off the rock geochem-

istry as deep as 3 km [212] would support this idea. This is also supported by recent

modeling studies concluding that the Earth habitable zone could not have been

destroyed even by the harshest impacts [80] giving preference to the seafloor and

the oceanic deep crust primordial habitats and excluding the terrestrial habitats.

Thus, the deep-rooted hyperthermophilic chemoautotrophic survivors of

Eubacteria could possibly give rise to the photosynthetic lineages when they

encountered light in the photic zone. The photosynthesis in the photic zone could

have appeared after the end of the bombardment around 3.8 Ga and could have

settled in shallow water habitats by 3.4 Ga as evidenced by microfossil records of

the diverse microbial life including shallow water anoxygenic photosynthesis.

We do not know what type of metabolism the photosynthetic ancestors pos-

sessed. Based on the properties of extant chemoautotrophs this could be as prim-

itive as the reductive acetyl-CoA pathway, the reductive TCA pathway, or a

combination of both. As photosynthesis is generally considered to be a complex

process the recruitment of the ancestor’s available systems for new light-driven

generation of the reducing power for the CO2 reduction would be evolutionarily

justified. For the same reason, the BChl biosynthetic pathway could have been built

based on recruitment of the available ancient pathways and the enzymes and their

adjustment to the synthesis of Mg- or Zn-containing Chls, Bchls, or both.
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Should we consider the connection of the PSI with metabolism primeval? Iron–

sulfur centers in the PSI possibly descended from the primordial iron–sulfur

clusters or primitive ferredoxins that catalytically mediated the reduction of CO2

in the microporous compartments of the alkaline hydrothermal vents

(see Fig. 13.3b). The PSI is a major producer of the light-generated reducing

power for the carbon fixation and other metabolic pathways through a series of

Fe–S-containing proteins, which are shared by many metabolic networks. The

ancient bacteria possessing proto-reaction centers would immediately benefit

from the new source of energy by outgrowing their competitors and surviving by

natural selection.

Finally, current uncertainty in the origin of photosynthesis is determined by the

fact that the competing hypotheses provide alternative explanations and have

different levels of conclusive evidence or experimental testing. Future discoveries

of new photosynthetic phyla, improved quality of genome-wide phylogenetic

analysis, experiments on simulation of the primordial conditions, and directed

evolution will inevitably lead to a synthesis of unified concept of the evolution of

photosynthesis.
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Chapter 14

Origin of Oxygenic Photosynthesis from

Anoxygenic Type I and Type II Reaction

Centers

John F. Allen

Abstract All anoxygenic photosynthetic bacteria currently known have

photosynthetic reaction centers of only one type, either type I or II. In contrast,

all oxygenic photosynthetic systems—of plants, algae, and cyanobacteria—have

both type I and type II reaction centers. Molecular oxygen is the oxidation product

of water in a type II reaction center that is connected, in series, with a type I reaction

center. Around 2.4 billion years ago, the evolutionary origin of this series connec-

tion initiated biological water oxidation and began to transform our planet irrevo-

cably. Here I consider the question of how separate type I and type II reaction

centers diverged from a common ancestor. How they later became linked together,

to become interdependent, is also considered, and an answer proposed. The “redox

switch hypothesis” for the first cyanobacterium envisages an evolutionary precursor

in which type I and type II reaction center genes are present in the genome of a

single anoxygenic bacterial lineage, but never expressed at the same time, their

gene products forming different reaction centers for light energy conversion

under different growth conditions. I suggest that mutation disrupting redox control

allowed these two reaction centers to coexist—an arrangement selected

against prior to the acquisition of a catalyst of water oxidation while having

a selective advantage thereafter. Predictions of this hypothesis include a modern,

anoxygenic descendent of the proto-cyanobacterium whose disabled redox

switch triggered the Great Oxidation Event, transforming both biology and Earth’s

surface geochemistry.
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14.1 Two Light Reactions in Photosynthesis, Isolated

or Connected

The primary process in photosynthesis is light-induced separation of electrical

charge across a membrane [1]. In photochemical reaction centers this charge

separation lasts long enough for its recombination to occur only after a number of

secondary reactions have taken place. These secondary reactions include electron

transport in a chain of coupled oxidation-reduction reactions, proton translocation

to establish delocalized transmembrane gradients of pH (proton concentration) and

electrical charge, and synthesis of ATP from ADP and inorganic phosphate. These

reactions are together sufficient for complete photosynthesis, defined as the

conversion of radiant energy into biologically useful chemical free energy. One

or more assimilatory reactions, acting on environmental and inorganic substrates,

are usually coupled, in turn, to the secondary reactions of photosynthesis. Thus

photosynthesis is often linked to assimilation of carbon dioxide in photoautotrophy

or to assimilation of molecular nitrogen in photodiazotrophy, providing essential

inputs not only of energy but also of elemental carbon or nitrogen into living cells,

organisms, and ecosystems. Biological, ecological, and geochemical nitrogen,

carbon, and oxygen cycles can be viewed as the eventual, long-term return of

electrons to a photooxidized chlorophyll that is the primary electron donor, P,

in a photosynthetic reaction center. At its simplest:

DPA+ hν!DP*A!DP+A–!D+PA–

where D is an electron donor, A stands for a chain of acceptors, P is the primary

donor, and P* is its excited state. A committed reductionist might summarize

ensuing reactions as follows:

D+PA–!DPA+ biology

While all photochemical reaction centers use light to separate charge, moving an

electron across a membrane, reaction centers can be divided into two distinct types

according to the chemical identity of their immediate secondary electron donors

and acceptors, each serving to stabilize the charge separation in a different way. The

characteristics of the two types of reaction centers, and the relationship between

them, are outlined in Fig. 14.1.

Type I reaction centers take an electron from a donor such as a cytochrome or the

copper protein, plastocyanin, and use the energy of an absorbed quantum to pass the

electron, through transient intermediates, to an iron-sulfur acceptor (a ferredoxin)

on the opposing side of the membrane. Bacterial type I reaction centers (Fig. 14.1)

then drive a linear electron transfer from any one of a range of inorganic donors to

reduced ferredoxin, which supplies its electron, at low potential, to drive one or

more of the coupled assimilatory reactions. In chloroplasts of cyanobacteria, plants,

and algae, the type I reaction center is the core of photosystem I, which supplies

electrons, also via ferredoxin, to NADP+ and H+, giving NADPH, which is oxidized

again in the reactions of CO2 assimilation. In photosynthetic bacteria, a hydrophilic
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type I acceptor, ferredoxin, supplies electrons directly into assimilatory reactions

with soluble components as intermediates in CO2 fixation and nitrogen fixation.

Type I photosynthesis is essentially a linear, or noncyclic, electron transfer, though

the electron may return to re-reduce the primary donor after a few steps in a cyclic

pathway in special circumstances, driving ATP synthesis without coupled net

oxidation-reduction of any external substrate.

Type II reaction centers, in contrast, have lipophilic quinones as secondary

electron acceptors. In anoxygenic bacterial type II reaction centers, the secondary

donor is a cytochrome, which is re-reduced with electrons from the proton-

translocating cytochrome b-c1 complex, itself reduced by the reduced quinone

(Fig. 14.1). The overall pathway of anoxygenic type II electron transfer is therefore

cyclic, again with no net substrate-level oxidation or reduction. While type II

Fig. 14.1 Pathways of photosynthetic electron transport through reaction centers of type I and

type II. Arrows indicate the direction of transfer of an electron, or liberation of oxygen. The

vertical scale is one of redox potential—the tendency to donate or accept the electron. Light

generates the excited state, P*, of the primary electron donor, P. P* is a strong electron donor, and

loses an electron. In type II reaction centers, the electron passes to a pair of membrane-intrinsic

quinones, QA and QB. In type I reaction centers, the electron passes to a chain of membrane-bound

iron-sulfur centers, Fe-S, including water-soluble ferredoxin. Oxygenic photosynthesis couples the

type II reaction center of photosystem II to the type I reaction center of photosystem I, allowing

oxidation of water to supply electrons, and electrons pass through both reaction centers, reducing

NADP+ as the terminal electron acceptor. Anoxygenic photosynthesis has either a type I or a type

II reaction centers, but never both. In all cases, a central cytochrome b-c1 (or b-f)–Fe-S complex

oxidizes a quinone pool, Q, in a proton-translocating cycle that transduces the free energy of the

chemical redox reactions to a chemiosmotic, transmembrane proton-motive force, the intermediate

between electron transport and ATP synthesis. Cyt cytochrome, PC plastocyanin
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photosynthesis is cyclic in anoxygenic bacteria, the type II reaction center

of cyanobacteria and of chloroplasts of plants and algae has a predominantly

noncyclic pathway. In the latter, electrons are obtained from an inorganic

donor—water. The oxidation product is free, molecular oxygen—photosynthesis

is then oxygenic. The type II reaction center of oxygenic photosynthesis forms the

core of photosystem II. Its eventual electron acceptor, from its reduced quinone

secondary acceptor, plastoquinone, via the cytochrome b-f complex, is the type I

reaction center of photosystem I.

Oxygenic photosynthesis takes electrons from water at a standard redox

potential (H2O/O2) of +810 mV to NADP+ at a standard redox potential

(NADPH/[NADP+ + H+]) of �320 mV. The energy required to move an electron

through more than 1.1 V comes from two photochemical reaction centers, one type

II and the other type I. Their series connection means that they have the same

electrical current, while their electrical potentials are added. Thus oxygenic

photosynthesis of cyanobacteria and chloroplasts always requires two separate

photosystems, photosystem II and photosystem I (Fig. 14.1). The terminology

derives from the pigment systems I and II, proposed by Hill and Bendall [2] as

components of electron transport in “the chloroplast reaction.” The reaction center

terminology of type I and type II derives from the evident biophysical and structural

similarity of the reaction centers of photosystems I and II with each of the

two major types of single, isolated reaction center found in anoxygenic photosyn-

thetic bacteria. Anoxygenic photosynthesis uses just one reaction center of either

type I or type II, and therefore has a quantum requirement of 1 for transfer of one

electron. In contrast, oxygenic photosynthesis requires the coupling of the two

distinct reaction centers of photosystem I and photosystem II, and therefore has

a corresponding quantum requirement of 2. For assimilatory reactions such as

CO2 fixation, requiring four electrons, these differing quantum requirements

are equivalent to 4 per CO2 molecule for anoxygenic photosynthesis and 8 for

oxygenic photosynthesis.

If anoxygenic photosynthesis requires half the number of quanta, why has the

less quantum-efficient, oxygenic form of photosynthesis come to dominate biolog-

ical energy flux and the global carbon cycle? The answer lies in the universal

availability of the electron donor, water, in contrast to the potentially limiting

supply of more easily oxidized electron donors such as hydrogen sulfide, hydrogen,

Fe2+, and reduced carbon compounds. Furthermore, inorganic electron donors

other than water must have become less abundant after the advent of oxygenic

photosynthesis, as oxygen began to suffuse the atmosphere [3]. Once water oxida-

tion and oxygen evolution appeared and began to distribute oxygen as the energet-

ically preferred terminal electron acceptor for respiration, then electron donors

originally useful to single-photosystem, anoxygenic photosynthetic bacteria

became restricted to special environments. Donors such as H2S are now provided

either from localized or transient geochemical efflux or as products of anaerobic

respiration. Once photosynthesis had begun to produce oxygen, there was no

turning back.
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14.2 Anoxygenic Type I and Type II Reaction Centers:

Divergence from a Common Ancestor

A wealth of spectroscopic evidence has long supported the resemblance, summa-

rized in Fig. 14.1, between anoxygenic type I and the reaction center of

photosystem I, and between anoxygenic type II and the reaction center of photo-

system II [4–8]. This resemblance turned out to have a deep evolutionary founda-

tion when it was seen that core protein subunits in the newly resolved structure of a

purple bacterial, type II, reaction center exhibit functional amino acid sequence

similarities with proteins of chloroplast photosystem II, as deduced from the

nucleotide sequence of chloroplast DNA [9, 10]. An emerging structure of photo-

system I from a cyanobacterium then indicated that the type I-type II division

extends to the architecture and disposition of the central, membrane-spanning

α-helices that traverse the membrane, holding the donors and acceptors in

place for light-driven charge separation [11]. Today it is indisputable that the

cores of photosystems I and II are examples of reaction centers of types I and II,

respectively [12–16].

In evolutionary terminology, two structures are said to be homologous if they

share a common ancestor. There can be no doubt that type I and type II reaction

centers are homologous. What did their common ancestor look like, what were its

electron donors and acceptors, and which sort of photosynthesis did it perform—

cyclic or noncyclic? Figure 14.2 depicts reaction centers spanning a membrane,

with divergence and specialization of type I and II reaction centers arising from a

single ancestral and more versatile form that combined features of both. The

prototype reaction center is depicted as having been capable of both cyclic,

proton-motive electron transport and noncyclic electron transport with H2S and

ferredoxin as donor and acceptor, respectively. It should be noted that some authors

favor the idea of the common ancestor having been a type I center [17] while others

favor type II [18], each viewing the alternative type as a subsequent derivative of

the favored precursor.

Vectorial electron transport—donor and acceptor lying on, or near, opposing

sides of a membrane—is fundamental to biology, and not unique to photosynthesis.

It is relevant and natural to ask how a vectorial electron carrier, predating light

capture and conversion, might first have acquired a photoelectrochemical compo-

nent, driving a reaction that had previously depended on an existing transmem-

brane redox gradient. This is an open question, and a fundamental one for

understanding life on Earth and, perhaps, our prospect of our discovering life

elsewhere. The answer may incidentally help to resolve the priority dispute

between type I and type II reaction centers. At present it seems that a case can be

made for either type I or type II coming first, while Fe-S centers, the hallmarks

of type I, are likely to be more ancient electron carriers than quinones and

cytochromes [19, 20]. With some exceptions, photosynthetic bacteria that are

14 Origin of Oxygenic Photosynthesis 437



dependent on type I centers alone are also typically obligate anaerobes—still in

hiding, as it were, from oxygen. Type II anoxygenic bacteria have adapted to

survive aerobic environments by temporarily abandoning photosynthesis

completely, becoming transiently chemotrophic. In facultatively phototrophic

and anoxygenic bacteria, a redox genetic switch controls expression, on illumina-

tion and anoxia, of the apparatus of type II photosynthesis [21, 22]. This versatility

may have been a later evolutionary acquisition, in which case type II came second,

and modern type I anoxygenic photosynthetic bacteria more closely resemble the

common ancestral form. However, there is a case for redox genetic switching being

no novel innovation, being present even in the first living cells [23]. “Which came

first?” remains a question for future research.

Fig. 14.2 Divergence of reaction center structure and function. A prototype photosynthetic

reaction center diverges to give separate, type I and type II reaction centers, each preserving a

subset of the original reaction center’s functions. The primary electron donor is a chlorophyll

molecule. The type I reaction center becomes adapted to noncyclic, H2S-oxidizing electron

transport with the iron-sulfur protein ferredoxin as the dominant secondary electron acceptor.

The type II reaction center in turn becomes committed largely to cyclic electron transport,

re-reducing the quinone. In the type II center a quinone is the predominant electron acceptor

and also serves in a proton-translocating Q-cycle involving cytochrome hemes as electron carriers,

eventually returning electrons to chlorophyll. Adapted from [59]
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14.3 How Did the Two Divergent and Isolated Reaction

Centers, Type I and Type II, Reconnect,

and so Become Interdependent?

Two central electron transport pathways (Figs. 14.1 and 14.2), each with its own

reaction center, must have become coupled together in series to comprise the

oxygenic “Z-scheme” [24]. While photosynthetic production of oxygen from

water occurs at the electron donor side of photosystem II, there is no

oxygen evolution without photosystem I, which acts as the electron acceptor of

photosystem II. Without exception, this series connection of a type I and a type II

photochemical reaction center is necessary for sustained oxygen-evolving photo-

synthesis, where each photosystem depends absolutely on the other. Thus there is

no single-reaction-center oxygenic photosynthesis. In fact, the resulting quantum

requirement, for oxygen evolution, of 8 [25] is a minimum to which oxygenic

photosynthetic systems approximate by means of both posttranslational [26] and

transcriptional [27] mechanisms for optimal distribution of absorbed light energy

between the two photochemical reaction centers. For maximal quantum yield of

oxygen, redistribution of excitation energy and adjustment of photosystem stoichi-

ometry occur in proportion to the varying and interrelated capacity of the two

reaction centers to utilize this energy in photochemistry [28, 29]. A redox genetic

switch, perhaps initiating oxygenesis itself, clearly found new applications follow-

ing the onset of two-light-reaction photosynthesis.

Since type I and type II reaction centers evolved by diverging, under natural

selection, from a common ancestor (Fig. 14.2), it follows that oxygenic photosyn-

thesis, which depends on their coming together again, was a later addition to the

photosynthetic repertory. The conclusion is that oxygenic photosynthesis appeared

later, and evolved from anoxygenic photosynthesis. There is now abundant,

diverse, and independent geochemical evidence that the Earth’s atmosphere was

largely anoxic from the planet’s formation at 4.6 Gigayears, through a billion years

or more of early life, metabolism, and ecology [30], up until the “Great Oxidation

Event” at about 2.4 Gigayears (Fig. 14.3). Thus the emergence of oxygenic

photosynthesis changed everything, imposing a requirement for oxygen tolerance

on biochemical metabolism that is, to this day, fundamentally anaerobic. A self-

renewing supply of free oxygen also meant the appearance of an abundant terminal

electron sink for energetically favored aerobic respiration, eventually creating the

conditions for complex, multicellular life. Molecular oxygen coincidentally

allowed photo-conversion of diatomic oxygen to ozone in the upper atmosphere,

creating a long-pass filter to attenuate ionizing ultraviolet radiation and making

possible the colonization of the land.

A number of suggestions have been made concerning the eventual coupling of

two anoxygenic reaction centers to give the oxygenic Z-scheme, with its

interdependent photosystems I and II [6]. One idea with wide support is lateral

gene transfer between different species and lineages, either from a type

II-containing genetic donor to a type I recipient, or vice versa, from a type I genetic
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donor to type II recipient. The complexity of a photosystem, correctly regulated and

assembled by means of protein assembly factors and molecular chaperones, might

make lateral gene transfer an implausible explanation for the coming together of

photosystems I and II; the probability of every imported component being synthe-

sized and fitting in place may be small. Nevertheless, it is notable that anoxygenic

photosynthetic bacteria carry photosynthesis genes packaged into operons [22], so

plasmid or viral [31] vectors can transfer a compatible and integrated set of

photosystem genes. Concerted migration of a complete and active genetic system,

coupled with its own membrane-bound metabolism, might be more likely to

achieve such a result. This is a process now thought to lie, much later, at the

endosymbiotic origin of chloroplasts and mitochondria in eukaryotic cells.

Another suggestion for the origin of the Z-scheme is that type I and type II

reaction centers survived as functional entities within one or more distinct

anoxygenic bacterial lineages [32, 33], eventually to hit upon the trick of water

oxidation at the donor side of the type II center. A problem with this hypothesis is

that the two separate modes of anoxygenic electron transport would have had to

take place in separate membranes, or even in metabolically isolated subcellular

compartments. One reason for this requirement is that if the two modes were

present in the same membrane at the same time, then linear electron transport by

Fig. 14.3 Geochemical evolution of the atmosphere and oceans. BIF: banded iron formations.

MIF(S): mass-independent fractionation of sulfur isotopes. Approximate time points: (a) the

earliest evidence for anoxygenic photosynthesis; (b) the earliest known occurrence of steranes

and 2-methylhopanes, taken as markers for aerobic metabolism; (c) the first putative eukaryotic

microfossils; and (d) the first known assemblages of diverse eukaryotic microfossils in shallow

marine sediments. Reproduced from [71]
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type I reaction centers would destroy redox poise required for sustained cyclic

electron transport around the type II reaction center. Cyclic electron transport

requires each electron carrier to be available as both a donor and as an acceptor.

A linear electron transport pathway intersecting a cyclic one causes over-reduction

(absence of acceptors) or over-oxidation (absence of donors) unless some

compensatory mechanism exists to balance electron influx and efflux [34].

Such mechanisms are now found in oxygenic photosynthesis, where photosystem

I on its own can cycle a proportion of electrons to drive proton pumping and ATP

synthesis independently of NADPH production [35, 36]. In anoxygenic photosyn-

thesis, however, it is difficult to see any additional benefit of controlled interaction

of type I photosynthesis with type II photosynthesis, given that type I electron

transport is capable, on its own, of electron cycling through the cytochrome

complex in the absence of an external electron donor. The need for a mechanism

achieving redox poise of type I cyclic electron transport arises primarily only after

the advent of molecular oxygen, which competes with NADP+ for electrons from

photosystem I [37], and which results in inhibition by over-oxidation if electron

input from photosystem II is restricted for any reason.

If both lateral gene transfer and simultaneous type I and type II photochemistry

are unlikely, then what is left? There is a third hypothesis, an alternative to

coordinated DNA transfer as well as to the proposition that anoxygenic type I and

type II centers somehow functioned, and survived, in a shared membrane. This third

hypothesis envisages a redox switch to select between genes for type I and type II

reaction centers. These genes are proposed to have been continually present in a

single genome but never expressed at the same time—not, at least, without disas-

trous consequences. One eventually favorable consequence happened to be photo-

oxidation of manganese and then of water, permanently emancipating phototrophy

from localized, fleeting, or irregular supplies of H2S. The reaction product, oxygen,

was difficult to live with. In due course, however, oxygen became impossible for

many organisms to live without.

14.4 The Redox Switch Hypothesis for the First

Cyanobacterium

Bacteria are usually highly versatile in their ability to use different energy sources,

coupling them to any of a variety of sources and sinks for carbon, nitrogen, and

electrons [38]. Thus the divergence, indicated in Fig. 14.2, of type I and type II

reaction centers from a common ancestor need not have depended on loss of the

complementary reaction center and its genes. Figure 14.4 describes a sequence of

events in which the capacity for either type I or type II photosynthesis was retained
within a single lineage of cells. Metabolic flexibility in anoxygenic photosynthesis

might be particularly advantageous in environments with fluctuating supplies of

H2S, as found today in the vicinity of hydrothermal springs [39]. In the Archean
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eon, such environments are likely to have been common, with varying H2S con-

centration a normal state of affairs. Before the advent of O2 as a respiratory electron

acceptor, geochemical H2S will have been widespread, but periodically diluted by

rainfall in lakes, rivers, and streams, and additionally by rising tides in littoral rock

pools [3, 40].

The scheme in Fig. 14.4 proposes that redox regulation of gene expression, all

under strictly anoxic conditions, determines whether type I or type II reaction center

genes are expressed in a single anoxygenic bacterial cell whose genome carries

them both. Quinone-level redox control provides a suitable mechanism, given the

Fig. 14.4 Retention of genes for both type I and type II centers in a single genome, selection

between their expression by means of redox regulation, and oxygenic photosynthesis as the

accidental consequence of a broken switch. Type I (RC I) and type II (RC II) reaction centers

separate, allowing specialization and eventual loss of the redundant reaction center in photoauto-

lithotrophic (type I-containing) lineages (e.g., Chlorobium, Heliobacillus spp.) and in photoorga-

notrophic (type II-containing) lineages (e.g., Rhodobacter, Rhodospirillum spp.). A versatile,

facultatively chemoautotrophic photosynthetic bacterium retains genes for both type I and type

II reaction centers. In this proposed ancestor of cyanobacteria and chloroplasts, expression of type

I center genes in the presence of H2S is accompanied by repression of type II genes. In the absence

of H2S, type II genes are induced, and type I genes become repressed. Subsequent impairment of

regulatory control allows coexistence of type I and type II reaction centers, with complementary

functions. In place of H2S, the type II center, as photosystem II (PS II), oxidizes water, liberating

oxygen, and donates electrons to the type I center, as photosystem I (PS I). The proposed loss of the

redox regulatory switch replaces the logical (Boolean) relation “Type I XOR Type II” (each type

excluding the other) with “Type I OR Type II” (either is, and both are, allowed). This in turn leads

to “Type I AND Type II” when interdependency of photosystems I and II is established in the

noncyclic electron transport chain of oxygenic photosynthesis. Adapted from [59]
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established redox regulatory control of gene transcription in both phototrophic

[21, 41–43] and chemotrophic [44–47] bacteria. An inducible type II reaction

center is retained at the core of photosystem II in the cyanobacterium Oscillatoria
limnetica, which exhibits anaerobic type I photosynthesis in the presence of H2S,

but oxygenic, two-light reaction photosynthesis in its absence [48].

In the absence of H2S, selection would have favored opportunistic use of weak

environmental reductants, including organic substrates, to allow slow, catalytic

donation of electrons into a cyclic chain that would otherwise become over-

oxidized. It is possible that the inorganic catalyst of photosynthetic water oxidation

[49, 50] first served such a poising role for purely anoxygenic, type II photosyn-

thesis, and that this occurred in the inducible type II photosynthesis of the bacterium

that also housed temporarily unexpressed genes for a reaction center of type I

(Fig. 14.4).

The universal inorganic catalyst of photosynthetic water oxidation is Mn4CaO5,

a well-defined cluster of five metal and five oxygen atoms [15]. The cluster seems to

have no independent existence, and dissociates without its amino-acid side-chain

ligands [51]. Its biological assembly suggests that environmental Mn2+ itself was an

initial substrate and electron donor [20]. Bicarbonate enhances and stabilizes light-

induced electron transfer from Mn2+ to P+ in isolated type II reaction centers and

may have itself been a precursor secondary electron donor [51]. An additional

possibility for the initial advantage of association of a type II center with manga-

nese lies in the latter’s UV-absorbing property, providing a screen for ionizing

radiation [52]. Mn2+ ions will donate electrons readily to a biochemically exposed

P+ in photosystem II (P680) [53] and to an engineered purple bacterial type II

reaction center (P870) [54]. Re-reduction of higher oxidation states of manganese

by the superoxide anion radical, or by H2O itself, liberates O2.

Geochemical data on drill cores from an early Paleoproterozoic succession at

2.415 Gigayears preserved in South Africa indicate substantial enrichment with

manganese carbonate [55]. These results are interpreted as evidence that the

extensive oxidation of manganese predated the rise of atmospheric oxygen, pro-

viding support for the hypothesis that the water-oxidizing complex of photosystem

II evolved from a photosystem originally driving oxidation of manganese [55]. The

advantage of moving to water as the initial electron donor would have been to free

the bacterium from the need for substrate quantities of Mn2+, provided that suffi-

cient manganese could be assimilated to maintain the catalytic complex. Water

oxidation might initially have been a minor pathway, since the reaction would have

been slow, and the product, molecular oxygen, was toxic. A trickle of oxygen,

produced as a by-product of useful regulatory water oxidation, would have been

scrubbed from the immediate environment by dilution, or by acting as a respiratory

electron sink for neighboring chemoheterotrophs. Subsequent selection, however,

can be expected to have increased the redox midpoint potential of the primary

chlorophyll electron donor by tuning its protein environment [54, 56, 57] while

more effectively coupling the water-oxidation complex to re-reduction of the

primary donor, today exemplified by the redox-active tyrosine that links the

oxygen-evolving Mn4CaO5 cluster with P680
+ [56–58].
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Once a mechanism for water oxidation was in place, any mutation producing

constitutive expression of both type I and type II genes would provide entirely new

functions for each of the two reaction centers, previously forbidden from operating

at the same time. Coupling of type II and type I centers simultaneously through a

single, shared quinone pool would have allowed the two centers to function in

series, and therefore in cooperation—the acceptors for the type II center, oxidizing

water, became identical with the donors for the type I center, reducing ferredoxin.

This coupling would have provided the first oxygenic bacteria with the advantages

of both modes of photosynthesis—ATP synthesis and reduction of soluble,

low-potential ferredoxin—while also releasing them from dependency on transient

supplies of H2S for photoautolithotrophic growth. It is proposed (Fig. 14.4) that the

origin of the “Z-scheme” of two light reactions, connected in series, occurred by

these means [20, 52, 59, 60].

14.5 What Was the Precursor?

The advent of oxygenic photosynthesis had global, irreversible impact, and can be

viewed as the most far-reaching event in the history of life, second only to its origin

[61]. The redox switch hypothesis for the genesis of the cyanobacteria suggests the

persistence today of a two-light-reaction, phototrophic anaerobe retaining genes for

both type I and type II reaction centers. This proto-cyanobacterium, a versatile

anoxygenic phototroph, should be able to switch between sulfide-oxidizing,

photolithotrophic, type I photosynthesis, and sulfide-independent, photoorga-

notrophic, type II photosynthesis. This organism can be autotrophic, assimilating

carbon dioxide, in both modes of photosynthetic metabolism, since the proton-motive

cytochromeb-c1 complex acts not only toprovide energy forATP synthesis. Inmodern

purple non-sulfur anoxygenic photosynthetic bacteria, the same proton-motive force

supplies energy for reverse respiratory electron transport from succinate, reducing

NAD(P)+ to NAD(P)H for CO2 and N2 assimilation.

The green, filamentous, anaerobic phototroph Chloroflexus aurantiacus grows in
environments with variable sulfide content [39]. Chloroflexus aurantiacus has

genes only for type II reaction center core proteins (PufLM) and not for type I

(PscA) [62] contrary to a previous suggestion [60]. It is uncertain whether this

conclusion will hold for all Chloroflexus species. In addition, Chloroflexus has a
major, peripheral, membrane-extrinsic light-harvesting antenna, the chlorosome,

originally discovered and characterized in the type I reaction center-containing

bacterium Chlorobium [38]. Chloroflexus may therefore be a close relative both of

cyanobacteria and of the anoxygenic phototroph predicted by the hypothesis

proposed here and depicted in Fig. 14.4. Figure 14.5 shows a scheme in which

the proposed, metabolically versatile proto-cyanobacterium is the last common

ancestor of Chlorobium, Chloroflexus, and cyanobacteria. Facultative type I and

type II-plus-type I photosynthesis is seen in the cyanobacterium Oscillatoria

444 J.F. Allen



limnetica, which has inducible photosystem II and reaction center core proteins

homologous to PscA and PufLM [63].

The redox switch hypothesis (Fig. 14.4) predicts specific, sulfide-responsive

redox regulatory control in an anoxygenic, phototrophic bacterium containing

genes for both type I and II reaction centers. Such an organism could be expected

to share some of the characteristics of Chloroflexus and Oscillatoria. Suitable
habitats still exist. It is therefore to be expected that this bacterium is either an

undiscovered or a known species as yet incompletely characterized. Such a bacte-

rium will be a modern example of the species in which photosynthetic oxygen

evolution originated, and from which cyanobacteria, and their eventual chloroplast

descendants, evolved (Fig. 14.4). It can also be considered whether the redox switch

will be found to share components in common with the quinone redox regulatory

mechanisms involved in control of respiration and photosynthesis in bacteria, as

well as in state transitions and control of photosystem stoichiometry in

cyanobacteria [41] and chloroplasts [64].

Fig. 14.5 Proposed evolutionary development of photochemical reaction centers from a respira-

tory chain complex. Vectorial electron transport and proton translocation originate in a respiratory

complex. Photochemical charge separation is introduced to form a combined type I-type II

reaction center in the common ancestor of all phototrophs, and the prototype reaction center

shown in Fig. 14.2. Type I and II reaction centers themselves then diverge, being refined by natural

selection operating on products of genes expressed under different growth conditions while

retained within single genomes of versatile phototrophic lineages. These lineages give rise to

the proposed proto-cyanobacterium, from which loss of type I reaction center genes gave

Chloroflexi, loss of type II genes gave Chlorobia, and retention of both type I and type II genes

gave cyanobacteria
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14.6 Evidence and Evidence Required: An Anoxygenic

Phototroph That Switches Between Type I and Type II

Meta-analysis of genome sequences concludes that there is no deep division

between type I and type II anoxygenic bacteria with respect to enzymes of chloro-

phyll biosynthesis [65]. Such a division might be expected if a unique origin of

cyanobacteria occurred from within a lineage represented by one or the other group

of extant anoxygenic bacteria. Therefore chlorophyll synthesis seems to argue

against a fusion of preexisting reaction centers to give photosystems I and

II. This conclusion [65] implies that the two original reaction center types were

supplied with chlorophyll by a single biosynthetic pathway, as they are today in

oxygenic phototrophs. The obvious inference is that a versatile cyanobacterial

progenitor retained the capacity to synthesize both type I and type II reaction

centers, as depicted in Fig. 14.4.

Comparative genomics points to an origin of cyanobacteria within modern

Subsection V, which contains filamentous, N2-fixing, heterocyst-bearing, freshwa-

ter forms [66]. This finding is consistent with the proposed affinity of the proto-

cyanobacterium with species of the genera Chloroflexus and Oscillatoria. This
study [66] also lends weight to the assumption that the first oxygenic phototroph

lived under conditions of low salinity, where further freshwater periodically diluted

the H2S in its habitat. A further implication of these results [66] is that the

advantage of water oxidation might have been that it provided essentially limitless

reductant, not for carbon fixation, as often supposed, but for nitrogen fixation, as

shown in the inclusive scheme for type I electron transport in Fig. 14.6. The

continuation of water-oxidizing diazotrophy from the Archean into the Proterozoic

may also provide a new perspective on the endosymbiosis that gave rise to the

chloroplasts of eukaryotic algae and plants.

The redox switch hypothesis (Fig. 14.4) predicts specific, sulfide-responsive

redox regulatory control in an anaerobic, phototrophic bacterium retaining genes

for both type I and II reaction centers. Anoxic lakes with a varying H2S influx are

known [67–70]. It is therefore to be expected that a recognizable descendant of the

proto-cyanobacterium is either as yet undiscovered or else a known species,

incompletely characterized. In the early Archean, the whole biosphere was anoxic

(Fig. 14.3), and the proposed precursor of oxygenic cyanobacteria may have been a

dominant primary producer, adapted to surface light intensities rather than to

low-light environments to which its direct descendants may be confined today. It

is likely to have contained chlorophyll rather than bacteriochlorophyll.

It is now a realistic prospect to take samples from anoxic, low-light environ-

ments for metagenomic sequencing in order to see if type I and type II genes indeed

ever cohabit a single genome. Looking beyond the anticipated success of such a

finding, enrichment culture conditions can easily be envisaged. These could begin

by setting up a cyclical influx of H2S at concentrations that vary at a frequency

found in the bacterium’s natural habitat. A wealth of information and insight

would then be forthcoming concerning primary photochemistry, biophysics,
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light-harvesting mechanism(s), biochemistry, and physiology. We might also then

help to solve the mystery of a planetary revolution, the single most decisive step in

biogeochemical, biological, and evolutionary history [61].
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A

Acaryochloris marina (Am)
Chl d-utilizing organism, 173, 183–185

PS I complexes, 227

Adenosine triphosphate (ATP)

glyceraldehyde-3-phosphate, 395

hydrothermal vents, 395

protocells, 392

Antenna protein. See Light-harvesting
complex (LHC)

ATP. See Adenosine triphosphate (ATP)

B

Bacterial reaction centers (BRC), 304, 306, 307

BChl and BPheo molecules, 197–198

charge separation (see Charge separation)
ET, 205–206

excitation energy transfer, 209

Fermi’s golden rule, 207–208

Franck–Condon principle, 206

free energy diagram, 206, 207

quantum mechanical formalism, 208–209

Rhodobacter (Rb.) sphaeroides, 197
thermodynamic averages, 208

Bacteriochlorophyll (BChl)

and BPhe a, 279
and Chl a, 279, 289
chlorophyll, 406–407

CS (see Charge separation (CS))

electron donor, 196

FMO protein, 280

L168/M197 mutations, 287

Mg-protoporphyrin, 406–407

M160 mutants, 287

a molecules, 277

P865, 286

Rb. sphaeroides, 282
βsheets, 281
tetrapyrrole biosynthesis, 404–406

tetrapyrroles overlapping, 278

Bacteriochlorophyll (BChl) dimer, 276,

278, 282

Bacteriopheophytin (BPhe)

and BChl a, 279
and BChl monomers, 280, 282

heterodimer, 288

Banded iron formations (BIFs), 398, 399, 440

BChl. See Bacteriochlorophyll (BChl)
BIFs. See Banded iron formations (BIFs)

Biogeochemistry, 392, 447

BPhe. See Bacteriopheophytin (BPhe)

BRC. See Bacterial reaction centers (BRC)

C

Carbon fixation, chemoautotrophy

ATP, 394

biosynthetic pathways, 392

CS, 407

cyanobacteria, 394

diversification, 392, 393

phylogenetic trees, 392, 394

prokaryotes, 392

Charge separation (CS)

absorption bands, 198

in BRCs (see Bacterial reaction centers

(BRC))

coherent nuclear motion, 203

and DADS, 201

electron tunneling, 129–130

energetics, BRC, 204

and ET, 123, 201–202

femtosecond absorption spectroscopy, 202
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Charge separation (CS) (cont.)
four-electron redox chemistry, 313

mid-IR data, 202

nuclear motions, pigment–protein

complex, 83

PS II RC (see Photosystem II reaction

center (PSII RC))

transient absorbance difference, 200, 201

Chemically induced dynamic electron

polarization (CIDEP)

anti-phase, 150

and CIDNP, 150

effects, radical ESR spectra, 148–149

photosynthetic organism, green plants, 149

RCs, 149

RPM, 149–150

SCRP theory, 150

spin–spin interactions, 150

Chemically induced dynamic nuclear

polarization (CIDNP)

classical RPM, 153–154

investigation, RCs, 151

solid-state (see Solid-state photo-CIDNP
effect)

Chemoautotrophy

carbon fixation pathways, 392–394

Fe–S, 394–395

hydrothermal vents, 390–392

porphyrin molecules, 394–395

quinones, 395

Chlorophyll (Chl), 277, 278

dipole strengths, 32

macrocycle, 28

P680, 303–305

and RC, 6

structure, 7

transition density, 31

Chlorophyll d
A. marina, 183
primary photopigment, 183

spectral dependence, 184, 185

Synechococcus leopoliensis, 184
Chloroplasts

and cyanobacteria, 352

eukaryotic algae and plants, 446

and mitochondria, 440

nucleotide sequence, 437

plants and algae, 436

proteins, 437

Chromophores

absorption and emission spectra, 67

absorption bands, 409

Chla molecule, 68

Franck–Condon and Herzberg–Teller

interactions, 68–69

frequency-weighted absorption, 68

CIDEP. See Chemically induced

dynamic electron

polarization (CIDEP)

CIDNP. See Chemically induced dynamic

nuclear polarization (CIDNP)

Conformational dynamics

changing spectra, 97

single-molecule spectra, 97

Continuous water injection

OEC, 363, 364

protein structure, 364–365

streamlines, 365

Crystallization, protein

membrane, 326–327

methods, 325–326

principles, 323–325

X-ray crystallography, 322

Crystal structure, PSII

atomic level, 343

EPR and EXAFS, 331

hydrogen-bond networks and proton

channels, 342–344

membrane–protein complex, 330

Mn4CaO5 cluster, 333–339

Mn-Mn and Mn-O distances, 336–337

O–O bond formation, 340–342

oxo-bridges, 330

PSII dimer, 331–333

Sr2+ substitution, 339–340

Thermosynechococcus elongatus, 330
Thermosynechococcus vulcanus, 330
thylakoid membranes, 330

water molecules, 331

XFEL, 345

Cyanobacterium, 301

ATP, 444

Chl d, 183–185
electron donor, 443

genomes, 441, 442

hydrothermal springs, 441

Mn4CaO5, 443

Oscillatoria limnetica, 443
photoautolithotrophy, 441, 442, 444

PSI, 27

PSII, 38

RC, 441

Thermosynechococcus elongatus, 277
water oxidation, 444
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D

Density functional theory (DFT), 337

3D free energy maps

chloride ion, 371, 372

dangling, 371

ILS, 368

iso-energy surfaces, 369

lipoxygenases, 369

minimal resistance paths, 370–371

molecular labyrinths, 369

water molecules, 371, 372

wave dynamics, 369–370

DFT. See Density functional theory (DFT)

Donor and acceptor molecule, ET

Frank–Condon approximation, 247, 248

Gaussian density function, 247

nuclear mode, 248

parameters determinaion, 249–251

reverse reaction, 249

temperature dependence, 249

tunnelling-mediated, 246

D1 polypeptide (PheoD1)

ChlD1+PheoD1-, 305

and PheoD2, 306

and PheoD1-QA-QB-, 310

pheophytin acceptor, 304

P680+PheoD1-, 305, 306

primary electron transfer, 302

PSII, 306

D2 polypeptide (PheoD2), 305–306

E

Electron microscopy (EM), 322

Electron paramagnetic resonance (EPR)

spectroscopy, 302, 306, 331, 340,

342, 345

Electron–phonon coupling

Chla, 47–48
and electron–vibrational coupling (see

Electron–vibrational coupling)

excitonic transition, 49

light-harvesting nature, 46

photosynthetic excitons, 47

pigment–pigment interactions, 47

SMS, 47

Electron transfer (ET)

A–
1A/B and FX, 260–266

accessory chlorophylls, 244

bidirectional model, 245

BRCs, 204

charge separation and subsequent

forward, 313

cofactors, 413

CS (see Charge separation (CS))

ETCA and ETCB, 243, 244

excitation dynamics, LHCII, 83

first-order ET reactions, 251–254

heterodimer mutants, 287–288

light-energy, 5

Mn cofactor, 290

NPQ, 101

PCET, 307

PheD1, 109

photosynthesis, 279

photosystem II, 277, 278

phylloquinone molecules, 245

and PPA (see Pulsed photoacoustics (PPA))
primary and secondary, 301

primary photochemistry, 244

PSII, 301, 302

PS II RC, 82, 212–213

Rb. sphaeroides, 282
reactions, 111

redox pair, 246

reversibility (see Reversible reaction)
theoretical treatments, 276

YZ residue, 309

Electron transfer (ET) chains

anaerobic chemiosmotic, 411

charge separation, 260

iron–sulfur clusters, 413

photosystem I, 243, 244, 257

PsaA and the PsaB subunits, 243

Electron transport

anoxygenic, 435

bacterial type I RC, 434

chloroplast reaction, 436

donor and acceptor, 437

spin dynamics (see Spin dynamics)

tunneling (see Electron–tunneling)
Electron–tunneling

atomic motions, 127

charge recombination, 123–125

donor/acceptor pair, 127

initial charge separation, 129–130

light-activated charge separation and

guided electron transfer, 123

light excitation, chlorophylls and

bacteriochlorophylls, 122

Marcus theory (see Marcus theory)

natural electron-transfer proteins, 136

nuclear and energetic displacement, 128

parabolic, 128–129

photochemical systems, natural, 136–137

quantum expressions, 133–135
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Electron–tunneling (cont.)
quantum mechanical phenomenon, 127

reorganization energy (see Reorganization
energy)

single-electron transfers, redox center, 125

speed and slow desirable electron

transfer, 135

thermal and activation energy, 128

Electron–vibrational coupling

adiabatic approach, 50

amorphous protein, 50–51

chromophores, 58

conventional and line-narrowing

spectroscopies, 53–54

description, 50

electronic transition, 52–53

energy transfer and relaxation processes, 55

Huang–Rhys factor, 56

phonon profiles, 58, 59

quantum lineshape, 55

transition probabilities, 52

vibrational frequencies, 57–58

vibrational level, 52

ZPL and PSB components, 52–53

EM. See Electron microscopy (EM)

Energy-storage (E-S) efficiency

absorbed energy, 173

Chl d cyanobacterium, 183–185

Chlorella vulgaris, 180
PPA methodology, 176

Energy transfer

collective electronic excitations, 84–85

and CS process (see Charge separation
(CS))

and CT, 90

exciton–phonon coupling and spectral line

shapes, 85–86

Förster theories (see Förster theories)
Enthalpy

direct method, measurement, 175

and entropy, 175

Gibbs free energy, 174

indirect method, measurement, 175

redox potentials, 173

standard-state values, 174

Entropy

determining factor, 172

and enthalpy (see Enthalpy)
EPR. See Electron paramagnetic resonance

(EPR)

Evolution

chlorophyll and BChl, 403–407

nuclear polarization, 158

PSII, 330

reaction centers, 411

EXAFS. See Extended X-ray absorption fine

structure (EXAFS)

Excitonic coupling

chlorophylls, 31

dipole approach, 31

dipole strength, 31–32

electrostatic potential, Chl a molecule, 30

transition densities, 29, 32

TrEsp method, 32–33

Exciton transfer

adiabatic states, 16–17

concept, 12

and coupling, 17–18

electron–electron interaction, 12

electron wave functions, 12

Förster theory, 14

HOMO and LUMO, 12

light-harvesting, 14

matrix elements, 19–20

MO, 13

pigments, 15

thermal relaxation, 20

Exciton–vibrational coupling

CDC method, 33–34

energy difference, 34

normal modes, 34

transformation matrix, 34

TrEsp method, 35

Extended X-ray absorption fine structure

(EXAFS)

and EPR measurements, 331

Mn-Mn and Mn-O distances, 336–337

F

Femtosecond spectroscopy, 214, 226

Fenna–Matthews–Olson (FMO)

BChl cofactors, 280

CDC method, 36

crystal structure, 35

dipole strength, 36

Huang–Rhys factor, 38

measurements, 280

NMA, 37

poisson–TrEsp method, 36

protein, 35

three-dimensional structure, 281

Fluorescence blinking, LHCII, 102

Fluorescence line-narrowing (FLN)

advantages, 69

Huang–Rhys factor, 56
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phonon structure, 70

PSB, 64

and SHB, 64

ZPL, 65–66

FMO. See Fenna–Matthews–Olson (FMO)

Förster theories, 14, 18, 90, 91, 95

donor and acceptor, 87

energy gap, 88, 89

formulation, 87–88

and modified Redfield approaches, 88

population transfer rate, 87

wave functions, 87

Fourier transform infrared (FTIR)

spectroscopy, 303, 305, 312,

341–342

Frenkel exciton, 12, 13, 46, 72, 73

FTIR spectroscopy. See Fourier transform
infrared (FTIR) spectroscopy

G

Gene expression, 442

H

Highest occupied molecular orbital (HOMO),

10, 12, 13, 160

Huang–Rhys factor

concept, 38

equilibrium positions, 55

and reorganization energy, 50, 59

Hydrothermal vents

alkalinity, 390

chemolithoautotrophic systems, 392

iron–sulfur minerals, 392

LUCA phase, 392

natural reactive environment, 390, 391

RNA-protein catalysis, 392

serpentinization, 390, 391

Hyperpolarization

nuclear spin

earth’s magnetic fields, 162

ET development, 163

photo-CIDNP, 162–163

primary photoreaction

CIDEP, 144

electron Zeeman splitting, 145–146

EPR spectroscopy, 144, 146–147

formation and decay, SCRP, 147–148

generation, electron magnetization, 147

hyperfine interaction, 145

investigations, electron transport

(ET), 143

Larmor frequency, 145

nanosecond and microsecond

timescale, 143

PSI and PSII, 143

reaction centers (RC), 143

spin chemistry, 148

vector model electron spin states,

SCRP, 144–145

zero-field splitting, 145, 146

I

ILS. See Implicit ligand sampling (ILS)

Implicit ligand sampling (ILS)

3D free energy maps, 368

PMF, 368

wavefront propagation, 373

K

Kinetic modelling

algebra methods, 252

diffusible redox carriers, 251–252

eigenvectors, 253

exponential functions, 253

linear differential equation, 252

Marcus theory, 246

“spectroscopic” properties, 253–254

Kok S-state cycle, 310, 313

L

Labyrinths, PSII

Dijkstra’s algorithm, 353

ILS techniques, 353

protein dynamics, 353

small molecule pathways, 352, 353

Lateral gene transfer (LGT), 418, 441

Light-harvesting complex (LHC)

green plants, 64

heterodimers, 243

inelastic neutron scattering (INS), 71–72

phonon structure, 69–70

photosynthetic apparatus, 4

properties and function, 6

SHB and FLN, 69, 70

spectroscopy techniques, 69

structure and function, 40

Light-harvesting complex II (LHCII)

Chls arrangement, 81

controlled disorder

environmental conditions, 103

features, 103
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Light-harvesting complex II (LHCII) (cont.)
forward and backward switching

probabilities, 103

spectral peak distribution, 103

switching mechanism, 103–105

intra-and inter-monomeric energy transfer

a6020-a603 cluster, 96

b601-b608-b609 cluster, 96

lumenal and stromal layers, 95–96

Redfield–Förster theory, 95–97

trimer, 96–97

linear spectra and nonlinear transient

absorption

Chl arrangement, 91

crystal structure, 82, 91

energy transfer, 94

exciton–phonon coupling, 82, 91

pigment–protein organization, 82, 91

Redfield–Förster theory, 91

site energies, 91–93

nonphotochemical quenching (NPQ),

101–102

pigment–protein organization, 81, 82

single-molecule spectra (see Single-
molecule spectroscopy)

structure, 81, 82

visualization, excitation dynamics, 94

Liquid-phase PPA

in vivo, 179

photochemistry-induced volume, 177–178

Lowest unoccupied molecular orbital (LUMO),

10, 12, 13, 160

M

Magnetic field effects (MFE), 150–151

Manganese calcium-oxo (Mn4Ca-oxo) cluster

amino acid and water ligands, 303

OEC, 300, 302

tetranuclear, 310–312

X-ray crystal structure, PSII, 301

YZ residue, 309

Manganese cluster, 276

Marcus theory

biological electron-transfer, 129

driving force and reorganization energy,

128, 129

free energy dependence, electron tunneling,

128, 129

Gaussian curve, 128

harmonic oscillator, 127

product donor/acceptor pair, 127

quantum treatment, 131–132

reorganization energy, 133

temperature modulation, 129–130

MD. See Molecular dynamics (MD)

Membrane proteins

crystallization, 326–327

detergents, 323

PSII core complex, 322

MFE. See Magnetic field effects (MFE)

Mn4Ca-oxo cluster. See Manganese

calcium-oxo (Mn4Ca-oxo) cluster

Molecular dynamics (MD)

amino acids, 355

continuous water injection, 361,

363–365

equilibration, 356

force field, 355

histidines, 356

“large channel system”, 356

lipid molecules, 356

OEC, 356, 357

simulation system, 355

thylakoid membrane, 356, 357

water channels, 358–361

water molecules, 356, 357

X-ray structure, 355

Molecular interactions and charge distributions

dispersive interaction, 24

interaction energy, 23

intermolecular wave function, 22

matrix elements, 23

perturbation theory, 21, 24

PPC, 21

Molecular oxygen

cytochrome oxidase, 376

diatomic oxygen, 439

electron transport, 441

oxygen channels, 367

photosynthesis, 436

Multiple steered molecular dynamics

(MSMD), 368

Mutagenesis, 302, 306, 309

N

NMA. See Normal mode analysis (NMA)

NMR. See Nuclear magnetic resonance (NMR)

spectroscopy

Normal mode analysis (NMA)

coupling constants, 38

FMO protein, 38

spectral density, 37

Nuclear magnetic resonance (NMR)

spectroscopy

and EPR experiments, 147

solid-state photo-CIDNP effect

(see Solid-state photo-CIDNP
effect)
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O

Ocean photic zone

anoxygenic phototrophs, 401

chemolithotrophs, 400–402

ecosystem modeling, 400, 401

hydrothermal plumes, 401, 402

metabolic costs, 401

microbial communities, 400

OEC. See Oxygen-evolving complex (OEC)

Optical spectroscopy, 309

Oxidation–reduction potential

P865, 282

tetrapyrroles, 280–282

water oxidation, 288–291

Oxygen channels

anaerobic organisms, 376

channel system, 376

cytochrome oxidase, 376

3D free energy maps (see 3D free

energy maps)

diffusion pathways

channels s1-e1 and s2-e2, 373, 375
hydrophobic transmembrane, 373

minimal resistance paths, 373, 375

OEC, 373

wavefront propagation, 373–375

MD, 368

MSMD studies, 368

proteins, 367

X-ray structures, 368

Oxygen evolution

Ca2+ with Sr2+, 339

D1-D61 and Cl-1, 343

Mn4CaO5 cluster, 333

PSII, 330

Oxygen-evolving complex (OEC)

activity and stability, 333

dark-stable ground state, 310

extrinsic proteins, 333

Mn4Ca-oxo, 300, 302, 310–312

permeation barriers, 366

PSII, 312

stable S1 state, 311

water oxidation, 313

X-ray absorption, 302

YD residue, 309

Oxygenic photosynthesis

A. marina, 183
bacteriochlorophyll, 446

Chloroflexus aurantiacus, 445
chloroplasts, 436

cyanobacterium, 441–444

cytochromes, 435

electron transport, 434, 435

ferredoxin, 446, 447

light energy absorption, 276

metagenomic sequencing, 446

photoautotrophy, 434

plastoquinone, 436

PPA (see Pulsed photoacoustics (PPA))

PSII RC, 105

RC, 437–441

redox regulatory mechanisms, 445

respiratory chain complex, 444, 445

thylakoid membrane, 4

water-oxidizing diazotrophy, 446

P

P680
chlorophylls, 303–305

photoexcitation, 306, 310

P680+-PheoD1-, 305

P680+-QA-and P680+-QB-, 306–307

P865

bacterial reaction center, 279

conjugated macrocycles, 283–285

electronic structure, 286–288

ionizable amino acid residues, 282–283

oxidation-reduction midpoint potential, 282

PCET. See Proton-coupled electron transfer

(PCET)

Permeation barriers

aquaporins, 366

channel topology, 365

equilibrium free energy, 366

Mn4CaO5 cluster, 366

MSMD, 365

OEC, 366

PMF, 365

PheoD1. See D1 polypeptide (PheoD1)

PheoD2. See D2 polypeptide (PheoD2)

Pheophytin

D1 polypeptide, 300, 304

primary electron acceptor, 305–306

Phonon structure

delta-FLN spectrum, 65–66

IDF and PSB, 64

model calculations, 64

pigment–protein system, 63

SHB, FLN and delta-FLN, 62

ZPL and PSB, 66

Photoacoustics (PA)

advantages, 180

energy efficiency, 180

PPA (see Pulsed photoacoustics (PPA))
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Photoautotrophy

anoxygenic, 404

Chl vs. Bchl, 406
DNA repair, 401

eubacterial, 417

microorganisms, 400

Photochemical reactions

and charge stabilisation, 255

cyclic tetrapyrroles, 408

electron transfer reactions, 242

and ET, 143

evolutionary development, 445

proximal antenna, 254

rearrangements, nuclei, 9

Photochemistry

LGT, 441

RC (see Reaction centers (RC))

Photoexcitation

chlorophyll molecules, 302, 305

P680, 305, 306, 310

PSII reaction, 300

Photosynthesis, 46, 47

Aquificae and Thermotogae, 418
bacteriorhodopsin, 384

BChls and Chls, 194

BRC (see Bacterial reaction centers (BRC))
chemolithoautotrophy, 390–396

chlorins and bacteriochlorins, 122

chloroplasts, 4–5

cyanobacterial lineages, 386

description, 3–4

and EET, 194

electromagnetic radiation, earth, 388–389

electron transfers, respiration, 136

electrostatic and redox centers, 123

evolution, 403–407

hypotheses, abiotic emergence, 408–409

LGT, 418

LHCs, 4

light-harvesting, 6

Marcus inverted region, 129–130

molecular properties, 6

organic carbon, 385

phylogenies, 418–421

porphyrin, 408

primary charge separation, 196

primordial bioreactors, 398–403

prokaryotes, 417

PSI (see Photosystem I (PSI))

PSII (see Photosystem II (PSII))

Q-type RC, 196

RC (see Reaction centers (RC))

single-electron transfers, 125

solar radiation, 385–390

thylakoid membranes, 4, 322

UV, 396–399

water-splitting activity, 322, 339

X-ray structures, RCS, 195, 196

Photosynthetic light harvesting

biochemical isolation, antenna

complexes, 83

chlorophylls (Chls) and binding sites,

81, 83

cyanobacterial PSI and PSII, 81–83

energy transfer (see Energy transfer)

intra-and interpigment vibrations, 83

LHCII (see Light-harvesting complex II

(LHCII))

pigment–protein complexes, 81

PSII RC (see Photosystem II reaction center

(PSII RC))

solar photons, 81

Photosynthetic pigments

chlorophyll, 6–7

electron mass, 7

electrons and nuclei, 8

energy differences, 8

light-harvesting, 6

molecular orbitals (MOs), 11

nuclear motion, 9

PES, 9–10

photon energy, 11

Photosynthetic systems

chlorophylls, 67

chromophores, 67–69

electron–phonon coupling, 74–75

exciton–phonon coupling, 72–74

LHC II, 69–72

Photosystem I (PSI)

absorption difference, 219, 220

anoxygenic phototrophs, 416

ANT compartment, 223

charge-separated state, 224

Chl a/b-binding proteins, 243

core and external antenna, 242

C. reinhardtii, 222
electron transfer chain, 243–246

energetics RC, 226–227

energy/electron transfers, 221–222

excitonic coupling, 224

Fe–S-type RC, 412, 413

Heliobacteria, 417
light-dependent oxido-reductases, 242

light-harvesting antenna, 217

mid-IR spectral region, 223

monomers, 243
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PhQA and PhQB pocket, 225

phylloquinone, 226

probe wavelength, 221

proto-RC, 386

PsaA and PsaB, 219, 242

RCs (see Reaction centers (RC))

reversibility (see Reversible reaction)
SADS, 222

theoretical descripion, 227–228

time-domain spectroscopy, 218

transition energies, 217

Photosystem II (PSII)

amino acid residues and cofactors, 303

arrangement and labeling, pigments, 209, 210

bacterial reaction centers, 277–279

charge separation rates, 214

Chl, 39–40

chloroflexi, 417
crystal structure analysis (see Crystal

structure, PSII)

CS processes, 209

cyanobacteria, 301, 415

dioxygen, 304

electron donors, 386

EPR spectroscopy, 302

LHCII, 40

light-driven water oxidation reaction, 310

MD (see Molecular dynamics (MD))

membrane–protein complex, 322

molecular labyrinths, 352–353

OEC, 311, 312

oxygen channels (see Oxygen channels)

pathways, charge separation, 215–217

PB/QC method, 39

permeation barriers, 365–367

pheophytin molecule, 305, 306

plastoquinone molecules, 307

primary electron transfer pathway, 302

primary photochemistry, 303–304

probing electron transfer kinetics, SHB,

211–212

PS II core and RC, 210–211

QA and QB electron acceptors, 308

RCs (see Reaction centers (RC))

redox-active tyrosine residues, 308–309

SHB and time-resolved spectroscopies, 209

structure, 38–39

time-domain spectroscopies, 212–213

tyrosine function, 309

water oxidation, 352

X-ray crystal structures, 303

X-ray diffraction structures, 354

XT, 39

Photosystem II reaction center (PSII RC)

and charge separation (see Charge
separation)

CT, 108–111

experimental design and conditions, 109

linear and nonlinear spectra, 106–107

quantum coherence, 111–112

and sample quality, 214

Stark spectroscopy, CT, 110–111

structure, exciton, 108

superposition, pigments, 108–109

two charge-separation pathways scheme,

109–110

Phyllo(semi)quinone oxidation

PhQA and PhQB, 224–225

point mutations, 225

PsaB subunit, 245

PS I RCs, 226

secondary acceptor, 217

Phylogenies

aquificae and thermotogae, 418
Deinococcus-Thermus, 420
hydrobacteria, 420
hydrothermal vents, 418

LGT, 420

Terrabacteria, 421
Pigment–protein complex

Huang–Rhys factor, 56

photosynthetic, 46

and pigment–pigment interactions, 47

protein vibrations, 47

SHB spectrum, 62

Plastoquinone, 301, 302, 307

PMFs. See Potentials of mean force (PMFs)

Poisson–Boltzmann equation, 29, 227

POR. See Protochlorophyllide oxidoreductase
(POR)

Potential energy surface (PES)

energy minima, 24

protein modes, 14

protein vibrational mode, 15

Potentials of mean force (PMFs), 365

Primary electron transfer pathway, 300, 302,

303, 306, 313

Primary quinone, 306–308

Primordial bioreactors, photosynthesis

BIFs, 398

carbon isotopes, 398

chemoorganotrophs, 399

microbial ecosystems, 399

ocean photic zone, 400–403

terrestrial habitats, 403

UV flux, 400
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Protochlorophyllide oxidoreductase (POR),

405, 406
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