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Preface

The motivation for writing this book stemmed from two reasons: (i) recent tremen-
dous growth of Free Space Optics (FSO) as evidenced by vast improvement in in-
formation technology (resulting in many exciting implementations and experimen-
tal demonstrations presented at major conferences and via increased number of pub-
lications), and (ii) encouragement from colleagues and researchers from industry, 
university, recent conferences, and the students (USA and abroad) interested in this 
field. Some of the conferences include SPIE’s, OSA’s, and MILCOM’s conferences, 
specifically on Free Space Laser Communications. Some portions of this book are 
based on Short Courses offered by the author at various professional societies’ con-
ferences and aerospace industries, as well as lecture series and invited seminars at 
various universities and institutes of technology (USA and international, including 
Brno University of Technology, Czech Republic, as well as different parts within 
India like Kolkata, Burdwan, Karnataka, and Gujarat).

The book provides the basic materials of a comprehensive introduction to the 
principle and applications of the FSO communications. It is addressed principally 
to scientists, engineers, and physicists to be used as a text at various levels, as an in-
strument for the research worker in current problems, and it is hoped to be a starting 
point for new developments. The student, the communications systems engineer, or 
the research scientist approaching this field will find this book about where to start.

This book is one of the most coherent and comprehensive books available to date 
in the area covering advanced FSO with the state-of-the-art applications. This book 
could be used as both a textbook and a research text. The material presented here 
is complementary and a companion to the author’s book, Free-Space Laser Com-
munications: Principles and Advances, Arun K. Majumdar and Jennifer C. Ricklin, 
Springer, 2008.

Different areas of FSO communication have been published in many excellent 
articles during the past few years, many of those publications are scattered through-
out the archival literature of scientific and technical journals. This book aims to 
bring together into one source much of this wealth of information. The present book 
offers a wide variety of topics, yet having a coherence across chapters that enables 
the readers to cross-reference similar topics, and hence, to develop deeper into their 
presentation and explanation.
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FSO is becoming a mainstream technology that not only addresses access ap-
plications, but will also play a major role in core networking applications. It has 
the capability to address connectivity bottlenecks that have been created in high-
speed networks due to the tremendous success and continued acceptance of the 
Internet. Future growth and success of the contemporary internet society anticipates 
growing global bandwidth, and the multimedia-driven society will accommodate 
high-bandwidth applications such as downloading movies and online bidirectional 
video-conferencing, all in the presence of atmosphere. The next generation of Inter-
net connectivity will push the limits of existing infrastructure with high-bandwidth 
applications and network enabled portable devices. Optical capacity in the access 
and edge networks will therefore be needed to satisfy these demands. FSO will 
become a critical tool for the service providers to bridge the gap between the end 
user and the high-capacity fiber infrastructure already in place. This book will help 
to better understand the FSO technology and applications operating under various 
atmospheric conditions.

This book discusses the materials using a systems approach point of view so 
that a specific system-of-interest (SOI) to be open and dynamic to interact with 
and adapt to other systems. The systems are generally characterized as functional, 
i.e., the systems, subsystems, containing systems, etc., all performing various FSO 
technology functions. The systems approach is effective not only for understanding 
or designing physical systems, but also for abstract construction in mathematical 
formulations and theories needed for understanding FSO communications.

FSO is a practical solution for creating a three-dimensional global broadband 
communication grid, offering bandwidths far beyond possible in Radio Frequency 
(RF) range. However, the attributes of atmospheric turbulence and scattering im-
pose perennial limitations on availability and reliability of FSO links. The main 
drivers behind the emergence of advanced FSO are: (i) high demands in bandwidth, 
thanks to the recent growth of Internet usage, IPTV, VoIP, and YouTube; and (ii) 
rapid advance of signal processing capability to achieve higher data rate with much 
smaller devices (for example using MEMS and nanotechnology). With the rapid 
growth of data-centric devices and the general deployment of broadband access 
networks, there has been a strong demand for pushing, for achieving higher data 
rate from 10 Gbps to more spectrally efficient 40 Gbps or 100 Gbps/channel, and 
beyond. However, numerous challenges exist today for accomplishing higher trans-
mission rates due to degradation in the signal quality as a result of atmospheric 
channel impairments.

This book covers both fundamentals and the recent progress in FSO concepts and 
the technology. The book explains the theory to back up the systems approach with 
a distinctive focus on the broad range of applications. Using the systems approach, 
the book explains each topic with a focus on the impact of systems performance. 
The reader will find all the important topics of FSO system in one place with in-
depth coverage. Each chapter will have a section on fundamentals (with necessary 
derivations of the equations), theory of operation, and the recent developments with 
examples. Some of the pioneers and world’s experts in the field have contributed 
to the last two chapters. They include: L. C. Andrews, R. L. Phillips, Z.C. Bagley, 
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N.D. Plasson, L. B. Stotts for Chap. 9, and Ronald E. Meyers, Keith S. Deacon and 
Arnold D. Tunick for Chap. 10.

The book is organized as follows. There are 10 chapters, each chapter having 
complete entities in and of themselves.

Chapter 1 discusses the Fundamentals of FSO Communication System and the 
overall laser communications architecture, explaining how FSO must be included in 
the set of solutions for meeting the bandwidth requirements of the modern internet. 
FSO communication is the most practical alternative to solve the bottleneck broad-
band connectivity problem, and as a supplement to conventional RF/microwave 
links. This chapter serves as a general background for the concepts presented in 
subsequent chapters.

Chapter 2 provides a theoretical treatment and analysis of FSO communication 
signal propagation through Atmospheric Channel. The goal of a communication 
system is to transmit information which can be accomplished in many ways. FSO 
technology depends on the propagation of optical beam through various media, 
which interact with and affect the quality of the propagating optical signal. The 
understanding of the atmospheric phenomena and how they affect the propagating 
light is essential in designing effective, intelligent and cost-efficient FSO links and 
reliable networks in order to provide uninterrupted service at the expected quality.

Chapter 3 provides the different techniques of modulation, detection and coding 
for FSO communications. The chapter introduces and explains in details the modu-
lation techniques used in FSO and their performance in the presence of channel 
impairments such as noise, interference, and channel fading/loss induced by atmo-
spheric turbulence and scattering medium. Error detection and correction (EDAC) 
to achieve good communication is discussed employing various coding schemes 
that are particularly suitable for atmospheric channels.

Chapter 4 describes the need and techniques for atmospheric mitigation and 
compensation for FSO links. The chapter provides an in-depth treatment of the criti-
cal issue of limitations imposed by the atmospheric effects to establish a successful 
free-space optical link. There are a variety of deleterious features of the atmospheric 
channel that may lead to serious signal fading, and even the complete loss of signal 
altogether. The chapter starts with a detailed discussion of the two primary atmo-
spheric effects relevant to FSO links: turbulence and scattering. Several mitigat-
ing strategies are discussed. All mitigating techniques are explained in detail with 
appropriate derivations, and performance enhancements with each technique are 
discussed. Various scenarios of practical importance are described with examples in 
order to determine the applicability of the techniques to be useful for designers in 
optimizing the performance of a FSO link in presence of atmospheric turbulence, 
Fog, Marine environment and aerosols.

Chapter 5 presents a new concept for exploiting non-line-of-sight (NLOS) ultra-
violet and indoor FSO communications. NLOS configuration can be achieved using 
scattering, as a vehicle for a viable link, or using multipath propagation as in an 
indoor optical communication link. This chapter discusses the promising enabling 
technology of ultraviolet (UV) NLOS optical wireless communication. This chap-
ter introduces another related NLOS FSO link for indoor inter-device connectivity 
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using near infrared light. Possible configurations for indoor optical wireless sys-
tems include: (i) directed beam infrared (DBIR), (ii) diffuse infrared (DFIR), and 
(iii) quasi-diffuse infrared (QDIR). Some of the discussions in this chapter include 
propagation modeling (with multi-path response), different modulation techniques 
suitable for different configurations, multi-access techniques, and broadband com-
munication links for multiple sensor networks. The impact of this new technology 
on future FSO links and various applications is addressed.

Chapter 6 discusses the various FSO platforms including UAV and mobile. The 
chapter describes the emerging technology of unmanned aerial vehicle (UAV)-
based FSO communication links. UAVs are a possible future application for both 
civil and military use. The large amount of data generated by the UAVs requires 
high data rate connectivity, thus making FSO communication very suitable. De-
tailed descriptions are provided in the following areas: alignment and tracking of a 
FSO link to a UAV, short-length Raptor codes for mobile UAV, and a modulating 
retro-reflector (MRR) FSO communication terminal on a UAV. Another section of 
this chapter deals with the problem associated with mobile platforms, i.e., tracking 
in moving vehicles and gimbals. Some basic building blocks for high-speed mobile 
ad-hoc networks (MANET) using FSO is described with protocols operating under 
high mobility.

Chapter 7 discusses two related topics. The first one is chaos-based FSO com-
munication in which the application of chaos to communications can provide many 
promising new directions in areas of coding, security, and ultra-wideband commu-
nications. The chapter describes generation and synchronization of optical chaotic 
signal where chaotic system can be applied to the encryption/decryption blocks of a 
digital communication system. Some experimental results of chaotic free space la-
ser communication over a turbulent channel are also described. With increasing de-
mand, Terahertz (THz) frequencies are being considered for short-range, high data 
rate applications. THz-based FSO communications is the second main topic of this 
chapter. It has the potential to add new capabilities for imaging, communications, 
sensors, and materials research. The chapter provides information about quantum 
cascade laser and quantum well photo detector for THz generation and detection, 
modulators with terahertz bandwidth, and some recent results of THz FSO link.

In Chapter 8, the niche area of Modulating Retro-Reflector-based FSO Commu-
nications and data links which use modulating retro-reflectors, or retro-modulators, 
are discussed. Retro- modulators require very little power draw and offer extremely 
small form factors and mass. Novel photonics components and devices provide new 
opportunities for FSO communications for various applications offering flexibility 
and mobility. New sensors capable of generating large amounts of data are needed 
for fast information transfer. Retrocommunication, i.e., communications with retro-
modulation is attractive in these cases where semi-passive optical nodes operating 
by retro-modulation are more suitable than conventional transceivers implementa-
tions. While conventional FSO uses similar terminals on both ends of the link, links 
to modulated retro-reflector (MRR) are asymmetric links. The concept also opens 
up the possibility of designing a point-to-multiple- point communications with the 
local hub comprising the laser interrogator and many distributed MRR modules.



ixPreface
�

Chapter 9 describes a new technology of Hybrid Optical RF FSO Communi-
cations. Recent developments in free-space optical communications (FSOC) tech-
nology have shown promise for developing practical FSOC systems. The primary 
challenge has been the ability to compensate for rapidly-changing propagation ef-
fects that induce large variations in received optical signal strength and inhibit link 
stability. To overcome this situation, significant progress in the development of a 
hybrid FSO/RF system concept has been achieved. The hybrid system couples an 
FSOC subsystem with a traditional directional RF system and adaptive network 
mechanisms to establish a stable multi-Gigabit airborne network that is highly reli-
able and approaches error-free. This chapter will provide background on the key 
physics of the link challenges and the various technologies that come together to 
overcome them for error-free networking. The use of hybrid free-space optical/ra-
dio-frequency links can provide robust, high-throughput communication networks 
for both commercial and military applications.

Chapter 10 introduces the reader to free space quantum communications by 
providing both fundamental foundations of quantum communications as applied 
to free-Space and atmosphere, and a review of representative free-space and at-
mospheric quantum communications experiments. The chapter shows how Quan-
tum Mechanics provides a physical layer of quantum security beyond classical 
communications encryption. The subjects of quantum decoherence and quantum 
memory is introduced to better understand long distance quantum communications. 
Spontaneous parametric downconversion (SPDC) and upconversion are explained 
as nonlinear processes of special source generation and detection. Quantum cryp-
tography, quantum key distribution (QKD), the protocols BB84, and B92 are re-
viewed as examples of QKD schemes of past interest as well as new trends. The 
atmosphere has a major impact on quantum communications. Consequently, photon 
absorption, decoherence, and phase distortions are discussed regarding their role 
in fidelity of quantum communications and their effect on security and disruptive 
attacks. The atmosphere's turbulence effects on photon count fluctuations, orbital 
angular momentum, entanglement, synchronization accuracy, and quantum bit er-
ror rates are reviewed. The chapter also reviews representative free-space and at-
mospheric quantum communications field experiments, discusses the experimental 
aims, and progress achieved. In particular key ground-to-ground; ground-to-aircraft 
and ground-to-satellite experiments are presented as a function of laser sources, 
wave-lengths, distances, detection schemes, quantum protocols, and environmental 
conditions.

I wanted to thank Dr. Jace Harker, Springer Physics Editor for initiating this 
book project and providing advice, comments, and inspiration. Also, I wanted to 
thank HoYing Fan of Springer Science + Business Media (Physics) for many help-
ful business details in preparing this book. I wish to express my appreciation to 
Dr. Amita Raval, Springer Physics Editor for her expert vision, support, and en-
couragement in putting together this successful book. I would like to express my 
sincere thanks to Dr. Thomas M. Shay, Professor of the department of Electrical 
& Computer Engineering for carefully reading the chapters and providing helpful 
comments in this field. I also wish to extend my sincere thanks and appreciation to 
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Dr. Timothy J. Brothers of Georgia Tech Research Institute for reviewing the book 
with valuable suggestions.

I thank all of the contributors named earlier for sharing their expert knowledge in 
this field to be included in the two chapters. Over the years, I have benefited from 
technical discussions and informal conversations with many colleagues in the aca-
demic, research, and applied areas of optical communications, for which I am grate-
fully indebted. I would like to thank Dr. Hasmukh Raval for his translation from the 
Bhagavad Gita. He has perfectly and succinctly captured the relationship between 
the greater power of knowledge, and light which this book is all about. I wish to 
thank my wife Gargi for her support, typing, and inserting all the equations in three 
chapters, and my daughter Sharmistha for her constant encouragement and inspira-
tion throughout the preparation of this book. Finally, a constant remembrance of the 
memory of my feline friends, Rocky and Sasha, who always provided unconditional 
companionship, helped me in preparing most of the part of this book.

Bhagavad-Gita
Chapter 15, verse 12

Light that makes Sun shine the world,
Light that makes Moon & Fire so bright,
That Brilliance is mine!

Arun K. Majumdar
Ridgecrest, California
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Fundamentals of Free-Space Optical (FSO) 
Communication System
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A. K. Majumdar, Advanced Free Space Optics (FSO),  
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© Springer Science+Business Media New York 2015

1.1 � Introduction

Free-space optical (FSO) must be included in the set of solutions for meeting the 
bandwidth requirements of the modern internet. FSO communication is the most 
practical alternative to solve the bottleneck broadband connectivity problem, and 
as a supplement to conventional radio frequency (RF)/microwave links. FSO is 
recently very active with many exciting fundamental and technological challenges 
to improve its performance in a range of scenarios. The data rate provided by FSO 
links continue to increase in both long- and short-range applications. FSO will be 
one of the most unique and powerful tools to address connectivity bottlenecks that 
have been created in high-speed networks during the past decade due to the tremen-
dous success and continued acceptance of the Internet. The next generation of Inter-
net connectivity will push the limits of existing infrastructure with high-bandwidth 
applications such as video-conferencing, streaming multi-media content, and net-
work-enabled portable devices. Clearing these bottlenecks is crucial for the future 
growth and success of the contemporary Internet society. The bandwidth of optical 
communications access and edge networks will be needed to satisfy these demands. 
Figure 1.1 shows a scheme of FSO communication technology with optical wireless 
and different user connectivity.

Links for FSO long range between mobile and airborne platforms (e.g., un-
manned aerial vehicles, UAVs) remains an area of active research and develop-
ment. One of the critical problems facing with long-range FSO communications 
is severe scintillation caused by atmospheric turbulence which presents significant 
challenges in beam pointing and leads to deep fades. An open question remains as 
to how much the performance of FSO links can be improved with adaptive optics, 
and how these improvements depend on the length of the link. The performance of 
free-space links can also be improved by forward error correction and packet-level 
correction codes. Clever transceiver implementations and the efficient modulation 
schemes can also improve link performance. Non-line-of sight links using solar 
blind ultraviolet (UV) radiation scattered from transmitter to receiver open interest-
ing communication scenarios. Different FSO link scenarios need to satisfy different 
system requirements which include different propagation channel characteristics, 
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different methods of transmission, and detection techniques. The use of FSO com-
munications in indoor spaces for secure communications and sensor networking 
over short ranges is attracting attention as a non-interfering alternative to RF com-
munications. Multiple inputs and multiple outputs (MIMO) concepts open up new 
possibilities for FSO links under various atmospheric conditions (turbulence and 
scattering). Quantum communications is a very hot topic for achieving secure com-
munications in free space.

The FSO techniques and technologies are growing at much higher rate than they 
are covered by any book. All these issues are addressed as a systems approach in 
this book to learn about the exciting potential of FSO. This chapter discusses the 
fundamentals and the issues of the FSO communications system.

Communication systems are concerned with the transmission of information from 
a source to a user. The purpose of a communication system is therefore to transfer 
information. The most powerful aspect of FSO communications for either analog 
or digital communication system is the tremendous bandwidth available at optical 
frequencies. A wavelength of 1 μm corresponds to 3 × 1014 Hz (= 300,000 GHz), and 
therefore a single 16 GHz channel corresponds to only 3.3 × 10−6 μm of wavelength 
spread.

There are two types of communication systems, a digital communication system 
and an analog communication system. A digital communication system transfers 
information from a digital source (producing a finite set of possible messages) to 
the user whereas an analog communication system transfers information from an 
analog source (producing messages that are defined as a continuum) to the user. A 
very basic block diagram of any communication system (optical or RF) is shown 
in the Fig. 1.2.

The Fig.  1.2 shows a single point-to-point system, whereas in a multiplexed 
system, there may be multiple input and output message sources and users (also 
called destinations). The purpose of the signal processing block at the transmitter 
is to condition the source for more efficient transmission (e.g., in a digital system 
might provide redundancy reduction of the source). An efficient channel coding 
can also be provided by this signal-processing block so that error detection and 
corrections can be used at the receiver site signal processing unit in order to reduce 
error caused by noise in the channel. An analog signal-processing unit can be, for 
example, an analog low-pass filter. In a hybrid (analog and digital combined) sys-
tem, the signal processor may take samples of analog input and then digitize them 
for transmission. The output of the transmitter signal processor block is in general 
a complex signal (having both magnitude and phase) and has a frequency spectrum 
which is concentrated about frequency, f = 0 (0 Hz, direct current, DC). The signal is 
called a baseband signal which is then converted by the carrier circuit into a higher 
frequency, which is suitable for propagation over the communication channel to the 
user (destination). The spectrum of the carrier circuits output signal contains a band 
of frequency about f = fc, where fc is called the carrier frequency. The purpose of a 
communication system is to transfer information over the required distance (e.g., 
~ 1 m to 350,000 km), to the required destination, securely (encryption, electrical 
vs. optical), quickly, cost effectively, and most importantly with minimum possible 
deterioration (i.e., with the highest possible quality).
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In digital systems, the measure of deterioration is usually described as the prob-
ability of bit error (the number of errors in a given group of bits divided by the num-
ber of bits, or the ratio of bits in error to the transmitted bits in some time interval). 
In analog systems, the performance measure may be the signal to noise ratio (SNR) 
at the receiver output.

1.2 � What is Information and how do we Measure it?

We can define the information sent from a digital source when the jth message is 
transmitted as follows:
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Where Pj  is the probability of transmitting the jth message. A probability of an 
event A, denoted by P( A), may be defined in terms of the relative frequency of A 
occurring in n trials, and is given by:

� (1.2)

Where nA = number of times that A occurs in n  trials. All probability functions 
have the property

� (1.3)

The information measure depends on the likelihood of sending the message. The 
units of information are measured in bits since a base 2 logarithm is used. The aver-
age information measure for m number of messages of a digital source is given by:

�
(1.4)

The average information is called entropy. The rate of information is described from 
the source rate which is given by:

� (1.5)

where T = Time it takes to send a message, and H is defined above.
The metrics for evaluating the performance of an “ideal” FSO communication 

system depends on many parameters such as cost involved, transmitter power avail-
ability, atmospheric channel bandwidth used, SNR of various points of the system, 
and probability of error for digital systems. One way to optimize a digital com-
munication system is to minimize probability of bit error at to output subject to 
constraints on optical transmitted energy and atmospheric channel bandwidth. A 
channel capacity C (bits/sec) may be calculated from the equation:

� (1.6)

Where B is the channel bandwidth in hertz (Hz), and S/N is the signal to noise power 
ratio at the input to the digital receiver. For the case of signal plus white Gaussian 
noise, Shannon [1, 2] showed that the probability of error would approach zero, 
if the information R (bit/sec) was less than a channel capacity C. Note that Shan-
non gives us only a theoretical performance bound for a communication system. 
Compared to an analog system where achievable SNR at the receiver output is the 
communication system performance criteria, it is possible to obtain infinite SNR at 
the output when there is noise introduced by the cannel.
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1.3 � Bandwidth: Know the Data Transmission Rates 
and what you Need!

The delivery of information has been so critical now because of the tremendous 
serge in digital media and new technologies. As explained earlier, in telecommu-
nications and FSO communications computing bit rate is defined by the number 
of bits that are conveyed or processed per unit of time. In other words, bit rate or 
data transfer rate is the average number of bits, characters, or blocks per unit time 
passing between equipment in a data transmission system. The bit rate is quantified 
using the bits per second (bit/s or bps) unit, often in conjunction with the Interna-
tional System of Units (SI) prefix such as Kilo- (Kbits/s or kbps), Mega- (Mbits/s. 
or Mbps), Giga- (Gbit/s or Gbps), or Terra- (Tbit/s or Tbps).

In reality, bandwidth rate will be determined by a number of factors including 
compression rates and desired quality of signal. Some typical example rates for data 
streams for various application may be:

Audio  MP3

•	 32 Kbit/s, 96 Kbit/s, 100–160 Kbit/s, 192 Kbit (highest level supported by most 
MP3 encoders when ripping from a compact disc)

•	 224–320 Kbit/s→ to highest MP3 quality

Video 

•	 16 Kbit/s-videophone quality
•	 128–384 Kbit/s-business-oriented video conferencing quality using video com-

pression
•	 1.5 Mbit/s max-VCD quality (using MPE G1 compression)
•	 3.5 Mbit/s typical-standard-definition television quality (with bit-rate reduction 

from MPE G-2 compression)
•	 9.8 Mbit/s max-DVD (using MPE of 2 compression)
•	 8–15 Mbit/s typical-HDTV quality (with bit-rate reduction from MPEG-4 

advanced video coding (AVC) compression)
•	 19 Mbit/s approximate-HDTV 720 (using MPE G-2 compression)
•	 25 Mbit/s approximate –HDV 1080 I (us is MPE G-2)
•	 29.4 Mbit/s, HD DVD
•	 40 Mbit/s-may-Blue-ray disc (using MPE G 2, AVC or video compression 

(VC)-1 compression)

Internet Technology 

•	 Integrated Services for Digital Network (ISDN)-128 Kbps
•	 T1-1.544 Mbps
•	 Domain-specific language (DSL)-512 Kbps–8 Mbps
•	 T3-44.736 Mbps
•	 Gigabit ethernet-1 Gbps
•	 OC-256-13.271 Gbps 

Cell Phones ~ 10 Gbps
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Computer Technology 

•	 Universal serial bus (USB)-12 Mbps
•	 Firewire (a.k.a “IEEE 1394” or “i-Link”)-400 Mbps
•	 Ultra-3 small computer system interface (SCSI)-160 Mbps

1.4 � How the Data Transmission Rates are Provided 
in Today’s Networks

Optical Channels—The Categories  In FSO optical communication, the channels 
can be classified in three categories:
a.	 Free-space channel
b.	 Free-space atmospheric channel
c.	 Free-space underwater channel

Note that the FSO channels are “unguided” or “free” channels. The fundamental 
difference between “guided” (e.g., fiber-optic) and “free” channels is that in the free 
channels, the radiation diffracts as it propagates from the source outwards, whereas 
in the guided channels the radiation is confined within their guiding structure (such 
as fiber waveguide).

In this context, communications network can be regarded as the physical in-
frastructure that enables the transmission and exchange of voice, video, and data 
among two or more individuals. Optical networking with its inherent tremendous 
capacity and capability to handle data/voice/video plays an important role in the 
global communications network to cope with the elements of next-generation In-
ternet offering 3D graphics, real-time streaming audio and video, telemedicine, just 
to name a few. In order to understand the today’s global communications industry 
and the direction for the future, it is important to understand synchronous optical 
NET-work for North America (SONET) and synchronous digital hierarchy (SDH; 
European and Japanese) which are basically multiplexing schemes. These schemes 
allow the communications traffic into higher and higher data rates. Some typical 
SONET level names and the corresponding data rates are OC-1 (52 Mbps), OC-3 
(155.5 Mbps), OC-12 (622 Mbps), OC-24 (1.24 Gbps), OC-48 (2.5 Gbps) and OC-
192 (~ 10 Gbps). A multiplexed electrical signal can then be converted into optical 
signal to transmit (via fiber or free space). The SONET box contains electronic 
hardware, and the architecture is quite complex and rigid. With all-optical network, 
the SONET box can be eliminated altogether to make the broadband communica-
tions network much more effective, versatile, and flexible. Some of the optoelec-
tronic and photonic elements and devices making this possible include Optical Am-
plifier, dense wavelength division multiplexing (DWDM) and high-speed optical 
switching. Explosive demand for bandwidth drive by the Internet is clearly shown 
by the increase of communications traffic doubling every year. This is evident from 
the Fig. 1.3 which shows the count of internet hosts during 1994–2013.

The numbers of worldwide broadband subscriptions for the year 2007–2011 are 
shown below:
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2007 2011
Worldwide population 6.6 billion (%) 7.0 billion (%)
Fixed broadband 5.3 8.5
  Developing world 2.3 4.8
  Developed world 18.3 25.7
Mobile broadband 4.0 17.0
  Developing world 0.8 8.5
  Developed world 18.5 56.5

Reference: Wikipedia, the free encyclopedia: website: http://en.wikipedia.org/wiki/
File:Internet_host_count_1988-2012_log_scale.png

http://en.wikipedia.org/wiki/List_of_countries_by_number_of_broadband_ 
Internet_subscriptions#Countries_by_number_of_fixed_broadband_subscriptions

At the same time, as the number of worldwide broadband subscriptions grow 
along with the Internet host counts, the demand for bandwidth is increasingly grow-
ing. Figure 1.4 clearly shows the tremendous demand for bandwidth for the years 
1975–2015 (projected) for both core and access areas.

How does the Internet Work? A Short Description  It is important to learn about 
how the Internet works since FSO connectivity has important role now and in future 
about the importance of FSO connecting with the Internet.

The Internet is a global network of interconnected computers, enabling users to 
share information along multiple channels.

Web refernce: http://en.wikipedia.org./wiki/Internet

Fig. 1.3   Internet host count during 1994–2013. ( Reproduced with permission from isc.org: 
Source: Internet Systems Consortium, www.isc.org)

 

http://en.wikipedia.org/wiki/File:Internet_host_count_1988-2012_log_scale.png
http://en.wikipedia.org/wiki/File:Internet_host_count_1988-2012_log_scale.png
http://en.wikipedia.org/wiki/List_of_countries_by_number_of_broadband_
Internet_subscriptions#Countries_by_number_of_fixed_broadband_subscriptions
http://en.wikipedia.org/wiki/List_of_countries_by_number_of_broadband_
Internet_subscriptions#Countries_by_number_of_fixed_broadband_subscriptions
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From the user perspective, suppose one has a little laptop at home in Texas and 
want to exchange information with a big server in California (or Europe or anywhere). 
Each computer must have a unique identifier (Internet protocol, IP number and IP 
name) and must be able to exchange data (electrons, photons). Everyone involved 
must speak the same language, transmission control protocol (TCP)/IP. The protocol 
is a mutually agreed-upon convention or standard that controls or enables the connec-
tion, communication, and data transfer between computing end points.

The fundamental means of moving data around the Internet is controlled by the 
protocol TCP/IP. Under TCP/IP, a file is broken into smaller parts called “packets” 
by the file server. Each packet is assigned an IP address of the computer it has to 
travel to. As the packet moves through global network, it is “switched” by a member 
of servers and routers along the way to destination.

http://en.wikipedia.org./wiki/protocol-computer
The communication on one Internet usually takes place between a client and a 

sever program/computer.
How email works:
E-mail systems work with two server programs and two protocols. Since all In-

ternet traffic is public, the data portion of IP packets must be encrypted in order to 
protect the users or client.

1.5 � Basics of Optical Networks Relevant to FSO 
Communications

FSO Networks Concept, Architectures, Protocols, and Topologies  To address the 
bandwidth shortage and satisfy the bandwidth requirement, fiber is the most reli-
able means of optical communications so far. But fiber is significantly more costly 
(e.g., for digging, the cost to lay that fiber). Furthermore, in some areas, it is almost 

Fig. 1.4   Bit rate for the years 
1975–2015 (projected) for 
both core and access areas
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impossible or impractical to lay fiber, for example, in some downtown areas or areas 
with hills or mountains. RF technology, even though it is mature, requires expensive 
investments for acquiring the spectrum licenses, and still cannot be scaled to opti-
cal capacities in terms of satisfying the tremendous bandwidth requirement. FSO 
technology offers the most optimal solution in terms of bandwidth scalability, speed 
of deployment, security flexibility, and cost-effectiveness. Note that the optical net-
working has the lowest cost structure for the transportation of bandwidth per unit 
distance which also makes optical networking extremely attractive.

FSO-based local area network (LAN), wide area network (WAN), and metropol-
itan area network (MAN; defined below), the three types of networks that can be es-
tablished using FSO communications technology. A LAN typically is confined to a 
single area, such as an office building, home network, or a college campus. A WAN 
spans multiple geographic locations and is typically made up of multiple LANs. For 
example, an office in Los Angeles having 50 computers, all connected together via 
FSO will be considered a LAN. Let us suppose the company has another office in 
Austin, Texas and the network in Austin also would be considered a LAN. If the two 
offices want to share information with one another, the two LANs can be connected 
together, creating a WAN. The term MAN is not used often anymore. MAN exists 
within a single city or metropolitan area where two or more different buildings 
within a city were connected together.

The FSO for a point-to-point link such as between two outdoor buildings can pro-
vide data rates higher than 1 Gbps per link which can be increased to 10 Gbps and 
potentially 50 or 120 Gbps per link using wavelength division multiplexing (WDM). 
WDM is an optical technology where many optical channels are optically multiplexed 
and all are together coupled onto a single fiber. Recently, there is a field demonstra-
tion of optical networking equipment capable of transporting data at 1.7 Tbps with a 
WDM-based system. The system transported the data using eight channels, each with 
a capacity of 216.4 Gbps. The distance during the demonstration was 1,750 km using 
a standard single mode fiber optic cable. Another vendor conducted demonstration for 
next-generation WDM systems, showing the prototype system to be able to handle 
400 Gbps per channel and offer a total capacity of 20 Tbps. In the real world, operators 
are today moving to channel speeds at 40 and 100 Gbps, in existing networks.

1.6 � FSO Connectivity in Today’s Networks

FSO communications refers to a line-of-sight technology transmitting modulated 
visible or infrared (IR) beams through the atmosphere to establish optical commu-
nications. In some cases, such as indoor communication, FSO may also use non-
line-of-sight (NLOS) technology utilizing scattering or reflectivity, for the receiver 
within the coverage space to detect the radiation, which is modulated for data trans-
mission. FSO communications have many advantages: typically they operate in 
unlicensed Tera-Hertz spectrum bands (wavelength 800–1700 nm), provides sev-
eral magnitudes of improvement in signal bandwidth over RF, FSO channels are 
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immune to electromagnetic interference (EMI), are secure with low probability of 
interception and low probability of detection (LPI/LPD), and so on. Some of the 
other advantages of FSO systems include ease of installation, low costs per bit ra-
tio, and protocol independent to support multiple platform and interfaces. Due to 
these advantages, FSO has therefore been considered as one of the most viable 
technologies for next generation broadband communicating and wireless networks. 
The greatest disadvantage of FSO is the weather. When the communication link 
includes part of the atmosphere, clear-air turbulence, and a possible boundary-lay-
er turbulence (for example, one end of the communication link is on an aircraft) 
cause serious phase distortions and fading to the link. FSO networks may also suffer 
because of insufficient availability and low reliability due to weather turbulence. 
Weather conditions such as fog, smog, snow, rain, dust particles, etc. affect FSO 
communications performance. Atmospheric electricity between clouds and between 
cloud and earth’s surface can build up lightning flashes with duration of each flash 
being between 20–130 msec. For FSO communications at 1 Gbps, a time delay of 
100 msec flash corresponds to 10^8 bits (i.e., 12.5 Mbps) causing a substantial data 
loss if the flash interferes with the signal at the receiver [3]. Solar interference ef-
fects also must be considered for FSO link performance if the sunlight falls on to 
the photodetector (within its field-of-view, FOV).

1.7 � Optical Networks: Integration of FSO

FSO system offers the most flexible networking solution for achieving the high-
est broadband capability. FSO provides the essential qualities required to bring the 
traffic to the optical fiber backbone virtually unlimited bandwidth, low cost, ease, 
and speed of deployment. In FSO network transmission, data can be transmitted 
over an encrypted connection adding to the degree of security needed for specific 
applications.

1.7.1 � FSO Basic Architectures/Topologies

There are three basic main FSO architectures that have been used.

•	 Point-to-point: This architecture is a dedicated connection that offers higher 
bandwidth, but is less scalable

•	 Mesh: This architecture offers redundancy and higher reliability with easy 
nodes addition, but restrict distances more than other options

•	 Point-to-multipoint: Offers cheaper connections and facilitates node addition, 
but at the expense of lower bandwidth than the point-to-point option
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Figure 1.5 shows three basic main FSO architectures.
Note that these FSO architectures require any two transceivers line of sight (LOS) 

to establish a full duplex communication link, and there cannot be any obstructions. 
In a given location, the FSO transceivers are connected with the electronic routers 
via cables, where the routers are located in cabinets within the building and are con-
nected with the public or private network.

1.7.2 � FSO Network: How to Implement?

Figure 1.6 shows an illustration of a simple FSO network.
The basic hierarchy concept for high-capacity, broadband optical network is 

shown in Fig. 1.6. The access network consists of a base station (BS) connected to 
the fiber-ring backbone infrastructure. Each base station is equipped with a number 

a

b

c

Fig. 1.5   Three basic main FSO architecture
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of optical transceivers (up to, say four) that serves as either redundant access points 
or relay points to the next networked building. The mesh configuration eliminates 
the point-to-point and point-to-multipoint single-point-of-failure weakness. The 
customer premises equipment (CPE) nodes may be connected to Network Termina-
tion Units (NTU) via fiber. Multiple devices/users in the premises Network may 
share the CPE nodes. The core network consists of (1) network operation center 
(NOC), (2) asynchronous transfer mode (ATM) switch, (3) add-drop multiplexers 
(ADM), and (4) fiber-optic SONET/SDH ring that serves as the backbone infra-
structure. Network management software (NMS) used by the NOC performs man-
agement and performance monitoring operations for a specified customer region. 
The ADM performs multiplexing and de-multiplexing of data at various network 
junctions. The ATM switch performs data regulation and control.

1.7.3 � Integrated FSO for Satellite, Terrestrial, and Home 
Networks

Due to many advantages as discussed earlier, FSO has been considered a viable 
technology for next generation broadband communications. Various multimedia 
services like Audio on Demand (AOD), Video on Demand (VOD) such as the pro-
vider Net-flex, and peer-to-peer (P2P) data sharing require the necessity for higher 
data rate networks. The extensive range of FSO networks from home to satellite, 
ranging from a few meters to over thousands of kilometers, offers the potential us-
ability of optical links for various applications. Various FSO networks involving 

Fig. 1.6   A simplified FSO network implementation
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optical wireless satellite, terrestrial, and home networks can be integrated and op-
erated as a whole, as shown in Fig. 1.7. From the Fig. 1.7, it is clear that a global 
all-optical network can be potentially implemented with FSO networks and links 
by connecting FSO links and networks to the backbone realized with optical fi-
bers. However, one important issue for the integrated all optical network globally is 
the reliability and the availability of FSO links and FSO networks. The enormous 
complexity of building an externally reliable global optical arises because of the 
two reasons: (1) The characteristics of the physical links, which is part of an inte-
grated network with great geographic extent and large numbers of uses, must be 
well matched to the network architecture; (2) The propagation medium is different 
for each layer protocols. For example, for inter-satellite link, the medium has practi-
cally no atmosphere (i.e., like a vacuum link) and the only effect to channel will be 
propagation loss (due to unavoidable diffraction-limited beam spread). A terrestrial 
link involving atmosphere, when multiple users share the same optical medium, 
channel’s randomness interacts with the upper layer protocol. As a result, through-
put performance of the network is reduced drastically. All optical global networks 
therefore must be designed to account for multiple-network layers.

FSO satellite network can provide a high-bandwidth-optical-wireless-network 
access to the end users because the satellites can cover large areas on the earth. The 
optical link architecture utilizing inter-satellite, satellite-to-aircraft, aircraft-to-air-
craft, or aircraft-to-ground networks (up and down) can offer very high dater rates 
( )≥ 10Gbps . Commercially, backbone nodes can also be served by Geostationary 
Earth Orbit (GEO: ~ 40,000  km altitude), Medium Earth Orbit (MEO: ~ 5,000–
15,000 km , and Low Earth Orbit (LEO: ~ 1,000–2,000 km) satellites. Some of the 
other important features of the FSO inter-satellite network are:

LAN
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Fig. 1.7   All-optical network conceptual topology of integrated optical wireless, satellite, terres-
trial, and home networks
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1.	 can be an alternative for the current wired Internet including undersea fiber com-
munication system for over-the-ocean communications (potential FSO global 
broadband Internet)

2.	 can provide Internet services in any remote areas or for the users on a mobile 
platform. Figure 1.8 shows a FSO links connecting a small area.

FSO terrestrial network involves atmosphere (turbulence, scattering) as communi-
cation channel for establishing optical wireless connection between transceivers. 
The LOS propagation path can range from hundreds of meters up to tens of kilo-
meters. This type of telecommunication scenario is opening up the important for 
broadband Internet access, with extreme flexibility. Some of the most important 
applications of the FSO terrestrial network are: (1) It can provide a solution for the 
“last” or “first” mile problem to connect the high bandwidth from the fiber optic 
backbone to all of the business with highbandwidth networks. Less than 5 % of all 
buildings in the USA have direct connection to the very-high-speed (2.5–10 Gbps) 
fiber optic backbone, yet more than 75 % of business are within 1 mile of the fiber 
backbone. High-speed data network such as fast Ethernet (100 Mbps) or Gigabit 
Ethernet (1.0  Gbps) exists within the building of these businesses. However, 
Internet access can be reached using much lower bandwidth technologies avail-
able through the existing copper wire infrastructure, T-1(1.5 Mbps), cable modem 
(5 Mbps shared), DSL (6 Mbps one way), etc. FSO link is therefore the only solu-
tion for this “last” of “first” mile bottlenecks. (2) There is no need to ditch or lay 
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Fig. 1.8   Free-space optical (FSO) links connecting a small area
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optical fibers to establish communications for building-to-building, ship-to-ship, 
or community-to-community, and mobile terminals, and (3) It can be integrated 
with wireless radio networks to mitigate the capacity and scalability limitations of 
RF channels (optical/RF hybrid communication). The main problem with this ter-
restrial FSO link is that the reliability and availability of the optical path is mainly 
influenced by the local weather conditions, with fog being the most limiting factor. 
FSO network architecture design should involve how to handle signal deterioration 
caused by atmospheric turbulence and scattering in order to achieve the required 
level of Quality of Service (QoS). The goal of the terrestrial FSO network is to 
design FSO transceivers and the network to support hundreds of meters to kilome-
ters transmission distances with data rates ranging from hundred of Mbps to multi-
Gbps. Many mitigation techniques for minimizing the atmospheric effect exist, and 
will be discussed in later chapter of the book.

FSO home networks are used for wireless broadband communications inside 
houses and offices. A LAN can be constructed out of a number of cells situated in 
divided spaces in the building. Each cell may have a base station connecting several 
terminals with short-range-optical wireless connections such as IR and Light Emit-
ting Diode (LED). Individual cells are then connected and integrated to a broadband 
backbone infrastructure. The indoor FSO link can be LOS or non-LOS links. Infra-
red Data Association (IrDA) standards are example of indoor LOS links which can 
support data rates varying from several Kbps to tens of Mbps. IrDA Ir Simple, a new 
high-speed-infrared communications protocol designed for mobile devices aims in 
delivering 100 Mbps data rates. Gigabyte IR communications (Giga-IR) was pro-
posed to develop a protocol for 1Gbps data rate. Indoor FSO communications will 
be discussed in details in a later chapter of the book.

FSO networks have potential capability of delivering Gbps data rate per link 
covering a wide range from home to satellite, and FSO channels are easily deploy-
able. Many challenging problems exist to fully utilize FSO networks to accomplish 
multi-Gbps global communication, anytime, anywhere.

1.8 � FSO Mobile Ad-Hoc Networks (MANET)

The recent growth in FSO wireless technologies and the choices available to user 
applications have created tremendous wireless demand. The wireless nodes are 
dominating the Internet as evidenced by a sharp increase in the usages of mobile 
Web applications by smartphones. Innovative dynamic optical networks are there-
fore urgently needed in order to respond to the exploding mobile wireless traffic 
demand. A MANET is a set of wireless mobile nodes forming a dynamic autono-
mous network. MANET is a wireless network without an access point. In many 
real-world applications, MANETs are absolutely necessary where an access point 
and existing infrastructure is not available. As an example, in emergencies and 
battlefields no one has the time to establish access points. It is important to set 
up a quick network in emergency situations, for example, a building has been de-
stroyed due to fire, earthquake, or bombs. In such an emergency operations, police 
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and firefighters can communicate through a MANET and perform their operations 
without adequate wireless coverage. In emerging highly-directional network, con-
structing and managing a dynamic FSO links where links may be fragile will result 
in an intermittently connected network of tremendous capacity on a per-link basis. 
Communication traffic’s enormous growth over the next couple of decades involve 
communication network users which humans and a large number of manned and 
unmanned mobile sensors and platforms such as FSO links between a UAV and 
ground vehicles. This means that the point-to-point communication between two 
nodes or users will not be sufficient. Figure 1.9 depicts a scenario which shows the 
extreme difficulty involved in multi-level dynamic pointing, acquisition, and track-
ing with long ranges and mobility on rugged terrain. In order to maintain reliable 
communications, a stable FSO mobile and ad hoc network (FSO MANET) forma-
tion of high-capacity links will be required to support multiple users. Automatic 
protection and restoration schemes/algorithms for fiber-optic and FSO networks are 
needed for establishing a high-reliabile backbone MANET. FSO MANET can then 
be created through integration of fiber-optic and FSO communication backbones. 
In order to establish the MANET reliably, it must address issues of dynamic alloca-
tions and medium access control (MAC) which is common to all networks because 
all communication devices have to know about the access at any given time. Rout-
ing protocols for MANET and algorithms determine the optimum path between 
senders and receivers based on specific metrics, for example shortest time delay 
(see Fig. 1.10). The routing protocols should be highly adaptive, fast, and energy/
bandwidth efficient.

Recently researchers have reported [5] a multi-transceiver spherical FSO structure 
as a basic building block for enabling optical spectrum in mobile ad hoc network-
ing. They have proposed an omni-directional optical antenna formed of a spherical 
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Fig. 1.9   A free-space optical (FSO) mobile ad hoc network (MANET) scenario
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structure tessellated with equally spaced hexagons of transceiver units. A 3D spheri-
cal structure covered with inexpensive FSO transceivers (for example, LED/vertical-
cavity surface-emitting laser (VCSEL) and photo-detector pair) solve the problems 
of mobility and LOS management via availability of several transceivers per node.

In addition to some of the previously mentioned applications, FSO MANET can 
support other applications such as group meeting, exhibitions, conferences, presen-
tations meetings, and lectures where the access points may not exist ahead of time. 
The details of FSO-based mobile ad hoc systems with some application will be 
discussed in a later chapter of this book.

1.9 � Underwater FSO Communications Network

Underwater FSO communications is very promising in establishing underwater 
links for various applications like undersea explorations (detected underwater oil 
fields and determine routes for laying undersea fiber cables), environmental moni-
toring (monitoring ocean currents and winds for improved weather for tracking of 
fish or microorganisms), disaster prevention (measure seismic activity from remote 
locations to provide tsunami warnings to coaster areas), and distributed tactical 
surveillance (unmanned underwater vehicles, UUVs) and underwater sensors to 
monitor areas for surveillance, reconnaissance, targeting, and intrusion detection). 
Current RF wireless technologies for communications from land to submarines are 
extremely inefficient due to requiring large ground stations offering extremely low 
bandwidth compared to today’s communication standards. Acoustic communica-
tion is ultimately band-limited to sub-MHz-type data rates due to the frequency-
dependent attenuation and surface -induced pulse-spread from reflection. For rang-
es of a kilometer, data rates of acoustic communication is around tens of Mbps, 
and is less than a thousand Kbps for ranges up to 100 km. Furthermore, long-range 
acoustic communication also has problems with real-time response, synchroniza-
tion, and multiple-access protocols. Thus acoustic technology is not useful for high-
data-rate communication network in real time. Underwater FSO communication, on 
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Fig. 1.10   A typical routing algorithm for MANET
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the other hand, can offer high bandwidths with very low frequency enabling real-
time networking. However, seawater absorption and scattering are the main causes 
of extremely high wavelength-dependent attenuation of optical signals. Spatial dis-
persion of photos due to scattering causes spatial spreading of the optical beam 
which reduces the photon density at the underwater receiver position. The limited 
range of optical links < 100 m can be accepted in exchange for the gain in infor-
mation bandwidth. However, FSO demonstration shows from both laboratory and 
field studies can achieve data rates of over 1 Gbps for transmissions over ranges of 
tens of meters. FSO can provide broadband communication for underwater wireless 
sensor networks (WSN), for example, for transmitting video streams or executing 
downloads of large bursts of stored data in a brief time slot. This will be extremely 
useful for some situations where there is a need for sporadic on-demand interroga-
tion from sensors when data is required from a specific location or within a short 
polling time slot. Three scenario of FSO underwater communications are depicted 
in Fig. 1.11., which are: (a) LOS, (b) Modulating retro-reflector (MRR) link, and (c) 
communications surface reflection link.

UUV

Submarine

UUVSubmarine
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MRR Reflector

Submarine

UUV

Fig 1.11   Different possible underwater FSO scenarios: a LOS, b Modulated Retroreflector 
equipped Communications, c Communication link by surface water reflection
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Figure 1.12 shows a global network concept using under FSO communication 
where UAV, satellite and ship can be part of the FSO involving underwater plat-
forms such as UUVs, submarines, divers, and sensors. Note that every type of link 
in the transmission layer of a broad spectrum of optical network from LAN, MAN 
to ultra-long-haul can be accomplished similar to FSO in terrestrial optical com-
munication.

The underwater FSO for higher layers of network design can also include the 
MANET, WDM/TDM, code division multiple access (CDMA) or, clustering and 
SONET/SDH ring designs. Point-to-multipoint links can be achieved in an energy 
efficient manner to accomplish broadband communications for video transmissions.

1.10 � Indoor FSO Communications

Another type of optical communication that uses the FSO concept is indoor-wire-
less optical communication as shown in Fig. 1.13. The transmitter can consist of 
LED arrays and the communication link between the transmitter and the different 
receiving terminals located in different places can be achieved by either line-of-
sight links or by reflection (or scattering) by walls in the room. Two rooms can 
also be connected by hardware. The details of the indoor communications will be 
discussed in a separate chapter of this book.
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Fig. 1.12   Underwater FSO communication for global network concept
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Chapter 2
Theory of Free-Space Optical (FSO) 
Communication Signal Propagation Through 
Atmospheric Channel

Arun K. Majumdar

2.1 � Introduction

The goal of a communication system is to transmit information which can be ac-
complished in many ways. Free-space optical (FSO) technology depends on the 
propagation of optical beam through various media, which interact with and affect 
the quality of the propagating optical signal. The understanding of the atmospheric 
phenomena and how they affect the propagating light is essential in designing ef-
fective, intelligent and cost-efficient FSO links and reliable networks in order to 
provide uninterrupted service at the expected quality. FSO communication has in-
creasingly attracted attention in the past decade for a number of applications for 
providing high bandwidth wireless communication links. Some of these applica-
tions include satellite-to-satellite cross-links, up-and-down links between space 
platforms and aircraft, ships, and other ground platforms, and among mobile or sta-
tionary terminals to solve the last mile problem through the atmosphere. However, 
there are a variety of deleterious features of the atmospheric channel that may lead 
to serious signal fading, and even the complete loss of signal altogether.

The atmosphere is composed of gas molecules, water vapor, aerosols, dust, and 
pollutants whose sizes are comparable to the wavelength of a typical optical carrier 
affecting the carrier wave propagation not common to a radio frequency (RF) sys-
tem. Absorption and scattering due to particulate matter may significantly attenu-
ate the transmitted optical signal, while the wave-front quality of a signal-carrying 
laser beam transmitting through the atmosphere can be severely degraded, causing 
intensity fading, increased bit error rates, and random signal losses at the receiver. 
Random fluctuation in the irradiance of the received optical laser beam caused by 
atmospheric turbulence usually refers to an effect called scintillation. Therefore, 
atmosphere can be a limiting factor in reliable high-data rate wireless FSO optical 
communication link performance. It is therefore important to learn about the inter-
action of the optical wave with the atmosphere so that one can predict the FSO com-
munication performance in presence of the atmospheric communication channel.
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Springer Series in Optical Sciences 186, DOI 10.1007/978-1-4939-0918-6_2, 
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2.2 � Statistical Description of Random Processes and 
Random Fields

In this section, a brief description of the statistical descriptions of the random pro-
cesses and random fields will be provided which will be helpful in understanding 
the random nature of the atmospheric parameters that affect the propagation.

2.2.1 � Random Variables and Random Process

In nature, there are many physical quantities, such as wind speed, ocean waves, 
air temperature, and seismic signal for earthquakes that show the behavior of very 
irregular random fluctuations of different amplitudes and frequency of occurrence. 
The mathematical theory of probability deals with the phenomena and observations 
(experiment, trials) which can be repeated many times under similar conditions. 
The probability theory describes the phenomena being studied with numerical char-
acteristics so that qualities take various values depending on the result of observa-
tion. Such qualities are called random variables [1]. The fields of phenomena in 
nature, as mentioned earlier, are described in terms of random functions, the con-
cept of which is a generalization of the more familiar concept of a random variable.

A random process is a process (i.e., variation in time or one-dimensional space, 
for example) whose behavior is not completely predictable and can be characterized 
by statistical laws.

Figure  2.1 depicts the concept of a random process X( t) which describes the 
mapping of a random experiment with sample space S onto an ensemble of simple 
functions X( , t)iλ . For each point in time t1, X( t1) describes a random variable. A 
random variable is thus a quantity that may assume one of many (even infinitely 
many) values with a certain probability. A random variable can be a discrete random 
variable (one that can assume only certain discrete values or a continuous random 
variable (one that can assume any value from a continuous interval). Note that the 
concept of random process is to enlarge the random variable to include time. Thus a 
random variable x becomes a function of the possible outcome (values) 

iλ  of an ex-
periment and time t, ,( )ix tλ  and the family of all such functions is called a random 
process, ( ),X i tλ . Figure 2.2 illustrates the hierarchy of random processes.

2.2.2 � Characterizations of a Random Process

The laws governing a random variable are given by the probability with which the 
variable will assume certain values [2]. For a specific t, X( t) is a random variable 
with distribution

 � (2.1)( ) [ ]F x, t  = p X(t) x≤
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The function F( x, t) is defined as the first-order distribution of the random variable 
X( t).

Its derivative with respect to x

 � (2.2)

is the first-order density of X( t), called probability density function, PDF.

Mean and Variance of a Random Process  The first-order density of a random pro-
cess f( x, t), gives the probability density function (PDF) of the random variables 
X(t) defined for all time. For each time instance of a random process, the average 
value (mean or expected value), variance etc. can be calculated from all sample 
functions ,( )iX tλ . The mean of a random process, mx( t), is thus a function of time 
specified by

 � (2.3)

( , ) ( , ) /f x t F x t x= ∂ ∂

[ ] [ ]( ) ( ) ( , )x t t t tm t E X t E X x f x t dx
∝

−∝

= = = ∫

Fig. 2.1   Concept of a random process
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For the case where the mean of X( t) does not depend on t, we have

 � (2.4)

The variance of a random process, also a function of time, is defined by

 �

(2.5)

Second-order Densities of a Random Process  If there are two random variables 
X( t1) and X( t2), the second-order provability densities of a random process can be 
defined as f( x1,x2; t1, t2).

Nth-order Densities of a Random Process  The nth order density functions for X( t) 
at times t1, t2,…………tnare given by f( x1, x2, …xn; t1,t2,…tn).

Time Averages and Ergodicity  So far, the average value and the variance of a ran-
dom process X( t) were calculated based on the PDF f( xt, t). However, in practical 
experiments the provability density function of a random process is often unknown. 

m t E X t mx x( ) ( ) ( )= [ ] = a constant
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−∝
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−



=

∫

Fig. 2.2   Hierarchy of random processes
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Also, in many cases, there is only one sample function ( , )iX tλ  available. There-
fore, it is meaningful to average over-time instead of taking the ensemble average.

Average Value 

 � (2.6)

Variance 

 � (2.7)

Ergodicity  A stationary random process X( t) is called ergodic, if the time average 
of each sample function ( , )iX tλ  converge towards the corresponding average with 
probability one. In practical situations ergodicity is often assumed since just one 
sample function is available during the experiment and therefore the ensemble aver-
ages cannot be taken.

Auto-correction and Auto-covariance Functions:
We are interested in how the value of a random process X( t) evaluated at t2 de-

pends on its value at time t1. At t1 and t2, the random process is characterized by ran-
dom variables X1 and X2, respectively. The relationship between X1 and X2, can be 
understood from the joint probability density function

1 2 1, 2( )x xf x x . A linear relation-
ship between two rand variables X( t1) and X( t2) can be specified by E[X( t1)X( t2)], 
which in general a function of t1 and t2. The auto-correlation function of a random 
process {X( t)} is defined as

 �

(2.8)

The auto-covariance function of a random process {X( t)} is defined by

 �

(2.9)

The normalized auto-covariance function is defined by

 � (2.10)
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Stationary of Random Processes  A random process {X( t)} is called strictly 
stationary (SSS) if the sets of random variables ( ) ( ) ( )1 2,  , ,nX t X t X t…  

( ) ( ) ( )1 2and , , , nX t X t X t+ ∆ + ∆ … + ∆
have the same probability density functions for all t1, all n and all ∆ , i.e.,

 � (2.11)

A wide-sense stationarity (WSS) is a constant expected value for all t. E[X( t)] = m 
(constant)

 �
(2.12)

where, 1 2t tτ = −
The variance is constant and finite: 2 2(0) (0)C R mσ = = − <∝
For example, for a second-order PDF where the joint PDF of a stationary process 

does not change if a constant value ∆  is added to both t1 and t2.

 � (2.13)

The autocorrelation function then only depends on the difference τ between t1 and 
t2

�

(2.14)

The auto-covariance function is given by (note: the average value is a constant):

 �

(2.15)
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Properties of Auto-correlation Function of a Stationary Random Process:

•	 Symmetry: ( ) ( )xx xxR Rτ τ= −
•	 Mean Square Average: ( ) ( ){ }2

0 0xxR E x t= ≥
•	 Maximum: ( ) ( )0xx xxR R τ≥
•	 Periodicity: if ( ) ( )00 ,xx xxR R t=

then ( )xxR τ  is period with period t°
Auto-correlation and Auto-covariance Function of an Ergodic Random Process: 

 �

(2.16)

Note: ( ),T iX tλ  is a sample function of random process X( t) windowed to be of 
length T (extending from − T/2 to T/2).

Figure  2.3 depicts some sketches of random sequences, histogram (PDF), its 
auto-correlation function, and the power-spectral density.

2.2.3 � Power Spectral Density of Random Process

A random process is an ensemble of discrete time signals and a description of ran-
dom processes in the frequency domain is necessary. Calculation of the Fourier 
Transform of the random process is not straight forward. The random process con-
sidered is at least WSS if not stationary. The auto-correlation of a WSS random 
process is however a deterministic function of delay. The power spectral density 
(psd) of a WSS random process X( t) is defined as the Fourier Transform of the auto-
correlation function ( )xxR τ :

 � (2.17)
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−
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−
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= − + −

∫

∫
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∝
−

−∝

= = ∫

Fig. 2.3   Illustration of random sequences, histogram (PDF), auto-correlation, and power spectral 
density
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where .TF  is the notation for Fourier Transform. The inverse transform,

 � (2.18)

The above equations are called Wiener-Khintchine relations.
Figure 2.3 depicts some sketches of random sequences, its auto-correlation func-

tion, histogram (PDF), and the power spectral density.

Properties of the Power Spectral Density  Ergodic Random Process x( t):

 �
(2.19)

Auto-correlation Function:

 �

(2.20)

Power Spectral Density:

 �

(2.21)

2.2.4 � Concepts of Random Process for the Treatment of Random 
Fields

A random field denoted by x( r, t) can be understood from the concepts of random 
process (discussed earlier) which is a function of time t, and of a vector spatial vari-
able, r=( x, y, z). To describe the random field completely, it is necessary to know the 
joint probability distributions of all orders of the random field. Since it is not pos-
sible to derive the complete family of probability distributions, only the lower order 
field moments are sufficient for practical purposes. In many applications such as 
optical propagation through the random medium when the medium does not change 
appreciably during the time the random field parameters are being evaluated, the 
random field can be described as x( r).
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Spatial Covariance Function  If the time-dependency factor of the random field x( r, 
t) can be suppressed, the mean value m( r) of the random field can be defined by

 � (2.22)

where the bracket < > denotes an ensemble average, i.e., the mean value. The spatial 
covariance function, Bx ( r1, r2), of the random field, x( r), can then be defined as 
(where r1and r2are three-dimensional spatial vectors),

 � (2.23)

where the x*denotes the complex conjugate of x. The spatial covariance function, 
Bx( r1, r2) is sufficient to describe a stationary random process, where m( ri) is the 
expected value of x( ri) and <> refers to the ensemble average. Note that the mean 
value of the random field, m( r) is dependent on the spatial position, r. In other 
words, the value of the field at any specific position can be thought of as a random 
variable. In general, any two positions in the field, say r1 and r2,may have different 
mean values which means that they are random variables with different probability 
descriptions. As a special case, if the mean value of the random field does not de-
pend on the spatial position, r, the field is said to be statistically homogeneous, and 
its mean value is denoted by

m = <x( r)>. In that case, the spatial covariance function for a statistically homog-
enous field is reduced to

 � (2.24)

where r = r2−r1. The homogeneity is the spatial equivalent of a random process 
which is stationary in time. If the random field, in addition to being statistically ho-
mogenous, depends only on the scalar distance, 2 1r r r= − , and not on the positions 
r1and r2, the field is then said to be statistically isotropic. The spatial covariance can 
then be written as Bx( r).

Three-Dimensional Spatial Power Spectrum  If the random field is statistically 
homogenous with a zero mean, the field depends on the vector r = r2−r1, and can be 
represented by the Riemann-Stieltje integral given by

 � (2.25)

Where k=( kx, ky, kz) is the vector wave number, and dυ ( k) denotes the random am-
plitude of the field, x( r). The spatial covariance function can then be written as [3].

 � (2.26)

( ) ( )m = xr r< >

( ) ( ) ( ) ( ) ( )* *
x 1 2 1 1 2 2B r , r  = x r m r     x r m r  − −  < >   

( ) ( ) ( ) 2
x 1 1 2B  r  = x r  x* r r - m< + >

( ) ( ).ik rx r e d kυ
∝

−∝

= ∫

( ) ( ) ( ) ( ) ( ) ( )1 2 1 2* exp · · *xB x x i k d k dυ υ
∝

−∝

=< >= − 〈 〉′ ′∫∫∫ ∫∫ ∫ r k rrr r k
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For statistical homogeneity condition to be satisfied it is required that

 � (2.27)

Where ( )xδ  is the Dirac delta function, and ( )x kΦ  is the three-dimensional spatial 
power spectrum of the random field x( r).

For statistically homogeneity condition, the Eq. (2.26) can be simplified to

 � (2.28)

By taking the inverse Fourier Transform, the spatial power spectrum, ( )x kΦ  can 
be written as

 � (2.29)

With further assumption of the statistically homogenous and isotropic properties of 
the random field, the Eqs. (2.28) and (2.29) can be further reduced to

 � (2.30)

 � (2.31)

where k= k  is the magnitude of the wave number.
As a special case, a statistically homogenous and isotropic random field, can be
represented by a Riemann-Stieltjes integral [3] of the form

 � (2.32)

where ( )d kυ  is a random complex amplitude. Assuming the mean value of the 
random field is zero ( m = 0), the spatial covariance function can be defined as

 � (2.33)

where k denotes the spatial frequency and ( )xV k  is the one-dimensional spectrum 
of the random field x( r). The one-dimensional spectrum ( )xV k  can then be ob-
tained by taking the inverse Fourier Transform of Eq. (2.33):
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 � (2.34)

From Eqs. (2.34) and (2.31), the three-dimensional spatial power spectrum can be 
related to the one-dimensional spatial spectrum by

 � (2.35)

Structure Function  In many applications of practical interest, the random field 
does not have a constant mean over large spatial distances, and one cannot generally 
assume that the field is strictly homogenous. The difference in the physical param-
eters (such as velocity fields in a turbulent medium) representing the random field 
at two points in the field usually can be assumed as a statistically homogenous field. 
A locally homogenous random field can be defined as the random field which can 
be expressed as the sum of a varying mean and a statistically homogenous fluctua-
tion as follows

 � (2.36)

where m( r) is the varying mean, and x1( r) is the statistically homogenous fluctua-
tions with zero mean <x1( r)> = 0 for all vector position, r.

If a random process x( r) has a slowly varying mean, it cannot be represented 
by the covariance function. Accordingly three-dimensional structure function ad-
equately describes this process and is denoted by

 � (2.37)

The power spectrum and the structure function are related by

 � (2.38)

If the random field locally homogenous and isotropic, the scalar separation dis-
tance, 2 1r r r= − , the vector equation distances. For the isotopic case, the structure 
function is determined by

 � (2.39)

The inverse relationship gives the spatial power spectrum for locally homogenous 
and isotropic case isotropic case

 � (2.40)
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2.3 � FSO Communications in Presence of Atmosphere

In FSO, when a light beam propagates through the atmosphere, most of its proper-
ties are affected. The atmosphere is a mixture of gases, molecules, and particles 
that continuously gain or lose energy (heat). There is a constant movement of air 
cells causing thermal turbulence in air cells characterized by inhomogeneous and 
dynamically changing refractive index, density, and air consistency. Most of the 
properties of the FSO light beam are thus severely affected by the atmosphere 
which include changes in polarization refraction, absorption, scattering, and at-
tenuation. This results in random fluctuations of the light beam at a frequency be-
tween 10 mHz and 200 Hz [4], or more. In FSO, when the laser beam interacts with 
atmospheric turbulence, its polarization and coherency fluctuates due to random 
fluctuations of the air mass along the path, and its attenuations constantly fluctu-
ates due to non-consistent power loss throughout the air mass along the path. From 
communications point of view when the signal arrives at the receiver, its intensity 
fluctuates due to random temporal and spatial irradiance fluctuations of the light 
beam. The signal therefore focuses and defocuses onto the photodetector randomly. 
The signal fluctuation due to atmospheric turbulence is termed as scintillation. The 
scintillations of a laser beam are a major obstacle for gigabit data rates and long-
distance optical communications [5, 6]. In FSO communication links, knowledge of 
the scintillation (measured by the scintillation index) is important for determining 
system performance. There are a variety of deleterious features of the atmospheric 
channel that may lead to serious signal fading, and even the complete loss of signal 
altogether. Atmospheric turbulence is not the only cause to affect the deteriora-
tion received signal. There are many situations where FSO communication link 
has to be established in presence of scattering medium such as fog, aerosol, smoke, 
dust, etc. Absorption and scattering due to particulate matter in the atmosphere may 
significantly decrease the transmitted optical signal, whereas random atmospheric 
distortions due to optical turbulence can severely degrade the wave-front quality of 
a signal-carrying laser beam, causing intensity fading and random signal losses at 
the receiver [6, 7].

Besides these atmospheric channels which involve turbulence and scattering 
media, free-space underwater optical communication channel [8, 9] is becoming a 
challenging field of investigation. The necessity if wireless underwater connections 
has dramatically increased in the last few years for a wide range of applications, 
from environmental monitoring to surveillance. Underwater communication chan-
nel for potential high data rate communication will be covered in a separate chapter 
of the book.

2.3.1 � FSO Communication Scenarios

The FSO is an outdoor wireless communications technology with a potential high 
data rate and bandwidth per link exceeding 10 Gb/s or even 50 or 120 Gb/s per link. 
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Figure 2.4 depicts the different FSO communication scenarios each of which are 
described as follows.

•	 Horizontal link, such as from rooftop-to-rooftop of tall buildings, from window-
to-rooftop or from window-to-window, and some FSO nodes may be mounted 
on tall poles. Some of these FSO links may include a base Transceiver station, 
Backhaul, and cell sites. The range of this horizontal link is typically up to a few 
kilometers connecting office buildings in a metro area (Fig. 2.4a). In computing 
the fluctuating intensity of the received signal, the strength of the turbulence is 
usually assumed uniform for the horizontal link. Physical obstructions, such as 
birds, insects, tree, limbs, or other factors can temporarily or permanently block 
the laser line-of-sight. Furthermore, building motion due to wind, differential 
heating and cooling, building sway, or ground motion over time can result in 
serious misalignment of fixed-position FSO communication system.

•	 Slant Path FSO link: The slant path situation can arise when the FSO path is not 
quite horizontal and the turbulence strength is not uniform along the propagation 
path, i.e., variable. Some of the examples to be treated in other chapters of the 
book include unmanned aerial vehicle (UAV; or airborne) or top of a mountain 
to a ground link (Fig. 2.4b).

a

c d

b

e f

Fig. 2.4   FSO communications scenarios
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•	 Uplink: Typical example for uplink scenario is ground-to-space propagation 
path, such as ground station to a satellite. It is necessary to consider the altitude 
profile of the turbulence strength parameters in order to compute the fluctuations 
of the signal intensity received at the receiver. (Fig. 2.4c)

•	 Downlink: From space-to-ground is an example for a downlink FSO communi-
cation, such as a satellite-to-ground link. The altitude variation of the turbulence 
strength must be considered to compute the received FSO signal intensity fluc-
tuations (Fig. 2.4d).

−	 Indoor communications:The short-range indoor wireless communication is 
receiving increasing attention because of its role in the emerging technologies 
involving portable computing and multimedia terminals at work and every-
day environment. Some of the typical portable devices may include laptop, 
computers, phones, whereas the base stations inside the room are usually con-
nected to a computer with other networked connections (Fig.  2.4e). Many 
indoor communication systems employing infrared light-emitting diode 
(LED) wireless links are available. Using pure diffuse links, a high-speed, 
power-efficient indoor wireless infrared communication using code combin-
ing has been reported [10] where a multiple transmitter link design was used 
with a narrow field-of-view direction diversity receiver. Indoor optical wire-
less communications using visible light communication (VLC) has been point 
out [11]. Note that the effect of signal functions and signal loss of indoor opti-
cal communications will be discussed in a separate chapter of the book.

−	 Underwater Optical Communications:The importance of underwater wireless 
optical communication has grown for application of underwater observation 
and sea-monitoring system. Underwater optical communications system can 
provide the capability to communicate optically at data rates of the order of a 
few hundred Mb/s and can be designed for ships, submarines, unmanned under-
water vehicles, and fixed data nodes (Fig. 2.4f). Underwater FSO can offer high 
bandwidths with very low latency and directional links, reducing multipath 
effects and enabling real-time networking. A detailed description underwater 
FSO communication will be provided in a separate chapter of the book.

2.3.2 � Flowchart for FSO Communication System Performance 
Evaluation

A system approach provides a practical and realistic way to understand how the 
FSO communication performance is evaluated. Like any other system analysis, a 
set of requirements has to be established first. These requirements usually come 
from the goals of the required FSO communication system specified by the par-
ticular research or provided by the customer (who funds the project or the ultimate 
users). FSO communication system which has to operate under diverse atmospheric 
conditions such as various atmospheric turbulence is very complex because it in-
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volves tremendous number of variables. Atmospheric channel which in this case is 
random (stochastically dynamic) and the optical field originating from the optical 
transmitter undergoes various temporal and spatial changes in the communication 
signal before reaching the receiver. The system analysis must start with a communi-
cations scenario (same of the examples are shown in the Fig. 2.4). A communication 
scenario will then determine the FSO transceiver (both optical transmitter and re-
ceiver) design with the knowledge of the signal distortions due to atmospheric tur-
bulence. Once the type of atmospheric turbulence (such as low, moderate, or strong 
turbulence) is assumed, the solution of optical wave equation (discussed in the next 
section) provides the second- and fourth-order moment of the random optical field 
from which mean irradiance, scintillation index, and covariance function can be 
deduced. FSO communication parameters such as beam wander, angle-of-arrival 
fluctuations, correlation width, etc. can then be determined. Combined with scintil-
lation statistics/PDF (discussed in the subsequent section) and appropriate mitiga-
tion technique (such as aperture averaging, coding, adaptive optics, etc.), the FSO 
communication performance metrics such as Bit-Error-Rate (BER), signal-to-noise 
ratio (SNR), and probability of fading can be evaluated. This overall picture of the 
complete systems approach is shown in Fig. 2.5. The symbols used in the system 
blocks are identified and the functional relationships of the necessary parameters 
and how they are related to the solutions of the optical wave equation are referred 
to and discussed in detail in the next sections.

Fig. 2.5   Flowchart for FSO communications systems performance evaluation
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2.3.3 � FSO Transmitting Beam Types

The propagation of laser beams through a turbulent atmosphere has many applica-
tions in FSO communications. The signal intensity fluctuations through turbulent 
atmosphere at the detector, determines the FSO communications system perfor-
mance. This subject has been extensively studied which covers mainly the scintil-
lations under the plane wave, the spherical wave, and the Gaussian beam wave 
(fundamental mode) excitations at the source, i.e., at the transmitter end. However, 
due to the tremendous growth into the telecommunications infrastructure using 
FSO communication links, there is increased need for computing the scintillation 
index in turbulence with different kinds of laser beams, other than plane, spheri-
cal, or Gaussian beam waves. The object to search for the best (optimum) beam at 
the source (transmitter) is to minimize the degrading effects of turbulence in the 
atmospheric FSO links. Some source excitation beam types commonly used and 
proposed for FSO communications today depicted in Fig. 2.6 are the following:

•	 Plane Wave

A plane wave in this FSO context is defined as the type of electromagnetic wave 
when generating from the source point (transmitter end) propagates through the 
atmosphere in which the phase fronts are parallel planes.

Mathematical description:

 � (2.41)

where U0 is the complex amplitude at distance z from the transmitter wave propa-
gating along the positive Z-axis in free space, A0 is a constant amplitude of the wave 
field, φ0 is the phase, k is the optical wave number related to the optical wavelength 
λ  by 2 /k π λ= .

Note that the above formulation describes the plane wave propagation in free 
space. FSO communications has to be operated in a random atmospheric turbulent 
channel. When a plane wave propagates through this random medium, it undergoes 
both amplitude and phase fluctuations when the signal arrives at the detector sur-
face. Figure 2.6a sketches qualitatively how.

•	 Spherical Wave

A spherical wave is defined as one in which the phase fronts are spherical surfaces.
Mathematical description:
The complex wave amplitude is given by (at a distance, z)

 � (2.42)
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Fig. 2.6   Sketches to illustrate intensity profiles of transmitting beams propagated through atmo-
spheric turbulence

 



38 2  Theory of Free-Space Optical (FSO) Communication  …

point source. Figure 2.6b sketches the spherical waves intensity profile propagated 

through atmospheric turbulence.

•	 Gaussian-beam wave

A Gaussian-beam is a beam whose transverse electric field and intensity (irradi-
ance) distributions are approximated by Gaussian functions. Many lasers operating 
on the fundamental transverse mode, or TEM00 mode of the laser’s optical resona-
tor emit an approximate Gaussian profile. The outgoing Gaussian beam passing 
through a lens also is transformed into another Gaussian.

Mathematical Description  The complex amplitude at distance z from the source is 
the Gaussian wave [3] is

 � (2.43)

where r is radial distance from the beam center line, 
0α is a complex parameter 

related to spot size and phase front radius of curvature as

 � (2.44)

W0is the radius at which the field amplitude falls to 1/e of that on the beam axis, 
and the phase front is taken to be parabolic with radius of curvature F0. F0 = ∞ 
(collimated), F0 > o (convergent) and F0 < o (divergent). Figure  2.6c sketches the 
Gaussian beam intensity profile distribution after propagating through turbulent at-
mosphere [see also 12].

•	 Non-diffracting Beam

An ideal optical field with completely eliminated diffraction is termed non-diffrac-
tive beam and is promising for wireless optical communications (WOC). Non-dif-
fracting beam is much less influenced by atmospheric turbulence than other beams 
[13]. It means that the non-diffractive beam is suitable for long-range FSO com-
munications. In practice, however, only the approximation of ideal non-diffractive 
beam, called pseudo-non-diffractive (P-N) beam is realizable [14]. In this case, the 
beam intensity depends on the propagation coordinate but inside a propagation re-
gion of the well-defined length, the beam profile remains nearly unchanged. There 
are a number of ways to generate non-diffractive beams. Generation of the P-N 
beam using a thin annular ring placed at the front focal plane of the Fourier lens and 
illuminated by a spatially filtered and collimated laser beam is described in [14]. 
The use of an axicon to generate P-N beam is also discussed in that reference [14]. 
The researchers in the reference [13] presented a binary optical element (BOE) that 
shapes and incident place wave or divergent spherical wave into a non-diffractive 
beam.
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Mathematical Description  The intensity distribution of the non-diffract-
ing beam at the different propagation distances for the case of a spherical 
wave incidence is explained in the reference [13]. The BOE is located at the 
( x, y, o) co-ordinate ( z = o), and the intensity was computed on the points in 
the plane ( , , )x y z′ ′ . The transformations of the two co-ordinate axes where: 
x cos , y sin ; cos , sinx yρ θ ρ θ σ φ σ φ= = = =′ ′  The intensity distribution was 
computed from the wave-amplitude distributions incident on the BOE and on the 
( , , )x y z′ ′  plane. The result is shown as follows:

 �

(2.45)

In the above equation, A is the constant amplitude of the initial wave-amplitude, 
2 /k π λ= , the optical wave number, λ = optical wavelength, z = distance from the 

BOE element, f in the distance between the source point and BOE element, R = ra-
dius of the element, d1 and d2are points on optical axis, non-diffractive beam propa-
gates between 

1dz  and 
2dz . By numerical integration, one can analyze the inten-

sity distributions of the non-diffracting beam with the propagation distance. Note 
that the intensity distributions referred will still be corrupted by the atmospheric 
turbulence. Figure 2.6d shows schematically the intensity profiles. For FSO com-
munications applications, the intensity distributions of the non-diffractive beams 
perturbed by atmospheric turbulence will ultimately determine the communication 
performance.

•	 Bessel Beam

A Bessel beam is a field of electromagnetic wave (in the context of FSO propaga-
tion) whose electric field is explicitly described by a zeroed-order Bessel function 
of the first kind ( J0). A true Bessel is non-diffractive, described earlier, which means 
that as it propagates, it does not diffract and spread out. A Bessel beam is also self-
healing, meaning that the beam if is partially obstructed at one point will re-form at 
a pint further down the beam axis. The properties of Bessel beams make them useful 
for WOC. A true Bessel beam cannot be created, as it is unbounded and would re-
quire an infinite amount of energy. Approximation to Bessel beams can be achieved 
by focusing a Gaussian beam with an axicon or conical lens element to generate a 
Bessel-Gauss beam.
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Mathematical Description  The mathematical function which describes a Bessel 
beam is a solution of Bessel’s differential equation, originating from separable solu-
tions to Laplace’s equation and the Helmholtz equation in cylindrical coordinates. 
The intensity profile of the Gaussian-Bessel beam is [15]:

 � (2.46)

Where r and z are the radial and longitudinal coordinates, Ioand 
0ω  are the intensity 

and beam waist of the incident Gaussian beam, k is the wave vector, n is the index 
of refraction of the axicon material, and d is the wedge and angle. Because of the 
similarity of the Bessel beam with the non-diffraction beams, a separate sketch in 
Fig. (2.6) is not shown separately.

•	 Flat-topped Beam (or Top-hat Beam)A flat-top beam (or top-hat beam) is a light 
beam having an intensity profile which is flat over most of the covered area. 
When a laser beam propagates through the atmospheric turbulence, it experi-
ences scintillation, beam spreading, degradation of beam quality, and beam wan-
dering induced by the atmospheric turbulence. These effects limit the application 
of laser beams in long-distance FSO communications. A flat-topped beam array 
has been recently studied for overcoming turbulence-induced degradation.

Mathematical Description  Formulation of the average receiver intensity has been 
described in details in reference [16] and is not repeated here. Also the authors in 
reference [16] have formulated the scintillation index of a phase-locked radial flat-
topped beam array propagating in a weekly turbulent atmosphere. These results 
will be useful in long-distance FSO communications. Figure 2.6e shows the basic 
concepts of the flat-topped beam propagation through atmospheric turbulence, and 
the intensity profiles.

•	 Partially Coherent Bessel-Gaussian BeamA partially coherent source (spatially) 
can be generated in a number of different ways. One method to generate a par-
tially coherent beam is to place a diffuser at the laser transmitter of a quasi-
monochromatic source. A Gaussian Schell model may be used to describe the 
coherence of the source beam [17, 18]. Propagation of laser beams through a 
turbulent atmosphere has many applications in a FSO communications. Recently 
many researchers have shown that partially coherent beams are less influenced 
by a turbulent atmosphere than is a completely coherent beam. The statisti-
cal properties of arbitrary coherent and partially coherent beams propagating 
through atmospheric turbulence have been reported [18–20]. A Bessel-Gaussian 
beam is constructed by introducing a Gaussian exponential as a windowing func-
tion to confine the energy of the beams [21].

Mathematical Description  The intensity distribution of a partially coherent Bessel-
Gaussian originating at z = o (i.e., the source plane) and propagated a distance z is 
given by [21] (this is the intensity distribution in the received plane)
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�

(2.47) �

where r1 and r2 are modulus of the position vectors r1and r2located in the transverse 
plane, Lc is the transverse coherence length, Jn is the Bessel function, α and 

0ω  are 
the width parameters, 2 /k π λ=  is the wave number, 0ρ  is the coherence length of 
a spherical wave propagations in the turbulent medium.

•	 Vertical-Cavity Surface-Emitting Laser (VCSEL) Array BeamRecently the con-
cept of a compact free-space laser communications terminal has been proposed 
using a Vertical-Cavity Surface-Emitting Laser (VCSEL) array. The optical sys-
tem has no mechanically moving  parts and the compact terminal can transmit 
multiple optical communications beams to the counter terminals as well as receive 
optical communications signals simultaneously from multiple platforms. High 
power VCSEL devices with 4, 9, and 16 simultaneously driven spots operating at 
850 nm have been developed [22] to produce a single-cone-shaped far-field pat-
tern. For FSO communications application, these light sources are useful because 
of their high-speed modulation (capable of 2.5 Gb/s data rate) and high reliability 
under high optical power operation. Some of the characteristics of the VCSELs 
regarding beam profile involve for field patterns of each single device are a mul-
tiple cone shape where the amount of the dip at the center between 20 and 40 %, 
for example of the far-field pattern is different. For FSO application, the dip at the 
center is an important parameter when a VCSEL with a multi-cone shape far-field 
pattern is used. The far-field pattern of 4 × 4 VCSEL array were shown in [22] 
to have single cone-like pattern. Further research is needed to over the dip at the 
center of the far-field pattern to obtain higher power to make useful for long range 
FSO communication. Figure 2.6f shows a qualitative sketch of VCSEL array and 
the intensity profile at the far field. Note that the intensity profile will include the 
intensity fluctuation induced by the atmospheric scintillation effect.

2.3.4 � Random Nature of Atmospheric Turbulence

Study of turbulence in earlier research involved investigating the concept of ve-
locity fluctuations in a viscous fluid. The velocity field may in a turbulent state 
be considered to develop random subfields known as turbulent eddies, and can be 
used to qualitatively describe be turbulent atmosphere. These turbulent eddies ex-
ist in a continuum of spatial dimensions. The larger eddies bread-up into continu-
ously smaller eddies and energy is transferred between these eddies in the form of 
velocity. During this breaking-up process eddies of all sizes are created: there exists 
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a largest eddy size Lo, known as the outer scale of turbulence, and a smallest eddy 
size, lo, known as the inner scale of turbulence. The so-called inertial sub-range 
covers and inner scale. Scale sizes smaller than the inner scale belong to the dis-
sipation range where energy is dissipated in the form of heat. The transition from 
laminar to turbulent flow is usually characterized by the Reynolds number, Re=Vl/υ 
where V is the characteristic velocity, l is the characteristic dimension of the flow, 
and V is the kinematic viscosity. A typical value of Re ≈ 105 for ground level wind 
velocity is considered to be highly turbulent flow. The fluid flows in the atmosphere 
are highly unstable because random movement of the eddies of scale sizes on the 
order of flow dimensions, giving rise to eddies of smaller scale sizes and lower 
velocities. Ultimately, eddies become small enough that viscosity forces overcome 
initial forces and eddies no longer decay. The turbulent energy redistribution can 
be considered to have an initial energy input region, inertial sub- range, and energy 
dissipation region [23, 24]. Energy begins to cascade when the characteristic length 
reaches a specific outer scale length, Lo. The energies of the eddies start to be redis-
tributed into eddies of smaller eddies, until caddies reach a size equal to the inner 
scale length, lo. Kolmogorov proposed that in the inertial sub-range where Lo > l > lo, 
the turbulence can be considered as isotropic. After reaching the dimension lo, the 
energy of the eddy is dissipated as heat energy through viscosity process [23].

Statistical descriptions of the atmospheric wind velocity field are related to the 
index of refraction fluctuation. The atmospheric index of refraction can be treated 
as a random field the index of refraction at any spatial point in the atmosphere at any 
given time can be considered a random variable. Specifically, the index of refrac-
tion is a random function of both space and time. The time dependency of the index 
of refraction is usually suppressed in optical studies assuming the wave maintains 
a single frequency as it propagates. The index of refraction fluctuations caused by 
atmospheric turbulence can be written as (see also Eq. 2.36)

 � (2.48)

Where r
�  is a point in space, ( )0n = n 1r< >≅�  is the mean value of the index of 

refraction of air at atmospheric pressure and ( )1n r
�  represents the random deviation 

of 1n ( )r
�  from its mean value, with a zero average, i.e., ( )1n 0r< >=�

. The refractive 
index if air at optical frequencies is,

 �
(2.49)

where P is the pressure in millibars, and T is the temperature in degree Kelvin. The 
index of refraction fluctuations within the visible and near-IR region of the spec-
trum are primarily due to random temperature fluctuations.

The covariance function of ( )1n r
�  can be written as (see also Eq. 2.23)

 � (2.50)
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where 
1r
�  and 

2r
�  are two points in space, and 

2 1r r r= −� � � . If the media is assumed to 
be homogeneous and isotropic turbulent, the covariance function reduces to a func-
tion of one scalar distance 2 1r r r= −� .

A locally homogeneous field [3] is usually not characterized by the covariance 
function, but by the structure function given by

 � (2.51)

From Eqs. (2.50) and (2.51), the structure function of refractive index fluctuations 
can be determined and Kolmogorov-Obhukov two-thirds power law can be derived 
as [3]

 � (2.52)

where lo(inner scale size) and Lo(outer scale size) are discussed earlier, and Cn
2is the 

index of refractions structure parameter. For FSO communications for horizontal 
links, Cn

2is essentially constant; however for uplink, downlink and slant path FSO 
scenarios, Cn

2is a function of height. Typical values of Cn
2range form 10−17 m−2/3 

(weak turbulence) and 10−12 m−2/3 (strong/very strong turbulence). Similar concept 
of determining various frequency component in a time-varying electrical signal by 
Fourier Transform method, the ability of different eddy sizes contributing to the 
refractive index of random medium can be applied. The three-dimensional spatial 
power spectrum of the random field ( )n kΦ

�
 form a Fourier Transform pair with the 

covariance function (see Eqs. 2.28 and 2.29)

 � (2.53)

 � (2.54)

where k
�  is the wave number vector. The above Fourier Transform relations for 

homogeneous and isotropic medium reduce to (see Eqs. 2.30 and 2.31)

 � (2.55)

 � (2.56)

A one-dimensional spectrum Vn( k) is related to the three-dimensional spectrum 
( )n kΦ
�

 (see Eq. 2.35)
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The relation between the structure function and the power spectrum are (see also 
Eqs. 2.39 and 2.40)

 � (2.58)

 �
(2.59)

Using ( ) 2 2/3
n nD r  = C  r , the wave number spectrum is (within the inertial range)

 � (2.60)

To evaluate FSO communications performance, it is necessary to compute charac-
teristics of the received signal on the detector such as intensity fluctuations, mean 
intensity, temporal power spectrum, etc. The evaluation of these parameters will 
require a knowledge of the refractive index spectrum valid for the intended applica-
tions. Some of the commonly used spectrum, are discussed below.

Tatarskii Spectrum  To include the inner or outer scale effects, the modified Kol-
mogorov power law spectrum is given by Tatarskii spectrum which uses a Gaussian 
function to extend coverage to the dissipation range ( k > 1/lo) where small eddies 
are influential:

 � (2.61)

where km = 5.92/lo.

Von Karman Spectrum  This modified spectrum is valid over both the inner- and 
outer-scale parameters,

 � (2.62)

where ( )o o o ok = 1/L or k =2 /L ,   o kπ ≤ < ∝

Hill Spectrum (Modified Atmospheric Spectrum) [25, 5]  This spectrum includes a 
“bump” at high wave numbers near 1/lo

 �

(2.63)

Where kl=3.3/lo
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2.4 � Theory of Optical Propagation Through Atmospheric 
Turbulence Relevant to FSO Communications:

For WOC or FSO communication links, atmosphere is not an ideal communica-
tion channel. Atmospheric turbulence can cause fluctuations in the received signal 
level as a result of a number of effects, which increase the bit errors in a digital 
communication link. In order to quantify the FSO performance limitations, a better 
understanding of these effects are needed. Known effects of atmospheric turbulence 
include:

A.	Beam scintillation—Fluctuations in the spatial power density at the receiver 
plane. The scintillation process is low compared to the large data rates typical of 
FSO transmission.

B.	 Beam steering—Angular deviation of the beam from its original line-of-sight 
(LOS) causing beam to miss the receiver.

C.	 Image dancing—The received beam focus moves in the image plane due to 
variations in the beam’s angle of arrival (AOA); the AOA of the phase fronts at 
a receiver fluctuates.

D.	 Beam spread—Increased beam divergence due to scattering causing a reduction 
in received power density.

E.	  Other deterioration include (i) deviations of the beam shape (from circularly 
symmetric Gaussian beam, for example) from that are time dependent(ii) wan-
der off the centric of the beam(iii) break-up of the beam into distinct patches of 
illumination whose shapes and locations fluctuate with time

F.	  Spatial coherence degradation—Turbulence also induces losses in coherence 
across the beam phase fronts—can be deleterious for photo-mixing as incoherent 
receiver.

The random variations on the amplitude and phase of the propagating wave can be 
addressed theoretically, by solving the wave equation for the electric field and its 
respective statistical moments. The electric field for a propagating electromagnetic 
wave is derived from the wave equation

 � (2.64a)

Where 
2

k
π
λ

=  is the wave number of the electromagnetic wave, λ  is the wave-
length, n( r) is the index of refraction whose time variations have been suppressed, 
and 2 2 2

2
2 2 2x y z

∂ ∂ ∂
∇ = + +

∂ ∂ ∂

is the Laplacian operation. The time variations in the refractive index are suf-
ficiently slow that a quasi steady approach can be used where n( r) is a function of 
position only. The third term on the left-hand side of the Eq. (2.64) is a depolariza-
tion term and can be neglected so that the Eq. (2.64) can be written as

 � (2.64b)

( ) ( )2 2 2 2 • log 0E k n r E E n r∇ + + ∇  ∇  = 

2 2 2 0E k n E∇ + =
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The above equation for the vector E can be decomposed into three scalar equations 
one of which can be denoted by a scalar component U( r). This scalar component 
U( r) is transverse to the direction of propagation along the positive Z-axis. The 
scalar stochastic Helmholtz equation for U( r) can then be written as

 � (2.65a)

From the Eq. (2.48)
n( r) = no+n1( r) with no = <n( r)> = 1, <n1( r)> = 0.
In order to solve the Eq. (2.65b) above for weak turbulence case, Rytov approxi-

mation was used which allows to write the field of the electromagnetic wave as

 � (2.65b)

Where Uo( r) represents the unperturbed field, i.e; an optical wave travelling through 
free-space at the receiver, ϕ  is a complex phase perturbation due to turbulence and 
can be written as

 � (2.65c)

Where ( )1 ,r Lϕ  and ( )2 ,r Lϕ  are first-and second-order perturbations, respectively.
For FSO communication applications, what matters is the amount and quality of 

the received signal on the detector. The received signal in the form of optical field 
U( r, L) on the detector located at a distance L from the transmitter end which is 
then converted to electrical signal by the photo-detector for further communications 
related processing, r is a vector in the receiver plane transverse to the propagation 
axis. The coherent portion of the field is represented by the first moment < U( r, L) >, 
where < > denotes an ensemble average. The mutual coherence function (MCF) of 
the wave defined by the second moment is given by

 � (2.66)

where r1 and r2 are two points in the receiver plane U*( r, L) is the complex conjugate 
of ( )1,U r L . When the optical field in the receiver plan is detected at the same point, 
the mean irradiance is determined from the second moment. The fourth-order mo-
ment or the cross-coherence function of the field can be represented by

 � (2.67)

From the fourth moment, the second moment of irradiance can be determined. The 
scintillation index 2

Iσ  can then be evaluated from the second moment of irradi-
ance and the mean irradiance. By setting r1 = r2 = r3 = r4 = r for the same point in the 
receiver plane,

 � (2.68)

( )2 2 2 0U k n r U∇ + =

( ) ( ) ( )oU r,L  = U r,L exp r,L   ϕ  

( ) ( ) ( )1 2, , ,r L r L r Lϕ ϕ ϕ= + + …

( ) ( ) ( )*
2 1 2 1 2MCF , , , ,r r L U r L U r L≡ Γ =< >

( ) ( ) ( ) ( ) ( )* *
4 1 2 3 4 1 2 3 4 r , r , r , r , L  = U r , L U r , L r , L r , LU UΓ < >

( ) ( ) ( ) ( )2
4 2 I r, L = r, r, r, r, L  I r, L  =   r, r, L< > Γ < > Γ
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From which a theoretical expression for the scintillation index can be obtained as 
follows

 � (2.69)

Weak and strong regimes of turbulence Sect. 2.2.4 discussed various refractive index 
spectrum relevant to FSO communications. Weak or strong fluctuation theories are 
generally classified based on the values of Rytov variance, denoted by ( )2 2

R Iorσ σ

 � (2.70)

Where 2
nC  is the refractive-index structure parameter. The different range of the 

values of 2
Rσ  specify the various turbulence conditions as follows

( )
( )
( )

( )

2

2

2

2 2

1 weak fluctuations

1 moderate fluctuation

1 strong fluctuations

1, saturation regime

R

R

R

R R

σ
σ
σ
σ σ

<

≈

>

>> → ∞

� (2.71)

For a Gaussian-beam the above criteria based on 2
Rσ  is not adequate the condi-

tions for a Gaussian-beam are
( )2 2 5/61 and 1 weak fluctuationsR Rσ σ< Λ <

Where 2

2L

kW
Λ = , W = free-space beam radius at the receiver.

If either of these conditions fails, the fluctuations are classified as moderate to 
strong.

Historically there are two approaches to solve the scalar stochastic Helmholtz 
Eq. (2.66): Born approximation and Rytov approximation. In the Born approxima-
tion, the solution of the Eq. (2.66) is assumed to be a sum of terms of the form
� (2.72)

Uo( r) represents the unperturbed field, i.e, an optical wave travelling through free-
space, U1( r) and U2( r) denote first-order, and so on, perturbations caused by in-
homogeneities due to the random term n1( r) in the refractive index. The Rytov ap-
proximation, on the other hand, assumes a solution for Eq. (2.66) formed by the un-
perturbed field Uo( r) modified by complex phase-perturbation, terms, represented 
by

 � (2.73)

( ) ( )
( )
2

2
2

,
, 1

,
I

I r L
r L

I r L
σ

< >
= −

< >

2 2 7/6 11/6=1.23 k LR nCσ

( ) ( ) ( ) ( )o 1 2U r = U r  + U r  + U r  +…

( ) ( ) ( ) ( )1
o

2U r  = U r exp r rϕ ϕ+ +  …
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Where ( )1 rϕ  and ( )2 rϕ  are first and second-order phase perturbations terms. 
These perturbations are defined by

 �
(2.74)

where the new function ( )m rΦ in Eq.  (2.74) is related to the Born-perturbation 
terms by

 � (2.75)

Under weak fluctuation theory, the second-order moment, or MCF as defined in 
Eq. (2.26), can be expressed as (see Eq. 36 of Andrews and Phillips, 2005 [26]).

 � (2.76)

 � (2.77)

 � (2.78)

 �

(2.79)

and Io( x) = Jo( i x) is the modified Bessel function. The Gaussian-beam parameters 
can be characterized by

and by the output parameter in the receivers plane at z = L,

 � (2.80)

 � (2.81)
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where W and F are the beam radius and phase front radius at the receiver plane, 
respectively.

Mean Irradiance and Beam Spreading Due to Turbulence
The mean from the Eq. (2.68) gives

 �
(2.82)

For a Kolmogorov spectrum (Eq. 2.60)

the quantity ( )2 ,r r Lσ  from Eq. (2.78) can be evaluated and is given by [26]

 �

(2.83)

Where 2 2 7/6 11/61.23 k LR nCσ =  is the Rytov variance, and 
1 1F ( a; c; x) is the confluent 

hyper-geometric function.
The Eq. (2.82) can then be approximated by the Gaussian function as follows

 � (2.84)

where WLT is a measure of the effective or, long-term beam spot size given by,

 � (2.85)

Mean Irradiance and Beam Spread for Strong Fluctuations [26]  The Rytov vari-
ance criterion for strong fluctuation condition is

5/2 2 61, or 1R Rσ σ Λ>> >>

2

2L

kw
Λ =  where w is the spot size of the Gaussian beam parameter at the re-

ceiver. The mean irradiance in this case is given by

 � (2.86)
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Where 
LTW  is the effective or long-term spot radius

 �

(2.87)

This is valid for the propagation length L<< zi, which is valid under most practical 
situation.

Scintillation Index  Atmospheric turbulence can ultimately limit the FSO commu-
nications performance. Scintillation index is therefore very critical in determining 
the communications system performance when data with high bandwidth is trans-
ferred through atmospheric turbulence. The notation and the development of the 
mathematical formulations used in this section are taken from Andrews and Phil-
lips, 2005 [26]. Results are provided for both weak and strong turbulence regimes.

The fourth-order cross-coherence function:
From the Eqs. (2.67) and (2.65b), the fourth-order cross-coherence function for 

a beam wave can be expressed in a general form.

 �

(2.88)

Note that the scintillation index ( )2 ,I r Lσ  is given by Eq. (2.69) which can be writ-
ten as

 � (2.89)

A general expression for the scintillation index for the special case of a Kolmogorov 
spectrum is given by Andrews and Phillips, 2005 [26] as follows

 �

(2.90)

Where 
2 1F ( a; b; c; x) is the hyper-geometric function of Guass and 

1 1F ( a; b; x) is 
the confluent hyper-geometric function of the first kind.

An approximate simple algebraic form for the scintillation index is [26]

 �
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where 2
Rσ  is the Rytov variance for a plane wave. Note that for a plane wave 

( 1, 0)Θ = Λ =  and a spherical wave ( )0Θ = Λ = , the scintillation index for a Kol-
mogorov spectrum can simplified as

 �
(2.92)

Scintillation index including inner scale effects:
The von K arma n′ ′  spectrum can be used for computing scintillation index, 

which includes the effects of inner scale size lo and outer scale size, Lo:

 �
(2.93)

The scintillation index for plane wave and spherical wave including inner scale ef-
fects, 2005 [26]

 �

(2.94)

Case of Strong Turbulence  The scintillation results described earlier were limited to 
weak fluctuations as defined by 2 1Rσ < . Strong fluctuations situation can be attained 
when the, strength of the turbulence parameter 2

nC  is high and for long-range com-
munication link (e.g., ≈  5 km or longer). The scintillation index for strong turbulence 
regime is typically 2 1Rσ ≈  to 

2 1Rσ > . The saturation regime is defined when 2
Rσ →∝

. The extended Rytov theory has been recently applied to explain the irradiance fluc-
tuations applicable for moderate-to-strong turbulence regimes. The extended theory 
assumes an “effective” random part of the refractive index term as follows:

 � (2.95)
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where nx( r) and ny( r) are large-scale and small-scale in homogeneities, respectively. The 
received irradiance of an optical wave is the resultant of the small-scale (diffractive) 
fluctuations multiplicatively modulated by random large-scale (refractive) fluctuations.

The perturbed optical wave can be written in this case as

 �
(2.96)

The extended Rytov theory also assumes the form of the atmospheric, spectrum as 
an “effective” spectrum given by

 � (2.97)

where G( k, lo, Lo) is an amplitude spatial filter.
With the assumptions of “effective” random refractive index term and “effec-

tive” spectrum, Andrew and Phillips, 2005 [26] have derived the scintillation index 
for moderate-to-strong-to saturation regimes. A detailed explanation on the deriva-
tion of the scintillation index equations can be found in Andrews and Phillips, 2005 
[14]. 

2.5 � FSO Communication Signal Temporal Frequency 
Spectrum

For FSO communications, the irradiance fluctuations resulting from the propaga-
tion of optical beam through the atmospheric turbulence is one of the main noise. 
It is therefore necessary to formulate the temporal power spectrum of irradiance 
fluctuations, both on the optical axis and in points located at a certain distance from 
it. Quantitative analysis of the temporal behavior of the irradiance provides signifi-
cant merit figures in the optical link. Without the detailed temporal information, the 
overall performance of a FSO communication link is essentially incomplete. The 
mean value of the SNR or the mean BER (to be discussed in other later chapter) 
are not the relevant parameters, but the instaneous values are important. In order to 
evaluate the burst error rate and the overall availability of the FSO communication 
system, a knowledge of the statistics of the instantaneous values is necessary [27]. 
Also, the temporal characteristics of the FSO system is necessary to develop and 
design optimal schemes for detection and coding.

Tatarskii [28] and Ishimaru [29] defined the temporal spectrum of irradiance 
fluctuations, or power spectral density (PSD) S( w) by the Fourier Transform of the 
temporal covariance function as follows:

 � (2.98)
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Where ( ),IB Lτ  is the temporal covariance function. The general fourth-order 
cross-coherence function was defined earlier by Eq. (2.67) and the mutual coher-
ence function (MCF) by (2.66). The covariance function of irradiance is a two-point 
statistic defined by the normalized quantity.

 �

(2.99)
For r1 = r2 = r,

 � (2.100)

Andrew and Phillips [26] have worked out the detailed formulations of the temporal 
spectrum of irradiance. A summary of their results [26] are shown in the Table 2.1.

The temporal spectrum of irradiance for strong turbulence for a plane wave is 
outlined and calculated in the reference [26] by Andrews and Phillips, and is not 
repeated here.

2.6 � PDF Models for Intensity Fluctuations Relevant to 
FSO Communication Systems

FSO communication systems have recently attracted considerable attention for a 
variety of applications because of the high bandwidths and the ability to transfer 
high data-rate of information. The performance of a laser-com system operating in 
the atmosphere is reduced by irradiance scintillations and phase fluctuations due 
to optical turbulence effects at the optical wavelength. Fading or scintillation im-
pair and degrade FSO system performance particularly for link ranges of 1 km and 
above even in clear sky conditions. The reliability of FSO communication system 
depends on the probability of detection, miss and false alarm, and the probability of 
fade, all of which requires an accurate knowledge of the PDF for the received opti-
cal power. An accurate mathematical model for the exact PDF of the received signal 
under all intensity fluctuation regimes is difficult. From the probability theory ran-
dom variable (discussed earlier in this chapter) is a function whose integral over an 
interval determines the probability that the random variable attains a certain value 
in that interval.

In a FSO communication system, the PDF of the received power at the photo 
detector is assumed to come from the same family as the PDF of irradiance at a 
point in the pupil plane of the receiver [26]. Over the last decades, various statistical 
models for irradiance PDF have been proposed for different degrees of turbulence 
regimes. Depending on weak or strong irradiance fluctuations and the propagation 
distances, these proposed PDFs have different forms.
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A closed form expression, theoretical or heuristic derivation, valid regimes of 
turbulence, number of PDF parameters, and relationships of parameters to physical 
quantities are discussed in this section for several commonly used PDF models that 
describe irradiance fluctuations. Some of the early studies in irradiance statistics 
focused on single family distributions. In many cases under real atmospheric condi-
tions, due to the non-stationary nature of the turbulence along the propagation path, 
a single family distribution can not accurately describe irradiance statistics. In that 
case the technique used to develop PDF models treated the first-order PDF as a 
function of random parameters. The second-order PDF containing a single random 
parameter described the fluctuations of the mean of the first-order PDF. The uncon-
ditional PDF of irradiance fluctuations was then derived using conditional statis-
tics: In addition experimental data of received irradiance fluctuations can generate 
higher-order moments which can then be inverted to reconstruct an unknown PDF 
(to be discussed later in this section). Alternatively, parameters of the theoretical 
distribution could be inferred by comparing higher-order moments of the theoreti-
cal distribution to calculated higher-order moments of experimental data [30]. The 
accuracy of a PDF could be judged by comparing higher-order moments. A heuris-
tic model based on physical parameters has the advantage that it does not require 
parameters of the distribution to be inferred from observed moments [31].To derive 
a single distribution valid in weak fluctuations all the way through saturation is dif-
ficult. There is currently no closed-form PDF to completely describe the irradiance 
statistics in all regions of optical turbulence in the presence of aperture averaging. 
The Table 2.2 shows the functional forms of the commonly considered distributions 
and the applicability of the distributions for different turbulence regimes.

2.7 � Reconstruction of PDF of Intensity Fluctuations 
Relevant FSO Communications Through 
Atmospheric Turbulence

The performance of FSO communication system can be significantly degraded by 
turbulence-induced scintillation resulting from beam propagation through the at-
mosphere. For example, scintillation can lead to power losses at the receiver and 
eventually to fading of the received signal below a prescribed threshold causing 
an increased BER (to be discussed later in other chapter). The reliability and the 
performance of the FSO communication system operating in such an environment 
can be derived from a mathematical description for the PDF of the randomly fading 
irradiance (intensity) signal. This section provides a methodology for computing a 
tractable PDF function of the laser irradiance fluctuations which is valid for various 
atmospheric conditions, such as weak, moderate, and strong turbulence regimes. 
The PDF is dependent on the FSO communications scenario, such as horizontal 
(terrestrial), ground/airborne-to-space (uplink), or space-to-ground/airborne data 
links as well as on the different atmospheric environments because of the different 
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optical wave propagation effects. Since the characteristic function of the random 
variable (e.g., laser intensity fluctuations) contains a series of moment terms of 
higher orders, the information about the probability distribution can be obtained 
from these moments. The higher-order moments give more information concerning 
the contributions from the tails of the PDF [38, 39]. Even- and odd-order moments 
give information generally about the width and the lack of symmetry of the distribu-
tion, respectively. In many practical cases, such as laser beam propagation through 
atmospheric turbulence, one deals with random processes where the probability 
distribution is in general non-Gaussian. The analysis of a non-Gaussian statistics 
of the received intensity fluctuations may require higher-order correlation study. 
In many cases, it is necessary to consider beyond the fourth-order moments. For 
practical purposes, moments up to eighth order are usually sufficient for the statisti-
cal characterization of the non-Gaussian random process, although the moments for 
some statistical distributions do not define the process always uniquely [40].

Fundamental Limitations in Reconstructing the PDF Based on Higher-order 
Moments  An experiment of irradiance fluctuations through atmospheric turbulence 
measures the instantaneous intensity as a function of time from which a histogram 
of irradiance (i.e., number of occurrences versus bins of values that the random 
variables can assume) is constructed. The reconstructed PDF is then obtained by 
fitting the experimental data to a prescribed parametric function. There are several 
different PDF’s that can be used to fit this histogram; therefore, a unique PDF can-
not be derived from the histogram and an exact model of the random process is not 
available. If we incorrectly “smooth” the histogram by a well-behaved line so that 
an incorrect PDF can be matched to the resulting line, most of the times informa-
tion about the random process is lost. The method based on higher-order moments 
can solve this problem and can reconstruct accurately the unknown PDF describing 
the random process. The method of moments (see the moment problem [41]) can 
provide, in principle, a complete knowledge of phenomenon when infinitely many 
moments are known whose implementation is not often practical due to measure-
ment uncertainties and computational limitations. One needs a very large amount 
of samples to derive accurate higher-order moments, but must record all data while 
experimental conditions remain the same. Thus the samples must be kept statisti-
cally independent.

There are basically two methods available for obtaining a PDF from experimen-
tal data: (1) Construct a histogram from the data and compare it to known PDF’s. 
One then selects the PDF that in some way best matches the histogram and uses that 
PDF to model the random process, (2) Calculate the moments of the data and com-
pare them to moments of known PDF’s. Again the PDF whose moments best match 
the data moments is used to describe the random process. The proposed method 
provides a methodology for computing the PDF function in terms of physics based 
functions a weighted set of finite number of moments from observed experimental 
data.
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Analytical Techniques to Reconstruct PDF from Higher-order Moments  The 
method described here is based on generalized Laguerre Polynomial expansion and 
is outlined in details elsewhere [42].

In this method, the PDF is expressed in terms of the corresponding lower-order 
moments, whether measured or derived theoretically. The sought-for PDF is given 
by a gamma PDF modulated by a series of generalized Laguerre polynomials; the 
expansion coefficients are expressed in terms of the intensity moments with the nth 
coefficient containing only the first n moments. The Laguerre PDF is not a statisti-
cal fit to the data; there are no free parameters in this expansion, and the answer de-
pends directly on the first n moments. This proposed method is a scheme for solving 
this reduced moment problem with use of either measured moments or theoretically 
derived moments and is based on generalized Laguerre polynomials expansion.

The proposed intensity PDF is given by (denoting x = intensity)

 � (2.101)

where x is the random intensity (0 )x≤ ≤ ∞ . Here ( )gf x  is the gamma PDF

 � (2.102)
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They are orthogonal with respect to ( ).gf x
Using the orthogonality condition we can show that the 
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where lx< >  is the intensity moment of order l.
Furthermore,

so that

 � (2.105)

( 1)

0

( ) ( )g n n
n

x
f x f x W L b b

μ

∞
−

=

 
=   ∑

11
( ) exp( / )

( )gf x x x
b

bb b μ
b μ

− 
= − Γ  

( 1)

0

1 ( )
( )

!

ln

n
l

n x
L x

n l l
b b−

=

+ −  −
=  − ∑

0

( / )
! ( )

!( )! ( )

l ln

n
l

x
W n

l n l l

b μb
b=

− < >
= Γ

− Γ +∑

0

1 2

1

0

W

W W

=

= =

( 1)

3

( ) ( ) 1 ( )g n n
n

f x f x W L Ib b
∞

−

=

 
= + 

 
∑



63

Let us denote the normalized intensity,
 

x
I

x
=

< >

�
(2.106)

� (2.107)

� (2.108)

where lI< >  is the normalized intensity moment of order l.
Also note that

 � (2.109)

where 
1 1F  is confluent hypergeometric function, and the notation

( ) ( )( 1)) 2) ( 1)n nb b b b b= + + …… + −  is used.
Using Eqs. (2.107), (2.108), and (2.109), we can thus reconstruct the PDF de-

fined by the Eq. (2.106).
Test of the reconstruction method of PDFs: With the analytical expressions for 

the three-test probability density functions as defined below (Log-Normal, Rice-
Nakagami, and Gamma-Gamma), the ideal PDF and the PDF fit with the general-
ized Laguerre polynomials, after the reconstruction from the higher-order moments 
are compared.

Log-normal PDF (parameters μ and σ):
(Notation: I = intensity of laser fluctuations)

 � (2.110)

Higher-order moments: 
2 21

2 k k
k e ϖ μμ +=

Rice-Nakagami PDF (parameters β and ):
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0I = Modified Bessel function of order zero.
Higher-order Moments:
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Laguerre PDF fit: 3,000 
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where ( )xΓ is a Gamma function, and 
1 1( ; ; )F a b z  is a Confluent Hypergeometric 

function or Kummar function.
Gamma-Gamma distribution PDF (parameters α and β):

 � (2.113)

where ( )pK x  is a Modified Bessel function of the second kind.
Higher-order moments:

 � (2.114)

Γ(x) is a Gamma function.
Figure 2.7 shows the analytical Log normal, Rice Nakagami, and Gamma-Gam-

ma PDFs, and the generalized Laguerre polynomial expansion fit for moment or-
ders as shown for each curves. The error bars are also shown in the figures. In the 
Fig. 2.7, the random variable, x is the “intensity” and the PDF of intensity is shown 
in the Y-axis. Results show excellent agreement of the PDF fit was obtained by the 
method developed. The accuracy of the reconstructed PDF is also evaluated. Re-
constructing the unknown PDF by the method outlined here, we should be able to 
determine design parameters needed for the FSO communication system to operate 
under various atmospheric conditions.
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3.1 � Introduction

The process of modulation consists of mapping the information onto magnetic me-
dium (a carrier). There are mainly three parameters of the carrier which can be var-
ied to perform the modulation process for mapping the information into changes in 
either the amplitude, phase, or frequency of the carrier. The result of this modulation 
process is amplitude, phase, and frequency modulations, respectively. Demodula-
tion is the reverse process of removing the carrier signal to obtain the original signal 
waveform (and thus the message/information) back.

The source of information can be analog or digital. In digital communication, 
the signal produced by this source is converted into digital signal consists of 1s and 
0s. The object will be to use as few binary digits as possible to represent the signal 
in such a way this efficient representation of the source output result in little or 
no redundancy. The sequence of binary digits is called information sequence. The 
process of efficiently converting the output of either analog or digital source into a 
sequence of binary digits is known as source encoding. This is accomplished by a 
source encoder as shown in the Fig. 3.1 which is a typical system configuration. The 
information sequence is passed through the channel encoder in order to introduce, in 
a controlled manner, some redundancy in the binary information sequence that can 
be used at the receiver to overcome the effects of noise and interference encountered 
in the transmission on the signal through the channel. A block of information bits k is 
mapped via encoding to codeword n, and by modulation to a channel symbol vector 
x which is transmitted over an optical channel. The communication channel is the 
physical medium that is used for transmitting signals from transmitters to receiver. 
For free-space optical (FSO) communications, the optical channel consists of atmo-
sphere. The optical detector output is quantized and synchronized providing either 
slot counts or symbol estimates y to the channel decoder. The receiver maps detec-
tor outputs to a quantized signal. The decoder using the channel output information 
performs the process of demodulation and generates estimates k̂  of the transmitted 
user data. The original information sequence is thus reconstructed from the knowl-
edge of the code used by the channel encoder and the redundancy contained in the 
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received data. The performance of the FSO communication system operating in the 
atmospheric channel is measured in terms of the bit error rate (BER; to be discussed 
later in this chapter) which is typically of the order of 10−6. When a codeword error 
is detected, the entire codeword is discarded. A real system configuration is however 
much more complicated. When a multiuser system is needed, a multiplexing stage 
is inserted before the modulator. For multi-station system, a multiple access control 
stage before the transmitter will be required to be inserted. In some complex system, 
frequency spread and encryption can also be added to the system.

3.2 � Digital Communications System: Modulation and 
Demodulation

The modulation and demodulation techniques introduced in one block diagram of 
digital communication system (Fig. 3.1) can be described by Fig. 3.2. This is a sim-
plified system model for understanding and analyzing the performance of modula-
tion and demodulation. The system model excludes irrelevant blocks with regard to 
modulation so that relevant blocks stand out [1]. As mentioned in the reference [1], 
recently [5] developed techniques combine modulation and channel coding together 
where the channel encoder is also a part of the modulator with the channel decoder 
being a part of the demodulator.

The communication signal s( t) from the modulator must pass the transmitter, 
the communication channel (transmission medium), and the receiver (not shown) 
before it can reach the demodulator. The received signal at the input of the demodu-
lator can be described as

� (3.1)

where h( t) is the impulse response of the channel filter, * denotes convolution, A( t) 
is the multiplicative contribution due to the fading (temporally varying) channel, 
and n( t) is the additive noise and interference. The channel transfer function can be 
lumped together with the transmitter, channel, and the receiver transfer functions 
as follows:

� (3.2)

HT( f), HC( f), and HR( f) are the transfer functions of the transmitter, channel, and 
receiver, respectively. The impulse response of the channel filter, is therefore (by 
taking the inverse of Eq. (3.2)).

� (3.3)

where hT( t), hC( t), and hR( t) are the impulse responses of the transmitter, the chan-
nel, and the receiver, respectively. The term A( t) in the Eq. (3.1) represent the fading 

( ) ( )[ ( )r t A t s t  * h( )]t )n t(= +

T C RH(f ) H (f ) H (f ) H (f )=

T C Rh(t) h (t) * h (t) * h (t)=
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from the atmospheric channel. A( t) is a random signal characterized by the random 
intensity fluctuations of optical wave when propagated through atmospheric turbu-
lence. The exact form of the random signal A( t) is not deterministic, but the statisti-
cal distributions can be estimated from the recent propagation models.

3.3 � FSO Communication Channel Models

In order to design and optimize the performance of a FSO communication system, 
a knowledge of channel characteristics is important so that the right modulation 
scheme can be used to accomplish the communications system’s requirements. 
Different modulation schemes are studied for different channels to optimize 
communication system performance. In this section, some of the important channel 
models relevant to atmospheric optical communications are discussed.

3.3.1 � Additive White Gaussian Noise (AWGN) Channel

Additive white Gaussian noise (AWGN) channel is a universal channel model for 
analyzing modulation schemes. When the signal propagates through the channel, 
this model adds a white Gaussian noise to the signal. In the frequency domain, the 
channel’s amplitude frequency response is flat (~ infinite bandwidth) and phase 
frequency response is linear for all frequencies [1]. The channel-propagated signal 
thus suffers only distortions introduced by the AWGN. From Eq. (3.1), the received 
signal (without fading) is simplified to

� (3.4)r(t) s(t) n(t)= +

Modulator Demodulator

s(t) r(t)
+x

Fading A(t) N(t) additive noise,
and interference 

Channel Filter
h(t) 

Fig. 3.2   Digital communication system model for modulation and demodulation
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Fig. 3.1   Block diagram of a typical digital communication system
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where n( t) is the additive Gaussian noise. The probability density function (PDF) 
of n can be written as

�
(3.5)

where 2
nσ  is the noise variance. In strict sense, the AWGN channel does not exist 

since no channel can have an infinite bandwidth. In real practical situations, the FSO 
channel will include both AWGN and fading channel. The AWGN performance can 
still provide an upper bound on the performance for a modulation scheme.

Comparison of AWGN with Poisson Channel  The statistics of photon arrivals for a 
coherent state, e.g., a laser source far above threshold, are Poisson [2, 3]. The Pois-
son distribution defined by the probability of detecting η photons in a time interval 
T given the average number of photons arrivals per interval is < n >=Navg can be 
written as [5].

�
(3.6)

The right-hand expression in Eq. (3.6) is a discrete Gaussians approximation of the 
Poisson distribution. The average number of photons over observation interval T 
can be written as

�
(3.7)

where η = detection efficiency, P = incident optical power, hυ  = energy/bit and T = bit 
period. The mean number of photon arrivals, m is equal to the variance 2σ , are given 
by [5]

� (3.8)

�
(3.9)

The signal to noise ratio (SNR) is thus given by (in terms of power)

�
(3.10)
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As the mean number increases, the Poisson distribution becomes more symmetric 
and converges towards a Gaussian (with equal mean and variance). The continuous 
time photocurrent i( t) for an ideal noiseless photodetector generated by detecting a 
discrete photon stream has mean (signal) and variance (noise) given by [5]:

�
(3.11)

where Be is the noise equivalent power band width of the electrical response over 
which the noise is observed, q is the electronic change.

3.3.2 � Band-limited Channel

When the channel bandwidth is smaller than the signal bandwidth, the channel is 
band limited. Some examples of band-limited channel include multiple scattering 
media such as fog, turbid medium, cloud, haze, dust, smoke, and rain. The great-
est degradations are scintillation which causes temporal fluctuations of the signal 
count at the receiver, pulse stretching of the initially transmitted short pulse and 
random propagation time delays. Severe turbulence and multiple scattering in the 
communication channel may lead to an acceptable symbol error probabilities. Se-
vere bandwidth limitation causes inter-symbol interference (ISI). This means that 
initially transmitted digital pulses will be stretched (temporally) when received at 
the detector and thus will extend beyond their transmission duration (symbol) pe-
riod ( Ts) and interfere with the next symbol or even more symbols. The ISI causes 
an increase in the bit error probability. The impulse response function in the case 
of multiple scattering and its effect on calculating the BER (to be explained later in 
this chapter) is explained in the reference [6]. Theory and formulation of BER with 
stretched pulses in multiple scattering media is described in reference [7]. Channel 
equalization techniques can be used for combating ISI.

3.3.3 � Fading and Randomly Varying Optical Channel

FSO links suffer from random change of refractive index caused by the variation 
of air temperature and pressure. FSO communication performance can be severely 
degraded due to atmospheric turbulence, which causes the temporal and spatial 
fluctuation of light intensity called scintillation of optical signals. Optical wireless 
communication (OWC) also suffer another degrading effect called fading which is 
a phenomena occurring when the amplitude and phase of a signal change rapidly 
over a short period of time or travel distance. Fading is caused by interference be-
tween two or more versions of the transmitted signal which arrive at the receiver 
at slightly different times [1]. The resultant signal is the combination of all the 
multipath waves arriving at the receiver can vary widely in amplitude and phase. 
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In mobile communication channels, such as between moving vehicles or between a 
moving vehicle and a fixed terminal, or in a satellite mobile channel, the multipath 
interference and hence fading are caused by reflections from surrounding build-
ings and terrains. Also, the relative motion between moving terminals (transmitter 
and receiver) can cause Doppler shifts on each multipath components resulting in 
random frequency modulation in the signal. Scintillation effects can also contribute 
in the multipath interference phenomena of fading. ISI caused by multipath and 
carrier frequency drift and signal bandwidth spread caused by Doppler shift can be 
significant in affecting FSO communication performance. It is therefore important 
to learn the modulation performances of FSO system in fading and randomly vary-
ing optical channel.

3.4 � Modulation Schemes in FSO Communications

In FSO communication systems, the intensity of an optical source is modulated to 
transmit signals. For digital data transmission, digital modulation provides source 
coding (data compression), channel coding (error detection/correction), and easy 
multiplexing of multiple information streams. Either a bit-by-bit basis (binary en-
coding) or a bit-word basis (block encoding) can be performed to transmit the digi-
tal data. The optical carrier can be modulated in its amplitude, frequency, phase, 
and polarization. The modulation of FSO is different from the radio frequency (RF). 
Currently the most viable modulation is intensity modulation (IM) where the desired 
waveform is modulated onto the instaneous power of the carrier. At the receive side, 
the most practical method is direct detection (DD) where a photon detector produces 
a current proportional to the received instaneous power. The reliance on IM/DD will 
have a significant impact on the design of a pixilated optical system [8]. Note that 
the transmitted signal can never be negative. The intensity of the transmitted signal 
which bears the information can never be negative. Therefore, the modulation coef-
ficients must be set such that the signal satisfies a non-negativity constraint. This 
is different from RF modulation scheme where the coefficients, for example, for a 
quadrature amplitude modulation (QAM) are complex, representing the amplitude 
and phase of the signal. There are severed different types of modulation schemes 
that are suitable for FSO communication systems. Since the average emitted optical 
power is limited, the different modulation techniques are usually compared in terms 
of the average received optical power required to achieve a desired BER at a given 
data rate. A power-efficient modulation scheme is desirable in order to maximize 
the ratio of peak to average power. The intensity modulation and direct detection 
(IM/DD) is the most practical modulation technique in OWC systems; currently, 
most popular schemes are binary-level for the reasons of simple and in expensive 
implementations. Other complex schemes can provide higher bandwidth efficient 
with the trade-off power efficiency and robustness. Different modulation techniques 
and schemes have been proposed and analyzed for FSO communication systems. 
Each modulation scheme has its own attractive features and applicability for any 
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specific OWC scenario under different channel and environmental conditions. A 
proper design of day FSO communication system requires a right decision for se-
lecting any particular modulation technique. The essential metrics to be compared 
among various modulation schemes are the following:

1.	 Power Efficiency

Perhaps this is the most important consideration since the available optical power 
for transmission is limited due to eye and skin safety and cost. The modulation 
schemes are usually compared in terms of the required average optical power (or 
SNR) to achieve a desired error performance at given data rate.

2.	 Bandwidth Efficiency

An FSO communication system is ultimately limited by the bandwidth of the sub-
systems, such as the photodetector and of the multipath channel (which arises, for 
example, in a turbid media like fog, aerosols, etc. and diffuse/non-line-of-sight 
links). Bandwidth efficiency is therefore an important design consideration for se-
lecting modulation type.

3.	 Simplicity and cost for implementing

The FSO communication system are also important in considering a modulation 
scheme. In some situations channel-induced dispersion and various external noise 
sources under which the FSO has to be operated are to be considered. As mentioned 
earlier, the intensity of an optical source is modulated to transmit signal. Digital 
data transmission include source coding (data compression), channel coding (error 
detection correction), and easy multiplexing of multiple information streams digital 
data can be transmitted on a bit-by-bit basis (binary encoding), or on a bit-word 
basis (block encoding).

Some of the modulation schemes which are commonly used for FSO communi-
cation systems are discussed below.

3.4.1 � On-Off Keying (OOK)

The on-off keying (OOK) modulation format is the dominant modulation scheme 
employed in FSO communication system. Because of its simplicity and resilience to 
laser nonlinearity, OOK is widely used for OWC in an FSO system. OOK can use ei-
ther non-return-to-zero (NRZ) or return-to-zero (RZ) pulse formats. In NRZ-OOK, an 
optical pulse of peak power T optical source extinction ration,P ( 0 1)e e eα α α= ≤ ≤  
represents a digital symbol “0” while the transmission of an optical pulse of peak 
power PT represents a digital symbol “1.” The finite duration of the optical pulse is 
the same as symbol duration T.

Basics of OOK Relevant to FSO Communication  The transmitter and the receiver 
hardware relatively simple for OOK. Known as binary amplitude-shift keying 
(ASK), OOK is a form of IM in which binary information is represented by the 
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presence or absence of optical signal energy within the symbol. At the receiver, 
the “1” or “0” decision is determined by the received symbol energy being above 
or below a threshold (predetermined). The bit rate is denoted by Rb = 1/Tb where Tb 
is the bit duration and is directly related to the rate at which the transmitter optical 
source is switched on and off. The normalized transmit pulse shape for OOK is 
given by

�

(3.12)

OOK is also known as binary ASK. In ASK, the amplitude of the carrier is changed 
in response to information and all else is kept fixed. Bit “1” is transmitted by a car-
rier of one particular amplitude. To transmit “0,” we change the amplitude keeping 
the frequency constant. OOK is a special form of ASK where one of the amplitudes 
is zero as shown below (Fig. 3.3).
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Fig. 3.3   Binary ASK (OOK) Signal
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BER in FSO Links Using OOK Modulation  The goal of a FSO communication 
system for digital communication is to transmit the maximum number of bits per 
second over the maximum possible range with the fewest errors [6]. Electrical data 
signals are converted to optical signals via a modulator. A “1” is transmitted as a 
pulse of light while a “0”has no light output. The number of “1s” and “0s” transmit-
ted per second determines the speed of the FSO link (data rate). At the receiving end 
of the link, the optical signal is detected by an optical-to-electrical converter (e.g., a 
photodetector). A decision circuit then identifies the “1s” and “0s” in the signal, and 
thus recovers the information sent. For digital communication system, information 
is sent over the optical link as digital symbols. This is accompanied by encoding 
the source information into binary symbols (bits), and transmitting the bits as some 
type of coded optical field, for example, by encoding on a bit-by-bit basis (binary 
encoding). Each bit is then sent individually by transmitting one of two optical 
fields to represent each bit. This section will consider only direct detection (DD) 
system in which the standard binary procedure is to pulse an optical source (e.g., 
a laser or and LED) “on” or “off” depending on data bit. This encoding referred to 
as OOK is considered here. At the receiver, OOK decoding is based on a decision 
as to whether the pulse slot time has high enough field energy or not. The selected 
threshold determines the best performance in decoding the correct signal with the 
lowest probability of making a bit decision error and thus the BER can be obtained. 
The other modulation formats will also be discussed.

The appropriate channel model for FSO communication system using IM will 
depend on the background light. For low background light, the received signal can 
be modeled as a Poisson process and will depend on both instantaneous optical 
power of the received signal and the power of the background light. When the back-
ground light is assumed to be zero, the channel is quantum limited. Otherwise, in 
presence of large background noise, the wideband photodetector shot noise is ac-
curately modeled as an AWGN plus a DC offset.

BER in AWGN Channel (No Turbulence)  As mentioned earlier, normalized trans-
mit pulse shape for OOK was given by Eq. (3.12). In the demodulator, the received 
pulse is integrated over one bit period, then sampled and compared to a threshold to 
decide a “1” or “0” bit. This is called the maximum likelihood receiver, which mini-
mizes the BER. In determining the actual symbols transmitted, errors may be made 
because of detector noise as well as due to the random noise (this can be approxi-
mated as Gaussian distribution). Without any loss of generality in analyzing the 
received signal current probability distribution, the receiver area may be normalized 
to unity. Then the optical power may be represented by the optical intensity, I. The 
received signal, i.e, photocurrent in an OOK system is therefore given by [9]:

�

(3.13)

where R is the responsibility of the positive-intrinsic-negative (PIN) photodetector, 
n( t) ~ N 2(0, )σ  is the additive Gaussian noise, g ( t − jT) is the pulse shape function, 
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and dj = [− 1,1]. At the receiver, the received signal is fed into a threshold detector 
which compares the received signal with a predetermined threshold level. In digital 
communications, the performance measure is provided not directly by the SNR, but 
rather by the probability of error, also called BER.

In the absence of turbulence, the BER can be calculated by assuming the er-
rors result from receiver noise which can be determined from the shot and Johnson 
noise. Thus, errors may be made at the receiver in determining the actual symbols 
transmitted. A “0” may be mistaken for a “1” can be denoted by pr ( )0 1 . Similarly, 
let pr ( )1 0  denotes when a “1” may be mistaken for a “0.” The overall probability 
of error is

� (3.14)

where p0 and p1 are transmission probabilities of a binary “0” and binary “1,” re-
spectively, and p pr r( ), ( )1 0 0 1  are the conditional probabilities explained earlier. 
Note the p0 + p1 = 1. If either symbol is equally likely to be transmitted with equal 
probability, p0 = p1 = 1/2. At the receiver, the received signal is fed into a threshold 
detector which compares the received signal with a predetermined threshold level. 
A digital symbol “1” is assumed to have been received if the received signal is 
above the threshold level, and “0” otherwise.

As mentioned earlier for OOK transmission, the probability distributions of both 
noise alone and of signal-plus noise are assumed to be Gaussian. For a set threshold 
level of the probability of errors are thus given by,

�

(3.15)

�

(3.16)

where the total detector output current i = + in with is is from the signal current, and 
in is the detector (receiver) noise current with variance 2

nσ . The signal current is can 
be expressed as (see Eq. (3.13)) is = R I where I is the optical intensity I = power/
receiver area = Ps if receive area is normalized to unity.

Thus is = R ps, ps being the signal power of the pulse. For equiprobable sym-
bols, p(0) = p(1) = 0.5 (see Eq. (3.14)). Thus, the optimum threshold point is at iT = ½ 
is = ½ R I. Then the overall probability of error can be written as (from Eqs. (3.14), 
(3.16)):

�
(3.17)
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where erfc( x) is the complementary error function defined by

�
(3.18)

and

� (3.19)

Equation (3.17) is the BER for OOK. Modulation in AWGN FSO communication 
channel (no turbulence or fading).

BER for OOK Keying in Turbulent Atmosphere  In the presence of atmospheric 
turbulence, the threshold level, iT is no longer fixed midway between the signal 
levels representing symbols “1” an “0.” It was shown in Eq. (3.14) that the BER 
of an OOK signal requires the knowledge of Pr ( I 1|0) and pr (0|1I) which are the 
conditional probabilities of data “0” and “1.” As the transmitted signal correspond-
ing to bit “0” is zero. The received signal for this bit will have only AWGN. Since 
scintillation is a multiplicative effect, it mainly affects data “1,” i.e., both turbulence 
noise and AWGN are both present for bit “1.” In other words, the conditional error 
probabilities need to be modified to include the turbulence as (from Eq. (3.13) with 
normalized responsivity R and representing the optical intensity as a function of 
time, I[t]).

�
(3.20)

The signal currents for bit “0” and “1” can then be written as

�

(3.21)

Let the variances of n( t) and I( t) be 2
nσ  and 2

Iσ , respectively. The PDF of the con-
verted electrical signal when bit “0” or “1” is sent is given by

� (3.22)

� (3.23)

In Eq.  (3.23), the marginal probability p( rl1) is modified by averaging the con-
ditional PDF of r( t) over the scintillation statistics which is then given by see 
Eq.  (3.25), note that for dj=+1, r( t)=2I( t)+n( t). Replacing now I with variable x, 
p( r|1, x) can be written as:
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�
(3.24)

and p(i) is the PDF of the irradiance I in presence of turbulence. Note that the vari-
able I is changed to x in Eq. (3.23) with same PDF. Several atmospheric channel 
models have been proposed to describe scintillation. The log-normal (LN) distri-
bution is widely used to describe scintillation under weak atmospheric turbulence 
conditions. For moderate to strong turbulence, Gamma-Gamma (GG) distribution 
is commonly used. The PDF if irradiance (intensity) for the GG distribution in the 
previous chapter and can be expressed as [10].

�

(3.25)

where I is the normalized irradiance, α  and b  are parameters of the PDF, ( )Γ • is 
the gamma function, Kα b− . The parameters α  and b  are defined by Rytov variance 

2
Rσ , which are given by

�
(3.26)

�
(3.27)

From Eqs. (3.23), (3.24), and (3.25), p( r|1) can be written as [11]

�

(3.28)

Let the threshold T > 0, the BER is given by
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�
(3.29)

The likelihood function for the optimal maximum a posteriori (MAP) symbol-by-
symbol detection with equiprobable OOK data is given by

�

(3.30)

The optimal threshold T can be obtained from the equation satisfying ( ) 1rΛ = , for 
different Rytov variances 2

Rσ  and noise variances 2
nσ  (note the parameters α  and b  

are related to 2
Rσ  via Eqs. 3.26 and 3.27. The receiver thus must be able to select 

the threshold point adaptively for the optimal performance provided 2
Rσ  values are 

known or sensed independently.
Note that in an FSO communication system when a fixed threshold is used 

(which is chosen as half of the mean of received signal corresponding to bit 1), it 
will not optimize the performance of the communication systems over changing 
atmospheric turbulent conditions. The optimal threshold can optimize the perfor-
mance of the communication systems. For fixed threshold, T = 0.5 and the optimal 
threshold is obtained by Eq. (3.30). Figure 3.4 shows the significant improvement 
of performance of communication system for OOK modulation format by using 
optimal threshold which reduces the BER significantly.
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Fig. 3.4   The BER is plotted as a function of the SNR for OOK modulation format for Gamma-
Gamma turbulence model: comparison of a fixed and optimal threshold for various turbulence 
strengths ( Reprinted with permission from Optica Applicata, 2009 [11]). BER bit error rate, SNR 
signal to noise ratio, OOK on-off keying
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3.4.2 � Pulse position Modulation (PPM)

Pulse position modulation (PPM) is a modulation technique mainly to increase 
transmission efficiency in the FSO systems. PPM is an orthogonal baseband modu-
lation technique and has been studied extensively in optical communications for its 
superior power efficiency compared to any other baseband modulation techniques. 
The technique can improve on the power efficiency of OOK, but at the expense of 
an increased bandwidth requirement and greater complexity. The factor of superior 
power efficiency makes it well suited for handheld devices which requires low con-
sumption. Point-to-point optical communications using laptops and palmtops use 
this modulation technique widely.

Basics of PPM Relevant to FSO Communications  In this scheme, an L-PPM sym-
bol consists of a single pulse of one slot duration within L (= 2M where M > 0 is an 
integer) possible time slots with the remaining slots being empty. Information is sent 
by transmitting a non-zero optical intensity in a single time slot, while other slots 
remain dark. Each block of log2 M data bits is mapped to one of M possible symbols. 
The notation M-PPM is commonly used to indicate the order. Each symbol consists 
of a pulse of constant power P occupying one slot, with the rest of the M-1 slots 
empty. The position of the pulse corresponds to the decimal value of the log2 M data 
bits. The information is thus encoded by the position of the pulse within the symbol.

PPM can be continuous or quantized PPM where time delay of initiation of a 
short-duration carrier pulse is set proportional to information sample amplitude. 
The carrier field representation of a PPM wave of duration τ  is given by [32]

� (3.31)

where the time delay, dτ  of the leading edge of the carrier pulse with respect to the 
same time tn, is

�
(3.32)

In analog modulation system, an analog information signal M( t), continuously 
varies. In most pulse-modulation systems the information signal is time-sampled. 
Figure 3.5 illustrates PPM of analog signal.

To understand the digital signal in a PPM scheme, note that the position of 
the pulse location conveys the information. The average power can be written as 

2

PPM

A
P

L
=  where A is the pulse amplitude, L = 2M, M is the input data bit resolution. 

Let Rb be the input data rate so that the PPM slot duration, Ts= log2 L/LRb. For 
example, if L = 4 = 22, so that M = 2. Then Ts = log24/4Rb = 2/4Rb = 1/2Rb. Figure 3.6 
shows an example of a pictorial representation of mapping to transmitter (laser) 
power for 4-PPM format.

The figure depicts the assignment of bit patterns to pulse pattern for 4-PPM 
format. At the receiver side, the receiver detects the encoded PPM symbols by 

M 0 n nE (t) cos t for t + t t + +c d dA ω τ τ τ= ≤ ≤

[1 ( )]
2
p

d nM t
τ

τ = +
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determining which of the M-slots contains the laser pulse, and performs the inverse 
mapping operation to recover the bits stream. An example of the representation of 
an information bit 10110001 for 4-PPM is shown in Fig. 3.7.

A PPM signal can be expressed by

�
(3.33)

where [c0, c1, … cL−1] is the PPM codeword, and p( t) is a rectangular pulse of dura-
tion T/L and unity height. x( t) represents optical power for FSO communication 
application, and therefore it must satisfy

� (3.34)

where P is the average optical power constraint of the transmitter.

BER for PPM in Turbulent Atmosphere  In FSO link, M-ary PPM scheme has 
the advantage that no thresholds are require for detection. In many power-limited 
FSO systems including handheld devices, average transmitted power requirement 
using M-ary PPM decreases with increasing modulation level M in the absence of 
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atmospheric turbulence. However, in presence of atmospheric turbulent channel, 
the increasing modulation level cannot significantly reduce the transmitted power 
requirement to achieve a desired BER for M-ary PPM. The average BER in pres-
ence of moderate to strong atmospheric turbulence is determined in this section in 
order to evaluate the performance of FSO communication system using the M-ary 
PPM scheme.

The IM/DD FSO system can be modeled to have an optical source transmitting 
data which are modulated onto instantaneous optical intensity, transmitted through 
the turbulent atmosphere and received by a receiver using a photodiode. Assuming 
the shot and thermal noise to follow Gaussian noise statistics with zero-mean, the 
received electrical signal, y (output of the photodetector) can be written as

�
(3.35)

where x≥0  is the transmitted signal with an average optical power x P, R≤  is 
the photodiode responsitivity for optical intensity to an electrical signal, and n is a 
signals-independent zero mean white Gaussian noise with variance, 2

nσ . For M-ary 
PPM, one data symbol consists of M time slots, x equals “1” during one of these 
slots, and “0” during the remaining M-1 slots, encoding log2M bits in a symbol. In 
presence of atmospheric turbulence, the received optical power PR fluctuates fol-
lowing a PDF of distribution model, appropriate for the atmospheric turbulence 
scenario. For FSO communication with an atmospheric turbulence channel, the av-
erage optical signal power received at the photodiode can be expressed by a link 
range equation as follows:

y RP x + nR=

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Pavg

τs

Time Slot = τs/m = τ4/4  Peak Power = M.Pavg = 4 Pavg
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Word 1 for word length = 4

Time

10 11 00 01

Fig. 3.7   Representation of an information bit 10110001 for a 4-PPM format. PPM pulse position 
modulation
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�
(3.36)

where PT is the average transmitted power, Tη  and Rη  are the transmitter and receiv-
er optics efficiencies, GT and GR are the transmitter and receiver telescope gains, 
λ  is the transmitting wavelength, L is the range or distance between the transmit-
ter and the receiver, and h is the channel state due to atmospheric turbulence. For 
simplicity, the same telescope for the transmitter and the receiver may be assumed 
with same gain:

� (3.37)

where D is the telescope diameter. From Eqs.  (3.36) and (3.37) assuming 
T Rη η η= = ,

� (3.38)

where 2 4A = /Dπ  is the transceiver telescope area. The random channel state h is 
assumed to follow the GG distribution [4] given by

�

(3.39)

where, ( )Kα b− •  is the modified Bessel function of the second kind, and order 
( )α b− , ( )Γ •  is the gamma function. Assuming plane wave propagation, the pa-
rameters α  and b  can be directly related to atmospheric conditions as follows:

�

(3.40)

�

(3.41)

In the above Eqs. (3.43) and (3.44), 
2 2

,
4

kD
d k

L

π
λ

= =  is the optical wave num-
ber, and λ  were defined before, D is the receiver aperture diameter. 2

Rσ  is the Rytov 
variance and for a plane wave is given by,
�

(3.42)
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where Cn
2  is the strength of the atmospheric turbulence which varies from 10−17 

m−2/3) (weak turbulence) to  10−12 m−2/3 (strong turbulence).
The conditional BER of M-ary PPM taking into account of the channel state h 

due to atmospheric turbulence is given by [12]

�
(3.43)

where M is modulation level for M-ary PPM scheme, and erfc(·) us complementary 
error function. From Eqs. (3.36) and (3.43), BER( h) is given by

�

(3.44)

Note that BER( h)is a conditional BER and depends on the characteristics of the 
channel state h due to atmospheric turbulence. The channel state h follows certain 
statistical distribution which in this case is assumed to be the GG distribution f( h) 
defined by Eq. (3.39). Therefore, the average BER is more meaningful parameter to 
evaluate the performance of the FSO communication system. This also makes sense 
since the bit duration is much less than the fading coherence time of the atmospheric 
turbulence so that a slow fading environment is considered. Eq. (3.44) can be aver-
aged over the f( h) to obtain the average BER and is given by
�

(3.45)

Using Eqs. (3.39) and (3.44), < BER > is obtained as follows [13]

�

(3.46)

The Eq. (3.49) can be numerically evaluated using the turbulence parameters α  and 
b , M and other quantities already defined earlier. In order to reduce the Eq. (3.46) to 
a closed form, the ( )Kυ • and the erfc ( )•  functions can be expressed as [14]
�

(3.47)
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�
(3.48)

G0 2
2 0
,
,  and G1 2

2 0
,
,  are Meijer G-functions [14]. Substituting Eqs. (3.47) and (3.48) in 

Eq. (3.46)

�

(3.49)

Meijer G-function is standard built-in function available in mathematical software 
packages such as Maple, Mathematica.

The above Eq. (3.49) can then be finally expressed in closed form given by [13]

�

(3.50)

The Fig. 3.8 shows the plot of the average BER as a function of the transmitted 
power, PT for this example of the FSO, communication system for two modulation 
levels, 2 PPM and 4 PPM. For moderate turbulence strength, the modulation level 
M has more effect on the average BER, and as the turbulence strength become 
strong, the increase of M does not improve the BER performance and therefore is 
not significant. The BER curves are useful in designing a practical FSO communi-
cation system to operate under different atmospheric turbulence conditions.

3.4.3 � Binary Phase-Shift Keying (BPSK) Modulation

Phase-shift keying is the modulation technique that alters the phase of the carrier. 
In a binary phase-shift keying (BPSK) where number of bits (number of output 
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phases) = 2, one phase represents a logic “1” and another phase represents a logic 
“0.” As the input digital signal changes state (i.e., from “1” to “0” or “0” to “1”), 
the phase of the output carrier shifts between two angles that are separated by 1800 
(or, π ). Figure 3.9 illustrates the concept of BPSK.

For a FSO communication system employing subcarrier phase-shift keying 
(PSK) intensity modulation, the data sequence is first modulated with PSK, which 
can be implemented with existing microchips readily available at low cost. The 
PSK signal is up converted to an intermediate frequency (IF) which can be imple-

Fig. 3.9   Concept of BPSK modulation. BPSK binary phase-shift keying

 

Fig. 3.8   Average BER vs. the average transmitted power for different turbulent strengths, assum-
ing a Gamma-Gamma distributed channel fading model and for 2-PPM and 4-PPM ( Reprinted 
with permission from IEEE, 2010 [13]). BER bit error rate, PPM pulse position modulation
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mented in the electrical circuit of the transmitter using any of the currently used 
RF modulation formats. The modulated electrical signal then controls the optical 
irradiance of the transmitting optical beam. At the receiver end, the photodetector 
converts the optical signal to an electrical signal which is then demodulated by RF 
devices like selective filters and stable oscillators. For FSO communication system 
employing IM through atmospheric turbulence, the received optical intensity P( t) 
can be written as

� (3.51)

where P0( t) is the received optical intensity without turbulence, and 2t N(0,( ) )nη σ≈  
is the AWGN, I( t) is a stationary random process representing the intensity gain in-
duced by atmospheric turbulence. The PDF of I( t) is assumed to be a GG distribu-
tion given by Eq. (3.25) discussed earlier with the parameters α  and b  Eqs. (3.26) 
and (3.27).

The output electrical signal for subcarrier BPSK IM scheme can be written as 
[15]

�
(3.52)

where si( t) and sq( t) are the in-phase and quadrature components of the signal, re-
spectively, m is the modulation index m (0,1)ε , and fc is the intermediate carrier 
frequency. iη ( t) and qη ( t)  are the narrow band white Gaussian processes with the 
variance 2

nσ . For subcarrier BPSK modulation format, the threshold is chosen at 0, 
i.e., T = 0. The condition PDF p( r|x) of the received signal can be written as [11]

�

(3.53)

BER in presence of atmospheric turbulence with GG turbulent model is then given 
by [11]

�
(3.54)

When there is no fading (without turbulence) and in presence of AWGN only, the 
BER is given by [15]
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�
(3.55)

Without loss of generality, the modulation index m = 1 is assumed.
Under all the turbulence conditions, the BER performance of subcarrier BPSK 

is always better than that of OOK, especially in the higher strength of turbulence 
regions.

Implementing Modulation and Demodulation  In the past unique circuit imple-
mented modulation and demodulation. Today, functions like modulation and 
demodulation are handled in software. DSP algorithms performed the operation 
previously assigned to modulator and demodulator circuits. The DSP circuitry may 
be a conventional programmable DSP chip or may be implemented by fixed digital 
logic implementing the algorithm. Fixed logic circuits are smaller and faster, and 
are preferred for their low latency in the modulation and demodulation process. For 
BPSK, an efficient nonlinear amplifier is needed to faithfully reproduce the ampli-
tude and phase information.

BPSK Subcarrier Intensity Modulation  This section describes the performance of 
BPSK subcarrier IM relevant to FSO communication. In optical subcarrier intensity 
modulation (SIM) links, an RF subcarrier signal pre-modulated with the source data 
d( t) is used to modulate the intensity of the optical carrier—a continuous wave (CW) 
laser diode. A very popular phase shift keying shifts the carrier sine wave 180° for 
each change in binary state as shown earlier in the Fig. 3.9. In BPSK where the num-
ber of bits is equal to 2,  One phase represents a logic 1 and another phase represents a 
logic 0. As the input digital signal changes state (i.e., from 1 to 0, or 0 to 1), the phase 
of the output carrier shifts between two angles that are separated by 180°. BPSK is 
coherent as the phase transitions occur at the zero crossing points. This means that a 
proper demodulation of BPSK requires the signal to be compared to a sine carrier of 
the same phase. This involves carrier recovery and other complex circuitry.

Source data, say d( t), which carries the information pre-modulate first an RF sub-
carrier signal, which then modulates the intensity of the optical carrier—a CW laser 
diode. d( t) is modulated onto the RF subcarrier signal using BPSK in which bits “1” 
and “0” are represented by two different phases 180° apart. The subcarrier signal 
m( t) being sinusoidal with both positive and negative values, a DC level b0 is added 
to m( t) before it is used to drive the laser diode so that the bias current is always 
equal to or greater than the threshold current required for the laser diode to turn ON. 
The transmitted optical signal is thus proportional to m( t) and propagates through 
the atmospheric turbulence to be detected by the receiver. An optical band-pass fil-
ter is placed just before the photodetector to eliminate background radiation which 
the photodetector otherwise detects as noise. The input optical power is converted to 
electrical signal by the photodetector which is the instantaneous photocurrent, ir( t):

�
(3.56)
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where R is the photodetector responsivity, I is the received irradiance, I = 0.5 Ipeak, 
Ipeak being the peak received irradiance, α  is the modulation index which satisfies 
≤  condition ( ) 1m tα ≤ , and 2( ) (0, )n t σ≈ Ν  is AWGN. The noise is due to both 
the thermal noise and the background noise, i.e., 2 2 2

gThermal Bσ σ σ= + . A single sym-
bol duration is considered so that ( ) ( ) ( ) cos( )cm t A t g t tω θ= + , where A( t) is the 
subcarrier amplitude, g( t) is the rectangular pulse shaping function, and cω  is the 
intermediate carrier angular frequency and θ  is the phase.

For the atmospheric turbulence, a GG model [4, 16] can be used, which is reason-
ably valid for all turbulence scenarios for weak, moderate, and strong atmospheric 
turbulence regimes. The GG model for the PDF of received irradiance fluctuation 
is given by [16]

�

(3.57)

where the parameters α  and b  defined for a plane wave are:

�
(3.58)

where 2
Rσ  is the Rytov variance and Kα b− (·) is the modified Bessel function of the 

2nd kind of order ( α b− ); note: the PDF, p( I) and the parameters were discussed 
earlier in this chapter.

BER analysis for BPSK subcarrier intensity modulated FSO link
The received signal at the photodetector output is (DC component filtered out 

and over a symbol duration, T) [17]

�
(3.59)

where dj ∈{1,−1} is the signal level for the jth data symbol corresponding to the 
data symbols “1” and “0,” and A is the fixed subcarrier amplitude. The threshold 
level is then fixed at zero mark. The electrical SNR (SNRe) at the input of the BPSK 
demodulator is given by [19]

�
(3.60)
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and the Boltzmann’s constant, respectively. IBg
 is the background radiation irradi-

ance, Te and RL are the temperature and the receiver circuit load resistance, respec-
tively. With BPSK coherent detection, the baseband signal

( )di t d ( / 2)cos( ) ( )j c dRI A t n tα ω= + , where 
2

( ) 0,
2dn t N

σ 
≈   

. For an equi-

probable data symbols, the BER is given by the probability of id ( t) > 0 when a data 
symbol “0” was transmitted. The unconditional BER is [16]:

�

(3.61)

The noise variance in the above equation is 2 2 ( 2 / )
gel B e LB qRI kT Rσ = + . The func-

tion, Q(.) is the Q function.
The PDF of irradiance, p( I) given by Eq. (3.57) is substituted in the above equa-

tion to obtain

�
(3.62)

Note that the electrical SNR at the input of the subcarrier demodulator with modula-
tion index normalized to unity can be written as [18]
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Fig. 3.10   BER as a function of normalized SNR employing BPSK subcarrier intensity modulation 
in the Gamma-Gamma atmospheric turbulence ( Reprinted with permission from IEEE, 2009 [17]). 
BER bit error rate, SNR signal to noise ratio, BPSK binary phase-shift keying
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�
(3.63)

so that BER can be written as [18]

�
(3.64)

The above equation has no closed form solution and has to be solved numerically. 
Figure 3.10 shows BER plot as a function of normalized SNR for weak, moderate, 
and strong turbulence regimes. The normalized SNRe=(R.E[I])2/2σ2 for all turbu-
lence regimes was used where E( I) is the expected value (averaged received) of 
irradiance.

Differential Phase Shift Keying (DPSK) Modulation for FSO Communication 
Link  The differential phase-shift keying (DPSK) can be viewed as the noncoherent 
version of the phase shift keying (PSK). It eliminates the need for a coherent refer-
ence signal at the receiver by combining two basic operations at the transmitter:

(1) differential encoding of the input binary wave, and (2) PSK. DPSK has gained 
considerable interest for FSO communications due to a ~ 3 dB sensitivity improve-
ment over the popular OOK, and reduced peak power [5]. Two orthogonal symbols 
represented by the relative phase between two differentially encoded bits carry the 
binary information: a “0” represented by no-phase change and a “1” by a π  phase 
difference (or vice-versa). The receiver is equipped with a storage capability, so that 
it can measure the relative phase difference between the waveforms received dur-
ing two successive bit intervals. The phase difference between waveforms received 
in two successive bit intervals will be independent of the unknown phase θ , if θ  
contained in the received wave varies slowly (slow enough for it to be considered 
essentially constant over two bit intervals). DPSK is another example of noncoher-
ent orthogonal modulation when it is considered over two bit intervals. The average 
probability of error or BER for DPSK is given by [5,19]

�

(3.65)

where Eb and N0 are the signal and noise energy per bit, respectively and Navg is 
the SNR, equal to the average number of photons per bit (PPB), i.e, Navg=SNRDPSK

In case of atmospheric scintillation, the unconditional BER is obtained by aver-
aging the above equation over the irradiance fluctuations statistics given by P( I). 
The BER result in presence of atmospheric turbulence is given by 

�
(3.66)
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where P( I) can be assumed as GG distribution discussed earlier in this chapter. The 
BER can be computed from the above equation by numerical solution. Figure 3.11 
shows the BER performance of DPSK and OOK formats in different turbulence re-
gimes. In the Fig. 3.11, the cases of without the space diversity reception technique, 
i.e., without SDRT are applicable for our discussion.

Some Other Modulation Formats Relevant to FSO Communications  The most com-
mon modulation formats relevant to FSO links have been discussed. However, there 
are many modulation possibilities besides OOK, PPM, BPSK, and DPSK described 
in the previous sections. Some of the formats include M-ary frequency-shift keying 
(M-FSK) and polarization-shift keying (polSK), which are briefly described below.

M-ary Frequency-shift keying (M-FSK)  There are M frequencies in the FSK sym-
bol with k=log2 M bits of information per symbol (like PPM). For M-FSK, the 

Fig. 3.11   BER performance of FSO communications using DPSK formats in a the strong turbu-
lent channel, b the moderate turbulent channel, and c the weak turbulent channel. OOK modula-
tion is also shown for comparison. The Gamma-Gamma distributed atmospheric channel model 
was used. Note: space diversity reception technique (SDRT) notation in the figure. In this case, the 
figures of interest applicable to the description here are without space diversity reception (without 
SDRT; Reprinted with permission from IEEE, 2009 [30]). BER bit error rate, FSO free-space opti-
cal, DPSK differential phase-shift keying, OOK on-off keying
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bandwidth expansion directly impacts the modulation bandwidth and associated 
transmit/receive electronic bandwidth [13]

�
(3.67)

This electronic bandwidth requirements are actually less than or equal to the data 
rate, RData. A spread of M-frequencies is used in the expansion of the M-FSK band-
width expansion. This requires a parallel M-channel receiver design adding some 
complexity. FSK waveforms can have a 100 % duty cycle, which is thus well suited 
for use with average or peak power-limited transmitters. For parallel TX and RX 
designs, the duty-cycle per channel is approximately 1/M assuming all symbols to 
be equally likely. The general analytic expression for FSK modulation is [20]

�
(3.68)

where Si( t) is the transmitted signal. The transmitted signals are of equal duration 
T, and have equal energy E. Over a symbol duration T, the frequency term, iω , will 
have M-discrete values, and the phase term, φ  is arbitrary constant. M is usually a 
non-zero power of 2 (2, 4, 8, 16, …). The signal set is characterized by Cartesian 
coordinates, such that each of the mutually perpendicular axes represents a sinusoid 
with a different frequency. An upper bound for the probability of symbol error is 
given by [19]

� (3.69)

The probability of symbol error for the noncoherent detection of M-ary FSK is 
given by [19]

� (3.70)

where 
1M

k

− 
  

 is a binomial coefficient, i.e.,

�
(3.71)

The leading term of the series in the equation for Pe provides an upper bound on the 
probability of symbol error for the noncoherent detection of M-ary FSK

�
(3.72)
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Polarization Shift Keying (PolSK)  The symbol set in the M-ary orthogonal formats 
can be extended using the binary polarization shift keying (2-PolSK) by a bit (1 bit 
per symbol [21,34]), i.e., M M→ 2  and k k+1→  without increasing peak power or 
electrical bandwidth requirements per channel. A binary information is encoded in 
two orthogonal polarization bases, such as left- and right-hand circular polariza-
tion or, “s” and “p” linear polarizations. These can be implemented by using phase 
modulator and parallel intensity modulators.

Note that the final choice of modulation format for FSO communication link 
will depend on both power and spectral efficiency as well as the complexity and the 
cost involved.

3.5 � Channel Capacity and Coding for FSO 
Communications

In any real-world FSO communication system which has to operate in presence of 
noise (due to atmospheric turbulence, detector, etc.) is always susceptible to errors 
in the transmission of information. The fundamental resources available for design-
ing communication systems are signal power, time, and bandwidth. These three 
resources can be traded against each other such that errors which occur in transmis-
sion can be reduced to arbitrarily small probability. The object is often to achieve 
maximum data transfer, in a minimum bandwidth while maintaining an acceptable 
quality of transmission. For digital communications, the quality of transmission is 
essentially expressed in terms of probability of bit error, i.e., BER defined earlier in 
this chapter. Different coding techniques are used to reduce BER and accomplish 
reliable communication.

3.5.1 � Channel Capacity and Spectral Efficiency of FSO Channel

The capacity is defined as a maximum rate of information data stream within the 
communication channel, and the spectral efficiency is defined as a ratio of the ca-
pacity and the bandwidth of the communication channel. The capacity of a noise 
channel relates the SNR of the received signal to the average rate of symbols per 
channel use that can be recovered with an arbitrary small BER. For a binary alpha-
bet, the maximum rate of 1 bit per channel use can be achieved, but only when SNR 
is infinite. If the frequency response of the channel is known, the spectral bandwidth 
efficiency (bits/Hz) can be defined to understand channel capacity.

The Shannon-Hartley formula can be used to calculate the capacity of the chan-
nel with AWGN:

� (3.73)
2log [1 ] bits /sC B SNRω= +
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where Bω  is the bandwidth. The spectral efficiency can then be expressed as:

�
(3.74)

The capacity of the channel gives a theoretical limit for the transmission rate of 
(reliable, i.e., error-free) data from a transmitter of given power, over channel 
with a given bandwidth, operating in a given noise environment. In order to real-
ize this theoretical limit, however, an appropriate coding scheme must be found. 
The SNR can be written as SNR

E

N
= [ ]I 2

0
 where E [.] is the expectation operation, and 

I is the received intensity, and N0 is the electrical noise power. The procedure for 
determining the channel capacity of the FSO channel for turbulent condition is the 
following:

The statistical channel is modeled by
�

(3.75)

where Y is the received signal, I is a random variable representing the intensity gain, 
X is the transmitted binary signal, and N is the noise at the receiver. The PDF of 
the intensity fluctuation is assumed to follow a GG distribution, already described 
in this chapter. Without a loss of generality, the responsivity factor of the detector 
may be assumed to be equal to 1. If a “0” is transmitted, the received signal is given 
by noise alone. If a “1” is transmitted, the channel will randomly scale the input 
signal by a random factor whose PDF is GG distribution. Channel capacity is for a 
binary-input continuous-output channel and is defined as the maximum of the mu-
tual information between X and Y over all input distributions [20]. The input follows 
a binomial distribution. The mutual information for this channel is given by [22]

�
(3.76)

where fY( y|x) is the conditional distribution of the output Y given the input X, and 
PX( x) is the probability of X = x. Note that the conditional distribution and fY( y|x = 0) 
is a zero-mean Gaussian distribution and fY( y|x = 1) is the distribution of I + N, which 
can be evaluated numerically using the fact the PDF of the sum of two random vari-
ables ( I and N in this case) is the convolution of their PDFs [36]. Figure 3.12 shows 
the channel capacity for plane waves using OOK modulation and a point receiver 
as a function of SNR. The capacity of an OOK/AWGN channel is also shown for 
comparison. The curves represent the maximum possible coding rate at which the 
probability of error can be made arbitrarily small for a given SNR and turbulence 
strength. Under weak turbulence, the capacity approaches that of abinary AWGN 
channel. With increased σR, the capacity decreases resulting in worse performance 
of the communication link. The capacity curves approach a limit asymptotically for 
very strong turbulence.
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3.5.2 � Coding Techniques as a FSO Link Aid

For a reliable FSO communication system design, coding techniques are needed 
to reduce the probability of error to an arbitrary small probability. Coding usually 
involves adding extra bits of information that, when processed at the receiver, aid 
in correcting errors that were made during transmission. For a fixed SNR, the only 
practical option available for changing data quality to be acceptable is to use error-
control coding. The use of coding can be also to reduce the required SNR for a fixed 
BER. This reduction in SNR may reduce the required transmitted power or reduce 
the hardware costs. The use of error-control coding, however, adds complexity to 
the system, especially for the implementation of decoding operations in the receiver. 
Therefore, the design trade-offs in the use of error-control coding to achieve accept-
able error performance include considerations of bandwidth and system complexity. 
The design goal of channel coding or error-control coding is to increase the resis-
tance of a digital communication system to a channel noise. Error-control coding is 
used to detect and often correct symbols which are received in error. The most fre-
quent use of coding on a communications link is to reduce the required signal at the 
receiver. Coding gain measures this reduced signal requirement and is defined as
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Fig. 3.12   The channel capacity for plane waves using OOK modulation as a function of SNR 
for various values of σR (where σR is the Rytov variance), i.e., different atmospheric conditions 
(Reprinted with permission from The Optical Society of America, OSA, 2005 [22]). OOK on-off 
keying, SNR signal to noise ratio
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�
(3.77)

Review of channel coding techniques is relevant to FSO communication. In this 
section, a few channel coding techniques are presented.

Convolution Codes (CC) and Linear Block Codes  Convolution codes (CC) are 
powerful error-correcting codes usually used in digital communication systems and 
are extensively used for real-time error correction. Convolution coding is done by 
combining the fixed numbers of input bits which are stored in fixed-length shift 
register and are combined with the help of mod-2 adders. An input sequence and 
contents of shift registers performs mod-2 addition after information sequence is 
sent to shift registers so that an output sequence is obtained. The code rate, R is 
defined by R = k/n for a convolution code where k is the number of parallel input 
bits and n is the number of parallel decoded output bits. The state information of 
convolution encoder is stored in shift registers and contstraint length ( k) relates the 
number of bits upon which the output depends. CC are generally more complicated 
than linear block codes. The linear block codes are the types of codes where each 
code word in the set is a linear combination of a set of generator code words. If the 
messages are k bits long and the code words are n bits long (where n>k), there are k 
linearly independent code words of length n that form a generator matrix. In the lin-
ear block code scheme, the message vector u is simply multiplied by the generator 
matrix to produce a code word vector v that is n bits long. The convolution codes are 
popular in satellite and deep space communications where bandwidth is essentially 
unlimited, but the BER is much higher.

Viterbi Decoding of CC  The Viterbi decoding algorithm is applied to convolutional 
encoder using maximum likelihood decoding. This device has been implemented 
on a chip. The decoded error rate to symbol error rate can be approximately written 
as [23]

�
(3.78)

where erfc(.) is the complementary error function, 0b =  for soft-decision decoding, 
0.2b =  for hard-decision decoding, Pbe is the probability of bit error.

Reed-Solomon Codes (RS)  The Reed-Solomon (RS) code proposed in 1960 [24] is 
one of the linear block codes. It is vulnerable to the random error but strong to burst 
errors, and therefore has good performance in fading channel which have more 
burst errors. The RS code describes a systematic way of building codes that could 
detect and correct multiple random symbol errors. By adding t check symbols to 
the data, an RS code can detect any correct data stream up to [t/2] symbols. As an 
erasure code, it can correct up to t known erasures, or it can detect and correct com-
binations or errors and erasures. These codes are suitable as multiple-burst bit-error 
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correcting codes, since a sequence of b + 1 consecutive bit errors can affect at most 
two symbols of size b. The RS family of codes is block codes and as such are M-ary 
rather than binary-based codes and thus they act upon blocks or segments of data as 
opposed to each data element. The decoded probability of bit error is given by [23]

�
(3.79)

where n is the code length, 2t + 1 the number of correctable bits. A number of RS ( n, 
k, t) codes where the code rate is given by k/n, are given in the reference [20] with 
the corresponding ps values.

Low-density Parity-check (LDPC)  Low-density parity-check (LDPC) codes are a 
class of highly efficient linear block codes which can provide performance very 
close to the channel capacity (the theoretical maximum) using an iterated soft-deci-
sion decoding approach at linear time complexity in terms of their block length. In 
the LDPC code, the parity-check matrix of a linear block code has a low density of 1s 
and the number of 1s per row and per column is constants. Decoding of LDPC codes 
is based on sum-product algorithm (SPA) [25]. This is an iterative decoding algo-
rithm where extrinsic probabilities are iterated forward and back between variable 

2 1

2
1 2 2

1
(2 1)

2

t n
i n i j n j

be s s s s
i t j t

n nn
P t p q j p q

i jn

+
− −

= + = +

    +
= + +        

∑ ∑

lo
g 1

0 (
B

ER
)

-2 Sh. limit Rc = 0.91
Sh. limit Rc = 0.75
LDPC Rc = 0.91
LDPC Rc = 0.75

-3 RS Rc = 0.94
RS Rc = 0.75
Uncoded

-4

-5

-6

σR = 1.0
-7

Shannon limits
-8

Coding gains over RS:
7.5dB & 9dB

Fig. 3.13   The BER performance curves using LDPC and RS coding schemes as a function of 
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(Reprinted with permission from The Optical Society of America, OSA, 2005 [24]). BER bit error 
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and check nodes of bipartite (Tanner) graph representation of a parity-check matrix 
H. The LDPC error-correction codes for the FSO channel can give efficient per-
formance in all turbulence regimes (weak, moderate, and strong) [22]. Figure 3.13 
shows the BER performance as a function of SNR for different turbulence regimes 
using LDPC and RS coding schemes. For comparison, the BER of the uncoded 
system and the Shannon limits representing the best available performance are also 
shown. The details of the results are described in [22]. These codes have low encod-
ing and decoding complexity, suitable for implementing actual FSO communication 
system. The details of an LDPC chip architecture is described elsewhere [26].

Turbo Codes  Turbo coding is an iterated soft-decoding scheme that combines two 
or more relatively simple convolution codes and an inter-leaver to produce a block 
code that can perform to within a fraction of a decibel of the Shannon limit [27]. 
The parallel concatenation of two identical recursive systematic convolution (RSC) 
codes is considered here. For each information bit bk at the encoder output one gets 
the systematic bit C1k as well as two parity bits C2k and C3k provided by the two RSC 
encoders [28].

There is an excellent paper describing several communication techniques and 
coding for atmospheric turbulence channels for the interested readers [29]. The 
techniques are based on the statistical properties of fading, and are applicable in 
the regime in which the receiver aperture is smaller than the correlation length of 
the fading, and the observational interval is shorter than the correlation time of the 
fading.

Performance Bounds for Coded FSO Communications through Atmospheric Tur-
bulence  Zhu and Kahn [29] discussed analytical performance bounds to study 
the error performance of communication systems. An expression for the pair-wise 
codeword-error probability and upper-bound codeword-error probability Pblock is 
given by [29]

�
(3.80)

where Sc is the set of all code words and PCj is the probability that code word Cj is 
transmitted. The pair-wise error probability P( Cj, Ck) is the probability that when 
code word Cj is transmitted, the decoder favors selection of an incorrect code word 
Ck over Cj. The above equation can be simplified with the knowledge of the weight 
enumerating function (WEF), and can be extended to accurately estimate the error 
bounds of constituent codes where the number of code words is infinite, such as 
convolutional codes and turbo codes. The authors have derived error-probability 
bounds for various coding schemes such as block codes, convolutional codes, and 
turbo codes with numerical simulation results.

The BER derivations in atmospheric turbulence for various coding techniques 
described earlier in this section are beyond the scope of this book.
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Chapter 4
Mitigation Techniques for Improved Free-space 
Optical (FSO) Communications

Arun K. Majumdar

4.1  Introduction

Modern free-space optical (FSO) communications need to be robust and seamless, 
providing high bandwidth at the right quality of service to both communication ter-
minals in presence of various atmospheric conditions. This means that FSO commu-
nications need to have improved reliability when operating in adverse atmospheric 
conditions. Atmospheric conditions ultimately determines the FSO communications 
system performance not only for terrestrial applications but also for uplink-down-
link (e.g., between ground and satellite, aircraft or unmanned-aerial-vehicle, UAV, 
terminals), because a portion of the atmospheric path always includes turbulence 
and scattering media (due to fog, aerosols, etc.) [1]. Chapter 4 provides an in-depth 
treatment of the critical issues of limitations imposed by the atmospheric effects to 
establish a successful FSO link. There are a variety of deleterious features of the 
atmospheric channel that may lead to serious signal fading, and even the complete 
loss of signal altogether. The performance of FSO communication systems is highly 
susceptible to degradation caused by atmospheric absorption, atmospheric scatter-
ing ,and atmospheric turbulence. For example, intensity fluctuations called scintil-
lation can result in a considerable degradation of the system performance which is 
normally quantified by the bit error rate (BER). The variations in the received opti-
cal signal caused by atmospheric turbulence experiences loss of signal due to the 
effects such as beam wander and scintillations determine the received fluctuating 
signal to noise ratio (SNR). The system performance characterized by the BER is 
therefore affected by the random loss of SNR. Channel fading also determines an-
other metric for quantifying the performance of communications systems, namely 
outage probability (OP). Fading can be important for long-distance transmissions as 
well as communication with a moving platform. Ultimately, the system reliability is 
reduced because of the atmospheric effects. It is therefore very important to develop 
effective mitigating techniques in order to design a reliable FSO communication 
system. The chapter starts with a detailed discussion of the two primary atmospher-
ic effects relevant to FSO links: turbulence and scattering. Random atmospheric 
distortions due to optical turbulence can severely degrade the wave-front quality of 
a signal-carrying laser (optical) beam, causing intensity fading and random signal 

A. K. Majumdar, Advanced Free Space Optics (FSO),  
Springer Series in Optical Sciences 186, DOI 10.1007/978-1-4939-0918-6_4,  
© Springer Science+Business Media New York 2015
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losses at the receiver. Absorption and scattering due to particulate matters in the 
atmosphere may significantly decrease the transmitted optical signal.

Figure 4.1 depicts how the mitigation can help in reducing intensity variations 
of the received signal. The corresponding probability density/distribution function 
(PDF) of intensity fluctuations for no turbulence, turbulence without mitigation, 
and turbulence with mitigation are also shown. All mitigating techniques are ex-
plained in details with appropriate derivations, and performance enhancements 
with each technique are discussed. Various scenarios of practical importance are 
described with examples in order to determine the applicability of the techniques to 
be useful for designers in optimizing the performance of a FSO link in presence of 
atmospheric turbulence, fog, marine environment, and aerosols. Several mitigating 
strategies are discussed and are shown in the tree diagram, Fig. 4.2.

The PDF of intensity fluctuations of the signal intensity with no turbulence, tur-
bulence without mitigation, and turbulence with mitigation are also depicted

Growing bandwidth demands of various applications require reliable FSO commu-
nication, and FSO communication terminals need to address variable link conditions 
in order to maximize both system availability and throughput. In order to optimize 
overall system performance in presence of various atmospheric conditions, the FSO 
communication terminals must dynamically react to changing atmospheric condi-
tions. The free-space communication system should therefore be properly designed 
to dynamically optimize performance under varying atmospheric conditions. Under-
standing communication impacts caused by the atmospheric channel are essential to 
implement advanced mitigation techniques to improve overall performance.

4.2  Aperture Averaging

4.2.1  Aperture Averaging Technique

Increasing the effective receive aperture can be very useful and is one of the sim-
plest methods for mitigating turbulence. The basic concept behind this technique 
is that if the receiving aperture is larger than a spatial scale size (originating from 
turbulence) producing the irradiance fluctuations, the receiver will average out the 
fluctuations over the aperture. The irradiance fluctuations or the scintillation in this 
case will be less than the scintillation measured with a point receiver. There is also 
a shift of the frequency content of the irradiance spectrum toward lower frequen-
cies caused by aperture averaging since the fastest fluctuations due to turbulence 
small-scale sizes average out [2]. The measured scintillation by a receiving aper-
ture is therefore produced by scale sizes larger than the aperture. The optimum 
size of the receiver will of course have to be determined by the communication 
link configuration and system requirements. In strong turbulence case, there is a 
sharp decrease in the scintillation with increasing aperture size up to the coherence 
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Fig. 4.2   Tree diagram showing the various atmospheric mitigation techniques

    

scale, 2 2 3/5
0 (1.46 )nC k Lρ −=  (Plane Wave). The scintillation is shown to level out 

followed by a second decrease in the irradiance flux variance when the aperture 
exceeds the scattering disk L/kρ0 where L is the link length, k is the wave number, 
i.e., 2 / ,k π λ λ=  being the wavelength [2, 3]. In strong turbulence, the small-scale 

Fig. 4.1   The reduction of intensity variations of the received signal with mitigation
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scintillation is mostly averaged out when the aperture size is larger than ρ0. The ap-
erture averaging factor will therefore depend on the correct model of the PDF used 
for the link to operate in presence of specific atmospheric turbulence cases.

Intensity fluctuations caused by atmospheric turbulence which would be measured 
with a point detector is given as (for a weak turbulence and plane wave case) [4]:

� (4.1)

In practice, the receiving aperture has a finite diameter and the intensity fluctuations 
measured will not be, 2

Iσ  but will have a value which is an average of the fluctua-
tions over the whole aperture. The physics behind this effect was already discussed 
earlier. The parameter that is usually used to quantify the fading reduction by aper-
ture averaging is called the aperture averaging factor, defined as [4]:

�
(4.2)

This parameter describes the reduction A in the scintillation index for a receiver of 
diameter D compared to a point receiver, and does not depend on the exact shape of 
the aperture but depends primarily on the receiver aperture area.

The factor A can be calculated from the correlation function of the normalized 
intensity derived by Tatarski as follows [5]:

�

(4.3)

where ρ  is the separation distance between two points and ( )Ib ρ  is the normalized 
covariance function.

For a plane wave with small inner scale, 0 /l L k<< , the aperture averaging 
factor can be approximated by,

�

(4.4)

For small apertures, A = 1 as expected, and as aperture size D increases the factor A, 
and thus the variance decreases.

To aperture averaging effect contributes in mitigating atmospheric turbulence in 
a FSO communication system in the following way:

•	 Increasing the aperture diameter D reduces the scintillation variance, 2 ( )I Dσ
•	 Reduced scintillation variance increases average power SNR at the receiver
•	 Increased average SNR improves FSO systems performance in presence of at-

mospheric turbulence by decreasing BER to an acceptable level
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This section will discuss the above issues to determine the effectiveness of the ap-
erture averaging as a mitigating technique for communications.

For FSO communication systems the effect of aperture depends on the propa-
gation conditions which also include transmitting beam type. Ricklin et al. [6, 7] 
has given an expression for aperture averaging factor A for a Gaussian beam wave 
which is typical for a laser communication system. The factor A is given by [6, 7]:

�

(4.5)

The notations used in the above equation are:
x = ρ/D, where D is the receiver aperture diameter, ρ is the transversal distance 

from the beam optical axis in the receiver plane; z is the propagating distance of the 
optical field from the transmitter, w0 is the transmitter beam radius (beam size), R0 
is the radius of curvature of the phase front, 2

0ˆ /( /2)z z kw=  is diffractive distance, 
and 2 /k π λ=  is the optical wave number.

( ) 3/52 2
0 ( ) 0.55 nz C k zρ

−
=  is the coherence length of a spherical wave propagat-

ing in optical turbulence. The parameter, ˆ ( )r z  characterizes focusing properties of 
the beam in terms of deviation of the wave-front curvature from the condition of 

optimal focusing, and 
2
0
2
0

ˆ
ˆ

ˆ

wr
z

z
ϕ

ρ
≡ − . Other beam parameters not used in the above 

equation are discussed [6, 7].
The beam size (radius) after propagating a distance z in optical turbulence, 

2 2 1/2
0 ˆ ˆ( ) ( ) ,w z w r zζ= +  ζ  = the global coherence parameter, Sζ =  spatial coherence 

of the signal-carrying laser beam as it exits the transmitter ( 1Sζ =  for a coherent 
beam, 1Sζ > ) for a partially coherent beam.

An example of how to calculate aperture-averaging factor A and aperture-aver-
aged scintillation index using Math Cadis given in Appendix C of Reference [1], 
Page 50. Figure 4.3 shows aperture-averaging factor as a function of the receiver 
lens diameter for wavelength, λ = 1.55 µm, a collimated ˆ( 1)r = , partially coherent 
( 100)Sζ = , transmitter beam size (radius), 

0 2.5cmw = , path length, z = 2 km. Note 
that more aperture averaging occurs (for a fixed lens diameter) when turbulence is 
stronger (5 times stronger for 2

nC  value). This is because for stronger turbulence the 
coherence length ρ0 decreases relative to the size of the receiver aperture resulting 
in additional aperture averaging.

Effect of Aperture-Averaging Mitigation Technique on FSO Communications Per-
formance  The parameters to quantify a FSO communication system performance 
are BER and average <SNR>. The average SNR depends on the PDF of the irra-
diance fluctuations statistics which contains the intensity variance parameter. 
Aperture-averaging improves both the amount of received power and the scintil-
lation. The BER depends on average received power, the intensity variance over 
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the aperture, the receiver noise (e.g., Johnson and shot noise), and the modulating 
scheme. Therefore, to understand the aperture-averaging effect on the FSO commu-
nication system, it is important to evaluate the following parameters: (i) BER under 
statistically varying atmospheric turbulence condition (different intensity vari-
ances), and (ii) gain in effective SNR because of the increased aperture diameter. 
Yuksel et al. [8] have given expressions to analyze the aperture-averaging effects in 
presence of atmospheric turbulence and are discussed below.

1.	 BER improvement by aperture averaging

BER is constantly changing in presence of atmospheric turbulence. The noise in 
the BER calculation has two factors, namely, receiver noise (Johnson and shot) and 
intensity fluctuations caused by turbulence. To calculate BER in an on-off keying 
(OOK) optical wireless system, the intensity fluctuations are only apparent for a 
received “1,” since a received “0” implies no received signal. Therefore the prob-
ability of making an error in detecting a “1” can be evaluated by averaging over the 
appropriate PDF for different intensity variances [9]. The average BER is computed 
from the product of the probability of a “1” error and the PDF integrated over all 
possible intensity values and is given by [8, 9]:

�
(4.6)

where the probability of a “0” error can be written as [8, 9]:

�
(4.7)

�
(4.8)
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Fig. 4.3   Aperture averaging 
factor as a function of the 
receiver lens diameter for 
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( Reprinted with kind 
permission from Springer 
Science+Business Media 
B.V., Fig. 14 [a], page 38, 
[1])
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In the above equation, erfc is the complimentary error function, the SNR in absence 

of turbulence is 
2

2

S I

N σ
< >

=  (note that the received detector signal in absence of 

turbulence has a steady value I< >, and the normalized received signal is 1; errors 
result from receiver noise is assumed to have Gaussian distribution with zero mean 
and variance 2σ ).

The quantity 2
Iσ  is the variance of log-intensity fluctuations in presence of tur-

bulence (same as intensity variance under weak turbulence condition), and is: 
2 2 7/6 11/61.23I nC k Lσ = .

Expected reduction in BER as the variance is decreased is shown in the Fig. 4.4. 
Figure 4.5 shows the decrease of BER as the values of variance is decreased (for a 
given SNR). The figures imply that a better FSO communications system perfor-
mance is achieved when the variance is low.

2.	 Effects of aperture averaging on mean SNR in presence of atmospheric turbulence

The SNR is determined by the noise contributions from all possible sources 
which include signal shot noise, dark current noise, thermal/Johnson noise in the 

Fig. 4.4   Reduction of BER with decreasing value of variance (scintillation index). The figure 
shows different signal levels (denoted by Ks) ( Reprinted with permission by Wasiu Popoola, Inte-
chopen, Fig. 15, page 385, 2010, doi:10.5772/7698). BER bit error rate
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electronics following the photodetector, and the background noise. Assuming a 
Gaussian distribution of noise, the SNR at the output of the photodetector in the 
absence of turbulence is given by [1, 10]

�
(4.9)

where SP  is the signal power of the optical transmitter and BP  is the background 
noise, both in watts, η  is the detector quantum efficiency, e is the electronic charge, 
in coulombs, h is the Planck’s constant, v is the optical frequency in hertz, k is the 
Boltzmann constant, B is the bandwidth of the (detector) filter, NT  is the effective 
noise temperature, and R is the effective input resistance to the amplifier of the 
detector. For shot-noise-limited operation, the background noise and the thermal 
noise can be ignored.

In presence of turbulence, the SNR is a statistically fluctuating term (i.e., an 
instantaneous value) and therefore the average value is to be taken. The mean SNR 
can be expressed as [1, 10]

�
(4.10)

where 0SNR  is the SNR in absence of turbulence defined earlier, PS 0 is the signal 
power in the absence of atmospheric effects, the mean input signal power SP< > 
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( Reprinted with permission 
from The Optical Society of 
America, OSA, 2005 [8]). 
BER bit error rate, SNR 
signal to noise ratio

    



1134.2  Aperture Averaging�

(i.e., the mean of the instantaneous input signal power SP ), and 2 ( )I Dσ  is the aperture-
averaged scintillation index previously discussed. As seen from the above equation, 
the mean <SNR> decreases with increasing aperture-averaged variance.

Example of Parametric Design Analysis  To clarify parametric analysis discussed 
above, we apply this procedure to the optimum design of a receiver aperture in a 
FSO communication system. Figure 4.6 illustrates the significant parametric rela-
tionships between various FSO systems parameters. Figure 4.6a shows the required 
BER for the FSO system to be designed as a function of mean SNR for various 
strengths of turbulence, for example, 2

1 nC  (low), 2
2 nC  (moderate), and 2

3 nC  (strong) 
where 2 2 2

3 2 1 n n nC C C> > . The FSO system performance requires a minimum BER to 
be achieved which is denoted as BERm = 10−6, as an example only. When a desired 
strength of turbulence, 2 nC  is specified, Fig. 4.6a indicates the dependency of the 
BER on the mean SNR for different values of 2 nC . The maximum acceptable BER 
is usually determined by the value of BER above which the required system per-
formance starts to degrade. Note that the maximum BER is a system requirement, 
and is to be specified from the mission or the object of the FSO communications 
which also depends on the communications link scenario. The line of BERm = 10−6 
in Fig. 4.6a gives the lower bound of BER versus mean SNR for different values 
of 2 nC .

Fig. 4.6   The significant parametric relationships between various FSO system parameters. a Esti-
mated average <SNR> from the required BER. b Estimated aperture- averaged scintillation varia-
tion needed for the required average <SNR>. c optimum aperture size satisfying the BER, <SNR>, 
and scintillation variance requirements. FSO free-space optical, SNR signal to noise ratio, BER bit 
error rate
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Figure 4.6b illustrates the relationship between aperture-averaged scintillation 
variance and the corresponding average SNR values for the specific strength of 
turbulence chosen ( 2

2 nC  in this example, for illustration purpose only). This curve in-
dicates the trade-off which can be made between mean SNR and aperture-averaged 
variance. Increasing the variance will reduce the mean SNR requirement which 
might decrease the FSO communication performance BER, not an acceptable 
choice. Only a trade-off analysis between system costs and performance sensitivity 
can determine the optimum choice between these two parameters. The initial choice 
usually results from several iteration processes. The line AB in Figs. 4.6 (a) and (b) 
indicates the usual starting point of the iteration processes which ultimately chooses 
the minimum mean SNR and maximum aperture-averaged variance. Figure 4.6 (c) 
indicates the aperture size in the receiver design as a function of aperture-averaged 
variance for various strengths of turbulence as specified earlier. Note that the mini-
mum average SNR has already been selected from Fig. 4.6 (a). The optimum re-
ceiver size can now be chosen as the point at which the aperture size needs to be at 
least double the desired SNR in order to achieve an additional 3 dB reduction in the 
intensity fluctuations. The line BC in Figs. 4.6 (b) and (c) indicates the usual start-
ing point of this stage of iteration process.

An upper limit of aperture-averaged variance can determine the optimum receiv-
er aperture size: Further reduction in the intensity fluctuations requires an impracti-
cal and costly increase in the aperture size. The optimum receiver size is indicated 
by Dopt which satisfies both the system requirements of BER and the average SNR. 
To achieve an acceptable (minimum) mean SNR, the required minimum laser pow-
er needs to be determined. The required laser power for the transmitter determines 
the system costs and complexity. The link margin analysis for a typical FSO com-
munication scenario for a specific communication range using the transmitting and 
receiving optics, data modulation technique, enables to determine the laser power 
needed to accomplish the desired communication performance in order to attain the 
acceptable minimum BER, and probability of fades and occurrence.

The above procedure determines a set of basic design parameters and trade-off 
curves which relate functional FSO communication parameters to mission require-
ments. An optimum design is usually obtained from iteration processes using these 
curves.

4.3  Diversity Technique

There are two types of diversity technique applicable for mitigating atmospheric 
turbulence and scattering for FSO communications, namely spatial diversity and 
temporal diversity. This section discusses the mitigation capabilities of both the 
diversity techniques in terms of reducing scintillation and improving the link per-
formance.

FSO communication provides a cost-effective, license-free, and wide-bandwidth 
access technique for high data rate applications. The performance of single-input 
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single-output (SISO) FSO links is severely affected by the turbulence-induced fad-
ing causing performance degradation in terms of BER and OP.

4.3.1  Spatial Diversity

FSO systems using diversity reception can achieve significant performance im-
provements by mitigating the atmospheric channel turbulence, and was proposed 
for FSO systems by Ibrahim and Ibrahim [11]. Diversity techniques use multiple 
identical transmissions from sources to receivers. Multiple transmitters/receivers 
are used for the multiple transmissions with uncorrelated paths so that the effec-
tive level of scintillation and probability of fade can be reduced. This method of 
turbulence mitigation makes use of spatial transmit and/or receive diversity to cre-
ate at least two paths between the transmitter and receiver. For good diversity, the 
separation between the transmitter/receiver should be spaced further apart than the 
lateral correlation distance on the link. Basically if these diverse paths are uncorre-
lated, then each path experiences independent fading, improving the overall system 
performance since the probability of all paths simultaneously experiencing a deep 
fade is quite small. The system will be complicated to implement, however, if a 
large spatial separation is needed, because every source and sink must be aligned. 
For n independent apertures when the received signals are logically combined, the 
probability of a fade of a given depth is reduced to ( ) wheren

min minProb P P P≤  is 
the minimum power at each receiver aperture [12]. To compare the diversity ap-
proaches, the probability should be evaluated for the same total power transmitted 

and the fade reduction is then 
n

Total
min

P
frac P

n
 ≤  

 where frac(x) denotes the frac-
tional part of x [12].

Understanding Array Receivers in Direct Detection  An array of receivers in direct 
detection systems can reduce the deleterious effects caused by scintillation through 
aperture averaging. Instead, it is possible to achieve the spatial diversity of a large 
aperture collecting lens by the use of several smaller apertures separated suffi-
ciently far apart so that each received signal are uncorrelated. The summed output 
from such an array of smaller receivers will then behave like aperture averaging 
from one large aperture.

If we have an array of M direct detection receivers, the summed output of M 
statistically independent detectors is given by [13]:

� (4.11)

where 
Si  is the a random signal and 

Ni  is a zero-mean noise current in each of the 
detector array. Assuming each signal and noise current in each detector has the same 
mean and variance, the mean amplitude SNR is then [13]

�
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where 1 ,1 ,1/S SNSNR i σ< > = < >  is the mean SNR of a single detector. If we want 
to compare the performance of an array of single detectors whose total area is the 
same as the area of a large detector, then 2 2

1D M D=  where D is the diameter of a 
large aperture and D1 is the diameter of each detector. The aperture averaging factor 
of the summed output is then

�

(4.13)

Since the mean SNR is increased as the square root of the aperture number, M , 
the mean BER is also expected to decrease and thus the system performance is im-
proved.

To mitigate the turbulence fading by exploiting the advantage of spatial diver-
sity, multiple transmitters/receivers can be placed at the both ends of the FSO com-
munication link. There are three possible architectures that can be implemented 
to achieve spatial diversity which depend on how many of the transmitters or re-
ceivers are placed in the FSO system: (i) multiple-input multiple-output (MIMO; 
multiple transmitters/receivers), (ii) multiple-input single-output (MISO; multiple 
transmitters and single receiver), and (iii) single-input multiple-out (SIMO; single 
transmitter and multiple receivers). SISO system will serve as a benchmark for the 
performance analysis. The spatial diversity is particularly critical for strong turbu-
lence fading where SISO performance is poor.

There are two important FSO communications systems performance metrics: 
BER and the OP. The OP is defined as the probability that the SNR of the signal at 
the output of a receiver falls below a threshold, specified by the system’s acceptable 
requirement. To understand the utility of the spatial diversity, both these metrics 
will be investigated and compared for various FSO systems’ spatial diversity archi-
tecture with the benchmark SISO system. This is critical in successfully designing 
an FSO communication system.

FSO System Model for Spatial Diversity  Multiple transmit/receive apertures is a 
well-known diversity technique in radio frequency (RF) systems and can be used 
in FSO communication systems where the inherent redundancy of spatial diversity 
has the potential to significantly improve the performance. The possible tempo-
ral blockage of the transmitting laser beams by obstructions in the communication 
path can be reduced, and thus a longer FSO communication range can be achieved. 
This section discusses the performance of various inputs and outputs configurations 
for FSO links over independent but not necessarily identical distributed turbulence 
channel. The performance metrics such as the average BER and OP expressions are 
derived for a turbulence channel model.

For a MIMO (FSO) system under consideration, the information signal is trans-
mitted via M apertures and received by N apertures over a discrete time ergodic 
channel with additive white Gaussian noise (AWGN). Assuming a binary input and 
continuous output and intensity modulation with direct detection (IM/DD) with 
OOK modulation, the received signal at the n-th receiver aperture is given by [14]
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� (4.14)

where {0,1}s ∈  represents the information bits and nv  is the AWGN with zero mean 

and variance 2 0 ,
2v

Nσ =  where N0 is the noise power spectral density (Watts/Hz). 

The mnI ’s are independent random variables which follow Gamma-Gamma prob-
ability distribution functions. For link distances of the order of kilometers and for 
aperture separation distances of the order of centimeters, this independence is rea-
sonably valid [15].

There are basically three combining schemes employed at the receiver side: (i) 
Optimal Combining, (ii) Equal gain Combining (EGC), and (iii) Selection Combin-
ing (SC). Expressions for the average BER at the output of the receivers will be 
discussed for different FSO systems architecture.

Case 1. SISO FSO Links  The case of SISO is introduced for benchmark purpose so 
that the spatial diversity can be appreciated when using multiple transmitters and/
or receivers in the FSO communication link. Two performance metrics need to be 
evaluated: the average BER and the OP.

a.	 Average BER

Since Imn is random, the SNR at the receiver is also random that depends on the 
specific turbulence-induced model statistics, ( )

mnI mnf I  used. The calculation of the 
average BER requires the computation of average SNR. The instantaneous SNR 
can be defined as

� (4.15)

The average SNR is then obtained from the first moment of the instantaneous SNR, 
which is given by

�
(4.16)

where < > denotes an average.
If we use IM/DD with OOK modulation in the presence of AWGN and under 

perfect channel state information (CSI) at the receiver side, the BER is given by

� (4.17)

where (1) and (0)r rP P  are the probabilities of sending 1 and 0, respectively, 
and ( |1) and ( | 0)r rP E P E  are the conditional bit-error probabilities when 
the transmitted bit is 1 and 0. The following assumptions can be made: 

(1) (0) 0.5, and ( |1) ( | 0)r r r rP P P E P E= = = . The conditional probability is given by 
[16]
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�
(4.18)

where Q(.) is the Gaussian Q-function,
21

( ) exp
22 x

t
Q x dt

π
∞   = −      ∫ .

The average BER can then be obtained by averaging P E Ir mn( | ) over the prob-
ability density function fImn of the intensity fluctuations of Imn as follows (omitting 
the indexes m, n for irradiance I):

� (4.19)

The term P E Ir ( | ) in the above equation can be expressed in terms of the electrical 
SNR:

�
(4.20)

where erfc is a complementary error function.
The PDF of irradiance fluctuations which follow a Gama-Gamma distribution 

is given by [17]

�
(4.21)

where (·)Kα  is the modified Bessel function of the second kind and order , (·)α Γ  
is the gamma function and I is the expectation of irradiance I. The parameters k > 0 
and m > 0 in the above equation can be selected to match the experimental data with 
theoretical model of Gamma-Gamma distribution. The parameters are related to the 
atmospheric turbulence conditions and the aperture sizes [15].

By changing the variables I and μ, and performing the integration, the average 
BER can be obtained.

From the earlier equations, the average BER can be evaluated after performing 
the integration by changing the variables I and μ and assuming the PDF of the ir-
radiance distribution function f II ( ) (in this case Gamma-Gamma distribution). A 
closed form expression is given by [14]:

�
(4.22)

where ( , , , )F k m sμ< >  is given by [14]:

�

(4.23)
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In the above equation, Gp q
m n

,
, •[ ]  is the Meijer-G function [18] and is a standard built-

in function available in the mathematical software packages, such as Maple or 
Mathematica.

The parameters in the above equation are defined as

b.	 OP

The other FSO performance metric is the OP. In order to determine if the received 
signal contains a signal, a threshold value, thμ  had to be decided below which the 
SNR of the signal at the output of the receiver is not considered as a signal. OP is 
defined as that probability for which thμ μ<  which represents a protection value of 
the SNR above which the quality of the channel is satisfactory. Obviously, this is an 
important design parameter for FSO link to be operated as a part of a data network 
and is critical in the design of both transport and network layer [19].

To calculate the OP, it is necessary to compute the cumulative distribution func-
tion (CDF) of the random irradiance, I. The CDF is used to predict probabilities of 
detection and fade in an FSO communication system. The CDF associated with a 
probability distribution f II ( )  is in general given by

� (4.24)

The CDF using the PDF of irradiance fluctuations described by a Gamma-Gamma 
distribution, Eq. (4.21) is given by [19]

�
(4.25)

With  I = 1 and note that (from Eq.  (4.15), omitting the parameters m, n) 
2

0( ) /I Nμ η= .
The OP is obtained as [14]:

�

(4.26)

Figure 4.7a shows the average <BER> as a function of the received average electri-
cal SNR, μ< >. The FSO communication system considered here uses intensity 
modulation and direct detection scheme in presence of Gamma-Gamma turbulence 
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channel, which is characterized by different values of the distribution parameters 
k and m. Figure  4.7b shows OP as a function of the inverse normalized outage 
threshold, / thμ μ< >  under the same modulation, detection, and channel condi-
tions. From the Figs. 4.7a and b, it is clearly shown that for a SISO (FSO) commu-
nication system, even with SNR in the range of 30–40 dB, the performance is poor 
(higher than 10−3). The improvement of the performance using the MIMO (FSO) 
communication system is described in the following section.

Case 2. MIMO FSO Links: Equal gain combining (EGC)  Since the performance 
for a SISO FSO link is very poor within the SNR range of 30–40 dB under strong 
turbulence (characterized by the values of the distribution parameters, k and m), a 
spatial diversity technique must be employed. MIMO (FSO) link provides a scheme 
with multiple transmitters and multiple receivers at both ends of the link. The opti-
mum decision metric for OOK is given by [20]:

� (4.27)

where r = ( r1, r2, … rn) is the received signal vector. Assuming a perfect CSI, <BER> 
of the FSO communication system for M transmitters and N receivers is given by [20]:

�
(4.28)

The Eq. (4.28) can be expressed as [19]:

�
(4.29)

where 
1

N

n
n

I I
=

= ∑ . When In
’s are independent and ideally distributed (i.i.d) Gamma-

Gamma random variables, the distribution of I  can be approximated by the so-
called α μ−  distribution [21]. The PDF f II ( )  and CDF F II ( )  can be accurately 
approximated with the α μ−  PDF and CDF as follows [21]:

�
(4.30)

� (4.31)

The distribution parameters, in Eqs. (4.30) and (4.31), 1/ˆ ˆ, 0,and { }I I α αα μ > = E  is 
a scale parameter, E is denoted as an expectation value, and Γ(•,•)  is the incomplete 
gamma function [22].

a.	 Average BER

To calculate average <BER>, the PDF of irradiance fluctuations I (at the combined 
output of the receiver) which is defined by Eq. (4.30) needs to be approximated by a 

(  | , ) (  | , )m
mn n mnP r on I P r off I≶

0 0
10

1
( )

2 2

N

I n
n

BER f Q I dI
NM N

η∞ ∞

=

 
< >= …  

 
∑∫ ∫ I

0
0

1
( )

2 2
IBER f I erfc I dI

MN N

η∞  
< >=  

 
∫

1

( )
ˆ ˆ( )

I

I I
f I exp

I I

μ αμ α

αμ α

αμ μ
μ

−  
= −  Γ

ˆ( , / )
( ) 1

( )I

I I
F I

α αμ μ
μ

Γ
= −

Γ



122 4  Mitigation Techniques for Improved Free-space Optical (FSO) Communications

single channel where the parameters α  and μ  can be estimated as functions of the 
Gamma-Gamma distribution parameters k and m. Estimated parameters can then be 
used to determine the PDF ( )If I  in Eq. (4.30). The average <BER> can then be 
evaluated by substituting Eq. (4.30) into Eq. (4.29) and then performing symbolic 
or numerical integration. Figure 4.8a shows the average BER of MIMO FSO sys-
tems employing equal gain control (EGC) operating over Gamma-Gamma fading 
channel. Figure 4.8a shows that using MIMO FSO system, a substantial improve-
ment in FSO performance can be achieved compared to SISO system. The FSO 
communication links L = 2 km and L = 4 km transmitting wavelength 1,550nm,λ =
the strength of turbulence 

2

nc  = 1.7 × 10−14 m−2/3 and D (aperture diameter)/L (link 
range) to approach 0 (i.e., point receiver) were used in the Fig.  4.8a. The BER 
improvement is illustrated by the fact that much lower BER is obtained within the 
same range of average electrical signals (for example within 30–50 dB range).

b.	 OP

The OP can be evaluated from the Eq. (4.31). The parameter Î can be estimated as 
[14]:

� (4.32)

The OP for the MIMO FSO system employing EGC as a function of the inverse 
normalized outage threshold / thμ μ< >  is shown in Fig. 4.8b. Compared to SISO 
FSO system the OP curves also show substantial performance improvement using 
MIMO configuration.

Case 3. MISO FSO Links  A few years ago, researchers reported [23] for the 
first time scintillation reduction for uplink scenario for a laser communication 
between a satellite and the ground, using multiple transmitters. It was shown that 
fluctuations on the uplink beacon and communications lasers can be minimized 
by transmitting multiple independent lasers from separate apertures which then 
sum incoherently at the satellite. The object of the experiment was to determine 
the number and spacing required for separate transmitters to reduce fluctuations 
in the received power due to atmospheric scintillation to acceptable levels. Exper-
imental results for horizontal laser links were established between a laser-trans-
mitting platform and a receive telescope assembly separated by distances of 1.2 
and 10.4 km to mimic the expected atmospheric effects of an uplink slant path to 
a satellite. For all laser separations and ranges, a reduction in received intensity 
fluctuations due to scintillation was observed as the number of laser transmitters 
increased from 1 to 16. Figure 4.9 shows recorded intensity vs. time for 1, 2, 4, 
8, and 16 laser transmitters located on an 18-inch diameter circle at a horizontal 
path range of 10.4 km using a 2  in. receive aperture. Figure 4.10 shows histo-
grams of probability of intensity vs. intensity for their sets of data normalized so 
that the integrated probability is 1 and the mean intensity is 1. The reduction in 
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fluctuations as more laser transmitters are used can easily be seen from the time 
series data. The reduction of scintillation by the use of multiple uplink beams, 
each incoherent with the rest, was demonstrated by a group of researchers [24]. 
The objective of the experiment was to establish a 1-Mbps optical communication 
link between a satellite and a ground terminal. The link was established by first 
transmitting a beacon from the ground station to the satellite and the scintillation 
effects were investigated by launching multiple beams during uplink. Figure 4.11 
shows the expected PDF when the total laser power was equally distributed in 1, 
2, 4, 8, or 16 beams. With increasing number of beams, the mean varied a little, 
but the variance drops significantly with additional beams. The method of divid-

Fig. 4.9   Recorded signal intensity vs. time for 1, 2, 4, 8, and 16 laser transmitters for 10.4 km 
horizontal path. ( Reprinted with permission from SPIE, 1997 [23])
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Fig. 4.10   Histograms of probability of intensity vs. intensity for 1, 2, 4, 8, and 16 laser transmit-
ters. ( Reprinted with permission from SPIE, 1997 [23])

Fig. 4.11   Expected probability density function of intensity as a function of normalized received 
signal intensity for 1, 2, 4, 8, and 16 laser beams. ( Reprinted with kind permission from Springer 
Science+Business Media B.V. [Fig. 24, page 04, [1])
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ing the laser beam into a number of beams will help in the presence of strong 
scintillation to avoid deep fades and to improve BER statistics.

The average <BER> for transmit diversity with M transmitters and one receiver 
is given by [16]:

�
(4.33)

where ( )If I  is the PDF of vector I of length M. An M-dimensional integration is re-
quired to evaluate the above average BER. The multidimensional Gaussian quadra-
ture rule (GQR) can be applied which involves multiple averaging of a Gaussian 
Q-function over the PDF vector fI ( )I . The procedure involves the calculation of 
GQR providing a set of weights and abscissas [25] to make use of the equation:

�
(4.34)

With G(X) is a polynomial of degree up to 2K-1. If W(x) is the joint PDF of the ran-
dom variables Im, the K-point GQR can be computed using the first 2K-1 moments 
of Im. Figure 4.12 shows the average BER as a function of electrical average SNR 
for MISO FSO links with multiple transmitters, M = 2, 3, 5, and 7 transmit aper-
tures over i.i.d atmospheric turbulence channels. The BER is significantly improved 
as the transmitter number is increased compared to the SISO system. Figure 4.12 
shows the performance comparisons for various parameters of the scintillation in-
dex (i.e., for various atmospheric channel parameters denoted by α , assuming a K-
distribution of turbulence-induced fading statistics [16]). A comparison with SISO 
FSO link is also shown in the Fig. 4.12. This figure is applicable to strong atmo-

1
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 
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 
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≈∑∫

Fig. 4.12   The average BER 
as a function of electrical 
average SNR for MISO FSO 
links with M = 2, 3, 5, and 7 
transmitters. ( Reprinted with 
permission from IEEE, Copy-
right © 2009 IEEE [16])
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spheric turbulence channel so that the valid scintillation index is between 1 and 4. 
The BER increases with increasing scintillation index, i.e., decreasing values of the 
channel parameter, α , as expected. The spatial diversity approach for MISO thus 
improves the FSO performance.

Case 4. SIMO FSO Links: Selection Diversity (SD)  This is a situation where mul-
tiple receivers are used for mitigating atmospheric turbulence in order to improve 
FSO performance. Many years ago, the advantage of using multiple receivers was 
already pointed out [26] to demonstrate the optical communication concept between 
aircraft. The advantage of using a number of detectors, each having small field 
of view (FOV) with very narrowband optical filters, effectively reduce the overall 
background noise as compared to using a single large FOV with a single detector. 
The multiple detectors can increase the received SNR and therefore improving the 
FSO performance in presence of atmospheric turbulence.

The SD is the least complicated among the combining schemes. In this combin-
ing scheme, only one of the diversity apertures with the maximum received irradi-
ance (or electrical [SNR] is processed. Among all the N received irradiances I1, I2…
IN, the irradiance ISDS is selected based on the criteria:

� (4.35)

The average BER at the output of SD receiver is given by [16]:

� (4.36)

where ( )
SDI SDf I  is the PDF of the output which can be evaluated as

�

(4.37)

where ( )
SDI SDF I  is the CDF of ISD .

Using Eqs. (4.36) and (4.37), the average BER can be evaluated in terms of a 
sum N semi-infinite integrals:
�

(4.38)

Assuming In
 are i.i.d random variables, following the similar earlier steps, the OP 

of the SD receivers can be obtained as follows [14]:

� (4.39)
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where FI
 is the CDF of In

. Figure  4.13 shows the OP of triple and quadruple 
branch SIMO receivers employing intensity modulation and direct detection with 
SD combining scheme operating over exponentially correlated Gamma-Gamma 
turbulence channel for a power correlation coefficient of 0.25. The different values 
of the parameters k and m describe a Gamma-Gamma PDF. The OP is shown as a 
function of the inverse normalized outage threshold, / thμ μ< > . The figure clearly 
shows the significant improvement of the OP using spatial diversity.

4.3.2  Time diversity

An alternate approach to spatial diversity is to use time diversity where identical 
messages are transmitted in different time slots separated by time periods on the 
order of coherence time. A general description of this technique with applications 

Fig. 4.13   The outage probability vs. inverse normalized outage threshold, / thμ μ< > , of 
SIMO FSO links employing selection diversity combining scheme over exponentially correlated 
Gamma-Gamma turbulence channel. The different values of the parameter k and m describe a 
Gamma-Gamma PDF. (Reprinted with permission © 2012 Kostas Peppas, Hector E. Nistazakis, 
Vasiliki D. Assimakopoulos and George S. Tombras. Originally published in [14] under CC BY 
3.0 license). SIMO single-input multiple-out, FSO free-space optical, PDF probability density/
distribution function
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in fading channels can be found in [27]. Transmissions of the same data take place 
between a single transmitter and a single receiver. For FSO communication system 
operated in atmosphere signal received at the receiver undergoes fluctuations due to 
scintillation resulting in signal fading at the receiver in IM/DD system. The prob-
ability of fade is an estimate to determine how likely the receiver output is to drop 
below a prescribed threshold. The incoming signal will be randomly fading depend-
ing on the probability distributions of the turbulence channel. An accurate PDF is 
therefore needed to predict the probability of fade for an FSO communication sys-
tem. In the previous section, spatial diversity techniques were used to improve the 
reliability of fading channel. Under the Taylor frozen turbulence hypothesis, turbu-
lent eddies are treated as frozen in space and are moved across the observation path 
by the mean wind speed component V. This hypothesis permits converting spatial 
statistics into temporal statistics by knowledge of the average wind speed transverse 
to the direction of observation. Therefore, time diversity can also improve perfor-
mance of FSO communication system.

Temporal Covariance and Coherence Time of the Atmospheric Channel  Since we 
are interested in FSO communications performance in the time domain, the tempo-
ral covariance function of the turbulence channel is important. The temporal cova-
riance is useful in determining the correlation time cτ  which is defined as the 1e−  
point of the normalized temporal covariance function and can be obtained by sub-
stituting Vρ τ→  where ρ is the spatial coordinate in the spatial intensity covari-
ance function. The temporal covariance function of the intensity fluctuations for an 
unbounded plane wave incident on the collecting lens is given by [10]:

�

(4.40)

where τ  is the time lag, D is the receiver aperture diameter, ( )n kΦ  is the spatial 
power spectrum of refractive index, 

0J  is the Bessel function of the first kind, L is 
the propagation path, 2 /k π λ=  is the optical wave number, κ  is the spatial wave 
number, and ξ  is the transformation variable. The normalized covariance function 

( , )Ib Dτ  is defined as

� (4.41)

Figure 4.14 shows two normalized covariance functions for two different weak tur-
bulence conditions by the researchers [28] along with theoretically predicted func-
tion defined by Eq. (4.41) using a 785 nm laser for a propagation path length of ap-
proximately 1 km The correlation times for two turbulence conditions are approxi-
mately 15 and 3 ms for variances of 0.03 and 0.73, respectively. For time diversity 
scheme for FSO communication, delays longer than a few ms should be sufficient 
in weak turbulence ranges to improve systems performance.
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Time Diversity System Model and Performance: N-channels  Figure 4.15 shows a 
block diagram of time-diversity-based FSO communication system. The transmitter 
sends the signal N times separated by source coding so that each data stream is first 
delayed or separated by fixed time periods, Tsep (accomplished by encoders). The 

Fig. 4.14   Normalized temporal covariance function for two different weak turbulence conditions. 
( Reprinted with permission from SPIE, 2005 [28])

       

Fig. 4.15   Block diagrams of time-diversity-based FSO communication system: N channels. 
( Reproduced with permission from Peng LIU, Ph.D Thesis, Waseda University, February 2012.). 
FSO free-space optical

 

     



1314.3  Diversity Technique�

receiver now receives N independently faded copies of the signal. The copies are 
decoded and delayed with the corresponding code before sending. The N recovered 
copies are then combined and determine whether a “0” or “1” was sent using a 
threshold detector. The time diversity is done entirely in the optical domain. The N 
times transmitted laser intensities each delayed by Tsep can be expressed as

� (4.42)

where I(t) is the laser transmitter intensity. At the receiver, the fading signal in each 
path can be written as RPi where R is a constant (such as responsively) of the re-
ceiver and Piis the received optical power at the i-th path. It is assumed that the 
intensity fluctuations statistics (PDF) of each fading signal is identical.

A log-normal distributed normalized irradiance (<I> = 1) is assumed in this anal-
ysis and is described by:

�

(4.43)

where 2
ln Iσ  is the log-irradiance variance, 2 2

ln I Iσ σ≈  under weak turbulence 
condition.

Performance of time diversity can be understood from a description of the joint 
probability distribution of the fading at different delay time at a single receiver. 
Assuming that the log-amplitude at receiver can be described by a joint Gaussian 
distribution [29], the auto-covariance matrix of the log-amplitude at different time 
is given by [30]:

�

(4.44)

where 2
Iσ  is the irradiance variance quantifying the strength of atmospheric turbu-

lence. The joint probability density function of I is given by [30]:

�

(4.45)

where 
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likely the detector output is to drop below a prescribed threshold determined from 
the system requirement. The probability of fade with PDF of irradiance fluctua-
tions, P(I) can be expressed as:

� (4.46)

where It
 is the threshold irradiance. It

 can also be expressed in terms of the fade 
threshold parameter, FT, which is the number of decibels below the mean. FT can 
be written as

The probability of fade for the time diversity scheme is then obtained by integrating 
Eq. (4.46) over the joint density function in Eq. (4.45) and is given by [30]:

� (4.47)

Figure 4.16 shows probability of fade with time diversity as a function of FT
 for 

different values of N = 1, 2, 3. The time diversity can improve the performance and 
can provide a gain of 1.5–2.7 at a probability of fade of 10−6.

Special Case: Dual Branch Time Diversity System (N = 2)  We discuss here the 
simplest case of time diversity when only two channels are used: one transmitting 
directly and the other with delayed transmission. The FSO system can be mod-
eled as a dual branch diversity system over two correlated identically distributed 
log-normal fading channels. The normalized covariance is determined by the delay 
period and thus the delay between two transmissions can be adjusted to reduce the 
dependency between the two channels. The two transmitted laser intensities sepa-
rated by a delay period Tsep  can be defined as 1 2( ) ( )sepI I t and I I t T= = − . The joint 
probability density function of I I1 2and  is [28]:

0
Probability of fade: ( ) ( )

tI

tP I I I dI< = ∫

10log .T
t

I
F

I

 < >
=   

Probability of fade: P f i i i di di
I

I I I N

t

N
= …∫ …0 1 2 1 21 2, , .., ( , ,.., ) ,……∫ diN

It

0

Fig. 4.16   Probability of fade with time diversity. ( Reprinted with permission from The Optical 
Society of America, OSA, 2008 [30])
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�
(4.48)

where [ ]
2

2 2_1, _ 2 and ln
2

T Ilni lni lni I
σ

×

 
= = < > −  

Iμ . The mean received in-
tensity <I> given by [4]:

	 2 2 2 2 5/6
0 0 / 1 1.3 ( ]2 /[ 3 )L I LI I w w L kwσ< >≅ +

The temporal covariance matrix ( )sepT∑  can be written as [28]:

�
(4.49)

BER Computation for Time Diversity Scheme  Considering the conditional prob-
ability in each branch conditioned upon random intensity fluctuations I1 and I2, the 
conditional BER at the receiver can be written as [28]:

�
(4.50)

where erfc is the complementary error function, S and S1 2
 are received signals at 

channel 1 and channel 2, respectively (assuming identical means) and 
zσ  is the 

noise associated with the receiver system, and SNR is the instantaneous SNR. The 
average <BER> is now obtained by integrating the Eq. (4.50) over the joint prob-
ability density function, Eq. (4.48) of i i1 2and .

This is given by [28]:

�
(4.51)

Figure 4.17 shows the average BER plots for two-channel time diversity scheme for 
two turbulence variances of 0.03 and 0.73 reported by the researchers [28]. At the BER 
probability of 10−9, a SNR gain of about 4.1 dB and 5.4 dB for the turbulence variances 
of 0.03 and 0.73 were obtained showing the usefulness of the time diversity technique 
for mitigating turbulence-induced fading in the FSO communication system.

4.3.3  Temporal-Domain Detection Techniques

Time domain techniques are different than time diversity technique discussed in 
the previous section. Various detection schemes are applied at a single receiver in 
time domain in order to mitigate atmospheric turbulence for FSO communication 
system performance improvement. Atmospheric turbulence-induced intensity fluc-
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tuations (signal fading) degrade systems performance by increasing the BER of the 
received information signal. In the previous sections of aperture averaging, spatial, 
or time diversity, the receiver aperture D0 was assumed larger than the correlation 
length d0 (typically of the order of 1–10 cm) and the receiver observation interval 
T0

 during each bit interval was larger than the correlation time 
0τ  (typically of the 

order of 1–10 ms). However, in many practical FSO communications scenarios, 
these requirements cannot be met. In this section, various time domain techniques 
for mitigating atmospheric turbulence are discussed where D0 < d0 and 0 0T τ< . This 
is important when we consider the bit rates of gigabit or multi-gigabit per second 
data rate. Three types of temporal-domain techniques are reported [27]: maximum 
likelihood (ML) symbol-by-symbol detection, maximum likelihood sequence de-
tection (MLSD), and pilot-symbol assisted detection (PSAD). BER curves for each 
technique demonstrate the effectiveness of each of these methods in mitigating at-
mospheric turbulence for analyzing systems performance. The techniques are sum-
marized below with the corresponding expressions for BER.

An IM/DD using OOK is assumed throughout the discussion here. For propa-
gation distances of less than a few kilometers, variations of log-amplitude of the 
signal are much smaller than variations of the phase. When light is propagating 
through a large number of turbulent blobs of the atmosphere, each of which causing 
an independent and identically distributed phase delay and scattering of the optical 
wave. The marginal distribution of the log-amplitude X is therefore Gaussian by the 
Central Limit Theorem and is given by [27]:

�
(4.52)

where 2
Xσ  is the log-amplitude variance of the incidence light wave, and E(X) 

is the ensemble average of log-amplitude X. Relating intensity I of light to the 

2

2 1/2 2

1 ( ( ))
( )

(2 ) 2X
X X

X E X
f X exp

πσ σ
 −

= − 
 

Fig. 4.17   Average bit-error-
rate probability for two-chan-
nel time diversity scheme 
for two turbulence variances 
of 0.03 and 0.73. ( Reprinted 
with permission from SPIE, 
2005 [28])
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log-amplitude X by 
0 exp(2 2 ( ))I I X E X= − , the average light intensity of log-

amplitude fluctuations given by Eq. (4.52) is given by:

� (4.53)

In terms of the intensity, I, the marginal distribution of light intensity fading due to 
turbulence is log-normal [27]:

� (4.54)

a.	 ML symbol-by-symbol detection
For the system model, the receiver SNR is assumed to be limited by system shot 
noise caused by ambient light and/or thermal noise. The noise is AWGN and is 
statistically independent of the received signal. The bit duration T and the interval 
T0 needed for the receiver to integrate the received photocurrent is such that 0T T≤
. The receiver integration interval is also assumed to be much less than the correla-
tion time of the atmospheric turbulence, i.e., T0 <<τ0 so that the light intensity is 
constant during each integration interval. The electrical signal at the receiver for a 
received signal light intensity Is  and ambient light intensity IB  is given by:

� (4.55)

η  is the optical-to-electrical conversion efficiency, and n is the additive white 
Gaussian noise with zero mean and covariance N/2, independent of whether re-
ceived is Off or On. The receiver is assumed to have knowledge of the marginal 
distribution of the fading statistics, but has no knowledge of the channel’s instan-
taneous fading. When the ambient light level 

BIη  is subtracted from the electrical 
signal, the electrical signal 

ss I nη= +  can be described by the conditional densi-
ties depending on when the transmitted bit is Off or On:

�
(4.56)

�

(4.57)

where 0 2
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exp(2 )X

E I
I

σ
=  (see Eq. 4.53, E(I) being the average light intensity).

The ML symbol-by-symbol detector chooses the symbol ŝ  using the rule [27]

� (4.58)
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where P(sig|s) is the conditional distribution that if a bit s (On or Off) is transmitted, 
a signal level “sig” will be received, i.e., PDF of the signal “sig” given s {off ,on}.∈  
The Eq. (4.58) is applicable if On and Off bits are equally probable. “sig” is com-
pared to a fixed threshold that depends on X (log-amplitude), 2

Xσ  (log-amplitude 
variance), and N (additive Gauss noise covariance).

The likelihood function (sig)λ  is the ratio of the two conditional probabilities 
for On and Off conditions [27]:

�
(4.59)

The BER of OOK can be computed as follows.

� (4.60)

The conditional probabilities (BitError|Off )P  and P( )BitError|On  are the bit error 
probabilities when the transmitted bit is Off and On, respectively. Assuming there is 
no intersymbol interference (ISI), the conditional bit-error probabilities are

� (4.61)

� (4.62)

b.	 Maximum-Likelihood Sequence Detection (MLSD)
When we take into account of the temporal correlation of turbulence-induced 
fading, MLSD can offer a temporal-domain technique to accomplish bet-
ter FSO communication performance. For the received signal in n consecutive 
bits, [ ]1 2sig sig ,sig , ,sign= … , the likelihood ratio of each of the possible 2n  pos-
sible bit sequences [ ]1 2s ,s , ,sns = …  where si ∈{ , }off on  is computed according 
to the rule [31]:

�

(4.63)

The joint distribution of intensity for a sequence of transmitted bits is modeled by 
the distribution x (X)f  as follows [31] when each 

is  can take Off or On, so that 
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�

(4.64)

where the covariance matrix of a string of n bits is given by [31]:

�

(4.65)

In the above Eq. (4.64), 
Xb  is the normalized log-amplitude covariance function for 

two positions in a receiving plane and the spatial coordinate can be transformed to 
temporal coordinate by Tailor’s frozen turbulence theory. Here T is the bit interval 
and 0τ  is coherence time: 0

0 0,
v

d
dτ =  is the coherence diameter of the turbulence-

induced fading, and v  is the perpendicular component of the wind velocity.
The MLSD technique has the disadvantage of high computational complexity 

which is proportional to n · 2n.
The performance of the FSO communications using the three time-domain tech-

niques, namely ML symbol-by-symbol, MLSD, and pilot-symbol assisted detection 
(PSAD) is reported in [27, 32].

PSAD  This time-domain technique can be applied in a situation when the tempo-
ral coherence of fading is known, but the instantaneous fading state is not known. 
When communicating at high data rate through atmospheric turbulence, the bit 
interval, T in many FSO links is much shorter than the turbulence-induced intensity 
correlation time, 

0τ , i.e., 0T τ� . Therefore, the instantaneous state of the intensity 
fluctuations remains constant for many consecutive bit intervals. The receiver inte-
grates the received photocurrent for an interval 0T T�  and therefore for 0 0T τ� , 
and thus the light intensity is constant for each interval. In the PSAD [33] scheme, 
an On-state pilot symbol is periodically inserted by the transmitter prior to a block 
of M-1 information bits to form an M-bit block, M being the frame length. This 
inserted known symbol contains a reference for the receiver to derive the correlated 
channel fading information. The receiver detects M-1 information bits by using the 
received intensity of the pilot symbols preceding and following each block.
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Temporal Joint PDF of Turbulence-induced Fading  Considering IM/DD links 
using OOK for the FSO communication system where SNR is limited by shot noise 
caused by ambient light, the received electrical signal at the end of the integration 
interval is given by Eq. (4.55). Assuming no ISI, the i-th On-state symbol intensity 
can be expressed as [33]:
� (4.66)

where Xi  is the log-amplitude of optical signal which is assumed to be Gaussian 
random variable with a mean of χ  and variance 2

Xσ . The temporal joint PDF of 
log-amplitude sequences 1 2, , ,

mn n nX X X Xχ χ χ = − − … − 
�

 is jointly Gaussian 
and is given by [33]:

� (4.67)

where On
XC  is the covariance matrix of On-state bits sequence and can be expressed 

as [33]:

� (4.68)

Here T is the bit interval and 
0τ  is coherence time: 0

0 v

dτ = , d0 is the coherence 
diameter of the turbulence-induced fading, and v is the perpendicular component 
of the wind velocity. Note that this is based on Taylor’s frozen turbulence theory.

Based on the above covariance matrix, the joint distribution of the signal inten-
sity of m On-state symbols which is a joint log-normal and is given by [33]:
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c.	 Pilot-Assisted Maximum-Likelihood Detection (PSA-ML)

Like ML symbol-by-symbol detection discussed earlier, the receiver decodes the 
symbol ŝ  (see Eq. (4.58)):

After periodically inserting On-state symbols to the information bit string, the com-
posite symbols (as mentioned earlier) are transmitted over the atmospheric channel. 
Let sigi

 be the received photocurrent signal of the i-th information bit in the frame, 
sig0 and sigM are the received signal of the pilot symbol of the current frame and the 
next frame. The joint probabilitydistribution of [ ]0sig sig ,sig ,sigi M=  conditioned 
on the i-th (1 M)i≤ ≤  information bit si are given by [27]:

�

(4.70)

� (4.71)

0 0( , ), and ( , , )X M X i Mf X X f X X X  are log-amplitude PDFs and are already shown 
in Eq. (4.64) in the MLSD section.

The likelihood ratio ( ) ( )
( )
sig | 1

sig =
sig 0

i

i

P s

P s

=
=

. The similar decision rule like MLSD 

can be applied: 
On

Off
(sig) 1λ >

< , assuming that the receiver has a knowledge of the fad-
ing correlation but not the instantaneous fading state.

The BER of the i-th information bit in the M-bit frame is expressed as:

� (4.72)

�
(4.73)

Figure 4.18 [27] shows the BER for On-state bits as a function of average received 
electrical SNR for three temporal-domain techniques for mitigating atmospheric 
turbulence. The theoretically calculated curves are shown by dashed (symbol-by-
symbol ML), solid (MLSD), and dot-dashed (PSAD) techniques along with the 
measured points. For a BER of 10−3, compared to symbol-by-symbol detection, 
PSAD offers an SNR gain of about 1.9 dB and MLSD gives an SNR gain of 2.4 dB. 
For detailed description of their results, the reader is urged to read [27, 32].
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4.3.4  Coding Techniques

It is also possible to improve the reliability of FSO communications system and to 
achieve the predetermined BER by utilizing coding schemes used in RF commu-
nication technology which can be applied to optical communications. In terrestrial 
FSO communications system, coding techniques can be applied for either a SISO or 
MIMO configuration. However, in a communication scenario such as airborne ter-
minals, it is not practical to use diversity technique to allow multiple transmissions 
because of the practical limitations such as power, weight, and size of the system. 
Error correction is a simple way of mitigating atmospheric turbulence suitable for 
a SISO system. Many researchers have been and are being done in this subject. 
Excellent references on the research in coding theory and schemes for mitigating 
atmospheric turbulence are available. Detailed derivations of the equations of prob-
ability of errors in various atmospheric conditions are not presented in this section 
since they are out of the scope of this text book. The interested readers are referred 
to the references for detailed derivations. This section describes and discusses the 
basics of the coding techniques most commonly used for mitigating atmospheric 
turbulence for FSO communications. This section goes on to explain the FSO com-
munications performance improvement using these coding techniques. Specifically, 
the improvement of the BER performance over an uncoded system is discussed. 

Fig. 4.18   BER for On-state bits as a function of average received elected SNR for symbol-
by-symbol ML, MLSD, and PSAD techniques. ( Reprinted with kind permission from Springer 
Science+Business Media B.V. [Fig. 13, page 332, [27]). BER bit error rate, ML maximum likeli-
hood, MLSD maximum likelihood sequence detection, PSAD pilot-symbol assisted detection
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Every coded FSO communications adds new parameters in the design, and comes 
at a price in terms of system complexity, cost, and applicability to typical scenario 
and turbulence strength. For example, Forward Error Correction (FEC) codes insert 
check bits into the data stream which contribute an additional power and bandwidth 
overhead on the FSO system. In many cases, the decision for selecting the appropri-
ate coding scheme depends on the communications scenario which includes range, 
propagation characteristics such as levels of turbulence strength, diversity schemes 
if applicable, suitable modulation techniques, and available laser transmitter power 
and detector sensitivity. An optimum decision of coding scheme can then only be 
decided. The objective of this section is to provide the basic information on coding 
to be familiarizing with the techniques so that researchers can evaluate the differ-
ent types of coding for improving the FSO communications systems performance.

Figure  4.19a shows the block diagram of an FSO communications system 
through the atmosphere using a direct coding scheme where the data uses the se-
lected coding scheme to the encoder. The receiver decodes the received data to ob-
tain information data originally sent by the laser transmitter. Figure 4.19b shows a 
FSO coding system with feedback channel. This system model is suitable for study 
of some specific code (e.g., raptor code, to be discussed later in this section) for use 
in temporally correlated FSO channels. The CSI, for example, can be determined 
which is feedback to the laser transmitter that can be adapted according to the FSO 
channel conditions.

A block code is linear if any linear combination of two codes is also a code 
word. If v and w are code words, then v w⊕  is also a code word. The symbol ⊕ 
denotes bit-wise modulo-2 addition. At the receiver end, the decoder has to recover 
the message block u of k-tuple from the code word v of n-tuple. In mathematics 
and computer science, a tuple is an ordered list of elements and in set theory an 
(ordered) n-tuple is a sequence (or ordered list) of n elements, where n is a non-

a

b

Fig. 4.19   a Block diagram of an FSO communication system using a direct coding scheme. b FSO 
coding system with feedback channel
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negative integer. The receiver then recovers the message block after decoding the 
received word r to the most likely transmitted code word v. Figure 4.20 shows the 
basic format of a code word.

a.	 Basics of Coding Relevant to FSO Communications
Error-correcting codes have been successfully implemented in wireless communica-
tion (including RF) to provide error-free transmission. Increased transmission capac-
ity in fiber-optic links has drawn the attention of coding experts to implement FEC for 
optical communication systems for the past many years. FEC adds additional patterns 
to each coded packet being transmitted, which allows all transmitted bits to be recov-
ered even if some lost due to atmospheric turbulence-induced fading effect.

From the Shannon’s theory, the basic limitation that noise causes in a commu-
nication channel is not on the reliability of communication, but on the speed of 
communication [34, 35]. The capacity of a communication channel with AWGN is 
given by

� (4.74)

where W = the channel bandwidth, P = signal power in watts, and N0 is the noise 
power spectral density in watts/Hz. In the limiting case when the channel capacity 
is infinity, the channel capacity is given by

� (4.75)

The Eq. (4.75) imposes a fundamental limitation on the maximum achievable chan-
nel capacity (even if by increasing W). Error-control codes (ECC) exist such that 
information can be transmitted across the channel at the transmission rate R below 
the channel capacity C with error probability close to zero [34, 35]. ECC is a sig-
nal processing technique where controlled redundancy is added to the transmitted 
symbols to improve the reliability of communication over a given noisy (or fading) 
channels to achieve transmission rate R close to the theoretical upper limit of the 
channel capacity C. The channel impairments limit the practically feasible trans-
mission rates. Distance-capacity is a metric sometimes used to compare different 
optical communication systems. Improving either distance or capacity will result 
in a reduction of the other so that the distance-capacity product remains constant.

The optical communication system model is depicted in Fig.  4.21, where the 
information source generates a sequence of binary bits. For the Reed-Solomon (RS; 
to be described later in this section) encoder, these binary bits are grouped to form 
a q-ary symbols from Galois field (GF, to be discussed later; q = 2m).These symbols 
(bits) are then grouped into blocks of k symbols denoted by u = ( u1, u2, …, uk) the 

0

 1 / sec
P

C W log bits
N W

 
= + 

 

0

1.44Lim
W

P
C

N→∞ =

Fig. 4.20   Basic format of a 
code word
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message block. Controlled amount of redundant symbols are added by the channel 
encoder to each of the k symbol message blocks to form code word blocks of n sym-
bols denoted by v = ( v1, v2, …, vn). The electrical bit stream then modulates the in-
tensity of the optical carrier (laser transmitter) to generate modulated signals. In our 
discussion, IM/DD or OOK is used. For RS encoder, the q-ary symbols have to be 
translated into a sequence of log2( q) binary bits before driving the laser transmitter. 
Thus, the modulator output is an optical pulse of duration T for a bit 1, and no pulse 
for bit 0. In addition, AWGN channel model is also used for the noise statistics. For 
decoding, ML criteria will be used.

Error correction is a fade mitigation technique to improve communication sys-
tem performance in a fading channel. Since redundancy is introduced in the trans-
mitted data stream, this imposes a requirement on increased rate which accounts 
for increase in bandwidth requirement. Also at data rates of 10 Gbits/s and above 
the computational complexity and power consumption involved in implementing 
FEC plays an important role in the design of a FSO system design. In implementing 
FEC, there is a trade-off in power efficiency and spectral efficiency which needs to 
be accounted for.

b.	 Error Correcting Codes in FSO Communication Systems
ECC are classified in two categories: (i) block codes, and (ii) convolution codes. 
For block codes, the encoder takes a message block of k information symbols rep-
resented by k-tuple u = ( u1, u2, …, uk) transforming each message u independently 
into an n-tuple v = ( v1, v2, …, vn) of discrete symbols called a code word ( k < n). 
Generally, a field is a set of elements in which we can perform addition, subtraction, 
multiplication, and division without leaving the set. A field with finite number of 
elements is called a Finite field or GF. For the binary case, the field consists of two 
elements {0, 1} and is called the binary field. Thus, GF [q] = {0, 1, 2,…., q-1} = {0, 
1} has a finite number of elements, specifically 2. For the code word, in general 
for q finite elements, there are a total of qk different possible messages and thus the 
encoder generates qk possible code words where k is the number of symbols. For 

Fig. 4.21   FSO communication system with coding
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binary case q = 2 and the set of the encoder generates 2k possible code words. The 
set of qk code words of length n is called a C( n, k) block code. But in case of con-
volution codes, the encoder accepts k-tuple of information symbols u and generates 
n-tuple code word v which depends not only on the current k symbol message, but 
also on m previous message blocks. In block coding, a finite length of output code 
word is generated for all input message words of finite length, whereas in convolu-
tion coding, input and output symbol sequences are infinite with introduction of 
memory elements.

Some of the relevant coding and decoding techniques in FSO communications 
are presented below.

1.	 Convolutional Codes
Convolutional codes are powerful ECCs used in digital communication systems. 
The information bits are unchanged during the encoding process in a systematic ( n, 
k) linear block code. Only n-k parity-check bits related to the information bits. With 
the statistically independent information bits, the redundant bits will be dependent 
on the information block of current code word, so that the code words are statisti-
cally independent. In an ( n, k, M) convolutional code with M memory elements, 
the parity bits are functions of both the current information k-tuple and previous 
m information k-tuples. The statistical dependence is introduced in a window of 
K = n( M + 1) symbols. In a convolutional code architecture, the k information bits 
taken during the encoding process from a serial to parallel converter follows an 
information buffer as the input of the encoder memory of size  k- by -M [36]. The 
n-outputs are determined based on current k-tuple and previous Mk bits. The logic 
outputs are written in parallel to the output shift register which allows the code word 
to be transmitted in a serial fashion over the FSO channel.

The free distance of convolutional codes can be calculated from the generat-
ing function of a convolutional code [37, 38]. The state diagram can be used as an 
effective tool to determine the generating function of the code. Using a modified 
state diagram [36] BER for a convolutional code can be estimated. For an AWGN 
channel model, assuming that the all-zero code word is transmitted then an error 
event to occur if a non-zero code word survives at state 0 eliminating the correct 
path (all-zero code word). The bounds on the bit error ratio of convolutional codes 
can be found from the probability that the first error event E of weight d occurring 
and is given by [36]:
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where p is the crossover probability of binary symmetric channel. The event error 
probability upper bound can be determined from [38]:

� (4.77)

where d free  is the free distance of the convolution code defined as the minimum 
Hamming distance between any two code words in the code, and Td

 denotes the 
number of code words of weight d.

From the Eqs. (4.76) and (4.77), the error probability upper bound is given by [36]:

� (4.78)

The BER for a convolutional code is given by [36, 38]:

�

(4.79)

where 
db  denotes the number of non-zero data bits carried by all Td

 paths of 
weight d, and 

0/bE N  is electrical energy power spectral density ratio and R is the 
code rate (e.g., the code rate of an [n, k] block code is defined as R = k/n). For high 
SNR, the only the first term in the above summation series dominates. Therefore, 
for large SNR,

�
(4.80)

Uncoded BER for large SNR is given by [36]:

�
(4.81)

Comparing the coded and uncoded BER from the above Eqs. (4.80) and (4.81), the 
argument in the coded case is d Rfree

2
 times larger achieving a hard decision asymp-

totic coding gain of 10 log10
2
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 [dB].

2.	 RS and Bose-Chaudhuri-Hocqueaghem Codes (BCH)
In optical communication systems operating at very high data rate, the challenge is 
to find the low overhead codes that are capable of correcting random errors due to 
noise (e.g., from channel fading) and burst errors with special emphasis on com-
plexity and cost. It may be difficult to implement convolution codes that operate at 
high data rates required for FSO communications systems. Algebraic block codes, 
such as Bose-Chaudhuri-Hocqueaghem (BCH) and RS codes are capable of correct-
ing multiple bit-errors with low overhead constraints. When redundancies of ( n-k) 
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symbols are introduced, the bandwidth requirement of the system is also increased. 
The time required to transmit one symbol is T/k where T is the time duration re-
quired to transmit k symbols without coding. The k symbols are encoded into a 
code word of n symbols which are then transmitted in time duration T. The symbol 
period is thus T/n and is less than T/k. The width of each symbol after encoding is 
thus reduced by a factor k/n, whereas the bandwidth required to transmit them is 
increased by a factor 1/( k/n)=n/k. This factor is called the bandwidth expansion 
ratio and the ratio k/n is called the code rate Rc. Overhead requirement is therefore 
an important parameter in selecting FEC for FSO communication design criterion. 
The BCH codes are binary and form a class of multiple random error correcting 
cyclic codes and were discovered by Hocqueaghem and Bose-Chaudhuri [38, 39]. 
The most important decoding algorithms include Massey-Berlekamp algorithm and 
Chien’s search algorithm. The RS codes are nonbinary cyclic codes with code word 
symbols from GF( qm) and are very powerful block codes capable of correcting ran-
dom as well as burst errors. Both BCH and RS codes can be implemented using 
high speed shift-register-based encoder/decoder.

The channel models used in the performance analysis of BCH and RS codes are 
the AWGN channel model. For soft decision decoding the detector experiences an 
AWGN with received word unquantized while for hard decision, a binary symmet-
ric channel (BSC) becomes applicable with received word quantized by the thresh-
old detector to binary output.

BCH Code Error Detection Performance  The probability of undetected word error 
for a C (n, k) code is bounded by the probability of occurrence of an error pattern of 
weight dmin or greater is given by [40]:

�
(4.82)

where ( )uP e  is the probability of undetected word error, and p is the transition prob-
ability of BSC. The detected word error, P ed ( )  is bounded by the probability that 
one or more bit-errors occur and is given by [40]:

�
(4.83)

The weight distribution of a block code can be expressed as the Hamming weight 
of a code word vi which is the number of non-zero components of the code word. 
If Ai is the number of code words of weight I in a C( n, k) code, then A0, A1,., An is 
called the weight distribution of C( n, k). The weight distribution of C( n, k), for ex-
ample, can be expressed in polynomial form called the weight enumerating function 
(WEF). If the WEF of the code is known, then the exact expression for the prob-
ability of undetected word can be written as follows [40]:

� (4.84)

where Ai is the WEF of the code as described earlier.
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BCH Code Error Correction Performance  All codes are assumed to be equally 
likely to be transmitted and the best decision rule at the receiver would be always 
to decode a received word r into a transmitted code word v that differs from the 
received word r in the fewest positions (bits). This is called ML decoding which 
minimizes the Hamming distance between r and v, d(v, r). This is called bounded-
distance decoder. Thus, the decoder selects the most likely code word v̂  if the 

received word r is within Hamming distance min 1

2

d
t

− =   
 of v̂ . The decoded error 

occurs when v̂ ≠ v  and the decoder failure occurs when there is no v̂  within the 
Hamming distance t of r. The probability that the decoder performs an erroneous 
decoding is upper-bounded given by [40]:

� (4.85)

The probability of the decoder failure, P(F) has the same as the bound on P(e):

� (4.86)

When the WEF of the code is known, the exact probability of code error is given 
by [40]:

� (4.87)

where Pk
i  is the probability that r is exactly Hamming distance k from a weight 

code I code word and can be written as:

� (4.88)

The exact probability of decoder failure can be written as [40]:

�
(4.89)

The probability of information bit-error is given by:

� (4.90)

RS Code Error Correction Performance  The probability that the decoder performs 
an erroneous decoding is upper-bounded by [40]:

�
(4.91)
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The upper-bound on the probability of decoder failure in this case is the same as 
Eq. (4.89). When the WEF of the code is known, the exact expression for decoder 
word error and failure are given by [40]:

� (4.92)

where Pk
i  is the probability that r is exactly Hamming distance k from a weight I 

code word vi:

� (4.93)

� (4.94)

The probability of decoder failure:

� (4.95)

The probability of code word symbol error at the input of the decoder is

� (4.96)
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where Rc
 is the code rate of the code. The probability of uncorrected error is given by:

� (4.97)

The information BER at the output of the decoder is given by:

� (4.98)

RS Code Error Detection Performance  For RS codes the code word symbols are 
elements of GF ( 2m). When the code words symbols are transmitted over BSC using 
BPSK a 2m-ary uniform discrete symmetric channel can be considered. The code 
word symbols are from GF( 2m) and the channel symbols are from GF(2). The prob-
ability of channel symbol error is the transition probability p of the BSC and the 
probability of code word symbol error is given by:

� (4.99)

If s denotes the probability that a code word symbol is correctly received, then

� (4.100)
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The probability that a particular incorrect word symbol other than the transmitted 
one is received is the probability of receiving any one of the qm-1 symbols and is 
given by:

� (4.101)

The upper-bound for the undetected and detected word error is given by [40]:

� (4.102)

� (4.103)

The exact expressions for the two word error probability can be obtained from the 
WEF of the RS code are known and are given by [40]:

� (4.104)

� (4.105)

3.	 Concatenated Codes

It is possible to improve and construct powerful error correcting codes by concat-
enating two or more codes called component codes separated by an interleaver. The 
resultant code is then decoded component-wise. Interleaving performs the process 
of rearranging the ordering of a symbol sequence in a one-to-one deterministic for-
mat, whereas deinterleaving is an inverse process which restores the received se-
quence to its original order. The performance of the concatenation scheme depends 
upon the interleaver size and its structure and the type of component code used. For 
example, a hard decision decoding for the concatenated codes with RS codes as 
component codes and hard decision as well as soft decision decoding for the con-
catenated codes with BCH codes as component codes are used. The hard decision 
decoder for the RS and BCH component codes is the bounded-distance algebraic 
decoder based on the Berlekamp-Massey algorithm and Berlekamp algorithm, re-
spectively. The soft-input/soft-output decoder for the soft decision decoding of the 
concatenated code with BCH component codes is based on Chase algorithm us-
ing the algebraic decoder. Convolution codes are efficient especially when errors 
caused by the communication channels are statistically independent. For the FSO 
communication channel burst errors occur due to channel fading. An efficient con-
catenation scheme consists of a cascade of an outer code (e.g., the RS code) and 
inner code (e.g., convolution code) as shown in the Fig. 4.22. The interleaver is used 
to randomize the errors due to the inner decoder. As shown in the Fig. 4.22, encoded 
data by the outer (RS) code are first interleaved by an outer interleaver before pass-
ing to the inner (convolution) encoder. The resulting bits are then permuted by the 
inner interleaver before being mapped to symbols. At the receiver end soft-input/
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soft-output decoding of the inner (convolutional) code is performed after the op-
eration of symbol detection and inner deinterleaving. Finally, hard decoding of the 
outer (RS) code is accomplished after outer-interleaving as shown in the Fig. 4.22.

4.	 Turbo Codes (TCs)

Turbo codes (TCs) can provide communications performance close to the Shannon 
limit. Parallel concatenation is another strategy based on concatenation of the com-
ponent codes in parallel through an interleaver where the interleaver is a part of the 
resultant code. When the component codes are block codes in the parallel scheme, 
it is called TC or parallel concatenated convolution code. The low overhead con-
straint is the prime criterion for selecting ECCs for optical communication systems 
so that the selected code should have high code rate. The reader is referred to [36] 
for a detailed description of convolutional TCs. An estimate of the BER probability 
of a ML decoder for TCs on the binary-input AWGN channel with power spectral 
density N0/2 is given by [36]:

�
(4.106)

Where the first sum is over the weight w inputs, the second sum is over the 
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different weight w inputs, and wvd  is the weight of the v-th code word produced by a 
weight-w input. The function of the interleaver is to take each incoming block of bits 
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Fig. 4.22   Connection of RS and convolution codes. RS Reed-Solomon,
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the parallel concatenated convolution code (which is also parallel TC) the interleaver 
permutes K bits, and R is the code rate in the above equation. For parallel concat-
enated convolution code dwv  is the smallest for w small (say w = 1, 2, and 3) and the 
above equation can be approximated by keeping the first few terms [36]:

�
(4.107)

where dw,min  the minimum weight of code words is produced by weight w inputs 
and nw

 is the number of each code words.

5.	 Low Density Parity Check Codes (LDPC)

−	 Understanding LDPC Coding: Basics

Low-density parity-check (LDPC) codes are a class of linear block codes which in-
volve parity-check matrix containing only a few 1s in comparison to the amount of 
0s and are capacity-approaching codes allowing the performance to the theoretical 
maximum (the Shannon limit). The codes were invented by Robert Gallager in his 
1960 MIT Ph. D. dissertation [41] and were long-time ignored due to the compu-
tational effort in implementing coder and encoder for such codes. The codes were 
rediscovered by MacKay (1999) and Richardson/Urbanke (1998) [42]. Detailed in-
troductions and tutorials of LDPC codes can be found in [43, 44].

−	 Matrix and Graphical Representations for LLDPC Codes

An example for a low-density parity-check matrix with dimension n × m for a (8, 4) 
code is given by [43]:

�

(4.108)

If we define wr and wc to represent the number of 1s in each row and each column, 
respectively, for a low-density matrix w m and w nr c� � . Figure 4.23 shows a 
graphical representation introduced by Tanner of the matrix H where the nodes of 
the graph separated into two distinctive sets and edges are only connecting nodes of 
two different types, namely, variable nodes ( v-nodes) and check nodes ( c-nodes).

−	 LDPC Encoding

ECC attach extra bits (or in general symbols) which can be thought of as redun-
dancy to the transmitted data. The extra bits can then be used to detect and correct 
errors on the received data. The transmitted data is segmented into blocks of fixed 
length of K bits and the encoder transforms the input segment into an output block 
of length N where N>K providing the redundancy needed for error correction and 

detection at a rate of code 
K

R
N

= . The property of the code for the modulo-2 sum 

,3
1

0

2
Q w min bw

b w

Rd Ewn
P

K N=

 
≅  

 
∑

01011001

11100100

00100111

10011010

H

 
 
 =
 
 
 



152 4  Mitigation Techniques for Improved Free-space Optical (FSO) Communications

of two code words to be is also a code word. The encoder then find a generator ma-
trix ( G) defining the code which is made up of K linearly independent row vectors 
of size N denoted by g1, g2, …,gK. The matrix ( G) can be expressed as:

�
(4.109)

Next, the encoder generates a code word, c, by multiplying the input vector of bits, 
u, with the generator matrix G so that c = uG. A parity-check matrix H can be de-
rived from the generator matrix G is such a way that GHT=0. Using the parity-check 
matrix H, a decoder now checks if a received word, y, is indeed a code word by 
satisfying the equation:

� (4.110)

To derive H, first the G matrix is expressed as

� (4.111)

and then obtain

� (4.112)

where P is an ( )N K-K ×  sub-matrix, PT  is the transpose matrix of P, and IN K−  is 
the ( N-K) identity matrix. For binary code words, − =P PT T .

Data u = u1 …uN is encoded by multiplying it with the generator matrix, c = uG 
where u is the string of information bits and the matrix G is already explained ear-
lier. An efficient coding technique has been developed to reduce encoding complex-
ity to O( N) by rearranging the parity-check matrix before encoding.

−	 LDPC Decoding
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The decoding process reconstructs the transmitted code word, c, from the possibly 
corrupted received word, y, by using the parity-check matrix, H. The condition to 
be satisfied is cHT=0 which imposes the set of parity-check constraints for the re-
ceived code word in order to be the same as the transmitted code word. Referring 
to the Fig. 4.23 and the matrix Eq. (4.108), an error-free received code word would 
be, for example, c=[1 0 0 1 0 1 0 1]. The next step is to write the equations with the 
parity-check constraints. If the values assigned to the set of variable nodes represent 
a valid code then each constraint equations is equal to zero. The equations in general 
can be written as [45]:

� (4.113)

where fa  is the ath row of H and cb
 is the b-th column. The parity check equa-

tions are formed from each row of the matrix. The interested readers are suggested 
to refer to the references, for example, [44, 45] for a detailed decoding algorithm 
description including the concept of Message Passing Algorithm (MAP), which is 
beyond the scope of this chapter.

−	 LDPC Performance and Error Rate

There are many ways to improve the decoding performance of a LDPC code which 
include minimum distance and improving girth. Although BER and other param-
eters could be used to predict the performance of a code in determining how good a 
code is in correcting errors. The Hamming distance between any two code words is 
the number of bits with which the words differ from each other. The minimum dis-
tance is the smallest Hamming distance between two code words and is a measure 
for code performance. The larger is the distance; the better is the performance of the 
code. The average girth is the sum of smallest cycles passing through nodes divided 
by the number of nodes. BER simulations show that large girths codes perform 
better than those with small with lower girths [46]. LDPC performance codes are 
evaluated using BER performance over a specified channel and type of modulation 
scheme. An AWGN channel is normally used in the performance evaluation. The 
channel bits can be described as i i iy u n= +  where i is the position of a bit in the 
signal, noise, and received bit vectors. The Gaussian random noise n has a one-sided 
power spectral density N0 with a variance 2 2

0where 2Nσ σ= . The BER at a given 
SNR measures the number of errors ( )y ci i≠  found per iteration code over the code 
length and is given by

�

(4.114)

The SNR is defined as 
0

10log wheres
s

E
SNR E

N
=  is the signal energy. The BER 

thus represents the probability that a bit, after decoding, will be in error at a particu-
lar SNR. Other performance measure is frame error rate (FER) or word error rate 
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(WER). The FER is the number of decoded words (length of code) that contains 
errors as a fraction of the total number of words decoded.

In most applications, LDPC coding and decoding can be done in hardware. Large 
codes require more complex hardware in terms of memory communication network 
and processing nodes. LDPC decoder memory required depends on the structure 
of the code and implementation architecture. The main difficulty in the hardware 
decoder implementation lies in the interconnection complexity between nodes and 
large memory. LDPC implementation thus requires careful design of the hardware 
to reduce the complexity.

In summary, for an FSO communication link under different turbulence condi-
tions, the performance of some different channel coding techniques is discussed. 
RS coding technique alone is not robust against even if weak channel turbulence 
condition. Convolution and TCs can provide nearly same performances and some 
performance improvements in weak turbulence channel. Applying some types of 
time diversity, these codes are efficient under moderate to strong turbulence. Con-
catenated convolutional and RS codes scheme requires more decoding complexity 
and the performance can be very close to that of a convolutional code alone. Con-
sidering the decoding complexity and its performance, a convolutional code may be 
suitable for many practical applications. Channel coding should also be done with 
symbol interleaving for evaluating performance under various coding techniques. 
The TC can provide better performance than a convolutional code under the same 
coding rate.

c.	 FSO Communications Systems Performance with Coding Techniques: Some 
Examples

From the above discussions, it is clear that communications performance can be 
greatly improved using coding techniques and therefore improved coding and in-
terleaving techniques are being investigated by for application in higher date rate 
FSO communications systems. This subsection will discuss applications of some of 
the coding techniques already discussed earlier. The selection of a specific coding 
technique will depend on many factors including the required data rate, accept-
able BER, communication channel’s fading characteristics, and the communication 
scenario defining the FSO system. In addition, efficient modulation technique and 
the system’s power, size, weight, and cost need to be determined before perform-
ing simulations studies. Finally, a system’s approach should consider the available 
technology devices such as laser, detector, and appropriate optics for a successful 
FSO communications design. We describe below some of the examples of research 
reported for different coding techniques under different atmospheric conditions and 
test scenarios.

−	 RS Coding Example for FSO Communications

Channel coding using the RS code can improve the FSO communication system 
performance and communication distance. In this example, the information source 
for the RS-coded FSO communication through the atmospheric turbulence chan-
nel generates an independent and identically distributed {0, 1} binary sequence 
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with P(0)=P(1)=1/2. The RS code encoder encodes the information sequence into 
code words. OOK modulation is assumed so that the optical modulator modulates 
the laser according to the encoded code words and the modulated laser is transmit-
ted through the transmitter optics into the FSO channel. An avalanche photodiode 
detector (APD) photodetector converts the received optical signal into electronic 
signal. The demodulator makes binary decisions using optimal thresholds and a 
decoding algorithm (e.g., the Berlekamp-Massey algorithm) is used to decode the 
code words to obtain the transmitted original information sequence. The channel 
state, i.e., the realization of instantaneous channel fading is assumed to be unknown 
to the transmitter, but is known to the receiver, and is used for optimal data demodu-
lation. The receiver demodulates the t-th bit using a hard-threshold T(h[t]) using the 
decision rule

� (4.115)

where y(t) is the APD output electrons during the t-th OOK pulse period and h(t) is 
the channel state for any given realization and the channel is free of ISI. The prob-
ability of making a demodulation error of the t-th bit is given by [47]:

� (4.116)

The optimal threshold is chosen for each pulse according to the channel state h(t) 
known to the receiver such that the probability P h te ( ( ))  is minimized. The average 
BER is obtained from the ensemble average of P h te ( ( ))  over the distribution of h, 
(i.e., the channel fading PDF p[h]), and is given by [47]:

� (4.117)

Figure  4.24 shows the BER curves [47] are presented for a laser wavelength 
2 15 2/31.54 , 5 10nm C mλ μ − −= = × , the propagation distance L = 5 km and the aper-

ture diameter, D = 10 cm. The channel code used is RS (255, 191, 65) code with and 
without using eraser. At BER = 10−6, the BER curve of the RS code with erasure has 
a coding gain of about 17 dB and is about only 2.5 dB from the ideal fading-free 
coded BER curve. The channel coding using the RS codes can thus improve the 
FSO communication performance.

The performance of FSO system with M-ary pulse position modulation (PPM) 
based on RS codes scheme has been analyzed for both weak and strong turbu-
lence-–induced fading channels [48]. M-ary PPM achieves high power efficiency at 
the expense of reduced bandwidth efficiency. A high order PPM modulates creates 
the higher power peak power needed to overcome the weak average power. Upper 
bounds on the BER of M-ary PPM over weak (log-normal) and strong (exponential) 
turbulence-induced fading channels without coding and with RS (255, 207) coding 
show the improvement in the FSO system performance [48]. The BER of an M-ary 
PPM in log-normal channel is given by [49]:
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� (4.118)

where M is the modulation level, w xi iand  are the weight factors and the zeros of the 
Hermite polynomials, respectively. The variance of the log-normal channel 2

kσ  and 
the scintillation index 2

SIσ  are related by 
22 1k

SI eσσ = − . The total noise photons 
per PPM slot denoted by Kn  come from background noise and thermal noise, and 
is given by [49]:

� (4.119)

where bK  is the average background noise photons per PPM slot, E g{ }  is the aver-
age gain of the APD and q is the electron charge. The noise factor, F, of the APD 
is defined by

� (4.120)

where ς  is the ionization factor. In a PPM slot, the variance of the thermal noise, 
2

nσ , is defined by [49]:

� (4.121)
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Fig. 4.24   BER curves for Reed-Solomon coding FSO communication through turbulence atmo-
sphere. ( Reprinted with permission from IEEE, Copyright © 2010 IEEE [47].). BER bit error rate, 
FSO free-space optical

        



1574.3  Diversity Technique�

where T is the effective absolute temperature of the receiver, k is the Boltzmann 
constant, RL

 is the APD load resistance.
The PPM slot duration Tslot

 is related to the data rate, Rb
 by [49]:

� (4.122)

The symbol error rate Psymbol  can be calculated from the BER using the following 
equation [50]:

� (4.123)

The probability of the uncorrectable symbol error is given by [51]:

�
(4.124)

where t=([n − k]/2) is the symbol error correcting capability, Pq  is the q-bit RS 
symbol error probability. The BER after coding is given by [51]:

� (4.125)

The BER discussed above is valid for the weak turbulence channel which obeys 
log-normal distribution. For strong turbulence case, the scintillation index can be 
greater than 1 and a negative exponential model is valid for propagation distances 
more than 100 m or several kilometers [49]. The BER of an M-ary PPM in negative 
exponential channel is given by [49]:

�
(4.126)

where Ks
 is the photons per PPM slot. The BER after coding ( )Pbc

 due to negative 
exponential channel using RS (255, 207) can be calculated using the same approach 
as for log-normal channel.

Figure 4.25 shows a comparison of BER without and with RS (255, 207) coding 
for both weak and strong turbulence for 8-PPM [48]. The data rate is 2.4 Gbps, Kb

(average background noise photons per PPM slot) = 10 photons, RL
 (APD load re-

sistance) = 50 Ω, ς  (the ionization factor) = 0.028, T = 300 °K, E{g} = 150, n = 255, 
k = 207, t = 24 symbols. For strong turbulence at a BER of 10−9, the value of average 
photons per PPM bit is 728 without coding and 141 with coding which gives the 
system performance improvement of 11.61 dB. For weak turbulence, the value of 
average photons per PPM bit is 543 without coding and 32 with coding giving an 
improvement of 16.6 dB. The RS coding scheme therefore improves the perfor-
mance for both weak and strong turbulence.
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−	 Comparison of Different Coding Schemes Examples for FSO Communications

Sometime, it is of interest to compare various channel coding techniques for differ-
ent time-diversity orders and turbulence conditions. However, this is also complex 
since a fair comparison involves a number of parameters such as FSO communica-
tions scenario, modulation scheme, power efficiency, hardware and software com-
plexity, and cost. Comparative studies of the performances of different channel cod-
ing techniques, employed under the presence or not of time diversity, are presented 
[52]. For making a fair comparison, the channel coding rate Rc is set to ½ for all cod-
ing schemes. Channel coding techniques presented are convolutional (in particular 
recursive systematic convolutional, RSC codes), RS, concatenated convolution and 
RS (CCRS) codes, and TC. RSC code (1, 15/17) of constraint length K = 4 where 
the numbers 15 and 17 represent the code polynomial generators in octal. RS code 
RS (255/127) is considered so that the code rate Rc is 127 255 0 5/ .≈ . For which 
an RS encoder takes k data symbols of t bits each at input, and provides n = 2t − 1 
output symbols, by adding n-k parity symbols to them ( t = 8). For the CCRS coding, 
the RSC code (1, 133/171) of K =  7 as the inner code and RS (255, 239) as the outer 
code is used. Figure 4.26 shows the BER versus Eb/N0 for different coding schemes 
for weak turbulence conditions for a data rate R = 1 Gbps corresponding to the sym-
bol duration Ts = 1 ns. The channel coherence time of 1cτ =  ms so that the chan-
nel varies over blocks of 610c

c
s

N
T

τ
= =  symbols, and frames of length NF = 4,080. 

Fig. 4.25   Comparison of BER without and with RS (255, 207) coding for both weak and strong 
turbulence for 8-PPM. ( Reprinted with permission from IJSER [48]). BER bit error rate, RS Reed-
Solomon, PPM pulse position modulation
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From the Fig. 4.26, it is seen that the RS code is not really efficient, whereas the 
three other codes provides better and very similar performance improvements. For 
example at BER = 10−5, with coding, a gain of 0.6 and 3 dB in SNR is obtained for 
RS and RSC4, respectively and a gain of 3.4 dB for CCRS and TC. For relatively 
weak turbulence condition, the RSC4 provides a good performance improvement. 
The details of the BER curves for other turbulence conditions can be found in the 
reference [52].

−	 LDPC Codes Example for FSO Communications

There have been a number of researchers that have shown where LDPC codes for 
the FSO channel can efficiently improve the performance [53–57]. LDPC error-
correction codes proposed for bursty channels, such as fiber-optics channel oper-
ating at 40  Gbit/s or higher can outperform turbo product codes of comparable 
code rates. These codes can also be used for the atmospheric FSO channel which 
also shows bursty-error-prone behavior. For practical implementation in a real FSO 
communication system, these codes are useful because of low encoding and decod-
ing complexity. Figure 4.27 shows the BER performance of both LDPC and RS 
codes for a turbulence strength of 1.0Rσ = . The BER of the uncoded system is 
also shown in the figure. The Shannon limits for rates of 0.91 and 0.75 represent the 
best performance one can achieve with an infinitely long FEC code. The turbulence 
strength shows here is applicable to a medium turbulent strength. The coding gains 
are 7.5 and 9.0 dB, respectively over the RS codes. For the turbulent strength of 
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Fig. 4.26   Comparison of BER vs. Eb/N0 for different coding schemes for a weak turbulence condi-
tion ( Reprinted with permission from The Optical Society of America, OSA, 2009 [52]). BER bit 
error rate
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1.0Rσ = , the performance of the uncoded system is very poor and a practical FSO 
communication system cannot operate without coding, since a SNR of 50 dB is 
almost impossible to achieve under this type of atmospheric turbulence condition.

Using LDPC codes, there is thus a significant performance improvement of pro-
viding very large SNR gains over RS codes of similar rate for a wide range of turbu-
lence conditions for designing a practical FSO communication system. A number of 
LDPC coded FSO system to operate under different atmospheric turbulence condi-
tions employing various modulation techniques is reported. Some of them includes: 
(i) LDPC-coded MIMO concept with space-time block codes [58], (ii) Adaptive 
LDPC-coded modulation [55, 56], (iii) LDPC-coded orthogonal frequency division 
multiplexing (OFDM) [59], and (iv) Bit-interleaved LDPC-coded pulse amplitude 
modulation (PAM) and PPM [57]. The interested readers are referred to these pa-
pers for detailed descriptions and analysis.

4.3.5  Adaptive Optics (AO) Techniques

This section discusses the adaptive optics (AO) concepts and technology as another 
potential mitigation technique for FSO communications.

−	 AO for Free Space Laser Communications

Fig. 4.27   BER curves for medium turbulence ( 1.0)Rσ =  of different codes (LDPC and RS; 
Reprinted with permission from The Optical Society of America, OSA [53].). BER bit error rate, 
LDPC low density parity check codes
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Data rates of long-range FSO communication systems are deteriorated by atmo-
spheric turbulence which causes power in the bucket fluctuations due to the fol-
lowing effects: Beam broadening beyond natural diffraction effects as the beam 
propagates from the transmitter to the receiver, spot blurring and broadening at the 
receiving aperture with increased turbulence, and signal fading due to scintillation 
as a result of the aberrated beam wave front. From FSO communications point of 
view, these effects directly cause a decrease in SNR resulting in a higher BER, and 
increase in the OP due to fading. Intensity fluctuations can seriously increase BER 
of optical communication system, thus limiting the practical distance and through-
put of FSO communications system. Thus, the performance of the communication 
system is decreased. Although the short-term data losses can be partially recovered 
using various coding techniques discussed earlier, long-term (up to tens of milli-
seconds) random breaks in the received data due to turbulence-induced deep signal 
fading cannot be solved by the conventional coding techniques. The situation gets 
worst as the data rate requirement become higher such as Gbps or multi-Gbps. AO 
can be useful for FSO communications system by providing additional wave-front 
compensation to increase SNR and decrease long-term data losses. AO technology 
was initially developed for atmospheric compensation in astronomical observations 
to mitigate wave-front distortions caused by atmospheric turbulence. The same 
technology can be applied to free-space laser communications for mitigating wave-
front distortions by applying real-time wave-front control to reduce the likeliness 
of signal fading.

−	 Principle of Adaptive Optics in Laser Communication System

AO is the technology for correcting random optical wave-front distortions in real 
time. Conventional adaptive optics system measures the distortions with a wave-
front sensor (WFS) and adapts a wave-front corrector to reduce the phase distortion 
so that the original signal is reconstructed. Adaptive optics is designed to measure 
wave-front errors continuously and correct them automatically. A special computer-
controlled deformable mirror that can change its shape to correct the wave-front 
errors which are measured by a highly accurate system called a WFS that provides 
correction signal to the mirror. An AO system thus consists of a wave-front sensor, 
deformable mirror, computer, control hardware, and software. In a typical AO laser 
communication system, the laser transmitter is connected from one fiber system 
to the other and wave-front conjugation principle is used to compensate for turbu-
lence-induced distortions in real time. A WFS and wave-front corrector measure 
and correct the distorted wave front. The wave-front corrector has a tip-tilt mirror 
to correct wave-fronts tip-tilt and a deformable mirror (DM) to correct higher-order 
phase aberrations. The input light for the WFS can generally come from a beacon, 
but not signal laser.

−	 Laser Communications Parameters Relevant to AO

In a FSO communications system, the laser transmitter sends the data signal which 
propagates through atmospheric turbulence and is collected by the receiver aperture 
to focus onto a detector. The wave-front at the receiver plane is distorted so that 
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the power in the bucket is decreased causing a reduced SNR and increased BER. 
Scintillation effects are characterized by the log-amplitude variance or the scintil-
lation index. The value of the residual wave-front variance can be expressed as a 
function of the number of corrected Zernike modes [60]. Zernike polynomials are 
a set of orthonormal basis functions with modes related to various aberrations such 
as spherical aberration, astigmatism, coma, and so forth. Strehl ratio is defined as 
the ratio of the intensity on the optical axis of an aberrated or corrected point spread 
function (PSF) to the on-axis intensity of the diffraction-limited PSF. The residual 
wave-front variance, σ2 can be computed from the measured Strehl ratio, S by the 
following equation:

� (4.127)

The mean square of the wave-front error can be expressed as:

� (4.128)

where D is the aperture diameter, and r0 is the atmospheric turbulence path coher-
ence length. The coefficients CZern are related to the Zernike modes that have been 
compensated and are related to the fully corrected Zernike modes [60].

The BER is one communication systems performance metric and depends on the 
modulation format. BER for OOK modulation is an average overall possible signal 
levels s of a given probability distribution pI(s) and is given by [10]:

�
(4.129)

where si< >  is the mean signal current, SNR is the electronic SNR, and erfc is the 
complementary error function. The probability distribution function p sI ( )  can be 
assumed to follow a Gamma-Gamma distribution [10] which is valid for wide range 
of atmospheric turbulence range. The function p sI ( )  contains the parameters α and 
β, for example, for the Gamma-Gamma distribution which also depends on the scin-
tillation index, 2

1σ  for the turbulence propagation. The adaptive-optics corrected 
Rytov parameter is then given by [61]:

�

(4.130)

The above equation is valid for a horizontal path of length L, and Cn
2  is constant. 

We assume a plane wave propagation.
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optics phase conjugation. The filter functions are given by [62]. If we remove an 
increasing number of Zernike modes, the scintillation index, 2

Iσ  values are re-
duced so that a potential increase in FSO communication link performance can be 
achieved (i.e., the decreased BER values).

−	 AO System Architecture for FSO communication Systems

The conventional adaptive optics approach is based on wave-front sensing of the re-
ceived distorted wave-front and reconstructing the undistorted wave front. For FSO 
communication systems, a part of the received beam is directed toward a WFS, and 
then the wave front is reconstructed from the measured data which is then used to 
calculate the control signals for the actuators of the wave-front corrector. The signal 
with corrected wave front is received by the receiver to obtain the communication 
signal. Figure 4.28a shows this basic concept. Another AO system for FSO commu-
nication is a symmetrical communication system based on an approach that enables 
an increase in mean power in the bucket and a decrease in intensity fluctuations. 
This type of correction is applicable to a symmetrical system where both emitter 
and receiver is identical (Fig. 4.28b).

The control is based on an amplitude and phase iterative correction. The optical 
beam is propagated back and forth through the same turbulent volume. At the level 
of each telescope a pseudo-phase conjugation is performed. Both emitted amplitude 
and emitted phase are controlled in this approach. An algorithm utilizes an itera-
tive between the two telescopes of the communication link. After each propagation, 
normalization by the nominal beam intensity is performed to take into account of 
initial laser beam power. This strategy for optimal correction is based on iterative 
phase conjugation pre-compensation.

a

b

Fig. 4.28   a Basic concept of adaptive-optics approach for FSO communications. ( Reprinted with 
kind permission from Springer Science+Business Media B.V. [Fig. 13, page 332, [27]). b Sche-
matic of AO-based FSO communications for a symmetrical communication system ( Reprinted 
with permission from SPIE, 2009, Fig. 1, page 72000 J-2, Vol. 7200_Proc. SPIE, January 2009). 
FSO free-space optical, AO adaptive optics
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Another AO architecture is shown in Fig. 4.29 where wave front is measured and 
corrected by WFS and wave-front corrector, respectively. There can be two types 
of wave-front correctors, for example, tip-tilt mirror for correcting tip-tilt and a 
deformable mirror (DM) for correcting higher-order phase aberrations. A beacon la-
ser (generally of different wavelength than the signal laser transmitter wavelength) 
provides the light to probe the atmospheric turbulence used for WFS.

For laser communication, applications a distributed turbulence affect the beam 
along the entire propagation path which results in corruption of both phase and 
intensity. For strong intensity scintillations, phase reconstruction is extremely diffi-
cult from the wave-front measurements because of the occurrence of branch points. 
Therefore, wave-front sensorless adaptive optics can be appropriate for free-space 
laser communications to operate under all levels of turbulence strengths. This way, 
wave-front measurements can be avoided. Control of the wave-front correctors in 
AO systems can be performed by blind (model-free) optimization of a system per-
formance metric, e.g., the Strehl ratio. Because of the new development of several 
technologies and new efficient control algorithms such as stochastic parallel gradi-
ent descent (SPGD) and their implementation using parallel processing hardware 
based on very-large-scale integration (VLSI) micro-electronics and the high-band-
width wave-front phase controllers such as micro-mechanical systems (MEMS)-
based deformable mirrors, it is feasible now to develop AO FSO communication 
system without a WFS. Figure 4.30 shows a scheme of free-space laser communi-
cation based on wave-front sensorless adaptive optics system [63]. Thus, there is 
an advantage of using wave-front control by optimization of a performance metric. 
Information about the received power level available in a communication terminal 
which may be used as a metric for the AO controller. The interested reader can get 
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laser. ( Reprinted with permission from AJETR, 2011 [68]). FSO free-space optical
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detailed information about the techniques and different design schemes from the 
references [63].

−	 AO-based FSO Communications Systems: Some Examples, Applications, and 
Technology Development

AO-based Laser Communication Performance  A laboratory-based free-space opti-
cal communications system using adaptive optics with an APD is reported [64]. 
The results for BER as a function of received power are shown in Fig. 4.31a-c for 
a simulated turbulence corresponded to r0 = 9 mm and a 70 mm (D) optical beam. 
Compared to the uncoded BER, gain in the received signal power is shown when 
AO correction is applied in the presence of background and turbulence.

Results of improvement with AO correction in a laboratory test bed under simu-
lated atmospheric conditions are shown in the Fig. 4.32 using 100 Mbps data stream 
and OOK and PPM modulation formats. Gains of up to 6 dB with AO were veri-
fied in the laboratory experimental tests as well as the dependence of AO gains on 
modulation format. The interested reader can find more details in the reference [65].

A low-order adaptive optics laser communications system consisting of a two-
axis tip-tilt corrector is described and results of a closed-loop experiment show 
bit-error improvement up to a factor of 42 of an OOK-modulated communications 
laser for a data rate of 200 Kbps [66]. Similar experiment with a high-order adaptive 
laser communications system characterizing a 19-channel adaptive optics system 
show a reduction of the BER by a factor of 41.5 under specific laboratory condi-
tions [67]. In another report, a numerical simulation model and an experiment of 
AO in 2.5 Gbps laser communication system show the signal fading mitigation of 
turbulence [68]. The average BER without and with AO corrections were reported 
to be 6 × 10−3 and 1 × 10−4, respectively. With AO higher-order correction, there was 
no bit-error in 120 s. In FSO communication systems, Strehl ratios are critical for 
developing link budgets analysis and evaluating different levels of compensation 
needed for specific applications. Results are presented for simulating Strehl ratio of 
compensated systems with both low-order (tip-tilt) and higher-order (AO) compen-
sation under general turbulence conditions including strong turbulence [69]. Strehl 
ratio model for predicting better performance specifically for strong turbulence are 
reported.
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Fig. 4.30   Schematic of FSO 
laser communication system 
based on wave-front sensor 
less AO concept. ( Reprinted 
with kind permission from 
Springer Science+Business 
Media B.V. [Fig. 1(b), page 
249, 2008 [63]). FSO free-
space optical, AO adaptive 
optics
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a

b

c

Fig. 4.31   a Spot size as a function of turbulence determined by heater turn-on time. b The BER 
as a function of received signal with no background signal. c BER as a function of received 
signal with turbulence ( AO loop open), turbulence ( AO loop closed), no turbulence, and no 
turbulence ( no background). ( Reprinted with permission JPL/CalTech, JPL IPN Progress Report, 
2005, [64]). BER bit error rate, AO adaptive optics
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Recently Optonicus has developed compact laser communication transceiver 
with an efficient control algorithm such as stochastic parallel gradient descent 
(SPGD) using MEM deformable mirrors [63]. Figure 4.33a shows Optonicus’ IN-
FOCO Lasercom system. Figure 4.34 shows an AO laser communication system 
based on cooperative information sharing.
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Fig. 4.32   BER improvement with AO correction in a laboratory, test-bed for PPM and OOK 
modulations. ( Reprinted with permission, SPIE, 2008 [65]). BER bit error rate, PPM pulse position 
modulation, AO adaptive optics

      

a b

Fig. 4.33   a Optonicus’s INFOCO lasercom system. b Optonicus’s multiple aperture single-mode 
transceiver. ( Courtesy of, and permission from Dr. Mikhail A. Vorontsov, 2013, Optonicus: www.
optonicus.com)
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4.3.6  Other Techniques

There are other mitigation techniques and schemes for applications in FSO com-
munications operating in presence of fading atmospheric channel. Some of them 
include: (i) wavelength diversity, (ii) modifying outgoing transmitter beam, (iii) 
advanced signal processing, and (iv) multiple-sites/relay-assisted communication 
links scheme.

1.	 Wavelength Diversity

There are a number of ways to use wavelength diversity technique. Recently a tech-
nique is described where the same signal could be transmitted at different wave-
lengths. Since the effects of turbulence due to random refractive index variations 
are different for different wavelengths, the fading characteristics such as intensity 
fluctuations at the receiver are different for the different wavelengths. Using SD in 
which the signal with the largest SNR can be selected by the receiver to reduce OP. 
The results are reported [70] for three different lasers at 850, 1,330, and 1,550 nm 
using three different detectors at the receiver. The same signal is used using the 
different lasers transmitting at the three wavelengths. At the receiver, the signals 
are combined by equal gain or a selective combiner, resulting in improved overall 
combined signal intensity. SD is used in their work in which the signal with the 

Fig. 4.34   AO laser communication system based on cooperative information sharing. ( Courtesy 
of, and permission from Dr. Mikhail A. Vorontsov, 2013, Optonicus:) www.optonicus.com. AO 
adaptive optics
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largest SNR is selected by the receiver. For a given threshold SNR (normalized with 
average SNR), the OP is shown to decrease with the number of transmitter/receiver 
elements. By using more number of communications the OP can be further reduced 
but at the expense of systems complexity and cost.

Long-range scenario at high altitude with wavelength diversity technique using 
two lasers transmitter signal sources operating at 1550 nm and 840 nm wavelengths 
were investigated [71] with varying path lengths (from 4.3 to 41 km). Communi-
cations quality improvements using wavelength diversity and EGC receiver were 
shown by estimating long-term BER.

Wavelength diversity scheme for fog mitigation in a ground-to- UAV communi-
cation link were reported [72]. Fog can be one of the major limiting factors in FSO 
link performance. The researchers demonstrated the implementation of wavelength 
scheme on aslant path for a ground-to-UAV FSO link to be established in a foggy 
atmosphere. The FSO link was configured to operate using the simultaneous trans-
mission of three wavelengths, 0.85, 1.55, and 10  µm which establishes the link 
between a ground station and an UAV at either 4- or 8-km altitude. An equal-gain 
diversity scheme and a selective diversity scheme were analyzed by combining the 
multiple carrier wavelengths. Their detailed simulation analysis showed that a se-
lective diversity scheme exhibited a received power level that was 300 % higher 
than the use of equal-gain diversity scheme. The 10 µm wavelength for ground-to-
UAV FSO communications link served as a method to mitigate the effects of fog on 
the FSO signal.

Two closely separated near-infrared (IR) channels (1556.5 and 1558.1 nm) were 
exploited to remove the effects of atmospheric scintillation for ranges up to a few 
km [73]. Their technique was based upon the dual wavelength output of a He-Xe 
laser with a high level of noise coherence.

2.	 Modified outgoing transmitting beam characteristics
a.	 Non-diffracting beams

In FSO communications and most optical applications, the standard laser beams 
with a transverse intensity distribution described by a Gaussian function are uti-
lized. As the beam propagates in the free atmosphere, the initial beam spreads and 
the angular divergence is determined by the wavelength and the initial waist radius 
of the beam. Because of diffraction effects, the beam propagation range is shortened 
if the spot size of the Gaussian beam is reduced. Non-diffracting beam can be used 
to remove this restriction. This can be thought of as an interference field created by 
plane waves with constant longitudinal component of the wave vector. The trans-
verse intensity distribution of the interference field is given by the Bessel function 
of the first kind and zero-order, and remains exactly propagation invariant. Non-dif-
fracting beam is thus an ideal optical field with completely eliminated diffraction. 
In real experimental situation, an approximation of this ideal non-diffracting beam 
is used, called pseudo-non-diffracting (P-N) beam. Based on the non-diffracting 
propagation of light, the geometrical parameters and physical properties of non-
diffracting beams show promise for FSO communication [74].
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b.	 Partially Coherent Transmitter Beam

If the spatial coherence of the transmitted beam can be controlled, the statistics of 
the received power can be improved in long-range FSO communications system. 
The long-term dropouts in the received power were reported in an experiment for 
a partially coherent transmitted beam propagated through a turbulent path [75]. A 
partially spatial coherent beam can decrease the scintillation index by ~ 50 % and 
the mean intensity in the simulation by ~ 90 % regardless of turbulence strength 
when compared to the intensity of a fully coherent source in turbulence. A model for 
partially coherent beam as a thin (complex) phase screen with Gaussian spectrum 
(Rytov theory applied) was presented [76]. A diffuser was used modeled as a thin 
random phase screen that indices a complex phase perturbation (i.e., both amplitude 
and phase) on the transmitted wave at the source. The model was applied to calcu-
late the SNR and (BER in OOK modulation. The on-axis scintillation index is re-
duced due to partial coherence of the source. Partially coherent beams have greater 
divergence than coherent beams and the received power depends on the degree of 
coherence of the wave as well. More power is required for less coherent beams to 
sustain the same SNR as the perfectly coherent beams (of the same size and phase 
front radius of curvature). The partially coherent beam can improve the BER up to 
several order of magnitude over the distances under 1 km and values of Cn

2 of the 
order of 10−14 m−2/3 (i.e., for Rytov variance 2

1 1σ < ).
Another interesting approach of a free-space, high-speed (Gbps) optical com-

munication system based on spectral encoding of radiation from a broadband pulsed 
laser is presented [77]. Scintillations can be suppressed by orders of magnitude for 
distances more than 10 km using partially coherent laser beams, a relatively slow 
photosensor. The spectral coding of radiation from a light-emitting diode (LED) as 
gigabit rate solution was also considered of the “last mile” problem in FSO com-
munication.

Gaussian-Schell model of partial coherence is a method to mitigate atmospheric 
turbulence by controlling the statistics of the source to reduce the intensity variance 
of the received signal while maintaining the SNR [78]. This is an alternate solution 
to conventional expensive AO to compensate for atmospheric turbulence.

c.	 Flat-Topped Beams

The flat-top beams are derived from the fundamental Gaussian beam by introducing 
an order of flatness and propagate with less spreading. A model based on flattened 
Gaussian beam was developed [79]. When propagating through atmospheric tur-
bulence, the flat-top beam first forms a circular ring in the center. With increasing 
propagation length, the circumference of this ring becomes narrower, giving rise 
to a downward peal emerging from the center of the beam, eventually turning the 
intensity profile into a pure Gaussian shape. Also when the source beam is made 
highly asymmetric, the conversion of receiver intensity profile into an airy function 
becomes more visible. The flatter beams will thus be subjected to less spreading 
during propagation in turbulence. With rising flatness order, less power is captured 
for a fixed receiver aperture radius.
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d.	 Modified Bessel-Gaussian beams

The numerical calculations for the scintillation index for the higher than zero or-
der modified Bessel-Gaussian beams propagating in weakly turbulent media are 
shown to be less than the Gaussian beams at large input beam sizes and the low 
beam orders with the increasing width parameter initially contributing positively to 
less scintillation [80]. The lowest scintillation at small input beam sizes is obtained 
for the modified Bessel-Gaussian beam of order zero, and with propagation length 
continues to offer less scintillation than those of order zero. In some FSO scenario, 
the modified Bessel-Gaussian beams can be used to mitigate the atmospheric turbu-
lence by providing less scintillation effects.

3.	 Advanced Real-time Signal Processing

In order to correct the signal degradation due to atmospheric turbulence, advanced 
real-time signal processing can be used. Wavelet-based signal processing scheme 
to reduce beam-wandering-related variance has been demonstrated to reduce BER 
by a factor of 138 compared to the original signal in an experiment with free space 
optical link [81]. Wavelets transforms (WT) convert a signal into a series of ortho-
normal base functions known as wavelets and provide a way to analyze waveforms 
that are bounded in both frequency and time domains. WT allow signals to be 
represented more accurately compared to conventional Fourier transform method. 
In order to utilize wavelet-based signal processing for compensating turbulence-
induced effects, the optimization of the level of approximation is needed. The 
optimum level Nopt  of approximation required for mitigating turbulence effects 
depend on the sampling rate of the received signal. For “n” samples per bit interval 
at the receiver, an approximation is needed such that optimum compensating level 
Nopt  is satisfied 2 12 2opt optN Nn− −≤ ≤ . At least one sample is needed for evaluat-
ing the atmospheric gain offered for that bit interval. Data at 10 samples/bit are 
sampled and optimum compensation of the turbulent effects is demonstrated with 
level 5 approximation [81]. Daubechies wavelet analysis is used for calculating 
the approximation at level Nopt . Fluctuations due to scintillations arising from 
multiplicative noise can be reduced by dividing the received signal by this approxi-
mation component, and the compensated signal with relatively low multiplicative 
noise can be obtained [81]. This technique showed the reduction of average BER 
of 8.9 × 10−3 for original data to 6.43 × 10−5 for compensated data, thus improving 
the FSO system performance.

An adaptive Kalman filter can be sued to mitigate the turbulence-induced scin-
tillation noise in the received signal by predicting the value of received signal and 
turbulence statistics. The method based on the Kalman filter provides adaptive deci-
sion threshold for detection which can reduce detection error and improve commu-
nication link performance. Kalman filter is an effective tool to mitigate turbulence 
for FSO systems. The results show the error between optimum decision threshold 
and adaptive decision threshold is smaller than 0.48 % [82].

Another signal-processing technique for mitigating multi-scattering channel 
such as heavy rain, snow, heavy fog, hail, haze, etc. is described using Fuzzy logic 
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concept. A train of optical pulses is transmitted and the coherent detection scheme 
is used in the receiver. The receiver is adapted based on the received power and 
SNR levels by changing the sensitivity using Fuzzy logic concept. The nonlinear 
noises incorporated in the received optical signal were cancelled up to −40 dB SNR 
level and up to −50 dBm of received power [83]. The BER achieved under heavy 
turbulence condition is in the order of 10−1 at −40 dB SNR level (which is about the 
same as near to the ground), whereas the BER was much improved after applying 
Fuzzy logic algorithm.

For some applications of Earth-based optical receivers operating in near-space 
and deep-space communication links, especially during the daytime are severely 
affected by both atmospheric turbulence and background noise looking directly to-
ward the sky. A concept of a pre-processor for optical communication receivers 
employing 2-D adaptive Wiener-filter-based practical algorithms for mitigation of 
turbulence and background noise effects is presented [84]. Conceptual diagram of 
focal plane array and space time adaptive processor for an optical communication 
receiver which uses a 2D-adaptive Wiener filter in the pre-processor is presented. 
A transmitter was used in the analysis employing a M-ary PPM) technique and the 
digital data is decoded by the position of a pulse slot within a frame of M-possible 
slots. Simulation results show that 4–7 dB performance improvement under moder-
ate to high background and turbulence conditions. Compared to the complex and 
expensive AO system, this approach is simple and cost-effective.

4.	 Relay-assisted Technique

Another powerful fading mitigation tool can be relay-assisted transmission through 
atmospheric turbulence. Both serial (i.e., multi-hop transmission) and parallel (i.e., 
cooperative diversity) relaying with amplify-and-forward and decode-and-forward 
modes are presented [85]. Turbulence-induced fading variance depends on propa-
gation distance in a FSO system. Relay-assisted transmission can take advantage 
of the resulting shorter hops to improve significant performance. From the results 
of OP of FSO serial and parallel amplify-and-forward scheme, a performance im-
provement of 18.5 dB is reported using a single relay at a target OP of 10−6.

5.	 Atmospheric Clouds Mitigation

Transmission of optical communications is severely affected by the presence of 
clouds along the line-of-sight of the communication link. To mitigate the effects of 
clouds and achieve reliable communications, a geographically diverse set of ground 
receiver stations is needed. A redundant site is desirable so that if one site is cloudy 
another can be used as backup. Atmospheric fades exceeding 10 dB can occur due 
to clouds which are composed of liquid water and/or ice crystals and have various 
thicknesses. Cloud fades for a thin, ice-crystal-based cirrus clouds can be as low as 
1 or 2 dB where the impacts of FSO communication collectors may be limited. To 
predict the clouds impact on FSO communications, researchers have developed a 
high resolution cloud climatology based on National Oceanic and Atmospheric Ad-
ministration (NOAA) Geostationary Environmental Operational Satellite (GOES) 
imager data. The imager includes multi-spectral channels, one visible and four IR, 
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at 44-km spectral resolution and 15-minute time resolution [86]. By objectively 
combining the cloud data from the individual channels, a composite cloud deci-
sion is formed from high spatial and temporal resolution climatology to derive ac-
curate Cloud Free Line of Sight (CFLOS) statistics to derive the atmospheric ef-
fects on optical communication systems. The Lasercom Network Optimization Tool 
(LNOT) along with cloud database can be used to find configuration of geographi-
cally diverse ground sites to provide high availability FSO communication systems.
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5.1 � Introduction

This chapter presents a new concept for exploiting non-line-of-sight (NLOS) free-
space optical (FSO) communication. NLOS configuration can be achieved using 
scattering as a vehicle for a viable link, or using multipath propagation as in an 
indoor optical communication link. The chapter discusses the promising enabling 
technology of ultraviolet (UV) NLOS optical wireless communication. The chapter 
describes a stochastic NLOS UV communication channel model using a Monte 
Carlo simulation method based on photon tracing starting with key system compo-
nents. An overview of the state-of-the-art devices such as deep UV light-emitting 
diodes (LEDs) and solid state solar-blind deep UV avalanche photodiodes (APDs), 
solar blind photomultiplier tubes (PMTs), filters which are well-suited for NLOS 
UV FSO communication is given. Most recent experimental results with various 
modulation formats described in this chapter supports the potential promise of this 
technology for NLOS operation. Extending this enabling technology to design 
NLOS FSO-based distributed sensor network in multi-scattering channel is also 
discussed. The possibility of NLOS quantum communication using UV photons 
is also pointed out. This chapter introduces another related NLOS FSO link for 
indoor inter-device connectivity using near infrared light. Possible configurations 
for indoor optical wireless systems include: (i) directed beam infrared (DBIR), (ii) 
diffuse infrared (DFIR), and (iii) quasi-diffuse infrared (QDIR). Some of the dis-
cussions in this chapter include propagation modeling (with multipath response), 
different modulation techniques suitable for different configurations, multi-access 
techniques, and broadband communication links for multiple sensor networks. The 
impact of this new technology on future FSO links and various applications is ad-
dressed.

It is possible to establish short-range optical data connections without a direct 
line-of-sight (LOS). When UV light is used, this is strongly scattered by the mol-
ecules, aerosols, haze, fog, and other particulates in the atmosphere. Some of the 
transmitted light, which is scattered in the direction of the receiver will be detected 
and a communication channel will be established. Recent developments in the arena 
of semiconductor emitters and detectors operating in the UV solar blind region have 
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opened the door for efficient NLOS optical communication links. The UV NLOS 
technology takes advantage of atmospheric interactions with UV radiation to de-
velop an outdoor FSO channel characterized by its ability to work around local area 
obstruction. The simplest communication topology is addressed first—a unidirec-
tional half-duplex link from one transmitter to one receiver. The candidate applica-
tions for UV NLOS technology include exchanging information between electron-
ics system that requires low power and robust local area communications links.

5.2 � Ultraviolet Communications

The UV communication technology has a potential solution of establishing a link 
which is otherwise vulnerable to blockage because of no alternative paths or a LOS 
link is not practically feasible. The unique characteristics of UV waves and their 
interactions with practical environmental conditions can be exploited to design a 
NLOS FSO communication system [1]. In FSO communication system, radiation 
wavelengths that are highly absorbed by atmospheric particles are avoided in order 
to minimize beam attenuation and power requirement. Background radiation at the 
transmitted wavelength, particularly due to solar radiance during daytime operation, 
adds noise to the communication systems. This contaminates the desired signal. A 
narrow receiver field-of-view (FOV) is therefore needed to obtain the necessary 
signal to noise ratio (SNR). The spectrum of solar radiation reaching the ground 
is far from uniform and almost all the solar radiation in the spectral region around 
200–280 nm is absorbed by ozone in the upper atmosphere. Thus, a FSO commu-
nication system transmitting at this wavelength region will encounter practically no 
background noise in this region, which is known as “solar-blind ultraviolet.” A large 
FOV can be used to accept more signals without increasing the receiver background 
noise. Operating in this region will allow a ground-based photodetector to exploit 
the background radiation to approach quantum-limited photon-counting detection. 
Because of short wavelength of UV, high degree of relatively angle-independent 
scattering occurs (note that the scattering effect is proportional to the inverse forth 
power of the wavelength, 4λ −∝ ) which create tremendous number of communica-
tion paths from a transmitter to a receiver. NLOS communication can thus be easily 
established relaxing the stringent pointing, acquisition, and tracking requirements 
at the receiver end. However, transmission range will still be restricted according 
to the transmission characteristics of the radiation in this region due to absorption 
by aerosols and molecules. Furthermore, due to high attenuation by the atmosphere, 
signal beyond the extinction range can be hardly intercepted which can be desirable 
for tactical applications. The NLOS communications in UV have many applications 
including data communication, surveillance sensor networks, unattended ground 
sensor networks, small unit communications in urban terrain environments, and 
between unmanned aerial vehicles (UAVs) and attended terminals.

Turbulence effects can degrade the FSO communication system performance 
at UV than at longer wavelengths. This is because of the fact that the turbulence-
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induced log-amplitude variance of intensity fluctuations follow a −7/6 power rela-
tion variation with wavelength which means that the scintillation is higher at UV 
wavelengths than at longer wavelength. Depending on the transmission ranges, the 
effects of turbulence should be taken into account in the received SNR computation.

For eye and skin safety, which are major health-related concerns at UV, the In-
ternational Commission on Non-Ionizing Radiation Protection (ICNIRP) and the 
International Electrotechnical Commission (IEC) enforce UV exposure power lim-
its. The minimum allowable continuous exposure occurs at 270 nm at a level of as 
low as 3 mJ per cm3 per second while increasing to 100 mJ at 200 nm and 3.4 mJ 
at 280 nm [2, 3].

5.3 � NLOS FSO Communications Configurations and UV 
Source and Detector Technologies

Figure 5.1 illustrates, schematically, three typical system configurations. Case (a) 
requires minimum transmitter and receiver positioning in a fully NLOS mode, 
whereas case (b) requires medium bandwidth, and case (c) requires large band-
width.

To design an effective UV communication transceiver that can operate under 
exposure to solar background radiation, UV optical source, solar-blind UV detec-
tors with high sensitivity gain, and out-of-band rejection with a narrow band optical 
filters are essential. Semiconductor-based UV optical source technologies offer a 
potential for low cost, small size, low power, high reliability, and high bandwidth 
sources. State-of-the-art commercially available deep UV LEDs have been recently 
available at peak wavelengths 247 ∼ 365 nm and with a spectral width of less than 
20 nm. A single UV LED typically consumes 150 mW of electrical power emitting 
an average optical power of 1 mW. For detectors, PMTs and APDs are available 
from Hamamatsu and PerkinElmer for PMTs as off-the-shelf commercial products 
exhibiting high multiplication gains of 105 ∼ 107, high responsitivity of 62 A/W, 
large detectors area of few cm2, reasonable quantum efficiency of 15%η = , low 
dark count rate of few hertz, and low dark current of 0.1 nA/cm2 [4]. Using a nar-
rowband solar-blind filter, because of its enhanced out-of-band rejection ratio of 

Fig. 5.1   An illustration of NLOS communication system configurations
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about 108, this type of PMT can detect very weak signal even in presence of back-
ground radiation, down to single-photon-counting resolution [4]. Deep UV solar-
blind APD which is based on GaN, APD can have a responsivity of 0.15 A/W, gain 
of 104, and dark current of 100 nA/cm2. Based on SiC, other type of APD can have 
a gain of 103, dark current of 64 nA/cm2, quantum efficiency of 45 %, and single 
photon sensitivity. Some other recent deep UV APDs are being researched to dem-
onstrate APD arrays operating in the UV band centered at 280 nm, with effective 
Geiger mode gain of 106, an effective aperture up to 1 cm2, wide FOV up to 60 
degrees, dark count rate below 10 kHz, and a solar rejection ratio exceeding 106 [4].

5.3.1 � NLOS UV Scattering Channel Model

To design a UV NLOS communication system, the scattering channel needs to be 
characterized. According to the classical Mie scattering theory, the single-scattering 
and the multiple-scattering atmospheric channel can be built. Generally speaking, if 
the photon’s path length is short, the single-scattering is suitable; if the path length 
is long, the multiple-scattering model should be used.

Analytical and Parametric Single-scattering Models  The single-scattering model 
for a NLOS configuration [5] is applicable to a short-range communication chan-
nel. This model assumes that the UV is scattered by the particle only once. The 
geometry of a NLOS system with transmitter and receiver arrangement is shown 
in Fig. 5.2. To describe the single-scattering model, a prolate spheroidal coordinate 
system as shown in Fig. 5.3 is used. A point in space is defined by three coordinates: 
a radial coordinate ξ, an angular coordinate η, and an azimuthal coordinate Φ. The 
sum of the distances between the foci and any point on a given surface ξ is a con-
stant. Let us define the parameters as follows:

Ωt= solid angle of the transmitter ( Tx) cone
R = separation between transmitter (Tx) and receiver (Rx)

1 2,r r  = distances of the common volume to the Tx and Rx, respectively

1θ
2θ

1β 2β

ReceiverTransmitter

Fig. 5.2   Geometry of a 
NLOS FSO communica-
tion system ( Reprinted with 
permission from SPIE, 2008 
[6]). NLOS non-line-of-sight, 
FSO free-space optical
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1 2,θ θ  =	 Tx half transmitting beam angle and receiver half FOV, respectively
1 2,b b  =	 Tx and Rx focal angles between each axis and the horizontal axis
, ,e s ak k k  =	� extinction coefficient, scattering coefficient, and absorption coefficient 

of the medium, respectively so that e s ak k k= +
sθ  =	 scattering angle
rA  =	 area of receiving area
( )p θ  =	 single-scattering phase function

If an impulse of energy tQ  emitted at time t = 0 over the transmitter cone angle 
into a homogeneous scattering and absorbing medium, the received single scattered 
power at a later time t can be written as [6, 7]:

� (5.1)

where h(t) is the impulse response of the scattering channel, 24 sin
2

t
tQ

θπ  =   
 is 

transmitter solid cone angle, c is the velocity of light, ofT  is transmissivity of the 

optical filter, 1 2, , , ]η η Φ η   
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 are all related to the boundary of in-

tegration over the scattering volume that depends on the geometry of optical scatter-
ing channel. The function G[.] is defined in the reference [5]. The received energy 
by a detector can be found by integrating the Eq. (5.1) over time limits, and the path 
loss is obtained from the ratio of received energy to the emitted energy. The total 
energy received at the receiver can be calculated by:
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Fig. 5.3   A prolate spheroidal 
coordinate system geom-
etry to describe the single-
scattering model. ( Reprinted 
with permission from SPIE, 
2008 [6])
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with the limits for integration for time.
For parametric modeling, the gamma function and its modified version are se-

lected as the matching function for the impulse response. Following the procedure 
[8], the two fitting models are given by [6]:

 � (5.3)

� (5.4)

where   ( )αΓ  is a gamma function, ( )nL t  is the n-order Laguerre polynomial, 
andλ nc  are scalar components. The two parametric models are applied to fit the 

theoretical impulse response function, h(t).

Multiple Scattering Model  A multiple scattering model using a Monte Carlo simu-
lation method based on photon tracing is presented in terms of impulse response, 
path loss, and bandwidth [9]. Multiple scattering interactions of photons with the 
atmospheric constituents result in pulse broadening, i.e., increased channel delay 
spread. This limits the channel bandwidth available for communications. When 
multiple scattering effects are taken into account, accurate prediction of path loss is 
possible. It has been shown that the path loss is reduced when multiple scattering is 
accounted for. To evaluate NLOS UV FSO communications system performance, 
it is therefore crucial to include the multiple scattering effects for a longer propaga-
tion path in order to determine the maximum communication range attainable under 
the specific channel condition. Both the Rayleigh and Mie scattering are taken into 
account. The Monte Carlo simulation model is applied to track the photon’s move-
ment with the right probability model and random parameter. A large number of 
source photons are generated according to the source intensity distribution. The 
migration path for each photon is determined recursively by employing a random 
model and each step involves finding a scattering direction and step size from the 
current photon location. Only the photons within the geometric boundary defined by 
the system optics are considered. If the survival probability of the photon becomes 
too small or the photon moves out of the confined space so that it does not reach 
the field of view of the receiver, the recursion is terminated. Only the traversed path 
length contributes to the propagation delay. Repeating this process for many pho-
tons, and their aggregated arrival probabilities, all of which are function of time can 
then determine the expected received signal intensity, corresponding to the channel 
impulse response, i.e., multiple scattering h(t). The inverse of the impulse response 
provides the information regarding the achievable bandwidth of the NLOS com-
munication system. For a given communication range, elevation angles, transmitter 
bandwidth, and receiver FOV, the temporal impulse response for a multiply scat-
tered channel can be used to design the communication system accurately.

An emitted source photon moves a distance s∆  to a new location where it may 
be either scattered or absorbed with a certain probability. With an initial survival 
probability, each photon repetitively migrates until it either reaches the receiver 
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or creates a pulse, or die because of stop condition when its survival probability 
is smaller than a threshold. When applied to a large number of photons, only the 
surviving photons reaching the receiver will generate an average pulse (received in-
tensity). The probability that the photon arrives at the receiver within its FOV after 
n scattering steps is given by [9]:

�
(5.5)

where nΩ  is the solid angle along the scattered direction that can be seen by the 
receiver aperture of area and (.)rS P  is the scattering phase function. The comple-
mentary probability ( 11 np− ) is therefore is the probability that the photon is out of 
the receiver’s FOV. Next, the energy loss modeling of the photon is considered. If 

1nr −  is the ( n-1)-th scatter center location, then the photon changes to the next n-th 
scatter center location 

nr . The propagation distance 1| |n nr r −−  is given by the ran-

dom variable 
( )ln s

s

s
k

ξ
∆ = −  ( ( )sξ  is a uniform random variable between zero and 

one, and sk  is the total scattering coefficient arising from both Rayleigh and Mie 
scattering). Because of the channel absorption, the photon suffers an energy loss of 

1a n nk r r
ae where k−− −  is the absorption coefficient of the medium. When the photon is 

at the n-th scattering center, the photon’s survival probability is reduced due to this 
energy loss and is updated as [9]:

� (5.6)

The probability that the photon successfully arrives at the receiver is given by [9]:

� (5.7)

where 2np  represents the propagation loss of the photon from the n-th scattering 
center to the receiver

� (5.8)

r ′  is the location vector of the receiver, and 
ek  denotes the total path loss which 

includes both scattering and absorption. The channel impulse response now can be 
found from the photon migration path, and is given by / ,n nd c where d  is the ac-
cumulated propagation distance, and c is the speed of light. If a photon undergoes 
N scattering interactions, then there are a set of probabilities 1,..,( )NP P  and a cor-
responding set of propagation times between each scatter. The probabilities are su-
perimposed to display the average impulse response. The probabilities versus time 
then represent the channel response due to all photons. When normalized by the 
total energy of all photons, the impulse response to a transmitted pulse is obtained. 
The average path loss is obtained from the ratio of the transmitted photons energy to 
the received photons’ energy which is an important parameter to evaluate the SNR 

1 ( )θ δΩ
Ω

= ∫n

n

p P cos

1

1 1(1 ) a n nk r r
n n nw p e w−− −

−= −

1 2n n n nP w p p=

| |
2

e nk r r
np e− − ′=



184 5  Non-Line-Of-Sight (NLOS) Ultraviolet And Indoor Free-Space Optical …

at the receiver and then to predict the bit error rate (BER) for a communication sys-
tem. The total arrival probability of one photon represents the percentage of photon 
energy that can be detected by the receiver

� (5.9)

The path loss can be writen as 1/ P .

Turbulence Modeling for NLOS UV Scattering Channels  In all of the discussions, 
the effect of turbulence in the scattering model is not included. When the communi-
cation range increases, the effect of turbulence becomes pronounced and inevitably 
indices additional impairments to system performance. Results are presented for 
average <SNR> and BER for a turbulence channel with a log-normal probability 
density function for NLOS UV scattering channel. The interested reader is referred 
to the reference [10] for a detail description.

5.3.2 � Scattering-based NLOS Communication Performance 
Analysis

Received Optic Power and Noise Variances  The NLOS optical scattering channel 
shown in Fig. 5.2 can be regarded as a linear and time-invariant system. Assume 
that a signal pulse is emitted at t = 0 uniformly over the transmitter solid cone angle, 
and let ( )tP t  denote the power of the transmitted optical signal. The signal photons 
undergo the scattering and absorption through the medium, and some of them reach 
the receiver according to the scattering model described earlier. The received signal 
power can be expressed as

� (5.10)

where h(t) is the impulse response of the channel given by Eq. (5.1) when the axes 
of the transmission and reception cone lie in a common plane. The received back-
ground radiation can be calculated as [11]

� (5.11)

where bgH  is the background spectral radiance, Ωr is the FOV of the receiver, and 
ofB  is the bandwidth of the optical filter.
The photocurrents for received optical pulse rP  at ON and OFF signals can be 

written as:

� (5.12)

� (5.13)
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where R is the cathode response of the PMT, G is the gain, and 
dcI  is the dark cur-

rent. The shot-noise variance in the detector is [12]

� (5.14)

where q is the electron charge, F is the excess noise factor of the PMT, and B is the 
electrical bandwidth. The background noise variance is

� (5.15)

The dark current noise variance is given by

� (5.16)

Also, the thermal noise variance can be written as

�
(5.17)

where bK  is the Boltzmann’s constant, 0T  is the absolute temperature, iF  is the 
noise figure, and LR  is the load resistance. The total variance for receiving an opti-
cal signal pulse is given by

� (5.18)

The total variance of current fluctuations without any pulse is given by

� (5.19)

BER of the System  Both on-off keying (OOK) and pulse position modulation (PPM) 
schemes are considered to predict the BER of the system.

The BER of an OOK system with a matched filter and using an optimal threshold 
can be calculated as [12]:

�

(5.20)
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where erfc is the complementary error function and bR  is the bit rate, R T and Tb b b= 1/  
is the bit duration. The pulse shape can be chosen to be rectangular for simplicity.

For PPM, an input word consisting of several bits is represented by the position 
of the pulse within a frame with frame duration fT . The frame is divided into L slots 
with duration sT  and only one of these slots contains an optical pulse. The bit rate 
for L-PPM is, 2log /b fR L T= . Maximum likelihood PPM demodulator is used to 
assign the pulse position in each frame to the highest-energy filter output.

The BER of a PPM modulation system for Gaussian noise is given by [12]:

� (5.21)

BER for NLOS Scattering Communication in Presence of Turbulence  NLOS UV 
scintillation model is used to predict the BER in presence of atmospheric turbulence. 
The SNR at the receiver depends on signal variance and path loss due to scattering 
medium as well as due to atmospheric turbulence. This fact has been mentioned 
earlier in the section. For NLOS UV geometry in Fig. 5.1, if atmospheric turbulence 
is also a contributing factor in the received signal, we can assume that the Tx beam 
is small enough so that the common volume can be analytically approximated, and 
scintillation among the common volume is constant. Adding the atmospheric turbu-
lence, the arrival power at common volume has a log-normal probability density/
distribution function (PDF) given by

� (5.22)

where x represents the power level in the common volume, 2
xσ  is the scintillation 

index. The conditional arrival power level ( y) at the Rx is given by [10]:

� (5.23)
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� (5.24)

so that we can represent the PDF of y as

� (5.25)

The received signal at the receiver Rx has a noise contribution due to turbulence 
effects from the common volume. The BER for a NLOS UV system depends on 
several parameters, including modulation format, detector type, transmitter power, 
path loss, scintillation data rate, and noise. We assume OOK modulation scheme 
and direct detection to analyze BER performance of the NLOS UV system in atmo-
spheric turbulence conditions. The average SNR is given by [13]:

� (5.26)

where 0rP  is the received power in the absence of turbulence, rP  is the mean 
received power with turbulence, and 0,NLOSSNR  is the SNR in a NLOS communica-
tion link considering no turbulence. We can assume 0r rP P≅  and therefore

0
0, 0 ,

2NLOS

y
SNR where y

Rhc
λ

=  is the received power with no turbulence, R is the 

link data rate, h denotes the Planck constant, c is the speed of light, and λ  is the 
wavelength. The BER in presence of atmospheric turbulence is given by [13]:

� (5.27)

where erfc is the complementary error function.
Some Results: Simulation and Experiment
Some of the simulation and experimental results for NLOS UV communica-

tions are discussed. Figure 5.4 shows the simulated impulse response under single 
and multiple scattering models using Monte Carlo method. Comparing the two 
models, the single scattering assumption shows reduced delay spread and inten-
sity [9]. The numerical simulation results are based on a LED source operating 
at wavelength 260  nm, and the geometric and model simulation parameters are: 

( )1 2 1 2, , , ) 17 ,30 ,90 ,90 , r =100( mΦ Φ θ θ = ° ° ° ° , the model parameters λ , g, and  f of 
the phase function for Rayleigh and Mie scattering which follow a generalized Ray-
leigh model and a generalized Henyey-Greenstein function (see reference [9]) are 

0.017, 0.72, 0.5γ = = =g f , and the receiver area is 1.77 cm2. The multiple scat-
tering model shows both higher intensity and longer duration.
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BER bit error rate, LED light-emitting diode  Figure 5.5 shows measured and 
predicted BER where the prediction is based on the SNR and the Gaussian noise 
using a LED source with nominal center wavelength of 250 nm [4]. At SNR=10 dB, 
a BER of 10−2 is achievable, and with increased SNR to 15 dB, a BER below 10−4 is 
achievable. The impact of Rx elevation angles on BER is presented for fixed Tx ele-
vation angles at 30 ,40 ,50 ,60° ° ° °  at a communication distance of 35 m. Figure 5.6 
illustrates that the BER with Tx angle fixed at 30°  can drop from from 10−1 to about 
10−6 when the Rx angle decreases from 40 to 20° ° .

There has been a study of BER performance for NLOS UV channel in atmospher-
ic turbulence [10]. The turbulence NLOS UV link uses a data rate of R= 5 kbps, the 
angles 1 2 30θ θ= = ° and the strength of turbulence, C  - mn

2 = 1 14 2 3e − / . Figure 5.7 
illustrates the BER versus baseline range and shows that the BER degrades greatly 
with increased LOS base baseline range, varying from 2 84 10 0 24664. .× − to  when 
the baseline range changes from 100 meters to 1,000 meters. The effects of turbu-
lence for NLOS UV communication link needs to be considered for longer propaga-
tion range. Calculations in reference [10] shows that the BER is very sensitive to 
the atmospheric turbulence structure parameter, for example, for atmosphere and 
geometry parameters 2 2/3

1 2 n(    ) (30 ,30 ),  r  100m, C  1 -16meθ θ −, = ° ° = = , the 
turbulence may influence little for the NLOS UV link.

Fig. 5.4   Simulated impulse response under single and multiple-scattering models using Monte 
Carlo method. ( Reprinted with permission from IEEE, 2009 [9])
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Fig. 5.6   BER verses Rx angle for fixed values of Tx angles ( Reprinted with permission from The 
Optical Society of America. OSA, 2008 [4]). BER bit error rate

 

Fig. 5.5   Measured and predicted BER using LED source at 250 nm. ( Reprinted with permission 
from The Optical Society of America, OSA, 2008 [4])
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5.4 � Indoor FSO Communications

The design and performance factors of long-distance FSO communications systems 
apply equally to short-distance systems such as indoor optical communication but 
with one obvious exception: Atmospheric loss has no effect for all indoor systems. 
The communication power link budget is therefore determined almost entirely by 
the transmitter launch power, free space loss, and receiver sensitivity.

5.4.1 � Short Distance Systems

Indoor point-to-point systems do not differ from the outdoor systems in their oper-
ating principles. But there are some practical issues in the designs of indoor point-
to-point systems. They must be Class 1 eye safe such as an LED which generally 
limits the data rate capacity to a few Mbps. The indoor systems do not require any 
weather-proofing that outdoor systems require and only operate over short distances 
to be produced cost-effectively. Such systems could be used to extend a local area 
network (LAN) port to a different part of an office where no convenient port exists, 
or to link two separate offices via a link corridor.

Fig. 5.7   BER verses baseline range in turbulence channel, 2 14 2/3
nC = 1 me− −  ( Reprinted with 

permission from SPIE, 2011 [10]) BER bit error rate
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Optical Telepoint systems utilize wide diverging beams rather than the narrow 
beams of point-to-point systems and have a number of attractive features. One im-
portant feature is for each “cell” created by an optical Telepoint base station can be 
shared by as many users as can be accommodated within the cell. Telepoint systems 
with large cells (diameter ~ 10 m or so) can be used for open offices and public ar-
eas such as libraries, waiting rooms, and hospital wards. LOS paths are required be-
tween the base station and all the user terminals for more than a few Mbps reliable 
data transfer. The smaller cell systems (~ 1 m or less) are suitable to applications 
where a cell is dedicated to a single user, for example, a desktop.

Diffuse systems use the beams as well as radiating over a wide angle are also 
reflected off surfaces and objects in the vicinity such as walls, ceiling, floor, and 
furniture in the room. The FOV in the base and user stations is widened to ac-
cept both the LOS as well as reflected light can be detected. However, the capac-
ity or achievable transferring data rate is much reduced in a diffuse transmission 
compared with LOS systems. This is because of multiple signal paths reaching 
the receiver causing pulse spreading and intersymbol interference. The theoretical 
capacity of a diffuse system depends on many factors such as room size and ge-
ometry, the placements and orientation of the base and user stations, and the fabric 
and distribution of furnishings. Because of wide FOV of the receivers, interference 
from ambient light with communication signal limits the data transmission capac-
ity of diffuse systems.

5.4.2 � Indoor Link Configurations

Infrared transmission techniques may be classified as LOS or NLOS depending on 
whether they rely on the existence of a directed path between the transmitter and the 
receiver as well as the degree of directionality, i.e., source beam-angle and detec-
tor FOV. The two most common configurations are directed-LOS and non-directed 
NLOS systems. Non-directed NLOS systems are generally referred to as diffuse 
systems. Figures 5.8 (a) and (b) show some common indoor link configurations. 
In Fig. 5.8 (a), the transmitter ( Tx) and the receiver ( Rx) are in transmit-LOS mode 
so that the beam can travel from the transmitter to the receiver, without reflection. 
In Fig. 5.8 (b), there is no direct path and before reaching the receiver, the signal is 
reflected by the ceiling and walls. This configuration can be considered as NLOS, 
non-directed, and diffuse type. Figure 5.9 shows an example of NLOS and diffuse 
configuration where optical wireless FSO LAN can be established between various 
receiver devices which can leverage the existing imaging capabilities of devices. 
The directed-LOS links, in general, minimize path loss and maximize power effi-
ciency, and they can achieve higher transmission rates. Since directed-LOS systems 
require careful aiming and are therefore not capable of supporting one-to-many and 
many-to-one connections. Non-directed NLOS (diffuse) systems have increased ro-
bustness against shadowing and allow higher user mobility, but at the expense of 
lower transmission rates.
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Fig. 5.8   a An illustration of a LOS indoor link configuration. b NLOS, non-directed, and diffuse 
configuration. LOS line-of-sight, NLOS non-line-of-sight
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Figure 5.9 shows an example of NLOS and diffuse configuration for an optical 
wireless FSO LAN using multi-spot diffusing architecture.

5.4.3 � Indoor Optical Wireless System

A block diagram of an indoor optical wireless system is illustrated in Fig. 5.10. A 
basic indoor communication system consists of a light source (transmitter) either 
an LED or Laser Diode (LD), free space as the propagation medium, and a detec-
tor (using APD or PIN (an intrinsic layer, the “i region,” is sandwiched between a 
p layer and an n layer of in a semiconductor device) diodes). Information, typically 
in the form of digital or analog signals, is input to electronic circuitry that mod-
ulates the transmitting light source (LEDs/laser diodes, LDs). The output passes 
through an optical system (typically has telescope and other optics) into the free 
space propagation medium. The received signal is collected by an optical system 
(an optical filter to reject optical noise, a lens or concentrator) that focuses light on 
the optical signal detectors (PIN diodes/APDs) and thereafter to signal processing 
electronics. The wavelength band from 780 to 950 nm is the best choice for indoor 
optical wireless system. Low cost LEDs and LDs are readily available that can be 
used. LEDs can be more favorable because of relaxed safety regulations for eye 

Fig. 5.9   Possible indoor configurations for directed LOS and non-directed NLOS links LOS line-
of-sight, NLOS non-line-of-sight
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safety, low cost, and high reliability compared to LDs. An array of LEDs can be 
used to design higher power transmitter than a single LED transmitter. LEDs cannot 
be used beyond 100 Mbps due to limitations imposed by the mechanism by which 
they emit light, whereas LDs can be used for transmission at bit rates of a few Gbps. 
For detectors, PIN photo diodes are commonly used due to their lower cost, low-
bias voltage requirement to operate (compared to APDs), and can operate in wider 
temperature fluctuations. The system usually uses intensity modulation with direct 
detection (IM/DD) scheme for modulation and detection. DD is performed by PIN 
photo-diodes or APDs which produces an electric current proportional to the inci-
dent optical power.

Propagation Medium  The propagation medium for indoor optical wireless com-
munication is the free space, free of environmental degradation due to turbulence, 
aerosol scattering, mist, clouds, etc. Indoor optical wireless communication systems 
encounter only free space loss and signal fading. FSO is that part of the transmitted 
power which is lost or not captured by the receiver’s aperture (due to diffraction 
property of the initial beam). For a point-to-point system with a slightly divergent 
beam, the free space loss would be about 20 dB, whereas an indoor system using 
wide-angle beam could have a free loss of about 40 dB or more [14].

The signal fading can be observed in both indoor and outdoor optical wireless 
systems. The fading is due to the reception of signals via different paths by the 
receiver. Some of these interfere destructively (out of phase) so that the received 
signal power effectively decreases. This type of degradation is also known as mul-
tipath signal fading [15].

Fig. 5.10   Block diagram of an indoor optical wireless system
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Transmission Techniques  Depending on the applications and system requirement, 
there are several possible transmission techniques available by appropriately choos-
ing the transmitter, the receiver, and the optics to direct the beams: (a) Directed 
radiation, (b) Diffuse radiation, and (c) Quasi-diffuse radiation.

In direct beam indoor system, the optical beams travel directly without any re-
flection from the transmitter to the receiver. Two fixed data terminals with highly 
directional transmitter and receiver at both ends of the link can be used. This tech-
nique of infrared transmission offers the minimum path loss and maximum power 
efficiency to achieve higher transmission rates. The main drawback of this tech-
nique is the fact that since the transmitter and receiver are fixed, there is lack of mo-
bility and the beams can be intercepted by personnel and other objects in the room. 
In diffuse system, the transmitter emits a wide-angle beam to the ceiling and after 
one or several reflections the signals arrive at the receiver. There is no direct beam 
from transmitter to receiver. There is no alignment requirement for the receiver and 
is the most convenient for the users. However, compared to the direct transmis-
sion, this diffuse technique requires higher transmitter power, large FOV for the 
receiver, and suffers multipath dispersion. Due to this multipath dispersion effect, 
the original transmitted pulses are broadened when they reach at the receiver which 
causes inter-symbol interference (ISI) at higher data rates or in larger cell system 
[14]. In quasi-diffuse technique, a base station (BS) with a relatively broad coverage 
and made of either passive or active reflector is mounted on the ceiling. A quasi-
diffuse link based on multisport diffusing (MSD) can also be established. Multiple 
narrow-beam transmitters and an angle diversity receiver with several narrow FOV 
detectors aimed in different directions can be used. This system is exposed to fewer 
multipaths and achieves lower path losses requiring lower power transmitter than 
wide-beam diffuse system at the expense of increased complexity.

Other Design Considerations  There are other design considerations that have to be 
taken into account for designing an indoor optical wireless system. Some of them 
are discussed below.

Eye Safety  The eye safety standards set by the International Electro-technical Com-
mission (IEC) classifies LDs as Class 1, 2, 3A, and 3B depending on their total 
emitted power. For indoor systems, all transmitters (LEDs and LDs) must be Class 
1 eye safe under all conditions, and launch power not to exceed 0.5 mW for the sys-
tems employing laser sources. Computer-generated holograms can generate arbi-
trary radiation patterns and can be used as diffuser which diffuses the image of the 
laser spot on the retina of the eye to an eye-safe level.

Interference from ambient lights   The ambient light from fluorescent light, sun-
light, and incandescent light are the dominant source of noise in the indoor system 
receiver. The ambient light contributes to the shot noise due to the random nature 
of the photo-detection process and degrades the performance of the optical wireless 
system. It is therefore important to design the indoor system to minimize the shot 
noise from the ambient light.
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Modulation Techniques   Among several techniques, the most common modula-
tion schemes for indoor systems which have been considered in the past are: OOK 
and PPM. The single carrier pulse modulation techniques can provide high average 
power efficiency. OOK is one of the simplest in terms of hardware implementation 
and integration. In PPM scheme, an optical pulse is transmitted in one of L slots per 
symbol time and the occupied slot position denotes the bit combination conveyed 
by the symbol. The PPM imposes more system complexity than OOK in indoor 
systems design since both slot- and symbol-level synchronizations are required at 
the receiver. The interested readers are referred to [16] for detailed evaluations of 
these techniques. Multiple-subcarrier modulation technique [17] is another modula-
tion for optical wireless communications. Orthogonal frequency division multiplex-
ing (OFDM) can be used for multiple-subcarrier modulation scheme. In OFDM 
applied to parallel data transmission, high data rate can be achieved by transmit-
ting orthogonal subcarriers. The time-varying channel can be easily estimated using 
frequency-domain channel estimation so that adaptive modulation technique can be 
applied. Combining OFDM with any multiple access scheme makes it a powerful 
tool for indoor optical wireless applications. For OFDM IM/DD optical systems 
applications, two schemes have been recently used: Direct current (DC) biased 
OFDM (DCO-OFDM) [18] and asymmetrically clipped optical OFDM (ACO-
OFDM) [19].

Multiple Access Techniques  Multiple access techniques define the way several 
users get access simultaneously to the available network services. This way, the 
different user’s signals can occupy the same time slot, code, or carrier frequency. A 
single-cell topology using a single optical access point (OAP) per user or per room 
and a cellular topology with spatial reuse using multiple OAPs are examples of 
topologies which can be used for indoor systems. Electrical multiplexing (such as 
time domain multiple access, TDMA; frequency domain multiple access, FDMA; 
or code-division multiple access, CDMA) is also possible to realize multiple access 
in a single cell per room or cellular topology. For optical multiplexing techniques 
wavelength-division multiple access (WDMA) and space-division multiple access 
(SDMA) can be used.

Multiple-input multiple-output (MIMO) can be used for achieving high data rate 
indoor communication system. MIMO configurations can be realized by various 
schemes which include: MIMO using parallel single-input single-output (SISO) 
links, MIMO using spatial multiplexing, and MIMO using spatial modulation [20].

5.4.4 � Propagation Modeling for Indoor Optical Wireless 
Communications

Accurate characterization of indoor channel is essential to predict the performance 
limits and design issues for indoor optical wireless links. This can be done by es-
timating the impulse response of the indoor channel which is an important param-
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eter. In order to estimate the performance of indoor communications system, the 
received optical power and noise variances are calculated for a given transmitted 
optical power. The indoor channel can be regarded as a linear and time-invariant 
system. Assume that a signal pulse is emitted at t = 0 uniformly over the transmitter 
solid cone angle, and let ( )tP t  denote the power of the transmitted optical signal. 
The signal photons undergo free-space loss through the indoor medium and some of 
them reach the receiver. The received signal power can be expressed as

� (5.28)

where h( t) is the impulse response of the indoor channel. Both the detector noise 
and the ambient noise contribute to the total receiver noise. The SNR can therefore 
be evaluated if we know the input transmitted power and the impulse response of 
the indoor channel. A short description of estimating the channel impulse response 
using an iterative site-based method is given below.

Simultaneous evaluation of channels for many transmitter and receiver locations 
can be performed using the method. In order to accurately evaluate shadowing ef-
fects, geometrical model of indoor environments may include people, furniture, and 
partitions. One or more transmitters and receivers are assumed to be placed inside a 
reflective environment with obstructions. At optical frequencies, most building sur-
faces are opaque limiting the propagation of light to the transmitter’s room and the 
reflected light wave from various surfaces is diffusely reflected rather than specu-
larly reflected (like a mirror). Figure 5.11a shows a geometry where a transmitter 
and receiver placed inside a reflective environment with a transmitter and a receiver 
placed inside a room. Figure 5.11b shows the environment with site modeled as a 
set of rectangular boxes containing all sources and receivers. This site model can 
represent a single room or an entire building. Consider a geometry with a transmit-
ter and a receiver placed inside a room. The transmitter or source Sj can be an LED 
or LD transmitting a signal Xj(t) using IM. Consider a collection of receivers with a 
photodiode with responsivity r and using DD.

The signal received by receiver Ri when source Sj is transmitting is Yij( t). The 
photodiode current is then given by:

� (5.29)

where *  denotes convolution, ( )ijh t  is the channel impulse response between 
source Sj and receiver R N ti i, ( )and  is the noise at the receiver. Since the impulse 
response is a function of the source and receiver properties and the environment 
property, we denote the function in a general way as ( ; ; )E j ih t S R .

If multi-element transmitters are used, the signal received by receiver Ri can be 
written as [21]:

� (5.30)
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The transmitted signal may carry the same or different information sequences. The 
signal received by a multi-element receiver is given by [21]:

� (5.31)
1

( ) ( )
I

i ij ii
Y t Y tα τ

=
= −∑

Fig. 5.11   a A geometry with a source and receiver link inside a room. b Site model for the envi-
ronment where all the sources and receivers are contained. ( Reprinted with permission from the 
journal, IEE Proceedings-Optoelectronics (the journal of IET Optoelectronics, previously known 
as IEE Proceedings-Optoelectronics), 11/2003 [21])
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where iα  is some constant factors for each i. The source jS  can be described in 
terms of a position vector sir

���
, an orientation vector �siη , and a radiant Lambertian 

intensity pattern ( )ΦT . The radiation pattern of order n is given by:

� (5.32)

The receiver Ri can be characterized by a position vector rir
���

, an orientation vec
tor �riη , an optical collection area riA , and an effective area at incident angles 
 of (  ) (  )i ri iA A gθ θ = θ  where the receiver gain function (  )θig  depends on θ. For 
a bare photodiode, a typical model is

cos .( ) ( )θ = θig

The environment E can be modeled in such a way that each faces Fi in the room as 
a diffusive reflective surface (Lambertian) of reflectivity 

iFρ .
The impulse response calculation follows the basic method described in [22]. 

The impulse response ( ; ; )E j ih t S R  can be decomposed into a number of reflections 
or bounces as follows [21]:

� (5.33)

where h t S RE
k

j i
( ) ( ; ; )  is the impulse response due to signal light undergoing k reflec-

tions or bounces during its path from the source jS  to the receiver iR . The LOS 
impulse response (i.e., for k = 0, no reflection) (0) ( ; ; )E j ih t S R  is then given by [21]:

� (5.34)

where the distance = −
��� ���

ij sj riD r r  is the distance between the source and the re-

ceiver. The visibility function ( , , )sj riV r r E
��� ���

 is 1 when there is no obstruction along 
the LOS path between j iS and R . Otherwise its value is zero.

If we consider the first M reflections, the impulse response is

� (5.35)

The impulse response ( ) ( ; ; )k
E j ih t S R  above can be approximated by

� (5.36)

Where ρ  is the surface reflectivity function, and andr s
n nε ε  represent element n 

acting as a receiver and a source, respectively. An estimate of the overall impulse 
response function can be obtained by combining the k-reflections impulse response 
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( ) ( ; ; )k
E j ih t S R  from Eq. (5.36) into the Eq. (5.33). The detailed derivations of the 

impulse response can be found in [21]. Figure 5.12 shows typical impulse responses 
for an indoor channel with a LOS path and an indoor channel with no LOS path. 
The stretching of the pulse for NLOS case is clearly shown. For an empty room, a 
reasonable accurate impulse response can be calculated. For example, consider up 
to two bounces which include the following: LOS, first reflection off of all surfaces, 
and second reflections off all surfaces. To characterize and model diffuse optical 
wireless indoor FSO channels, channel gain (i.e., the ratio of the received power 
and the transmitted power) and root-mean-square (RMS) delay spread due to the 
channel can be sufficient. Figure 5.11 shows a qualitatively a comparison of optical 
wireless responses for a LOS path and NLOS paths. For example, it is reported that 
the average RMS delay spreads increasing with distance and ranging from 4 ns to 
7 ns for NLOS channels and up to 3 ns for LOS channels [21].

Once the impulse response function is estimated, the received power can be 
evaluated from the Eq. (5.28) and the SNR of the indoor communication system 
can be estimated. The BER for the IM/DD scheme can then be calculated from the 
BER equations assuming Gaussian noise and ambient noise for the receiver noises.

5.4.5 � Recent Research in Indoor Optical Wireless 
Communications

Infrared MSD configuration communications are reported [23] with preliminary 
experiments on fabrication of beam-shaping optical elements for the transmitter and 
receiver optical front-end. Use of holographic optical elements at both transmitter 
and receiver increases the SNR by at least 11 dB and significantly improves the 
power budget of the system by reducing path loss by more than 6 dB.

Fig. 5.12   Impulse responses for an indoor channel with an LOS path (a) and NLOS path (b) 
( Reprinted with permission from the journal, IEE Proceedings-Optoelectronics. (the journal of 
IET Optoelectronics, previously known as IEE Proceedings-Optoelectronics), 11/2003 [21]) LOS 
line-of-sight, NLOS non-line-of-sight
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One of the recent indoor deployment scenarios which make use of new technol-
ogy development is in the area of sources. For example, recently visible light com-
munications (VLC) technology using white LEDs (WLEDs) driven by progress in 
WLED technology for solid state lighting. There is tremendous potential for using 
this type of LEDs for optical wireless data transmission. WLEDS are classified into 
two types: trichromatic and blue-chip LEDs. Simulation results using trichromatic 
LEDs for data rates up to 400 Mbps are reported [24]. Some of the challenges and 
possibilities with WLED for indoor communications are presented [25]. Using a 
modified version of the classical OFDM modulation scheme, a measured data rates 
higher than 500  Mbps is reported for a VLC system using blue-chip LEDs [26]. 
Room illumination meeting minimum levels according to the standards result in a 
high SNR (>60 dB through the entire room) and therefore VLC does not require 
full light intensity. Thus, indoor system BER can be achievable with VLC. Bit-error 
performance of a PPM scheme for NLOS indoor optical links employing channel 
equalization based on the artificial neural network (ANN) is reported [27]. Channel 
equalization is achieved by training a multilayer perceptions ANN. Their research 
shows that for a highly diffuse channel, the SNR requirement to achieve a BER of 
10−5 for the ANN-based equalizer is ~ 10 dB lower compared with the unequilazied 
“soft” decoding for 16-PPM at a data rate of 155 Mbps. Neural network equalization 
is shown to be an effective tool for mitigating the inter-symbol interference. Indoor 
high-bandwidth optical wireless links for sensor network is presented [28] and dem-
onstrates the capability of indoor optical wireless links of delivering 1  Gbps and 
beyond without inter-symbol interference. A broadband infrastructure can thus be de-
ployed allowing high-quality audio-visual data communication among sensor nodes.

Reference

1.	 D. M. Riley, D. T. Moriarty, J. A. Maynard, Unique properties of solar blind ultraviolet com-
munication systems for unattended ground sensor networks, Proc. SPIE, 5611, pp. 244–254 
(2004)

2.	 International Electrotechnical Commission (IEC), IEC 60825−12: Safety of Laser Products- 
Part 12: Safety of Free Space Optical Communication Systems Used for Transmission of In-
formation, (2005)

3.	 International Commission on Non-Ionizing Radiation Protection (ICNIRP): Guidance on Lim-
its of Exposure to Ultraviolet Radiation of Wavelengths between 180 nm and 400 nm (Incoher-
ent Optical Radiation), initially published in Health Physics 49:331–340, 1985; amended in 
Health Physics 56:971–972, 1989; reconfirmed by ICNIRP in Health Physics 71:978, 1996; 
republished in Health Physics 87(2): 171–186 (2004)

4.	 G. Chen, F. Abou-Gelala, Z. Xu, B. M. Sadler, Experimental evaluation of LED-based solar 
blind NLOS communication links, Optics Express, 16(19), 15059–15068 (2008)

5.	 M. R. Luettgen, J.H. Shapiro, D. M. Riley, Non-line-of-sight single-scatter propagation model, 
J. Opt. Soc. Am A, 8(12), 1964–1972 (1991)

6.	 H. Ding, G. Chen, A. K. Majumdar, Z. Xu, A parametric single scattering channel model for 
non-line-of-sight ultraviolet communications, Proc. SPIE, 7091, (2008)

7.	 T. Feng, F. Xiong, G. Chen, Z. Fang, Effects of atmospheric visibility in performances of non-
line-sight ultraviolet communication systems, Optik 119, pp. 612–617, (2008)



202 5  Non-Line-Of-Sight (NLOS) Ultraviolet And Indoor Free-Space Optical …

   8.	  � A.K. Majumdar, C.E. Luna, P.S. Idell, Reconstruction of probability density function of in-
tensity fluctuations relevant to free-space laser communications through atmospheric turbu-
lence, Proc. SPIE, 6709, pp. 1–15, (2007)

   9.	  � H. Ding, G. Chen, A.K. Majumdar, B.M. Sadler, Z. Xu, Modeling of Non-Line-of-Sight Ul-
traviolet Scattering Channels for Communication, IEEE Journal on Selected Areas in Com-
munications, 27(9), 1535–1544, (2009)

10.	 � H. Ding, G. Chen, A.K. Majumdar, B.M. Sadler, Z. Xu, Turbulence modeling for non-line-of 
sight ultraviolet scattering channels, Proc. SPIE, 8038, 8038OJ, (2011)

11.	 N. S. Kopeika, J. Bordogna, Background noise in optical communication systems, Proc. 
IEEE, 58, pp. 1571–1577, (1970)

12.	 J. H. Franz, V. K. Jain, Optical communication components and systems. (Narosa, India, 
2002)

13.	 L. C. Andrews, R. L. Phillips, Laser Beam Propagation through Random Media, SPIE Press 
Monogr., PM152, (2005)

14.	 D.J.T. Heatley, D.R. Wisely, I. Neild, P. Cochrane, Optical Wireless: The Story So Far, IEEE 
Commun. Mag., pp. 72–82, (1998)

15.	 J. R. Barry, J. M. Kahn, W. J. Krause, E. A. Lee, D. G. Messerschmitt, Simulation of mul-
tipath impulse response for wireless optical channels, IEEE J. Sel. Areas in Commun., 11(3), 
pp. 367–379, (1993)

16.	 J.M. Kahn, J. R. Barry, Wireless infrared communications, Proc. IEEE, 85(2), pp. 265–298, 
(1997)

17.	 T. Ohtsuki, Multiple-subcarrier modulation in optical wireless Communications, IEEE Com-
mun. Mag., 41(3), pp. 74–79, (2003)

18.	 H. Elgala, R. Mesleh, H. Haas, Indoor broadcasting via white LEDs and OFDM, IEEE Trans. 
Consumer Electron., 55(3), pp. 1127–1134, (2009)

19.	 J. Armstrong, A. Lowery, Power efficient optical OFDM, Electron. Lett., 42(6), pp. 370–372, 
(2006)

20.	 H. Elgala, R. Mesleh, H. Haas, Indoor optical wireless communication: Potential and state-
of-the-art, IEEE Commun Mag., 49(9), pp. 56–62, (2011)

21.	 J.B. Carruthers, S.M. Carroll, P. Kannan, Propagation modeling for indoor optical wireless 
communications using fast multireceiver channel estimation, IEE Proc.—Optoelectron. 
(2003). doi:10.1049/ip-opt:20030527, http://iss.bu.edu/jbc/Publications/jbc-j7.pdf

22.	 J.B. Curruthers, P. Kannan, Iterative site-based modeling for wireless infrared channels, 
IEEE Trans. Antennas Propag., 50, pp. 759–765, (2002)

23.	 M. Kavehrad, S. Jivkova, Indoor broadband optical wireless communications: Optical subsy-
tems desigbns and their impact on channel characteristics, IEEE Wireless Commun., pp. 30–
35, (2003)

24.	 Y. Tanaka et al., Indoor visible light data transmission system utilizing white LED lights, 
IECE Trans. Commun., E86-B(8), 2420–2454, (2003)

25.	 D. O’brien, L. Zeng, H. Le-Minh, G. Faulkner, J.W. Walewski, S. Randel, Visible light com-
munications: challenges and possibilities, IEEE 19th international symposium on personal, 
indoor, and mobile radio communications, PIMRC (2008).

26.	 J. Vucic et al., 513 Mbit/s visible light communications link based on DMT-modulation of a 
white LED, J. Lightwave Tech., 28(24), pp. 3512–3518, (2010)

27.	 S. Rajbhandari, Z. Ghassemlooy, M. Angelova, Bit error performance of diffuse indoor opti-
cal wireless channel pulse position modulation system employing artificial neural networks 
for channel equalization, IET Optolectron., 3(4), 169–179, (2009)

28.	 J. Fadlullah, M. Kavehrad, Indoor high-bandwidth optical wireless links for sensor networks, 
J Lightwave Techn, 28(21), 3086–3094, (2010)



203

Chapter 6
Free-space Optical (FSO) Platforms: Unmanned 
Aerial Vehicle (UAV) and Mobile

Arun K. Majumdar

6.1 � Introduction

This chapter discusses the emerging technology of unmanned aerial vehicle (UAV)-
based free-space optical (FSO) communication links. UAVs are a possible future 
application for both civil and military use. The large amount of data generated by 
the UAVs requires high data rate connectivity, thus making FSO communication 
very suitable. This chapter discusses some important issues using FSO links such 
as the FSO unit alignment and the beam attenuation/fluctuation due to the atmo-
sphere. The technical challenges for the alignment in tracking and acquisition are 
addressed. Detailed descriptions are provided in the following areas: alignment 
and tracking of a FSO link to a UAV, short-length Raptor codes for mobile UAV, 
and a modulating retroreflector (MRR) FSO communication terminal on a UAV. 
A new methodology of using multiple UAVs in a cooperative swarm mode is also 
described. Specific areas for UAV swarms are discussed, such as large and adaptive 
beam divergence for inter-UAV FSO communication, networking architectures, 
reliability, and appropriate modulation scheme (pulse position modulation, PPM/
on-off keying, OOK; incoherent detection). Another section of this chapter deals 
with the problem associated with mobile platforms, i.e., tracking in moving vehicles 
and gimbals. The challenges addressed are: variation in receiver beam profile of 
the FSO link and variation in received optical power due to constantly changing 
transmitter/receiver separation. Some basic building blocks for high-speed mobile 
ad hoc networks (MANET) using FSO is described with protocols operating under 
high mobility. An FSO structure is described which can achieve angular diversity, 
spatial reuse, and are multielement. The link performance of mobile optical links in 
the presence of atmospheric turbulence is provided for a FSO-based mobile sensor 
network. Mobile communication challenges and potential solutions are discussed.

A. K. Majumdar, Advanced Free Space Optics (FSO),  
Springer Series in Optical Sciences 186, DOI 10.1007/978-1-4939-0918-6_6,  
© Springer Science+Business Media New York 2015
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6.2 � UAV FSO Communications

Research in the area of FSO communications is usually based on point-to-point link 
or long-range link for space applications. Mobility, i.e., relative movement of either 
the transmitting or receiving terminal (or both) is the greatest challenge in the fam-
ily radio service (FRS) communication technology. By including UAV to provide 
a communication terminal, a number of flexible and practical applications can be 
developed. There is increasing interest in UAV for many applications, especially in 
the area of surveillance, due to zero risk of human casualty. With improved high-
resolution imaging sensors that are much higher date rate than radio frequency (RF) 
technology can support, it is that communication links that transmit more informa-
tion between UAV and ground terminal, or between UAVs. In order to meet the 
increasing demand, efficient ways to communicate with UAVs with FSO optics are 
needed since the UAVs are moving platforms.

Many commercial FSO links operate at 1–2 Gbps over ranges of 1–3 km. Most 
FSO links are stationary but they have been considered for mobile applications. 
Some of the applications include ship-to-ship [1], ground-to-air, and air-to-air [2, 3] 
communication systems and even deep-space communications [4].

6.2.1 � UAV Scenarios for FSO Communications Link

There are three basic FSO communications link scenarios with UAV platform. 
These are (i) ground-to-UAV, (ii) UAV-to-ground, and (iii) UAV-to-UAV or be-
tween UAVs (UAV swarm).

Ground-to-UAV Mobile FSO Channel  Figure 6.1 shows the ground-to-UAV mobile 
FSO link where the speed of the UAV can reach several hundred meters per sec-
ond. Tracking in this scenario is typically accomplished by mechanical components 
such as a 2-D rotating gimbal which is oriented based on global positing system 
(GPS) data from the UAV. Small divergent angle of the transmitting beam makes 
the tracking task difficult. The received signal to noise ratio (SNR) variation can be 
caused by misalignment of the transmitted beam and the detector due to mechanical 
pointing uncertainty error and GPS positioning error which limits the data rates of 
such link [5]. An efficient tracking method is therefore necessary to improve the 
data rate.

UAV-to- ground FSO Communication Link  Figure 6.2 illustrates this concept of a 
bidirectional daytime and nighttime optical communication link from a UAV to a 
stationary ground station. One of the tasks the UAV might have is to take science 
images over desired targets and then download the images via the optical commu-
nication channel.

An optical communication terminal receives a command from ground via RF links 
which also receives continuous updates of the GPS information collected by the 
UAV GPS receiver. Simultaneously, the UAV provides the optical communication 
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terminal with its GPS information. The optical communication terminal uses up-
dated information from both the UAV GPS receiver and the ground location to 
blind point the gumball by sending a beacon signal to initiate the communication 
signal. Data communication starts when the signal terminal tracks on the beacon 
signal. A demonstration of the FSO communication link at 2.5 Gbps is presented [6] 
for a UAV altitude of 15.8–18.3 km using a 200 mW downlink laser at 1,550 nm. 
They reported bit error rate (BER) of 10−9 which needed the pointing requirement 
on the flight terminal of 19.5 µrad and a bias error of 14.5 µrad with a probability 

Fig. 6.2   UAV-to-stationary ground station FSO communication. UAV unmanned aerial vehicle, 
FSO free-space optical

 

Fig. 6.1   Ground-to-UAV mobile FSO communication. UAV unmanned aerial vehicle, FSO free-
space optical
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of pointing-induced fades (due to turbulence) of 0.1 %. Vibration uncertainties also 
need to be eliminated for establishing a high data rate communication link.

UAV Swarms; Links Between UAVs  The use of UAVs for transferring high date 
rate information is very rapidly attracting attention. In some situations, it may be 
necessary to collect data for a defined area with a variety of sensors. When these 
UAVs are operating in swarm formation, the observation area can be increased and 
an occasional loss of a UAV will not completely stop the data transfer process using 
the highly efficient optical communication links. FSO communications offering 
high bandwidth can therefore provide high data rate connectivity required by the 
large volume of data in UAV swarms. Figure 6.3 illustrates FSO network for swarm 
UAVs using three different architectures: Ring Architecture, Star Architecture, and 
Meshed Architecture.

The key point here is to develop the UAVs capabilities to handle multiple sensor 
information in real-time and in parallel so that a large amount of data can be trans-
ferred in real-time with a goal to achieve a rate of 2.5 Gbps or higher.

In the ring architecture mode, all FSO links are bidirectional and in case of a 
broken (or failure) link between any two UAVs, an indirect link may be used but 
the information is sent in the other direction where there is still link [7]. In a star ar-
chitecture, there is one UAV in the middle of the formation which acts as an optical 
multipoint unit (OMU) [7] and is used as a repeater. All other UAVs equipped with 
transceivers are permanently connected with this OMU. A failure of the OMU can 
cause the breakdown of the whole configuration and a redundant OMU might be 
necessary. A meshed network can provide high reliability by combining the advan-
tages of both the star and the ring architecture. Information flow from one UAV to 
another can be realized in different forms and can also be sent in the other direction 
of the ring network.

Atmospheric and Turbulence Effects  For different UAV scenarios, the atmosphere 
plays different roles. Optical signals propagating in the Earth’s atmosphere expe-
rience degradation due to absorption, scattering, and turbulence. Absorption and 

ca b

Fig. 6.3   FSO network for swarm UAVs using three different architecture. a Ring Architecture. 
b Star Architecture. c Meshed Architecture

 

6  Free-space Optical (FSO) Platforms



2076.2 � UAV FSO Communications�

scattering are caused by the interactions of optical waves with atmospheric gases 
and particulates, such as aerosols and fog, and result mainly in the attenuation of the 
signal. Turbulence is caused by the random variations of the refractive index at opti-
cal wavelength, and when an optical beam propagates through a turbulent medium 
atmospheric turbulence causes irradiance fluctuations, beam wandering, and loss 
of spatial coherence of the optical wave. Three possible propagation configurations 
are related to the UAV FSO communication links: uplink, downlink, and horizontal. 
Uplink configuration is the propagation of a ground-based terminal to another ter-
minal in space in general via a slant path. Downlink is when the communication link 
is established from the terminal in space to a ground terminal via a slant path. Hori-
zontal link is defined when both of the communication terminals communicate via 
horizontal path (either on the ground or in space). Obviously, the three links cause 
different effects on the received signals in a UAV receiver since the atmospheric 
models for these three links follow different distributions of atmospheric properties.

Atmospheric Models Related to UAV FSO Communication Links  Based upon the 
measurements, empirical and parametric models of turbulence strength parameter, 
Cn

2 have been derived and several different models are commonly used to represent 
the effects of atmospheric turbulence, and are described below; h is altitude (meter) 
[8]:

i)	 Hufnagel-Valley (HV) model:

� (6.1)

where v is the rms wind speed. Typical value of the parameter, A = 1.7 × 10−14 m−2/3.

ii) ModifiedHufnagel-Valley (MHV) model:

� (6.2)

(iii) Submarine Laser Communication (SLC)-Day model:

� (6.3)

(iv) CLEAR1 model:

Note: Here h is altitude in kilometer above mean sea level (MSL)
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�

(6.4)

For an uplink laser communication link, i.e., from a ground-based terminal trans-
mitting to a UAV, the atmospheric turbulence begins just outside the transmitter ap-
erture, and we can assume a spherical wave for propagation. HV model turbulence 
profile is used. For a specific modulation scheme such as OOK modulation, and 
knowing the parameters such as wavelength, UAV height, transmitter divergence 
angle, and a data rate, the UAV communication performance BER can be computed 
[8]. The BER calculation is based on a Gamma-Gamma probability density function 
for the intensity fluctuations of the outgoing beam.

For a downlink path from a UAV to a ground terminal, the ground-level scintil-
lation near the center of the received wave can be accurately modeled by a plane 
wave. The Rytov variance (i.e., intensity variance of a plane wave) in this case 
depends mostly on high-altitude turbulence, and is consistent with weak-fluctua-
tion theory except the case of very large zenith angle of the UAV. The system per-
formance denoting BER can be calculated using OOK modulation. The same HV 
model (as was used in uplink model) can be used. Probability of fade variation is 
similar to the uplink case [8].

For the horizontal case the value of Cn
2 remains constant along the propagation 

path. The value of Cn
2 at the altitude of the UAVs needs to be accounted for when 

estimating intensity fluctuations or beam wander.
When the UAVs have to operate under atmospheric scattering conditions, scatter-

ing of optical wave by aerosol particulates and fog can be important. The proposed 
model for short distance link is the Kruse model [7] which relates the attenuation to 
visibility V (in km) for a given wavelength (in nm). In visible and near infrared (IR) 
wavelength up to about 2.5 µm, the attenuation is given by [7]:

�
(6.5)

where THτ  is the transmission.
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The attenuation adB over the link path distance dlink can be calculated from the 
measured transmission τ  or the extinction coefficient ( )γ λ  (in km−1) using the fol-
lowing relation:

�
(6.6)

Results are presented using simulation, [9], for 1 km distance between two UAVs 
and a divergence angle of 50 mrad giving a system power of 11 mW for clear sky 
conditions. Results show that 113 mW of transmitter power is needed for moderate 
fog conditions. For a 2 km distance, the required powers are increased: 44 mW for 
clear sky and 4.6 W for foggy weather conditions needed.

6.2.2 � Alignment and Tracking of a FSO Communications 
Link to a UAV

For establishing a successful FSO communication link between a ground station 
and a UAV, the most important criteria to start with is to make sure that the me-
chanical gimbal can accurately track the moving UAV in presence of atmospheric 
turbulence. From UAV side, it is important that the minimum transmitting beam di-
vergence is such that the probability of fading of the signal reaching the receiver due 
to beam wandering caused by atmospheric turbulence is below a required threshold. 
The repeatability and the accuracy of the gimbal to align and track a ground-to-UAV 
FSO link needs to be verified. Divergence of the transmitting beam is one technique 
to help with alignment and tracking of FSO link.

Tracking Algorithm Example for a UAV and a Moving Station (Both Moving Vehi-
cles)  Two scenarios are considered to discuss about tracking algorithm: The first 
scenario is a UAV communicating with a moving vehicle station, and the second 
scenario is a manned aerial surveillance vehicle with an UAV.

UAV and moving vehicle station: The tracking algorithm sends steering com-
mands to the gimbals so that laser alignment is maintained. The gimbals’ angular 
positions and velocities are specified by the tracking algorithm. The angular posi-
tion and velocity of the gimbals can be determined by the following equations [10]:

�
(6.7)

and

�
(6.8)
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2 1( )
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θ θθ −
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(6.9)

and

2 1( )

t

α αα −
′ =

�

(6.10)

where x and y are the distance between the two vehicles on the x-axis and y-axis, 
respectively at a given time, α is the angular position of the gimbals in the x-y plane, 
i.e., the yaw, θ is the angular position of the gimbals in the z-y plane, i.e., the pitch, 
and z is the position of the vehicles on the z-axis. The other variables containing z 
also denote the z-axis position, but affected by various forces, ZP is the z-axis posi-
tion of the vehicle affected by the change in pitch of the vehicle, ZR by the change 
in roll of the vehicle, and, ZY by the change in yaw of the vehicle. yY is the y-axis 
position of the vehicle affected by the change in yaw of the vehicle. t0 and t1 are the 
times for the vehicles at positions one and two, respectively. xY is the x-axis position 
of the vehicle affected by the yaw of the vehicle. The parameters are determined by 
the GPS, an inter-vehicular information system (IVIS), and an inertial navigation 
system (INS). The divergence of the laser source increases proportionately with 
the increase in distance between the vehicles so that the spread of the light can 
determine the update rates of the system. As opposed to stationary terminals in 
the conventions FSO system, when the UAV and another vehicle are moving the 
mobility causes the most challenge in aligning the two terminals for a successful 
FSO communication. If we know the various positioning systems as outlined here, 
an efficient tracking is achievable. This tracking method can be used for transfer-
ring real-time video between UAV and a ground vehicle using high bandwidth FSO 
communications.

Link Margin Analysis for Ground-to-UAV FSO Communications Link  Link margin 
analysis requires calculating the geometric loss for a given transmitter, the transmit-
ter initial beam shape, beam width, and the propagation path length. The transmitter 
input beam profile 2W0 is related to the complex amplitude of the amplitude wave, 
U0(r, 0) as follows:

�
(6.10)

1 1 1 1 0 0 0 0

1 1 0 0

arctan arctant Pt Rt Y t t Pt Rt Y t

t Y t t Y t

z z z z z z z z

y y y y

t

    + + + + + +
−    + +    

=

=

+
+







−
+
+







arctan
y y

x x
arctan

y y

x x
t Y t

t Y t

t Y t

t Y t

1 1

1 1

0 0

0 0








t

U r A
r

W

ikr

F0 0

2

0
2

2

0

0
2

( , ) exp= − −






6  Free-space Optical (FSO) Platforms



2116.2 � UAV FSO Communications�

where α0 is the amplitude of the wave at the optical axis, F0 is the radius of curvature 
of an assumed parabolic distribution of the phase, r is the distance from the beam 
center line in the transverse direction, and k is the optical wave number. Another 
parameter is α related to spot size and phase front radius of curvature by the follow-
ing relation:

� (6.11)

For link margin analysis based on atmospheric loss only (i.e., no turbulence is con-
sidered for this analysis), we need to evaluate geometric loss in FSO communica-
tion which is the ratio between the receiving optics and the beam spot size in the re-
ceiver plane of the FSO link. Using the Eq. (6.10) for the transmitting lowest-order 
transverse electromagnetic Gaussian beam wave, with W0 as the effective beam 
radius, the beam radius at the receiver plane is given by [11]:

�
(6.12)

where ( , , )g g gx y h  are the coordinates of the ground station and [ ]( ), ( ), ( )u u ux t y t h t  
are time-varying coordinates of the UAV. The Gaussian beam at the receiver plane 
of the link can be expressed as:

� (6.13)

� (6.14)

Their simulated results show that at 1.55 µm wavelength, for a 4-km UAV alti-
tude, an effective beam spot size of 3.03 m, and for a 8-km UAV altitude, an effec-
tive spot size of 4.79 m which resulted in expected geometric loss values of − 14.8 
and − 16.8 dB for the 4-km and 8-km altitudes, respectively [12]. Using a receiver 
threshold sensitivity value of − 43 dBm, and factoring in the geometric loss, the 
pointing loss and optical loss, the FSO receiver threshold sensitivity to only atmo-
spheric loss was found to be − 11.3 dBm [11].

6.2.3 � FSO Communication Links Using UAV(s): Practical Issues 
and Recent Development

To establish a UAV FSO link for communication, there are two important factors 
to be considered: first, to verify that that a UAV FSO link for a ground-to-UAV, 
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UAV-to-ground, or between UAVs be aligned and then tracked in presence of at-
mospheric turbulence. Both repeatability and accuracy of the gimbal need to be 
measured. Also how the beam divergence affects the gimbal’s steering tolerance 
for expected geometrical losses from the configuration should be evaluated. Some 
of the characteristics of the gimbal’s ability are investigated [3]. Their experiment 
simulated a scenario where a UAV follows a circular flight path of radius 4 km at 
an altitude of 4 km for a gimbal elevation of 45° from horizontal and a transmitter-
receiver separation of 5.66 km Their experimental results show the following:

•	 X-Y scatter plot of the gimbal repeatability (fell in an area of 0.5 mm2) and ac-
curacy data (gimbal error ranges between 0 and 0.2 mm).

•	 Distribution of azimuth and elevation repeatability in meters and in degrees: 
azimuth repeatability mean of 1.24 m (226.89 µrad) with a standard deviation of 
0.2 m (52.36 µrad); gimbal elevation repeatability of 0.41 m (69.81 µrad); and 
standard deviation of 0.22 m (39.91 µrad).

•	 The gimbal pointing error has a mean of 0.3 m (55.85 µrad) with a standard de-
viation of 0.2 m (34.91 µrad).

•	 Based on the total variance of intensity versus pointing error, the signal level 
is shown to drop below a threshold of 30 dB to be 3.69 × 10−29 (a very small 
number!).

Their results concluded that the beam divergence present in the FSO link is suffi-
cient to offset any error introduced into the alignment and tracking algorithm by the 
gimbal with a very low probability of signal fade for a ground-to-UAV FSO link.

A custom designed and manufactured gimbal with a wide field-of-view (FOV) 
and fast response time is presented [12]. This gimbal system is a 24 V system, 
with integrated motor controllers and drivers which offers a full 180° FOV in both 
azimuth and elevation. Thus, it provides a more continuous tracking capability as 
well as increased velocities of up to 479 per second, as well as active and passive 
vibration isolation systems. Their design will improve the accuracy and stability 
of the precision laser pointing system required for UAV FSO communication link.

Adaptive Beam Divergence Technique:
New technique based on adaptive beam divergence is presented [13] for inter-

UAV FSO under varying distance conditions. A single beam divergence employed 
in the link of optical communications may limit the transmission distance between 
UAVs. An adaptive beam divergence can improve the free space communication 
link performance and provides advantages over a fixed beam divergence in the in-
ter-UAV FSO. The general link equation can be written as:

� (6.15)

where Prx is the received power, Ptx = transmit power, Gtx = transmit optics effi-
ciency, LP = transmit gain, LR = pointing loss, Latm = atmospheric loss, Grx = receiver 
gain, and Lrx = receiver optics loss. If we combine the transmit gain, range loss, 
and receiver gain into a single term, geometrical loss, Lgeo, the Eq. (6.15) can be 
re-written as:

rx tx rx tx p R atm rx rxP P L G L L L G L= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
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� (6.16)

�
(6.17)

� (6.18)

where αrx = receiver aperture diameter, θdiv = beam divergence, R  = communication 
range, and θerr = pointing error.

When two UAVs are trying to establish a communication link, knowledge of each 
other’s location is required provided either by a ground control relay or through the 
swarm control channel. An exact instantaneous position for each UAV is difficult 
because of its inaccuracy in its on-board positioning system and an uncertainty area 
is developed in which the measured UAV position and the actual UAV position 
can be anywhere. The size of the uncertainty area is described by its diameter duca. 
Platform jitter, θjitter can be neglected if it is very small compared to the uncertainty 
area angular size, i.e.,

� (6.19)

An optimum beam divergence is to be determined now in order to deliver more 
beam power to the edge of the uncertainty area so that UAV at that location will 
receive sufficient beam power to continue communications. From Eqs. (6.17) and 
(6.18), a larger beam divergence will increase the geometrical loss and the pointing 
loss will be reduced for a fixed pointing error. From the Eqs. (6.17) and (6.18), we 
can find the optimum beam divergence to send the most beam power to the edge of 
the uncertainty area while satisfying the condition, Eq. (6.19). The distance between 
the two communicating UAVs is continuously changing which affects the maxi-
mum angular pointing error, which is the maximum mispointing of beam when the 
UAV is the edge of the uncertainty area defined by [13]:

� (6.20)

Instead of increasing the receiver aperture size or transmit power, a more efficient 
method is to adopt an adaptive beam divergence to mitigate the loss due to the dis-
tance under the constraint of Eq. (6.19). Thus, the loss due to the geometrical and 
pointing loss can be reduced by constantly changing the beam divergence according 
to the distance. The amount of loss at the edge of the uncertainty area is given by 
[13]:

� (6.21)

For a Gaussian beam, collimated beam diameter is given by [14]:

� (6.22)
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where λ  is the transmitter wavelength, and dout is the collimated output beam diam-
eter. The collimated beam output can therefore be altered to provide adaptive beam 
divergence adjustment in order to improve the FSO communication performance 
under varying distance conditions.

Short-length Raptor Codes for Ground-UAV Optical Channels  Recently short-
length Raptor codes, independent of channel misalignment caused by tracking error 
and atmospheric scintillation are presented for a ground-to-UAV mobile FSO chan-
nel [5]. A UAV FSO channel can suffer severe instantaneous misalignment which is 
not known to the transmitter causing data packet corruption and erasure. Traditional 
fixed-rate erasure coding technique is not suitable. Applications of rateless Raptor 
codes for such mobile FSO system is presented where short-length (16–1024) Rap-
tor codes are designed to apply to a severe jitter FSO channel. For a 1 Gbps trans-
mitter, the designed Raptor code with k = 64 message packets can deliver 560 Mbps 
data rate for a decoding cost of 4.11 operations per packet with transmitting power 
of 20 dB. A traditional automatic repeat-request (ARQ) algorithm technique for the 
same jitter channel can deliver only 60 Mbps. Thus the short-length Raptor code is 
useful for a ground-to-UAV FSO link performance improvement.

Modulating Retroreflector (MRR)-based UAV FSO Communications  Original 
research on multiple quantum well (MQW) modulating retroreflector started more 
than 10 years ago at Naval Research Laboratory (NRL) [15]. Modulating retroreflec-
tor systems couple an optical corner cube retroreflector and an electro-optic shutter 
to provide a 2-way optical communications using a laser source and a pointer-tracker 
on only one platform. The MRR at that time at NRL used a semiconductor-based 
MQW shutter capable of modulation rates greater than 10 Mbps. Many years ago, 
they demonstrated an IR data link between a small rotary-wing UAV and a ground-
based interrogator using the MQW device designed and fabricated at NRL. Optical 
link to an UAV in flight at that demonstration covered a range of only 100–200 ft. 
An airborne reconnaissance concept using a UAV was presented with MQW MRR 
[15]. When using an array, the MQW MRR concept reduced the payload require-
ments for the onboard communication system. The laser communication to small 
UAVs can have the loose pointing requirements of MRR. Small, lightweight, and 
low-cost gimbals can therefore be used for pointing. For small UAV, low precision 
hardware can be used which also decreases size, weight, power, and cost. The MRR 
transmitter can be much smaller, lighter, and uses less power than a traditional laser 
transmitter. NRL demonstrated an initial flight test using a small UAV. For a small 
UAV system, MRR transmitters and photodetectors (PDs) are installed in low-cost, 
lightweight gimbals. Two wingpods, each contains an MRR gimbal, a photoreceiver 
gimbal, a stabilized camera, and electronics. Flight tests are reported where live 
video is transmitted to the ground using the lasercom downlink, whereas pointing 
and zoom comments are sent to the camera via the lasercom link. A frame captured 
from a 15 frame/s video stream is shown [16].

A micro-electro-mechanical systems (MEMS)-based modulating retroreflector 
is proposed as a communication terminal onboard a UAV allowing both the laser 
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transmitter and acquisition, tracking, and pointing (ATP) subsystems to be elimi-
nated. The ATP in the ground station is based on a GPS-aided two-axis gimbal for 
tracking and course pointing, and a fast steering mirror for fine pointing. The system 
designed is a beacon-based, taking advantage of the retroreflector optical principle 
to determine the UAV position in real-time. A modulating retroreflector has been 
proposed as the communications remote terminal where the retroreflector sends the 
incoming beam back to the ground station via the same path of the interrogator laser 
on the ground. Both liquid-crystal-based and MEMS-based MRR are considered. 
With MEMS device, a data rate of > 1 Mbps is the goal while keeping the power 
consumption to remain below 100 mW with the starting laser beam-width of 0.2 cm 
and initial range of 10–1,000 m [17]. An air-to-ground FSO communication system 
design is presented with an emphasis to achieve the minimum payload power, size, 
and weight using a MEMS modulating retroreflector [18]. A new technique for fine 
pointing based on a liquid-crystal device is chosen at the ground station.

Swarm UAVs FSO Communication  One of the future applications for UAV fly-
ing in swarm carrying a variety of sensors is for monitoring and surveillance a 
large area. Data rates of 100 Mbps to 1 Gbps are needed to handle multiple sensor 
information in real time and parallel. For swarm UAVs, a reliable and high-perfor-
mance wireless communication link among UAVs are essential. There are two com-
munication systems needed for the swarm UAVs: Air-to-air UAV communication 
system enables the sharing of sensor and map information among the UAVs, and 
air-to-ground system provides mission information to the ground station for mission 
control and display. Actions of each UAV can reduce the risk in the environment 
for all other UAVs. Different types of networks for swarm UAVs were mentioned 
earlier in this chapter: Ring, Star, and Meshed Architectures. Links between UAVs 
are considered [7] for short links because of high costs. The effects of turbulence 
on the propagation path is negligible compared to foggy environments. For short 
links, an omnidirectional beam arrangement and the beam broadening are inter-
esting alternate solution to expensive and heavy tracking system. Omnidirectional 
multi-beam systems installed on swarm UAVs offer potential enhanced reliability 
and availability. Due to continuous motion and changing relative speeds of all its 
members, for the swarm UAV scenario to maintain a line-of-sight (LOS) FSO link 
is challenging [19].

6.3 � Mobile FSO Communications

Originally, the FSO communication was meant for stationary terminals for provid-
ing high bandwidth solution. Introducing mobility to FSO technology will open 
more applications. Mobility will also have its own challenges including the LOS 
maintenance for continuous data flow. One of the goals is therefore to develop tech-
nology that enables a mobile terminal to be tracked.
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6.3.1 � Beam Divergence and Power Levels Variations in Mobile 
FSO Communications

As the transmitter-receiver separation continuously changes in a mobile FSO link, 
the received beam profile and the received power levels also change. Beam diver-
gence is used to simplify alignment of transmitter and receiver in FSO link. For a 
mobile operation using FSO link, the propagation range is continuously changing 
with time, and therefore the received beam profile on the receiver plane is chang-
ing. Consequently the beam divergence is changing with the propagation distance 
and the received power is also varying. From a communications point of view, the 
variations in received power cause the SNR to change constantly which results in 
changes in BER of the systems performance. This simply means that in mobile 
FSO link, it is difficult to maintain a constant high data rate that is required by the 
system. The system requires that the received power level should be within the 
maximum and minimum allowable power levels even if the distance between the 
transmitter and the receiver terminals changes.

Mobile FSO Link Analysis  Figure 6.4 shows a FSO link configuration for a trans-
mitter and a receiver mounted on mobile platforms. The transmitter Tx is travel-
ling up with a velocity vTx(t) and the receiver Rx is traveling down with a velocity 
vRx(t), the range R(t) between the transmitter and the receiver is varying with time 
while keeping the horizontal separation d constant while both terminals move. The 
resulting beam profile on at the receiver plane is W(t). At any time t, the separation 
between Tx and Rx is given by:

�
(6.23)( )

sin ( )

d
R t

tα
=

Fig. 6.4   FSO link configura-
tion for a transmitter and a 
receiver mounted on mobile 
platforms. FSO free space 
optical
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where ( )tα  the angle between Tx and Rx is also varying with time. If we assume the 
lowest order transverse Gaussian beam, 0 ( ,0)U r  for the transmitting beam, then we 
can write [20]:

�
(6.24)

where A0 is the amplitude of the wave, r is the distance from the center line in the 
transverse direction, 2

01,j W= −  is the effective beam radius at the transmitter, 0F  is 
the parabolic radius of curvature of the phase distribution, and k is the optical wave 
number. If we substitute 0α  as follows:

�
(6.25)

then Eq. (6.24) can be written as:

�
(6.26)

The optical field at the distance R(t) can be written as Huygens-Fresnel integral 
[20]:

�
(6.27)

where 
0 ( ,0)U s  is the optical wave at the source plane, i.e., at the ground station 

transmitter plane and ( , ; ( ))s r R t  is a Green’s function. In general, Green’s function 
is a spherical wave which, under the paraxial approximation, can be expressed as 
[20, 21]:

�
(6.28)

Evaluating the integrals, a Gaussian-beam wave with complex amplitude 0

01 ( )
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can be obtained as

�

(6.29)

where [ ]01 ( )j R tα+  is the propagation parameter [21]. In terms of the input plane 
beam parameters, such as beam radius, the following parameters are defined:
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�
(6.31)

The parameter 0Θ  describes the amplitude change in the wave due to focusing, and 
0Λ  describes the amplitude change due to diffraction. The receiver parameters can 

be expressed in terms of the source parameters:

�
(6.32)

where Θ  and Λ are the receiver beam parameters. The beam radius W and the phase 
front curvature F at the receiver are given by [21]:

�
(6.33)

The beam radius at the receiver Rx can be written as:

�
(6.34)

The distance between TX and Rx R(t) is related to the angle ( )tα  between them as 
shown in the Eq. (6.23). Thus, the beam radius can be written as:

�

(6.35)

The Gaussian-beam wave at the receiver is:

�
(6.36)

The irradiance or intensity of the optical wave is the squared magnitude of the field. 
Thus at the receiver, the irradiance is given by [20]

� (6.37)

The total power at the receiver can be calculated from [20]

�
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Therefore, for mobile terminals ( Tx and Rx), the divergence of the beam and the 
power can be computed so that the gimbals be rotated by proper aligning in order to 
improve the performance of the mobile FSO communication link.

Simulation results are presented [22] for a mobile FSO link using the following 
parameters: a 20 mW laser transmitter operating at a wavelength of 1.55 μm for a 
constant distance, d of 1,000 m, varying angle ( )tα  from + 15° to − 15°, and the 
effective beam radius of the transmitter of 2 cm with a half angle divergence of 
100 μrad. The simulation results reported are: The Gaussian beam profile at mini-
mum and maximum transmitter-receiver separation is spread upto 0.67 and 0.18 
radial distance, the receiver beam radius for alignment varies from 24.1 to 88.0 cm 
(this variation on receiver beam profile requires the implantation of a tracking al-
gorithm to take account of this variations), and the received power varies from a 
maximum of 19.9 mW to a minimum of 16.9 mW for the 20 mW laser transmitter 
at 1.55 μm.

A tracking control method for an active FSO communication system is presented 
in [23] that enables a mobile terminal to be tracked in a user network area with 
short-range coverage. The active FSO system consists of paired terminals of a trans-
mitter with a laser diode (LD) and a receiver with a PD. Each terminal controls the 
path of the laser beam to align it with the optical axis of the PD regardless of the 
positional changes between the terminals. An extended Kalman filter method pro-
posed in their work in order to estimate the relative position and orientation between 
the terminals which is required by the axis alignment control.

For a successful PAT for a FSO links between ground and aerial vehicles is pre-
sented [24] with the capability of a high precision, agile, digitally controlled two-
degree-of-freedom electromechanical system for positioning of optical instruments, 
cameras, telescopes, and communication laser.

6.3.2 � MANET FSO Communication Links

The recent proliferation of wireless technologies for various user applications have 
prompted a tremendous wireless demand. Wireless nodes are essential to provide 
the full ranges of connectivity for gathering and exchanging information anytime, 
anywhere and are expected to dominate the Internet soon. Smartphones via WiFi 
and mobile Web allow users to get information anywhere and anytime. There is thus 
the exploding mobile wireless traffic demand which can only be met by leveraging 
the enabled optical wireless spectrum with high bandwidth capacity. Ultra-high-
speed MANETs with cooperative multiple-input-multiple-output (MIMO) can sat-
isfy today’s tremendous wireless demand. This subsection will discuss the basics of 
FSO MANETs with conceptual node designs.

Mobile FSO Communications and MANETS  FSO and MANETs are two areas in 
telecommunications research that have been shown rapid development over the last 
several years. A MANET enhanced with FSO communication units would provide 
improved solutions for telecommunication services where infrastructure is unavail-
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able, such as emergency response, disaster recovery, environmental monitoring, etc. 
The key limitation of FSO for mobile communication is that the LOS alignment has 
to be maintained all the time during successful communication. The transmitter and 
receiver pair should be aligned with respect to the focused optical beam with the 
capability to compensate for any sway or mobility.

For MANET to operate successfully, accurate alignment is essential. A timer-
based alignment implementation is presented [25] in auto-alignment circuitry where 
interface alignment procedure is implemented periodically instead of sending a 
packet every. A timer is introduced which goes off with a predetermined (roughly 
0.5 s) frequency and calculates the alignments in the network. Every transceiver 
determines its neighbor and keeps a table that has an entry for each aligned trans-
ceiver. A basic multielement antenna is shown in Fig. 6.5 (a) where an interface on 
Node A has an alignment table to determine which interfaces of Node B are to be 
aligned (those who are within the FOV of Node A). Every transceiver in the net-
work keeps a table for keeping track of its neighboring transceivers which is used 
for alignment. Only when the interfaces are aligned, the channel delivers the packet 
to the transceiver. Figure 6.5 (b) shows a mobile scenario with two nodes: Node A 
(stationary) and Node B (moving). The two nodes lose their alignment when Node 
B is in an intermediate state, i.e., between position 1 and 2, or between position 2 
and 3. In order to maintain the connection between the two nodes, choosing the 

a

b

Fig. 6.5   a Multielement optical antenna with an interface having an alignment table on Node A to 
determine which interfaces of Node B can be aligned. b Conceptual scenario for alignment of two 
nodes ( Reprinted with permission [25])
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divergence angle and increasing the number of transceivers may be helpful. An 
auto-alignment circuitry has been designed [26] to remedy the problem of hand-off. 
When the two nodes are mobile, the alignment between them is lost and is to be re-
gained, and the two transceivers should be changed in both nodes to accommodate 
these changes. Auto-alignment circuitry delivers quick response and auto hand-off 
of logical flows among different transceivers. In the Fig. 6.5 (b), an auto-alignment 
circuitry in Node A, e.g., will switch from one interface to another interface and fi-
nally to an interface in Node B position 1 as Node B changes its position from posi-
tion 1 to position 2 and position  3, thus handing off the logical stream to a different 
physical channel. Thus to ensure uninterrupted data flow, auto-aligning transmitter 
and receiver modules are necessary.

Practical Issues for MANET Alignment and Recent Development  MANET design 
with multi-transceiver optical wireless spherical structures: A concept of spheri-
cal FSO node is presented [26, 27]. The spherical FSO node provides the needed 
angular diversity and LOS in all directions. Figure 6.6 (a) shows the general con-
cept of spherical surfaces where 3-D arrays of FSO transceivers are installed. Each 
transceiver on the sphere has a transmitter (e.g., Light Emitting Diode, LED) and 
optical receiver e.g. PD). To minimize the geometric loss due to beam divergence, 
the transmitter size should be as small as possible, and the receiver as large as 
possible within one slot of the 3-D array. This arrangement not only improves the 
range characteristics (availability of light source in every direction) but also enables 
multichannel simultaneous communication through multiple transceivers. One of 
the optimum designs includes constructing the nodes in honeycombed arrays of 
transceivers as shown in Fig. 6.6 (b). An auto-alignment circuitry is also incorpo-
rated which selects which transceiver to use for data communication. Figure 6.6 (c) 
depicts the 3-D spherical FSO node showing a LOS maintenance.

Fig. 6.6   3-D spherical FSO systems with optical transceivers. a Translated sphere. b Honey-
combed arrays of transceivers. c 3-D spherical FSO mode showing a line-of-sight (LOS) main-
tenance( Reprinted with kind permission from Springer Science+Business Media B.V., 2007, 
Figs. 1(a), 1(b), and (3) [26]). FSO free-space optical
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Communication Coverage Propagation Model and Optimal Coverage  Higher 
packaging density can improve communication performance by providing higher 
aggregate coverage, but also introduces interference of the neighboring transceiv-
ers. The coverage area may be defined [27] as the area, points of which are within 
the LOS of the FSO node. Let r equal the radius of the circular 2-D FSO node (for 
the purpose of analysis, a 2-D FSO is considered and then a 3-D FSO is analyzed), 
ρ  = the radius of a transceiver, θ = the divergence angle of a transceiver, and τ  = the 
length of the arc in between two neighboring transceivers on the 2-D circular FSO 
node. For n transceivers placed at equal distance gaps on the circular FSO node, and 
the diameter of a transceiver 2 ,ρ τ  is then given by [27]:

�
(6.39)

The angular difference ϕ  between two neighboring transceivers is given by [27]:

� (6.40)

The FSO transceiver’s convergence (the vertical projection of a lobe) is approxi-
mated as the combination of a triangle and a half circle [27]. Let R be the height 
of the triangle so that the radius of the half circle is R tanθ. The coverage area of a 
single transceiver L can be derived from:

�
(6.41)

The coverage area C of a single transceiver can be found for two cases, (i) cover-
age areas of the neighbor transceivers do not overlap, and (ii) coverage areas of 
the neighbor transceivers overlap. The coverage areas of the neighbor transceivers 

do not overlap when tan (R r) tan
2

ϕθ  ≤ +   
, and the coverage area is the same as 

the coverage area, i.e., C = L. When the coverage area of the neighbor transceiv-

ers overlap, i.e., tan (R r) tan
2

ϕθ  ≥ +   
, the coverage area is the coverage area ex-

cluding the area that interferes with the neighbor transceiver, i.e., C = L − I, where
I is the interference area that overlaps with the neighbor transceiver’s coverage. A 
prescription and geometry is given in [26] to find the interference area.

The Maximum Range Rmax  The maximum range Rmax that can be reached by the 
2-D FSO node depends on the transmitter’s and receiver’s optical and electro-opti-
cal characteristics, geometry, the atmospheric attenuation, and geometrical spread 
of the FSO node. The geometric attenuation AG is a function of the transmitter 
radius, γ , the radius of the receiver (on the other receiving FSO node) ζ  cm, diver-
gence angle of the transmitter θ , and the distance between the transmitting node and 
receiving node R and is given by [26]:

2 2
2

r n r
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�
(6.42)

The atmospheric attenuation AL depends on the absorption and scattering of the op-
tical transmitting wave by the atmospheric molecules and aerosols and is given by:

� (6.43)

where σ  is the attenuation coefficient due to both absorption and scattering coef-
ficients. For FSO communications, Mie scattering dominates the other losses and 
σ  (Km) can be written as (in terms of the visibility), V (Km) for a transmitting 
wavelength λ [28]:

� (6.44)

where q is the size distribution of the scattering particles and depends on the vis-
ibility V: q = 1.6 (for V ≥ 50 Km, 1.3 (for 6 km 50 ≤ V < 50 Km), and 0.585 V1/3 (for 
V < 6 km).

For a transmitter source power of P dBm and receiver sensitivity S = − 43 dBm, 
the following inequality needs to be satisfied for detecting optical signal:

� (6.45)

From the inequality, the maximum solution of which is Rmax:

�
(6.46)

R can be solved from the above equation to determine the maximum range for a 
given FSO transmitter and receiver parameters and atmospheric condition. The op-
timal number of transceivers that should be placed on the 2-D circular FSO node is 
obtained by optimizing the total effective coverage area of n transceivers, i.e., nC. 
Note that C depends on P, θ, V, and n. For a given r and ρ, the optimization problem 
can be written as [27]:

�
(6.47)

As an example, a task can be to optimize the parameters such that 0.1 mRad ≤ θ, 
P ≤ 32 mW, and V ≤ 20, 200 m.

Development of MANET technology is extremely important for satisfying the 
high demands for telecommunication for today and for the future.

2

10 log
200GA

R

ζ
γ θ

 
=  + 

10log( )R
LA e σ−=

3.91
( / 550) q

V
σ λ −=

( 43)L G L GS P A A P A A− < + − + < +

2

( 43) 10 ( ) 10
200

RP log e log
R

σ ζ
γ θ

−  
− + < +  + 

{ }max
( , , , )

  , P,V,n
nC P V nθ

θ

6.3 � Mobile FSO Communications�



224

References

  1.	 V. Gadwal, S. Hammel, Free-space optical communication links in a marine environment. 
Proc. SPIE. 6304, 1–11 (2006)

  2.	 T. I. Kin, H. Refai, J.J. Sluss Jr., Y. Lee, Control system analysis for ground/air-to-air laser 
communications using simulation. Proc. IEEE 24th Digital Avionics Syst. Conf. 1.C.3-1–
1.C.3-7 (2005)

  3.	 A. Harris, J.J. Suss Jr., H.H. Refai, Alignment and tracking of a free-space optical communi-
cation link to a UAV. Proc. IEEE 24th Digital Avionics Syst. Conf., IEEE Conf. 0-7803-9307-
4/05/, 1.C.2-1–1.C.2-9 (2005)

  4.	 A. Biswas, S. Pazzola, Deep-space optical communications downlink budget from mars: 
System parameters. Interplanetary Network Progress Report, Jet Propulsion Laboratory 
(2003)

  5.	 W. Zhang, S. Hranilovic, Short-length raptor codes for mobile free-space optical channels. 
978-1-4244-3435-009/IEEE ICC Proc. (2009)

  6.	 G.G. Ortiz, S. Lee, S. Monacos, M. Wright, A. Biswas, Design and development of a robust 
ATP subsystem for the Altair UAV-to-Ground Laesrcom 2.5 Gbps Demonstration. SPIE Proc. 
4975, 103–114 (2003)

  7.	 Ch. Chlestil, E. Leitgeb, S.S. Muhammad, A. Friedl, K. Zettl, N.P. Schmitt, W. Rehm, N. 
Perlot, Optical wireless on swarm UAVs for high bit rate applications. Proc. IEEE Conf. 
CSNDSP 19th–21st July, Patras, Greece (2006)

  8.	 A.K. Majumdar, F.D. Eaton, M.L. Jensen, D.T. Kyrazis, B. Schumm, M.P. Dierking, M.A. 
Shoemake, D. Dexheimer, J.C. Ricklin, Atmoepheric turbulence measurements over desert 
site using ground-based instruments, kite/tetherd-blimp platform and aircraft relevant to op-
tical communications and imaging systems: Preliminary results. Proc. SPIE 6304, 63040X-
1–63040X-12 (2006)

  9.	 E. Leitgeb, Ch. Chlestil, A. Friedl, K. Zettl, S.S. Muhammad, Feasibility study: UAVs. TU-
Graz/EADS, Study (2005)

10.	 M. Al-Akkoumi, R. Huck, J. Sluss Free-space optics technology improves situational aware-
ness on the battlefield. SPIE Newsroom, 1–3 (2007). 10.1117/2, 1200709.0858

11.	 A. Harris, J.J. Sluss, H.H. Refai, Free-space optical wavelength diversity scheme for fog 
mitigation in a ground-to-unmanned-aerial-vehicle communications link. Opt. Eng. 45(8), 
86001 (2006)

12.	 M. Locke, M. Czarnomski, A. Qadir, B. Setness, N. Baer, J. Meyer, W.H. Semke, High-per-
formance two-axis gimbal system for free space laser communications onboard unmanned 
aircraft systems. Proc. SPIE. 7923, 79230M-1–79230M-8 (2011)

13.	 K.H. Heng, N. Liu, Y. He, W.D. Zhong, T.H. Cheng, Adaptive beam divergence for inter-
UAV free space optical communications. IEEE Conf. IPGC (2008)

14.	 S.G. Lambert, W.L. Casey, Laser Communications in Space (Artech House, Boston, 1995)
15.	 G.C. Gilbreath et al., Large-aperture multiple quantum well modulating retroreflector for 

free-space optical data transfer on unmanned aerial vehicles. Opt. Eng. 40(7), 1348–1356 
(2001)

16.	 P.G. Goetz et al., Modulating retro-reflector lasercom systems at the naval research labora-
tory. The IEEE Military Communications Conference- Unclassified Program- Systems Per-
spective Track, 1601–1606 (2010). 978-1-4244-8180-410

17.	 A. Carrasco-Casado, R. Vergaz, J.M. Sanchez-Pena, Design and early development of a 
UAV terminal and a ground station for laser communications. Proc. SPIE. 8184, 81840E-
1–81840E-9 (2011)

18.	 A. Carrasco-Casado, R. Vergaz, J.M. Sanchez-Pena, E. Oton, M.A. Geday, J.M. Oton, Low-
impact air-to-ground free space communication system design and first results. IEEE Confer-
ence on Space Optical Systems and Applications, (2011). 978-1-4244-9685-311

6  Free-space Optical (FSO) Platforms



225References

19.	 S.S. Muhammad, T. Plank, E. Leitgeb, A. Friedl, K. Zettl, T. Javornik, N. Schmitt. Challenges 
in establishing free space optical communications between flying vehicle. IEEE Proceedings, 
CSNDSP08, 82–86, (2008). 978-1-4244-1876-308

20.	 L.C. Andres, R.L. Phillips, Laser Beam Propagation through Random Media (SPIE, Belling-
ham, 1998)

21.	 A. Ishimaru, Wave Propagation and Scattering in Random Media (IEEE, Piscataway, 1997)
22.	 A. Harris, T. Giuma, Divergence and power variations in mobile free-space optical commu-

nications. IEEE Third International Conference on Systems, 174–178 (2008). 978-0-7695-
3105-208

23.	 K. Yoshida, T. Tsujimura, Tracking control of the mobile terminal in an active free-space 
optical communication system. SICE-ICASE International Joint Conference, 89-950038-5-5 
98560/06, Bexco, Busan, Korea, 369–374, (Oct. 18–21, 2006)

24.	 V.V. Nikulin, J.E. Malowicki, R.M. Khandekar, V.A. Skomin, D.J. Legare, Experimental 
demonstration of a retro-reflective laser communication link on a mobile platform. Proc. 
SPIE. 7587, 75870F-1–75870F-9 (2010)

25.	 M. Bilgi, Capacity scaling in free-space-optical mobile ad-hoc networks. A Master’s Thesis, 
at the University of Nevada, Reno, May 2008

26.	 M. Yuksel, J. Akella, S. Kalyanaraman, P. Dutta, Free-space mobile ad hoc networks: Au-
to-configurable building blocks. Wirel. Netw. (Springer, 2007). doi:10.1007/s11276-007-
0040-y

27.	 M. Yuksel, J. Akella, S. Kalyanaraman, P. Dutta, Optimal communication coverage for free-
space-optical manet building blocks. http://www.shivkumar.org/research/papers/unycn05.
pdf, Access date 2014. Also see: CiteSeer × β, Devleoped by Pennsylvania State University, 
2007–2010. http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.143.5616

28.	 H. C. van de Hulst, Light Scattering by Small Particles (Dover, New York, 1981)



227

Chapter 7
Other Related Topics: Chaos-based 
and Terahertz (THz) FSO Communications

Arun K. Majumdar

7.1 � Introduction

This chapter discusses two related topics: (i) chaos-based and (ii) terahertz (THz) 
free-space optical (FSO) communications. The first one is chaos-based FSO com-
munication in which the application of chaos to communications can provide many 
promising new directions in the areas of coding, security, and ultra-wideband com-
munications. The chapter describes generation and synchronization of optical cha-
otic signal where chaotic system can be applied to the encryption/decryption blocks 
of a digital communication system. A hybrid electronic/optical-synchronized chaos 
communication system is described to achieve secure communication. Chaotic 
modulation of data may be less sensitive to electronic nonlinearities in the FSO 
transceivers. The chapter points out that the use of chaotic signals may be very at-
tractive as carriers in spread spectrum communications. A theoretical analysis dem-
onstrating the capabilities of a secure free-space communication system using phase 
shift keying (PSK) modulation scheme and coherent digital receiver is presented 
to enhance communications security. Some recent experimental results of chaotic 
free-space laser communication over a turbulent channel are described.

With increasing demand, THz frequencies are being considered for short-range, 
high data rate applications. THz-based FSO communications is the second main 
topic of this chapter. It has the potential to add new capabilities for imaging, com-
munications, sensors, and materials research. Because THz waves have a combina-
tion of optical and radio properties, they can be reflected and scattered more easily 
than light waves and can thus be applied to short-range FSO systems. The chapter 
provides information about quantum cascade laser and quantum well photo detec-
tor for THz generation and detection, modulators with THz bandwidth, and some 
recent results of THz FSO link.

A. K. Majumdar, Advanced Free Space Optics (FSO),  
Springer Series in Optical Sciences 186, DOI 10.1007/978-1-4939-0918-6_7,  
© Springer Science+Business Media New York 2015
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7.2 � Chaos-based FSO Communications

7.2.1 � Basics of Chaotic Optical Communications

Mathematical way to generate chaos  Chaotic behavior can be expected from any 
dynamic system that shows sensitivity towards initial conditions, i.e., a very high 
relationship with the previous values exists so that the value of the system at any 
point of time depends on the previous values. Small differences in initial conditions 
yield widely diverging outcomes for chaotic systems. Chaotic system possesses the 
ideal characters to be employed in crypto systems and by using chaotic methods, 
we can prevent all kinds of intrusions. The message can be hidden with the chaos 
and be sent via an FSO communication link. The message can only be retrieved 
at the receiver’s end by generating the same chaos. Chaos can be generated math-
ematically. Recursive algorithms can be used to calculate the values. Any Xi

th value 
depends immediately on Xi−1

th value so that the value can be recursively calculated. 
Mathematical equations can be used to calculate in simpler way. Consider the fol-
lowing function:

� (7.1)

The above second-order function can be used to generate mathematical chaos. The 
above equation is bounded for the limits 0 p 4< < . The equation can be written as:

�
(7.2)

The starting value is 0x  and in this iterative form every nth value depends on all 
other previous values. The plot of such functions is also called chaotic maps. For 
0 p 3< < , the function converges to a particular value after some number of itera-
tions. As p is increased to just greater than 3, the curve splits into two branches. This 
splitting is termed bifurcation. Mathematically, this tends to chaos. As the param-
eter “p” is further increased, the curves bifurcate again. With further increased value 
of “p,” the bifurfaction becomes faster and beyond a certain value of “p” known as 
the “point of accumulation” periodicity gives way to complete chaos. This happens 
for p 3.57>  whereas for p = 4, chaos values are generated in the complete range of 0 
to 1. This is the point we are interested in. During 3.6 p 4< < , complete randomness 
and chaotic behavior is observed.

Chaotic signals generated in nonlinear electrical circuits [1–3] and lasers [4] can 
potentially be used as carriers for information transmission in a communication 
system. The advantage of a broadband information carrier is that it can enhance 
the robustness of communication channels to interferences with narrowband distur-
bances. The broadband coding signal in a chaos-based communication is generated 
at the hardware level where chaotic carriers offer a certain degree of privacy in the 
data transmission. Thus, a new type of high data rate communication system can 
be designed using waveforms generated by deterministic chaotic system to carry 

( ) (1 )**f x p x x= −

1 * *(1 )n n nx p x x− = −
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information in a robust manner. Chaotic communication systems are based on chaos 
synchronization where synchronized chaotic emitters and receiver lasers are em-
ployed to encode and decode information at the hardware level. The generated cha-
otic signal at the emitter hides the message which can be recovered when using the 
appropriate receiver. Messages (information) are embedded within a chaotic carrier 
in the emitter, and recovered after transmission by a receiver which is synchronized 
with the emitter. A nonlinear filtering process is performed at the receiver where a 
message-free chaotic signal is generated locally which is then subtracted from the 
encoded transmitted signal to recover the message (information). Chaotic optical 
communication is possible when the broadband chaotic emissions from two spa-
tially separated emitters (lasers) are synchronized to each other. In order to satisfy 
the requirement for synchronization of the two lasers, the irregular time evolution 
of the emitter laser optical power must be perfectly reproduced at the receiver la-
ser. Decoding the message from the chaotic carrier is based on the nonlinear phe-
nomenon of chaos synchronization between the emitter and the receiver so that the 
message can be extracted by subtracting the chaotic carrier from the input (chaotic 
carrier + message).

7.2.2 � Chaotic FSO Communication over Atmospheric 
Turbulent Channel

Feasibility of chaos-based communications using fiber-optic links have been al-
ready proposed and demonstrated in the past [5, 6]. Chaotic communication in sev-
eral optical systems are discussed where an erbium-doped fiber ring laser (EDFRL) 
produces chaotic fluctuations of light intensity onto which is modulated a message 
consisting of a sequence of pseudorandom digital bits [5]. Chaos and message to-
gether propagates through a standard single-mode optical fiber from the transmitter 
to a receiver. Message from the chaos is recovered at the receiver. The fiber link is 
35 km and the data rate up to 250 Mbps is achieved by the researchers. High-speed 
long-distance chaos-based communications over a commercial fiber-optic channel 
is presented [6] for a transmission over 120 km of optical fiber at data rates of Gbps 
ranges achieving bit-error rates (BER) below 10−7. The results provide a convincing 
proof-of-practical concept for optical chaos communications technology.

Although much research have been done for chaotic optical communications 
using fiber channels, FSO chaotic communication over a real-life highly random 
channel such as turbulence has not been investigated as much. This subsection 
discusses the concept for developing and designing FSO communication systems 
based on encoding and decoding of chaotic signals for recovering messages in pres-
ence of atmospheric turbulence media.

a.	 Double-pass Chaotic FSO Communication Link

One of the first chaotic free-space laser communications over a turbulent channel is 
reported [7] where a chaotic self-synchronizing free-space laser communication in 
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presence of severe communication signal distortions caused by atmospheric turbu-
lence is studied experimentally. A double-pass propagation link (~ 5 km round-trip 
path) using a corner cube reflector is used in their demonstration. Figure 7.1 shows 
a block diagram of a double-pass chaotic FSO communication. A 10 mW semi-
conductor laser beam (λ = 690 nm) coupled to a single-mode fiber is transmitted 
towards a corner-cube retroreflector 2.5 km away. The reflected beam is received by 
the same telescope (used by the transmitter) and is detected by a photodetector. The 
scintillation index for the turbulence is about 0.8–0.9, indicating a strong turbulence 
regime. A chaotic laser communication transceiver consists of a laser generating a 
chaotic sequence short-term (~ 1.0 µs) on-off pulse, triggered by transistor-transis-
tor logic (TTL) pulse signal from a chaotic transceiver controller where the chaotic 
sequence of the time intervals corresponds to iterations of a chaotic process with 
the binary information signal added to the chaotic signal. This way a chaotic pulse 
position modulation (PPM) is used. The interpulse interval fluctuates chaotically 
ranging from 10 to 25  secμ  at a ~60 kbps bit rate. A chaotic pulse position modula-
tion receiver receives the distorted chaotic pulses detected by the photodetector, and 
the information signal is finally recovered from chaotic iterations. This method of 
chaos communication is referred to as chaotic pulse position modulation (CPPM). 
The BER from the real-time transmission of binary pseudorandom code data is 
measured to be 1.92 × 10−2. This research thus proves the concept of chaos commu-
nication in presence of atmospheric turbulence using self-synchronizing method.

b.	 One-way Chaotic FSO Communication Link

Figure 7.2 shows a block diagram of a chaotic FSO communication system in pres-
ence of atmospheric turbulence channel. At the transmitter end, there is a master 

Fig. 7.1   Block diagram of a double-pass chaotic FSO (free-space optical)communication through 
atmospheric turbulence
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laser which is routed to chaos through a delayed optoelectronic feedback and then 
a message is embedded in the generated chaotic carrier. At the receiver end, a twin 
semiconductor laser (the slave laser) is required to synchronize to the chaotic master 
laser so that the message can be recovered by operating a difference between chaos 
and received signal and by low-pass filtering. The system described here allows for 
effectively masking the message at the transmitter so that an eaves-dropper is not 
able to recover the hidden message. The encoded message m(t) can be modulated 
either by a chaotic intensity modulation (CIM) or the additive chaos modulation 
(ACM) method. In the first method (CIM), the message is superposed just before 
the transmitter output by an intensity modulation so that the transmitted power, 

T M MP  t [1 m(t)] P (t)where t) )P( (+=  is the chaotic carrier power. In the second meth-
od (ACM), the message can be summed inside the feedback loop to influence the 
chaos generation and create a symmetric scheme (the message is sent to both master 
and slave lasers).The signal power at the receiver PR is converted into the photocur-
rent IR. A bias current is added to the slave laser and the chaotic carrier PS is gener-
ated through the synchronization process. If synchronization is perfect, the two car-
riers are equal, i.e., PS = PM. The message now can be recovered by the difference 
IR-IS. The low-pass filter eliminates the high-frequency noise and chaos components 
with a bandwidth BLPF equal to that of the PPM pulse: BLPF = RbM(dlog2M)−1 where 
Rb is the data (bit) rate, M is the PPM order, and d is the slot duty cycle. Note that 
here the message is encoded through a PPM method.

Recently numerical evaluation of the performance of an indoor free-space cha-
otic communication system operating at 1550 nm in presence of multipath reflec-
tions and ambient light noise is presented [8]. The Q-factor versus bit rate for two 
modulation schemes CIM and ACM are reported. The details are discussed in the 
reference [8].

A hybrid electronic/optical-synchronized chaos communication system is pre-
sented [9]. The authors reported free-space propagation demonstration. The chaotic 

     

Fig. 7.2   Block diagram of a chaotic free-space optical communication system in atmospheric 
turbulence. The encoded message m(t) can be modulated either by CIM (chaotic intensity modula-
tion) or ACM (additive chaos modulation method)
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source is an electronic circuit and the transmitter is a laser. The chaotic signal is 
electronically injected onto an optical carrier for transmission by adding the cur-
rent-boosted chaotic signal to the direct current (DC) injection current of a semi-
conductor laser. An optical chaotic carrier (to which a message can be added) is 
generated that can be transmitted in the free space. The received signal is generated 
by a photodetector and is applied to a matched receiver electronic circuit. Chaos 
synchronization and successful message recovery is thus possible with the system. 
The chaotic carrier plus message can be transmitted by line-of-sight, point-to-point, 
and free-space propagation of a laser beam. The chaotic electronic circuit [9] is a 
delay differential feedback (DDF) chaotic system that uses a field programmable 
gate array (FPGA). A concept block diagram for this hybrid electronic/optical syn-
chronized FSO chaos communication system is shown in Fig. 7.3. The system can 
be operated in presence of atmospheric turbulence. The DDF can produce a high-
dimensional chaos which can also improve communication security. When a mes-
sage is added, the matched receiver DDF circuit only synchronizes with the chaotic 
transmitter and the message recovery is achieved by subtraction of the output from 
the input to the receiver circuit. The principle of hybrid electronic/optical chaos 
communication system is clearly demonstrated [9].

A new scheme for chaotic cryptography of an optical signal transmitted in a FSO 
link is shown in Fig. 7.4. Chaotic dynamics and synchronization are obtained by 
current injection into a laser pair of a common, chaotic driving signal.

�

Fig. 7.3   Hybrid electronic/optical-synchronized chaos FSO (free-space optical) communication 
system
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7.2.3 � Acousto-optic (AO) Chaos-based Secure FSO 
Communication Links

Chaos generated by acousto-optic (AO) system with feedback to encrypt a laser 
beam carrying data is reported [10]. Preliminary results on using such an encryption 
and decryption technology in building FSO communication system is discussed. 
Chaos encryption of data using external signal modulation of the diffracted light 
from a hybrid AO cell is reported. Numerical simulation shows that decryption of 
the encoded data is possible by using an identical AO system in the receiver. En-
cryption of optical signals using external modulation of the diffracted light in AO 
modulators and retrieval and de-encryption of the encoded signal using parametri-
cally synchronized chaotic demodulation with another AO cell are shown to be pos-
sible [11, 12].

Most of the chaotic encryption and decryption reported were performed using 
nonlinear dynamics of external cavity feedback in semiconductor lasers. Research-
ers also generated the chaos using the nonlinearities in Er-doped fiber lasers. The 
researchers presented [11, 12] some results to show the possibility of (a) encryption 
of optical signals using external modulation of the diffracted light in AO modulators 
and (b) retrieval and decryption of encoded signal using parametrically synchro-
nized chaotic demodulation with another AO cell.

A laser beam diffracted by an AO Bragg cell-based chaos encryption system 
is reported [11]. A diffracted laser beam is detected by a photodiode (PD) whose 
output is fed back electronically to the Bragg cell. In an AO cell-based FSO com-
munication links, the data beam is made secure through chaos encryption. Chaotic 
modulation of the diffracted and un-diffracted beams at the output of the AO cell is 
achieved with suitable values of the feedback and gain parameters of the optoelec-
tronic system. The modulation may be achieved by adjusting the bias voltage via 

Fig. 7.4   Secure data transmission with semiconductor lasers as Tx and Rx, which are routed into 
the chaotic regime and synchronized by current injection of a common, chaotic-driving signal
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adding a modulation signal to the DC-bias level [10]. It may also be achieved by 
external modulation of the chaotic laser beam enabling of the chaotic signal. The 
chaos-encrypted beam can be detected by a PD at the receiver. Figure 7.5 shows a 
schematic block diagram of the chaos encryption and decryption with AO systems 
which shows that the current from the PD is mixed with a chaotic signal generated 
by an AO system identical to the one in the transmitter. It is possible to scale the 
chaos and the modulation bandwidth up to MHz range [10] or higher by adjusting 
such parameters as the delay time in the AO feedback loop.

7.3 � THz FSO Communications

Edholm’s law of bandwidth [13] predicts that the demand for point-to-point band-
width in wireless short-range communications has doubled every 18 months over 
25 years, and the need of data rates around 5–10 Gbps in 10–15 years from now. 
The carrier frequencies need to be increased beyond 100 GHz to achieve 10 Gbps 
data rate. Such systems will soon push towards the low THz frequency range. It is 
predicted [14] that wireless local area network (LAN) systems will be replaced or 
supplemented by the THz-based communication systems in 2017–2020. TheTHz 
region of the electromagnetic spectrum is typically defined as the frequency range 
of 0.1–10 THz corresponding to the free-space wavelength from 2 mm to 30 μm 
(“THz gap”). Figure 7.6 shows electromagnetic spectrum where THz region is la-
beled to cover 0.1–10 THz. THz wireless communication link offers some advan-
tages compared to microwave or millimeter waves: ultra-high bandwidth, unregu-
lated frequencies (above 300 GHz, unregulated by Federal Frequency Allocation 

Fig. 7.5   A schematic block diagram of the chaos encryption and decryption with acousto-optic 
(AO) modulator
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Commission, FCC), less free-space diffraction than MMW links, high security. 
Compared to infrared (IR) links, THz has also some advantages: lower attenuation 
loss compared to IR attenuation under certain weather conditions (fog and dust), 
less scintillation effects, more eye safe than IR with available commercial source 
power. THz communication systems with gigabit or higher data rates have many 
high bandwidth potential applications such as wireless extension of broadband 
access fiber optical networks and of high-speed wired local networks, a wireless 
bridge between lower data rate wireless LANs and high-speed fiber-optical net-
works, high-definition television (HDTV), and broadband indoor wireless commu-
nications using portable handheld devices.

7.3.1 � Atmospheric Effects Relevant to thz FSO 
Communication Links

For outdoor THz FSO communication links, the adverse atmospheric conditions, 
such as fog, rain, dust, snow, and turbulence will affect the performance of trans-
mission links to limit the available signal to noise ratio (SNR) at the receiver and 
achievable BER. Figure  7.7 compares the atmospheric attenuation of millimeter 
waves, THz, and IR waves. The THz absorption under fog conditions at ~625 GHz 
is around 20 dB/km which is much less than the 200 dB/km that the IR at 1.5 μm 
wavelength suffers. Therefore, THz-based communication systems can serve as a 
back-up for foggy weather when IR connection is completely lost. Above 200 GHz 
and below 10 THz, the attenuation is dominated by atmospheric water vapor com-
pared to much less attenuation due to rain and fog. Fog and smoke will cause 
significant attenuation in the IR to make a FSO communication system practi-
cal. Figure 7.8 shows the transmission of THz radiation in air. With current THz 

Fig. 7.6   Electromagnetic spectrum showing THz (terahertz) region. (Reprinted with kind permis-
sion from Springer Science+Business Media B.V., 2011, Fig. 1 [15])
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Fig. 7.8   Transmission of THz (terahertz) radiation in air. (Reprinted with kind permission from 
Springer Science+Business Media B.V., 2011, Fig. 1 [15])

 

Fig. 7.7   Atmospheric attenuation of millimeter waves, THz (terahertz) and IR (infrared) waves. 
(Reprinted with kind permission from Springer Science+Business Media B.V., 2011, Fig. 1 [15])
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detectors and sources, the measurements over distances 20 m are very difficult [15]. 
Due to considerable attenuation, THz waves are not very useful for long-range FSO 
communications.

Fog Attenuation  Fog attenuation is the result of various scattering mechanisms 
at THz region. A dimensionless size parameter α  is defined in the scattering 

calculation: 2 rπ
λ

α = , where r is the radius of the particle involved in the THz 

scattering process, and λ  is the operating wavelength. Depending on the value 
of the size parameter, α , the different scattering processes are defined as: 1α <  
(Rayleigh scattering), 1α ≈  (Mie scattering), and 1α �  (geometric scattering). The 
size parameter for typical fog droplets with radius 1~20 μm is 0.013 0.261α = −  at 
625 GHz frequency. For 625 GHz, the Rayleigh scattering occurs primarily because 
of the fog particles in the atmosphere. The radiation from Rayleigh scattering is 
equally divided between forward and backward scattering. Some portion of the THz 
scattering (for larger value of Mie scattering) can also play some role in the overall 
scattering process.

Scintillation Effects on the thz Communication Link  Scintillation is a result of ran-
dom intensity and phase fluctuations of an optical wave as it propagates through a 
turbulent atmosphere. Random temporal and spatial variations of refractive index of 
the air blobs with thorough mixing cause scintillation. Random deflection and inter-
ference between different portions of the wave front can destroy the transmitting 
phase front of an optical wave when it passes through a few kilometers of propaga-
tion path. THz beams are much less to scintillation compared to IR beams used for 
FSO communication. Although scintillation effects limit the FSO communication 
performance, the effects are much smaller in THZ band compared to IR region.

Dust and smoke attenuation  Due to the relatively small size of atmospheric parti-
cles such as dust and smoke compared to THz wavelength, there should be minimal 
THz attenuation due to airborne particulates. It is predicted that smoke has little or 
no effect up to 1 THz [16]. Under similar atmospheric conditions, IR wavelengths 
are strongly attenuated while THz wavelength shows almost no impact. Thus, THz 
communications are better option than IR wireless links in a situation such as battle-
field or wildfire environments in which airborne particulates are extremely high in 
the atmospheric communication links. Reliable THz communications are possible 
to establish even in these adverse atmospheric conditions in presence of dust and 
smoke.

7.3.2 � Indoor THz Communication

Because of high attenuation of THz beams, indoor communication seems to be a 
very viable approach. Indoor communication systems have to rely on non-line-of-
sight (NLOS) paths (in addition to line-of-sight, LOS) paths including reflection 
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from walls. Using Friis equation for establishing a reliable indoor THz link, 31 dB 
gain antenna is needed to compensate for free-space damping [17]. A link budget 
analysis shows that a 10 % bandwidth for a 350 GHz THz link would require an-
tenna gains of 22 dB, 27 dB, 30 dB, and 33 dB for link distances of 1 m, 3 m, 5 m, 
and 10 m, respectively [18]. The designs of such antennas are difficult at THz range. 
Another factor for implementing indoor THz communications is reflective “wall 
paper” that increases THz reflection from walls in the event of a NLOS path in a 
room. In addition, for a high data rate, there would be intersymbol interference (ISI) 
between multiple paths and therefore the data rate must be chosen to eliminate ISI.

7.3.3 � THz Wireless Communications Concepts 
and Hardware Development

THz Transmitter/Source  THz time-domain systems can be used for establishing 
THz communication links. The structures have the following characteristics: (i) 
photoconductive antenna (PDA) structures are used for both THz transmitter and 
receiver, (ii) transmits around a center frequency of 0.3 THz, (iii) transmits at the 
maximum data rate which is limited by the repetition rate of the Ti:Saphire laser 
(~80 MHz) and electronic bandwidth of the PDA (~1 MHz), and (iv) needs to adjust 
the transmitter to receiver distance and timing of the gating pulsed for maximum 
THz signal.

Some of the Recent THz Communication Links Include  Transmission of an 
audio signal through THz communication link utilizing a modified THz time-
domain system and external modulator based on the depletion of a two-dimensional 
electron gas, transmitting the audio signals up to 25 kHz through a 0.48 m distance 
[19].

Analog THz link modulating the audio signals upon the THz carrier by direct 
modulation of the bias voltage of the THz receiver, achieving the transmission dis-
tance of 100 cm at 20 kHz [20].

Bipolar and on/off keying of THz pulses with maximum modulation index by di-
rect signal data encoding of photoconductive emitter antenna bias voltage enabling 
high data rates [21].

Error-free operation at BER <10−8 is achieved where the data rate dependent ISI 
are caused by limited receiver bandwidth.

Photonic MMW/Uni-traveling Carrier Photodetector (UTC-PD) Optoelectronics 
Systems  THz communication links are developed for the last few years by Nip-
pon Telegraph and Telephone Corporation (NTT) group in Japan. Some of the THz 
communication systems developed are: photonic MMW/UTC-PD THz source and 
Schottky diode detector [22], photonic MMW/UTC-PD THz sources and MMIC 
receivers [23], and an integrated MMIC transmitter and receiver [24].
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Integrated Circuit Systems  A coplanar waveguide MMIC chipset is presented 
which includes amplifiers, modulators, and demodulators as the THz transmitter 
and receiver in a 10 Gbps wireless link which achieved a BER of 10−12 over a dis-
tance of 800 m [24]. A 120 GHz transmitter with implementation of forward error-
correcting codes has extended the THz communication link distance to 5.5 km with 
an error-free transmission of 10 Gbps [25].

Multiplied Microwave System  An analog and digital video signal transmission at 
300 GHz using a microwave multiplier system transmits a color video baseband 
signal with 6 MHz bandwidth which is modulated on an ultrahigh frequency (UHF) 
carrier (855.25 MHz) acting as the signal generator to be transmitted over THz link 
[26].

Quantum Cascade Laser (QCL) Systems  A QCL THz free-space communication 
system consists of a 3.8 THz laser in conjunction with a cryogenically cooled (12 K) 
quantum well photodetector. The system can transmit analog audio data over 2 m 
path length. An 8-ns pulse at a repetition frequency of 455 kHz along with an audio 
frequency modulation then electronically modulates the QCL. After amplification 
of the electronic output of the photodetector and passing through a 10 kHz low pass 
filter, the signal is finally passed to the antenna input of an AM radio to recover the 
audio signal [27].

Some of the recent developments of ultra-speed wireless communication link 
measurements and hardware developments for carrier frequencies over 100 GHz 
are summarized in Table 7.1.

For detailed information on THz wireless communications, the interested read-
ers can review the reference [32] and the other references mentioned in this section.

7.3 � THz FSO Communications�
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Chapter 8
Modulating Retroreflector-based Free-space 
Optical (FSO) Communications

Arun K. Majumdar

8.1 � Introduction

In this chapter, the niche area of free-space laser communications and data links 
which use modulating retroreflectors, or retro-modulators, will be discussed. This 
is a growing area of interest since technology can now support “shutters” that can 
achieve usable communications rates. Retro-modulators require very little power 
draw and offer extremely small form factors and mass. The chapter would be struc-
tured as follows:

1.	 Introduction and Background
2.	 Description of Modulating Retroreflector Free-Space Optical Communications 

System
3.	 Modulating Retroreflector Technologies
4.	 Modulated retroreflector (MRR)-based FSO Communications Systems Perfor-

mance Analysis
5.	 Applications

8.2 � Introduction and Background

Novel photonics components and devices provide new opportunities for free-space 
optical (FSO) communications for various applications offering flexibility and mo-
bility. At the same time, there is an increasing demand for high data-transfer rate, 
light weight, power, and size for communication terminals, establishing multiple 
communications nodes and mobility. Some of these nodes may be located in remote 
areas operating in harsh environment without electric power. New sensors capable 
of generating large amounts of data are needed for fast information transfer. Ret-
rocommunication, i.e., communications with retro-modulation is attractive in these 
cases where semi-passive optical nodes operating by retro-modulation are more 
suitable than conventional transceivers implementations. Conventional FSO com-
munications requires each terminal to have a relatively complex point-and-track 
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system, leading to high cost. While conventional FSO uses similar terminals on 
both ends of the link, links to MRR are asymmetric links. The MRR makes the 
bidirectional nature of a typical communication link into a one sided alignment 
problem. A retroreflective communications system comprises a laser transmitter/
receiver station and a remote retroreflector that can be switched “on” and “off” 
states. A retro-modulator is potentially less complex and more reliable than a tradi-
tional FSO system offering the advantage of significantly reducing the size, power, 
and weight of hardware required at the remote site for FSO communications while 
maintaining some of the advantages.

Retrocommunication is based on the principle that an interrogating laser is used 
to extract information from a remote retroreflector that can be switched “on” and 
“off” states. The interrogating laser illuminates the remote station where the laser 
light is modulated and reflected (in the same direction) back to the transmitting unit 
equipped with an associated detector (receiver) recovering the data signal originat-
ed from the remote retro-modulator. Note that one of the terminals can have a rela-
tively complex and expensive laser transmitter and receiver coupled to a point-and-
track system. The other terminal can have a retroreflector located behind an optical 
modulator. The remote terminal can only communicate when it is interrogated by a 
laser transmitter. The incoming light is first modulated in accordance with the input 
data stream, and then retroreflected directly back to the remote receiver (located at 
the interrogating laser site). The modulated reflected light can then be interpreted 
as a stream of bits recovering the data information. The MRR system can be very 
compact, light and very cheap as it has no laser and no tracking unit. The concept 
also opens up the possibility of designing a point-to-multiple-point communications 
with the local hub comprising the laser interrogator and many distributed MRR 
modules.

Like the conventional FSO communication system, the FSO communications by 
MRR also suffer similar optical signal propagation problems due to atmospheric ef-
fects in different weather conditions. The clear understanding of atmospheric effects 
due to absorption, scattering, and turbulence for different geographical locations is 
necessary in order to deploy these MRR systems for successful FSO communi-
cations. Furthermore, it is important to understand the two-way (double-folded) 
propagation path characteristics for MRR propagation compared to one-way path 
in conventional communication link. The signal loss, fluctuations or distortion due 
to the dynamic atmospheric channel will be also dominant factors for MRR FSO 
communications.

Modulating retroreflective FSO communications has several desirable features 
which make it an interesting technique for use in many future applications. Some 
of the advantages are: potential for achieving high-capacity secure communications 
with low weight (~ 10–100 g) and small volume, low energy/power consumption 
(less than 100 mW), a large field-of-view (FOV) resulting in reduced pointing re-
quirements for the interrogating laser transceiver, and no active laser transmitter 
required by the MRR.
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8.3 � Description of MRR FSO Communications System

A FSO system using a modulating retroreflector typically consists of a transmitter 
and receiver (transceiver) and an MRR. The transceiver usually contains a laser 
source (interrogator), a photodetector, optics, and a module that performs acquisi-
tion and tracking (it points the laser towards the MRR unit). The MRR consists 
of a retroreflector (e.g., a corner cube) and a modulator. Depending on the type 
of the retro-modulator, the characteristics (such as intensity or polarization) of the 
reflected beam back to the interrogator is changed when the input voltage applied to 
the modulator is changed (according to the input data stream). FSO links to MRRs 
operate differently from conventional point-to-point links, see Fig.  8.1a. Typical 
point-to-point links use similar terminals on both ends of the link (i.e., a transceiver 
at both ends) and the communications can be two-way, simultaneously as needed. 
Links to modulated retroreflectors are asymmetric links which are composed of two 
different terminals: one end of the link there is the MRR and the opposing terminal 
is a laser interrogator, see Fig. 8.1b. The interrogator illuminates with a continuous 
waveform (CW) beam out to retroreflector thus providing the forward link. The 
purpose of the interrogation beam is thus to supply the necessary optical power for 
the return signal. The MRR modulates the CW beam with the input data stream, 
and the beam is retroreflected back in the exact same direction of the interrogator 
laser. The interrogator receiver then collects the return beam and reconstructs the 
data stream. This operation of optical retroreflector link is basically in half-duplex 
(HDX) mode. If bidirectional or full-duplex (FDX) data transfer is desired, a photo-
detector can be added to the MRR terminal to receive HDX data from the interroga-
tor. For bidirectional data transfer, the MRR modulates the beam with data stream 
only when the interrogator beam is CW (no data present). Thus both the terminals 
share interrogator beam as the communication terminal, each as a HDX mode. The 
FDX operation using MRR (see Fig. 8.1c) will be discussed in details in a later sec-
tion of this chapter.

8.4 � MRR Technologies

In MRR communications various researchers have presented retroreflector designs 
using either electro-optic phase modulators, acousto-optic modulators, or micro-
electromechanical modulators (MEMs). The acousto-optic and electro-optic phase 
modulators are undesirable for FSO communications links due to their sensitivity 
to atmospheric phase errors. Another type of modulators based on electro absorp-
tion in semiconductor multiple quantum well (MQW) structure is also described 
recently. The MEMs modulators have low reflectivity. The various types of retro-
modulation technologies and their basic principles of operation are discussed in this 
section.

FSO communications modulators are different from the optical fiber communi-
cation modulators. Typical fiber communication modulators are waveguide based 

8.4 � MRR Technologies�
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with signals propagating parallel to the modulator surface with physical cross sec-
tions are in the order of a few micrometers so that the performance of gigabit speed 
can be achieved. In an FSO communication modulator, optical signals propagate 
normal to the modulator surface with cross section in the order of a few milimeter. 
The modulation speed therefore depends on the fabrication and integration, and is 
limited by these factors. To achieve multi-gigabit speeds and higher is a challenge 
for designing a modulator for free space optical communications. Other factors 
for FSO modulators will include power consumption, size and weight, robustness, 
and the adaptability with the modulation formats appropriate for communications 
through dynamic atmosphere. This section will describe below some of the optical 

a

b

c

Fig. 8.1   FSO communication system. a Conventional FSO communication system. b MRR-based 
FSO communication system (half-duplex, HDX mode). c MRR-based FSO communication sys-
tem concept (full-duplex, FDX mode). FSO free-space optical, MRR modulated retroreflector
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modulator technologies which are applicable to FSO communications. A number of 
technologies have been proposed, investigated, and developed for the modulation 
component which include electro-optic modulators (EOMs), acousto-optic modula-
tors (AOMs), and micro-electromechanical modulators system (MEMS).

8.4.1 � EOMs

EOM is an optical device in which the optical properties such as power, phase, or 
polarization of a laser beam change with an electrical signal. Basically the optical 
properties of the material of the electro-optic devices are altered with an applied 
voltage in a controlled way. The changes in the optical properties of a material, 
particularly the permittivity tensor translates into a modification of some parameter 
of a light wave carrier, for example, phase, amplitude, frequency, polarization, or 
position, as it propagates through the device. A few materials commonly used for 
EOM modulators are lithium niobotae (LiNbO3), potassium dihydrogen phosphate 
(KDP), and gallium arsenide (GaAs).

The operation and application of electro-optic devices rely on the phenomenon of 
birefringence that is induced by application of voltage to a crystal. In a birefringent 
crystal an incident light ray will separate into two rays that may travel in different 
directions depending on its polarization. The material thus has two different indices 
of refraction, one for each of the two perpendicular components of polarization. 
Modulator devices for FSO applications can be designed using the following prop-
erties of the light wave varied in a controlled way: phase, polarization, amplitude, 
and frequency, and typically exhibits optimum performance at a single wavelength 
with some degradation in performance with wideband lasers. For communications 
purpose, the devices can be used in analog or digital modulation formats and the 
choice is dictated by the system requirements. Modulation bandwidths extending 
into the gigahertz range are possible. While analog modulation requires large signal 
to noise ratio (SNR) limiting its use to narrow-bandwidth, short-distance applica-
tions, digital modulation is more applicable to large-bandwidth and longer distance 
systems.

Basic Principles of Electro-Optics 

a.	 Pockels and Kerr effects

When an electric field E is applied, the refractive index of an electro-optic medium 
n(E) is a function of E which can be expanded in a Taylor’s series [1] about E = 0,

�
(8.1)

where the coefficients of expansion are n n= ( )0 ,
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Writing the Eq. (8.1) in terms of electro-optic coefficients 3 3
1 2r 2 /  and s /a n a n= − = −

�
(8.2)

The second and higher-order terms of the Eq.  (8.2) are typically many orders of 
magnitude smaller than the n. The terms higher than the third can be neglected. 
The values of r and s depend on the direction of the applied electric field and the 
polarization of the light.

Pockels Effect  In some of the materials when the third term in the Eq.  (8.2) is 
negligible in comparison with the second which varies linearly with E as follows,

�
(8.3)

The medium is then known as a Pockels medium and the coefficient r is called the 
Pockels coefficient. Changes in the refractive index induced by electric fields are 
very small. Some of the common crystals used as Pockels cell include NH4H2PO4 
(ADP), KH2PO4 (KDP), and LiNbO3 [1].

Kerr Effect  In some materials which are centrosymmetric, n(E) is an even symmet-
ric function (invariant to the reversal of E, and the coefficient r in Eq. (8.2) is zero), 
so that the Eq. (8.2) can be written as
�

(8.4)

If the material shows this property, it is then called a Kerrr medium.

�Phase Modulation

The principle behind the phase modulation is to use a crystal, such as Lithium nio-
bate, whose refractive index is a function of the strength of the local electric field 
and therefore the light will travel more slowly through the crystal when exposed to 
an electric field. By changing the electric field in the crystal, the phase of the laser 
light exiting the EOM can therefore be controlled by changing the electric field in 
the crystal. A light wave can be phase modulated using an electro-optic crystal and 
an input polarizer in the proper configuration. The phase of the light leaving the 
crystal is directly proportional to the length of time for the light to pass through it. 
Figure 8.2 describes the concept of Phase Modulation process. An applied voltage 
V will rotate the principal axes in the crystal cross section with the light polarized 
along the new axis x′ principal axis when the modulation voltage V is applied. The 
input polarizer is aligned parallel to one of the principal axes when the voltage is 
on or off.

3 3 21 1
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Figure 8.2 indicates a polarizer along x′ axes with an input optical electric field 
( ) cosi x iE t E tω′ = . The output electric field at the output of the crystal at z = L is 

then [2]

� (8.5)

where the total phase shift,

�
(8.6)

In the above equation, the natural phase term 0

2
xLn

πϕ
λ ′=  ( xn ′ is the unperturbed in-

dex in the x′ direction), and the electrically induced phase term, 2
x xL n

πϕ
λ′ ′∆ = ∆  for 

a polarization in the x′ direction. xn ′∆  is the change in the index is 31

2
.x xn n rE′ ′∆ ≈  

( r is the electro-optic coefficient of the EOM). Substituting the value of the change 

in index, the induced phase shift can be written as 3  x xn r V
πϕ
λ′ ′∆ = , where the mod-

ulation voltage V  is related to the applied electric field E by /E V L= . Note that
 xϕ ′∆  is independent of L and is linearly dependent on L. For a transverse modulator 
(where the voltage is applied in a direction perpendicular to the direction of light 
propagation) /E V d=  ( d is the transverse dimension), and the induced phase shift

is then given by 3  x x

L
n r V

d

πϕ
λ′ ′

 ∆ =   
 (a function of the aspect ratio L

d
 and the

voltage V).
The applied voltage at which the induced phase shift changes by π  is known 

as the half-wave voltage. This is obtained when xϕ π′∆ =  which for longitudinal 
modulator is 3/ xV n rπ λ ′= ⋅  and for a transverse modulator is 3( / ) ( / )xV n r d Lπ λ ′= .

( ) cos( )o iE t E tω ϕ= −

0

2
( )x x xn n L

πϕ ϕ ϕ
λ ′ ′ ′= + ∆ = + ∆

Fig. 8.2   A phase modulator (longitudinal): the light polarized along the new x′ principal axis, V is 
the modulation voltage applied, output light is phase modulated
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If a direct current (DC) voltage is used, a crystal and the orientation can have 
two possibilities: (i) the crystal having principal axes which will not rotate with ap-
plied voltage V, and (ii) the crystal having a characteristic plane perpendicular to the 
direction of propagation. If a field is applied such that the axes rotate in this plane, 
the input wave must be polarized along one of the new principal axes. In that case, 
it will always be polarized along a principal axes, whether the voltage is on or off. 
By turning the voltage on or off, phase modulation can be achieved.

When a sinusoidal modulation voltage is applied ( sin )m mV V tω= , the corre-
sponding electric field is ( sin )m mE E tω= . The total phase shift in this case is

�
(8.7)

The parameter δ  is known as the phase modulation index or depth-of-phase modula-

tion, and is given by 3 /x m mn rE L V Vπ
πδ π
λ ′

 = ⋅ =  
. If we neglect the constant phase 

term, 0ϕ  and using the Bessel function identity 

� (8.8)

the output light wave is then given by [2]

� (8.9)

The output therefore consists of components at frequencies ω and ( )mnω ω+ , n = ±1, 
± 2,…. 

If there is no modulation, 0 00 (0) 1, (0) 0  0, ( )nand J J for n and E tδ = = = ≠ = 
( ) 0cos . For 2.4048, ( ) 0

xi i tE t E Jω δ δ
′

= = =  which means all the power is trans-
ferred to harmonic frequencies.

Polarization Modulation

The type and orientation of the nonlinear crystal, and the direction of the applied 
electric field can determine the phase delay which depends on polarization direc-
tion. A Pockels cell can be used for modulating the polarization state. For a linear 
input polarization (often oriented at 45° to the crystal axes), the output polarization 
will in general be elliptical, rather than simply a linear polarization state with a ro-
tated direction. Change of the input polarization state at the output occurs by coher-
ent addition of two orthogonal waves which can be termed as polarization modula-
tion. For example, for a longitudinal polarization modulator, the input polarizer can 
be oriented along the x′ principal axis at 45° with respect to the perturbed andx y′ ′  
axes. The input light wave is decomposed equally into the two orthogonal linear 
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eigen polarizations along these axes. If the light is polarized along the x axis and 
propagates along the z principal axis (representing the fast and slow axes ′ ′x yand ), 
the propagating fields can be written as

� (8.10)

The refractive indices along these two fast and slow axes are

�
(8.11)

In the above equation, ,x yn n  are the indices in absence of an applied field, and ,x yr r  
are the electro-optic coefficient for the EOM with the orientation of the applied 
voltage. A phase difference or retardation Г results between the two polarizations 
propagating at different speeds through the crystal which is given by [2]

�
(8.12)

where 0Γ  is the natural phase retardation in the absence of an applied voltage, and 
iΓ  is the induced retardation due to the applied voltage V. The optical fields at the 

output can be expressed in terms of retardation Γ is

cos ( )
x

y

E cos t

E t

ω
ω

′

′

=
= − Γ

By applying the appropriate voltage magnitude, the output polarization can thus be 
controlled. In the absence of natural birefringence, n nx y− = 0, the half-wave volt-
age Vπ  is defined as the voltage that would produce a retardation of 

i πΓ = Γ = . In 
this case, a vertical polarization input becomes a horizontal polarization output. The 
total retardation in terms of Vπ  (calculated assuming no birefringence) is

�
(8.13)

In order to achieve polarization modulation, a birefringence must exist in the crystal 
cross section. For a characteristic plane cross section, the input polarization propa-
gates through the crystal unchanged with no applied voltage ( V = 0). With the ap-
plied voltage causes the axes to rotate 45° in the cross section with respect to the 
input polarization, and the input will decompose into two equal components and 
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finally change polarization state at the output. For the cross section with natural 
birefringence, the input polarization state will change with V = 0 as well as with an 
applied voltage.

�Amplitude Modulation

Combined with other optical elements, in particular with polarizers, Pockels cells 
can also be used for other kinds of modulation such as amplitude modulation. An 
amplitude modulator is based on a Pockels cell for modifying the polarization state 
and a polarizer for subsequently converting this into a change in transmitted optical 
amplitude and power. A quarter ( /4)λ  wave plate introduces a bias to produce linear 
modulation. The ratio of output to input intensity, i.e., the transmission T = I0/Ii is 
the relevant parameter for intensity modulator parameter. The transmission for this 
modulator is given by

� (8.14)

To accomplish linear modulation, a fixed bias of 0 2

π
Γ =  must be introduced by 

placing an additional phase retarder, e.g., a quarter ( /4)λ  wave plate at the output 
of the electro-optic crystal. For a sinusoidal modulation voltage sinm mV V tω= , the 
retardation at the output of the crystal is

� (8.15)

where m
m

V

Vπ

π
Γ =  is the amplitude modulation index or depth-of-amplitude modu-

lation. The transmission in this case can be written as [2]

�
(8.16)

[ ]1
1 sin when 1,  and 1

2 m m m mt Vω≈ + Γ Γ� �  (i.e., small modulation voltage and 

modulation depth): the transmission or output intensity is linearly related to the 
modulating voltage.

8.4.2 � AOModulation

In this case, a light field is modulated by an acoustic signal. The modulator is an 
acousto-optic crystal, which means that the refractive index depends on the pres-
sure. Sound waves are simply the variation of pressure resulting in a variation of 
refractive index. As the sound wave travels through the crystal, there are regions 
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of high and of low refractive indexes due to the difference of pressure, depending 
on the sound. The acoustic wave creates a diffraction grating and we have a spac-
ing created in the material. AOM introduce a periodic modulation of the refractive 
index in a transparent medium, of which light is scattered similar to the Bragg dif-
fraction.

The periodic index modulation is generated by sound waves which form a peri-
odic density grating when propagating through the medium. The sound waves are 
created by a Piezo electric transducer driven by a radio frequency (RF) signal. An 
acoustic absorber on the other end of the crystal prevents the acoustic wave from 
travelling back to the transducer. The laser beam changes its direction slightly due to 
Bragg diffraction. One has to distinguish between the “transmission” in the original 
beam direction and the “efficiency” which gives the fraction of the original beam 
diffracted into the first order beam. The intensity of the sound wave determines the 
efficiency of the AOM and is therefore used to modulate the light intensity. The 
switching speed of an AOM is limited by the time the sound wave needs to cross 
the beam diameter. In order to achieve high-speed modulation, the beam diameter 
has to be small. The light intensity and the laser induced damage threshold of the 
modulator will therefore have to be optimized. The light is scattered from a moving 
refractive index grating, which generates a slight frequency shift of the diffracted 
light, equal to the frequency of the sound wave. The movement of the acoustic wave 
is like a moving diffraction grating and the frequency of the diffracted beam is Dop-
pler shifted by ± fm, a frequency modulation of light.

An AOM operating in the Bragg regime can be used in actual pass configuration 
to achieve a high-speed frequency MRR. The Bragg diffraction condition is given 
by

� (8.17)

where Sλ  is the acoustic wavelength in the AOM crystal, Bθ  is the Bragg angle, and 
Lλ  is the wavelength of the laser. The incident beam undergoes mirror-like reflection 

from the acoustic wave front where the diffracted beam and the incident beam are 
in phase over the entire acoustic wave front. Figure 8.3 illustrates the basic concept 
of the AOM-based retroreflector.

The interrogating laser beam is diffracted by the AOM device when a sequence 
of RF pulses (representing the data stream) is applied to the AOM. The diffracted 
beam is retroreflected through the AOM towards the laser interrogator, and the re-
turn signal can be detected by the presence or absence of frequency modulation 
[3]. The data transmission rate is determined by the spacing between pulses which 
requires that the rise time of the diffracted optical pulses from the AOM and the RF 
pulse width should be comparable or smaller than the spacing between pulses. A 
1 MHz data transmission rate in Bragg regime was demonstrated [3] which requires 
an RF power of ~ 2 W, and the weight and volume of the modulator package are 
~ 1 kg and ~ 3,000 cm3, respectively. The researchers suggested potential rate to be 
~ 1 GHz in the Raman-Nath regime and can be suitable for free space laser com-
munications.

2 S B Lsinλ θ λ=
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The AOM-based device may be suitable for certain forms of high-speed FSO 
communications because of its simplicity of the optical setup to establish an FSO 
communication link with a remote link. Devices based on electro-optic phase mod-
ulation can be used for applications involving high-speed (GHz) FSO communica-
tions where the MRR can be mounted on a moving platform such as a satellite or an 
unmanned aerial vehicle (UAV). The retroreflected signal can be detected with an 
adequate signal-to-noise-ratio using heterodyne detection technique.

8.4.3 � Liquid Crystal (LC)/Ferroelectric Liquid Crystal 
(FLC)-based Modulators FLC Modulators

Liquid crystal (LC) materials are in a state in-between solid and liquid which un-
der some conditions have an anisotropic order but still maintain an ability to flow. 
There are three phases of the LC: smectic, nematic and cholesteric. The smectic 
phase structure is closet to the solid state with translational and orientation order, 
the nematic LCs only have directional order and no long-range spatial structure, and 
the cholesteric comes from a nematic LC with chiral molecules (different from its 

Fig. 8.3   Concept of AOM-based modulating retroreflector for FSO communication: CW-laser 
beam from the interrogator is incident on the AOM device and frequency-shifted beam is ret-
roreflected towards the interrogator ( Reprinted with permission from NRC Research Press © 
2003, Fig. 1, p. 627 [3]). AOM acousto-optic modulator, FSO free-space optical, CW continuous 
waveform
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mirror image) acquiring a helical distortion. For electro-optic applications LCs with 
nematic phase are widely used. The nematic crystal has a useful property that the 
dielectric anisotropy, ε ε ε∆ = −′ ′′  (where andε ε′ ′′ are the two different dielectric 
constants for the dielectric tensor ε ) causes the LC to interact with an external ap-
plied electric field. With positive dielectric anisotropy the average direction of the 
material will orient as to align with the electric field, whereas when the electric field 
is removed the elasticity causes the material to relax back to its initial equilibrium 
state. Modulation modes of nematic LCs can be described in the following way. 
Different modulation modes for the LC device can be realized and will depend on 
the alignment layers, the direction of the external electric field and the polarization 
of the incoming light. For the directors parallel to the alignment layers and without 
any twist, pure phase and combinations of phase and amplitude modulation can be 
achieved [4]. The complex modulation for different angles of the polarizer, α, and 
various delays can be calculated. Pure phase modulation can be achieved when the 
polarization of the incoming light is aligned with the optical axis of the LC, i.e., 
α = 0, whereas for light polarized perpendicular to the optical axis, i.e., α = 90°, the 
LC will not alter the polarization or the phase of the light. For all other angle, i.e., 
0° < α < 90°, the polarization state will be changed resulting in an amplitude loss at 
the second passage of the polarizer. When the polarizer is set to α = 45°, optimal in-
tensity modulation can be achieved but not with totally pure amplitude modulation.

Electro-Optical Properties of FLCs  Unlike nematic types FLCs exhibit a net dipole 
over the bulk of the material and because of their electrical polarization proper-
ties may switch very quickly under a DC field. Ferroelectrics are chiral smectic C 
devices, i.e., they have a layered structure with the molecules at some angle (the 
“cone angle”) away from the layer normal. Also there is some inherent twist in the 
structure. The Surface Stabilized Ferroelectric Liquid Crystal (SSFLC) configura-
tion is the most common configuration for FLC device. In this case the natural 
twist of the material is suppressed by the surface conditions. When a DC voltage is 
applied across the display substrates the molecules rotate around the cone so that 
in the center region the direction the molecules are pointing changes in the plane of 
the cell by about 45°. Thus the direction of the ferroelectric can be switched very 
quickly from being along the polarization direction of incident light to being 45° 
from the polarization direction of the light. Using a ferroelectric material retarding 
the light by a half wave, the state of the light on reaching the exit polarizer may be 
changed from 0° to 90° achieving a black and white operation.

LC operating as an Optical Shutter  For MRR-based FSO communications applica-
tions, normally a laser interrogator sends the light beam towards the MRR which 
has LC modulator in front of a retroreflector. The MRR sends back the incoming 
signal towards the interrogator with the modulated information. Shutters using FLC 
technology offer the speed of the electronic shutters (< 100 µs) on large diameters 
with added advantage of having the vibration free LC shutters. Figure 8.4 illustrates 
the FLC-based optical switch: voltage between the electrodes switches the orienta-
tion of the FLC molecules optic axis in one of the two states, and thus the polariza-
tion of the outgoing light is changed.
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FLC cells act as optical shutters when placed between linear cross polarizers or 
alternatively by using a polarized light source and one linear polarizer. Figure 8.5 
shows how the molecular orientation is tilted by an angle θ with respect to the nor-
mal to the layers (the x-axis) exhibiting the ferroelectric properties. When placed 
between two closed glass plates the surface interactions permit only two stable 
states of molecular orientation at the angles ±θ. Applying either a + E or − E electric 
field in the z-direction, the molecular orientation can be switched into the stable 
state of either + θ or − θ and therefore the optic axis may thus be switched between 
two orientations. If the incident light is linearly polarized at an angle θ with the 
x-axis, the polarization is parallel to the optic axis for +θ state. The wave travels 
in this case with the extraordinary refractive index ne without retardation. In the −θ 
state, the plane makes an angle 2θ with the optic axis. For 2θ = 45°, the retardation 
is given by [1]

� (8.18)

where d = the thickness of the FLC cell, and n0 is the ordinary refractive index. 
When πΓ = , the plane of polarization rotates 90° which means that by reversing 
the applied electric field, the plane of polarization can be rotated by 90°. When 
the FLC cell is placed between two crossed polarizers, an intensity modulator can 
be designed. The response time of FLC switches is typically < 20 µs at room tem-

0 02 ( ) /en n dπ λΓ = −

Fig. 8.4   Concept of FLC-based optical switch: voltage applied between the electrodes switches 
the orientation of the FLC molecules optic axis in one of the two states, changing the polarization 
of the outgoing light. FLC ferroelectric liquid crystal
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perature which is much faster than that of nematic LCs. The switching voltage is 
typically ± 10 V.

8.4.4 � MQW Technology for Modulation MQW Modulators

Concepts and basic principles of operating MRR devices using MQW technology 
offers a number of advantages compared to other types of MRR technology. Some 
of the advantages are: low power consumption (milliwatts, less than 1 W), low 
mass, compact and capable of high switching speeds (e.g., ≈ 45 Mbps in FSO com-
munications). The working principle of MQW is based on electro absorption in 
semiconductor MQW and uses the stark effect to vary the absorption of a trans-

Fig. 8.5   a FLC molecular orientation at the angles +θ or –θ by applying electric fields +E or –E, 
thus showing the switching capability between two orientations ( Reprinted with permission from 
John Wiley & Sons, Inc. 1991 [1]. b The schematic of FLC when placed between two closed glass 
plates. FLC ferroelectric liquid crystal
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missive crystal window where absorption of materials changes in response to an 
electric field, absorption peak remains resolved, and very fast optical modulation in 
semiconductors (≈ 40 GHz). The devices are basically p-i-n devices mode from In 
GaAs/AlGaAs using molecular beam epitaxial (MBE) technique [5, 6].

Figure 8.6a shows a schematic of MQW structure. When a moderate voltage 
(≈ 2−20 V) is applied across the device in reverse bias, the absorption character-
istics changes causing a shift in wavelength and in magnitude. The transmission 
of the device near this absorption changes appreciably which then can act as a 
high speed on-off shutter. The modulators consist of about one hundred very thin 
(~ 10 nm) layers of several semiconductor materials, such as GaAs, AlGaAs, and 
In GaAs, epitaxially deposited on large (~ 3-in. diameter) semiconductor wafer [5]. 
The structure designed this way behaves like a p-i-n diode where the thin layers 
induce a sharp absorption feature at a specific wavelength. Figure 8.6b illustrates 
how the application of a moderate voltage shifts the transmittance at a given operat-
ing wavelength. A signal can be encoded in an On-Off-Keying (OOK) format onto 
the carrier interrogation beam. The contrast ratio for a MQW modulator can be de-
fined as Imax/Imin (where Imax and Imin are the light intensities at two switching 
positions for two voltages, i.e., with no-voltage and for some applied voltage). The 
switching speed depends on the material characteristics and the area of the aperture 
of the device, and therefore data rates are limited by RC (Resistor Capacitor), time 
constant (R = sheet resistance ≈ 5−10 Ω, C ≈ 5nF/cm2). The power consumption is 
CV2 f where f is the drive frequency. The device is a trans-missive modulator. The 
contrast ratio is a function of the drive voltage applied to the device, and increases 
with the voltage until saturated. Reference [5] describes the modulators to have 
contrast ratio between 1.7:1 to 4:1 for applied voltage between 15 and 25 V. For 
FSO communications over 1 km or higher, a large aperture size is needed for ac-
complishing a reasonable SNR of the received optical power. Also the speed of 
the MQW shutter depends inversely on the area of the modulator area. Therefore 
MQW modulator requires proper design for long range, high data rate FSO com-
munications applications. However, a large power penalty may be incurred for large 

a b

Fig. 8.6   a MQW schematic: GaAs material grown in alternating layers with active regions about 
one micron thick. b Typical characteristics: contrast ratio changes from no-voltage ( V = 0) to a 
moderate voltage (~ 15 V) at an operating wavelength λ0 (interrogator laser wavelength). MQW 
multiple quantum well
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aperture MQW shutter, since electrical power consumption scales as [5]: D4
mod.V

2 
B2 Rs, where Dmod is the diameter of the modulator, V is the applied voltage, B is the 
maximum data rate of the device, and Rs is the sheet resistance of the device. Naval 
Research Laboratory (NRL) has also considered “pixelated” MQW modulator to 
address these problems. A trans-missive device with nine “pixels” with an overall 
diameter of 5 mm was achieved to support over 10 Mbps.

The two types of retro reflectors have been considered by NRL for reflecting the 
incoming light back to the interrogator location: (i) corner cube optical retroreflec-
tor, attached at the back of the MQW modulator, and (ii) Cat’s eye retro-modulator, 
where an array of small shutters are placed in the focal plane of optics designed to 
perform as a retroreflector. In this way a small spot size (mm) allows fast data rates, 
and the array combined with optics effectively makes the aperture large [7]. The 
concept of a focal plane “Cat’s eye” retro-modulator is illustrated in Fig. 8.7.

MQW-based MRR development, advances, and recent applications  State of 
the art technology based on MQW technology for FSO communications is capable 
of transmitting data at tens of Mbits/s. NRL has been the pioneer in developing 
MQW modulators for use in MRR-based FSO communication. NRL demonstrated 
this technology for various space [8], airborne, and ground applications [9, 10], 
using 850 nm, 980 nm, and 1.55 µm infrared (IR) wavelengths. Some of the MRR 
using Cat’s eye concept of retroreflector is also discussed here. Results for data-in-
flight on a small, UAV at up to 5 Mbps was reported [9]. The device was a corner 
cube modulator using a 980-nm shutter, with a contrast ratio of 2:1 when driven at 
12 V. MQW-MRR using a Cat’s eye retroreflector with MQW in the focal plane of 
the Cat’s eye is described [11]. A 10 Mbps free-space link over a range 1 km was 
demonstrated. Cat’s eye MQW MRR have the potential to increase the maximum 
data rate of the system by more than an order of magnitude over conventional cor-
ner cube retro-modulator system. Figure 8.7 illustrates the basic concept of a focal 
plane “Cat’s eye” retro-modulator. By using large number of pixels in the focal 
plane, increased data rate without decreasing optical aperture or greatly increasing 
power can be achieved. System field of view and speed can be traded without using 
a large number of pixels. Cat’s eye retroreflectors are best for FSO communications 

Fig. 8.7   Concept of a “Cat’s eye” retro-modulator with pixelated MQW (at focal plane) ( Reprinted 
with permission from SPIE, 2002, [10]). MQW multiple quantum well
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links requiring high data rates at long range, but with less restriction on space, 
weight and power. NRL described a Cat’s eye-based MRR weighing 410 g (includ-
ing electronics) for communicating at 10 Mbps in a 4 km link [12] and a new mod-
ulator for a laboratory demonstration of a 70  Mbps [11]. The performance of a 
1.6 cm flat-focal-plane Cat’s eye MRR for a FSO link above the Chesapeake Bay 
was described using a 5-W laser interrogator to achieve a 45-Mbps data rate over 
a range of 7 km [13]. An optical modulating retroreflector link to a small robot 
using an array of 6 MRRs and photodetectors with a FOV of 180 (azimuth) · 30° 
(elevation) was demonstrated [14] out to ranges of 1 km at 1.5 Mbps data rate. NRL 
also demonstrated MRR laser-com terminal for applications to small UAVs for a 
maximum range of 2.5 km and the data rate of 2 Mbps [15]. Live video transmis-
sion to the ground was achieved. The use of MRRs for high data-rate communica-
tion downlinks from small satellites was recently investigated [16]. In this case, a 
laser ground station would illuminate a retroreflector on-board the satellite while 
the MRR modulates the reflected signal, there by encoding a data stream on the 
returning beam which is received by a detector on the ground. Future possibility of 
using constellations of nano-satellites for a variety of missions is also pointed out.

8.4.5 � MEMS Deformable Mirror Retroreflector Modulators

MEMS MRR Concepts  This is a class of MRR where a modulating corner-cube 
retroreflector has one MEMS mirror that is based on deformable mirrors switch-
ing from flat reflecting surfaces (no voltage) to diffractive surfaces (with applied 
voltage) made of deformed mirror. FSO communications system performance has 
direct impact by the retro-modulator characteristics as follows: wave front aberra-
tion and effective optical aperture affect maximum operational range; data band-
width is determined by modulation response time and contrast ratio; overall system 
utility; and robustness are determined by operational tolerances including modula-
tor acceptance angle, wavelength range, and ability to withstand physical and ther-
mal shock. In some practical applications, where MRR can be used for remotely 
data transfer, the communication range is from 0.1 to 10 km but must operate under 
different atmospheric turbulence conditions. The effective optical aperture must be 
1 cm or larger, and the wave front distortion should be below λ/10. The system 
should be able to operate over a wide range of incident angles, up to about ± 30°. 
The wavelength range for operating the communication system is also another 
important consideration (i.e., the MRR device also has to accommodate the interro-
gator (transmitting) laser wavelength ranges). The final consideration for designing 
MRR-based FSO communication system is the data-modulation contrast of 10:1 
(desirable; 2:1 required) for an appropriate SNR and the data-modulation rate of at 
least 100 kHz (data rates as high as 10 s and 100 s of gigahertz will be eventually 
needed).

MEMS-based retro-modulators have been recently demonstrated which are suit-
able for low-cost, low-power compact communication over hundreds of meters to 
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detect and modulate an incoming (interrogating) laser beam, and then to return the 
modulated signal to the location of the sender (i.e., towards the interrogator). This 
type of MRR consists of a MEMS-based electromechanical modulator combined 
with a passive retroreflector (e.g., a hollow retroreflector where the MEMS modu-
lator serves as one (or more) of the three reflective facets of the retroreflector. The 
modulator with the MEMS technology can act as a plane mirror (with no applied 
voltage) maximizing the retroreflected light, or it can be made to act as a non-
plane (corrugated or deformed) mirror (with applied voltage), reducing the amount 
of light that is retroreflected back to the sender. Modulation can be achieved by 
switching between these two voltages.

Modulation concept for MEMS-based Retroreflector  A number of researchers have 
designed and developed MEMS-based MRR in recent years. For FSO communi-
cations applications, some of the concepts and basic working principles of some 
of these modulators are described in this section. The discussion below considers 
generally two types of MEMS-based MRR: (i) The first kind MEMS device [17] is 
based on alternating between a flat state returning most of the incident laser light to 
the source, and a corrugated (deformed) state acting as a diffraction grating, divert-
ing a significant amount to higher orders (so that the most of the outgoing light does 
not reach the source), thus depleting the zero order return; (ii) The other kind [18] 
uses an MEMS deformable micromirror array switching from flat reflective sur-
faces (no voltage) to diffractive surfaces (with applied voltage) made of hexagonal 
concave mirror-lenses arrays.

The basic concept of the MEMS-based MRR is shown in Fig. 8.8. The MEMS 
modulator is a reflective diffraction grating with controllable groove depth. It acts 
as one of the three mirrors that makes up the corner-cube retroreflector and is ca-
pable of modulating a continuous laser beam by switching between an unpowered 
(no voltage) flat-mirror state to an energized-diffraction state (with input voltage). 
An electrically modulated deformable MEMS mirror is embedded in a hollow ret-
roreflector [17] which is interrogated by a compact laser transceiver system which 
operates at a wavelength of 1.55 µm. The MEMS mirror modulates the interrogat-
ing laser beam and returns the modulated signal to the interrogating source, where 
it is decoded. The MEMS modulator uses electrostatic actuation to deform rows 
of edge-supported narrow plates to form a diffraction grating. The reflective gold 

Fig. 8.8   MEMS-based modulating retroreflector ( Reprinted with permission, SPIE, 2009 [17]). 
MEMS micro-electromechanical-system
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mirror surface supported by a tensile silicon nitride layer is maintained at a ground 
potential and a voltage is applied to the conductive substrate so that an electrostatic 
force is generated between those two surfaces resulting in deflection of the flexible 
mirror surface. This type of actuator can be modeled as a pair of planar electrodes 
of overlapping effective area A, with a spacing g (closely-spaced). A voltage V is 
applied between the electrodes which creates an electrostatic attractive force Fe 
given by [17]:

�
(8.19)

where 0ε  is the permittivity of air (8.8 × 10−12 F/m). The above equation is modified 
when the electrodes deflect towards one another by an amount z:

�
(8.20)

When one actuator electrode is kept fixed but the other movable electrode supported 
by a mechanically compliant spring having stiffness factor k, the mechanical restor-
ing force Fm opposing electrode motion can be expressed by

� (8.21)

Equating the electrical and mechanical forces at equilibrium state (
e mF F= − ) the 

applied voltage and the equilibrium deflection z are related by [17]

�
(8.22)

The above equation shows the relationship between g, z, and V. The advantages of 
using electrostatic actuation to modulate the interrogating laser beam are: the actua-
tors consume practically no power, exhibit no hysteresis, and the MEMS deform-
able mirrors are easy to fabricate. With no voltage applied to the MEMS modulator, 
the 0th order intensity of the far-field diffraction pattern contains the return beam 
of the interrogating illumination system which would have been received from the 
modulator in the field if it were mounted in a retroreflector assembly. With ap-
plied voltage, the modulator deflects and the intensity of the 0th diffraction order 
decreases while off-axis higher-order diffraction orders increase in intensity. The 
MEMS mirror can be incorporated as a facet in a hollow retroreflector to return the 
modulated beam to the interrogator [17].

The MEMS modulators can have various architectures. One method simply em-
ploys phase modulation by moving the retroreflector along the beam direction with 
MEMS actuators as described in [19]. A spherical Cat’s eye retroreflector is used 
where the mass of the retroreflector is inversely proportional to the resonant fre-
quency at which it can be moved (i.e., limiting the speed of modulation). One of 
the mirrors in a corner-cube retroreflector replacing with an MEMS actuated grat-
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ing has been considered [20] and also discussed in the earlier section. For a wide 
range of FSO communications applications, the existing MRR devices are unable to 
meet all of the requirements such as speed, wavelength, large angular field of view, 
lightweight, size, power consumption, modulation ratio, operational communica-
tion range, etc. Many of these issues have been mentioned in the earlier section. 
Furthermore for the MRR-based device for FSO communication applications, the 
system has to operate under varying environmental conditions e.g., turbulence, scat-
tering and maritime atmospheres.

Large-aperture MEMS etalons modulator using a drumhead structure with a 
variable air gap for use with Cat’s-eye retroreflector optics, is reported [21]. Con-
cepts of modified version of similar MEMS device structure to act as a first-surface 
deformable mirrors rather than an etalon is described in [22, 23]. The first-surface 
MEMS deformable mirrors are switched from a flat to a hexagonal array of con-
cave micro-lenses. The light distribution due to the spherical micro-lenses are de-
termined by geometrical curvatures (geometrical regime), and interference between 
multiple diverging beams suppresses the zero-order reflectivity (diffraction effect). 
The general concept of this type of MEMS deformable mirror for retro-modulator 
is shown in Fig. 8.9. Note that the far-field diffraction pattern (observed at the re-
ceiver plane located near the interrogator laser beam) is the Fourier transform of 
the deformable-mirror surface (mirror-array). The zero-order diffraction beam de-
termines the signal power collected by the receiver for the FSO communication, 
located next to the interrogator laser beam. The researchers reported in [23] that 
they have achieved the following performance: a10-dB contrast ratio for incident 

Fig. 8.9   Concept of modulating retroreflector using MEMS deformable micromirror array 
( Reprinted with permission from IEEE, 2006 [18]). MEMS micro-electromechanical-system
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angles upto ± 68° at 1.5 µm employing three mirrors in a corner-cube retroreflector, 
each oriented at 54.7° to the normal of the corner-cube, for propagation distances of 
at least 1 km, with increased drive voltage (≈ 79 V) to increase the devise response 
to above potential 1 MHz, to be operated hot 20  C and at 100  C temperature, and 
extinction ratio 7:1.

Micro-Opto-Electro-Mechanical System (MOEMS) Modulator  Some types 
of MEMS-based modulator technology utilize the concept of interference between 
MEMS micro-mirrors and their support substrate to modulate incident light 
[24, 25]. The modulating device operates over a large spectral band of wavelengths 
greater than 1.3 microns and a wide angular range (120°). The modulator consists 
of an array of silicon micro-mirrors which are parallel to the substrate and sus-
pended by micro-beams above the substrate. The micro-mirrors move coherently 
and act as interference switch. The modulation is achieved by tuning a large array 
of Fabry-Perot cavities by applying an electrostatic force to adjust the gap between 
a movable mirror and the underlying silicon substrate. The basic concept of the 
modulating device is as follows: The modulator transmission can be modeled as a 
Fabry-Perot etalon where the mirror reflectivity is determined by the Fresnel reflec-
tion coefficient of silicon. The transmission of the modulator for a laser interrogator 
wavelength with angle of incidence, θ, and a spacing δ between the mirror and the 
substrate is given by [25]

�
(8.23)

where

and

where T and R are the transmission and reflectivity of the silicon, n is the index of 
refraction of silicon at wavelength λ ( n = 3.5), and R┴ and R11 are the Fresnel reflec-
tion coefficients for the perpendicular and parallel polarizations, respectively. For 
a given angle of incidence, a good modulator contrast can be achieved by varying 
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the gap. With a high transmission, for a specific gap, the light passes through the 
retroreflector where the second pass returns to the interrogator. On the other hand, 
if the transmission is low for the specific gap, the incident light is reflected away 
at some random angle. The device has to be able to switch between maximum and 
minimum transmission by changing the spacing of the etalon to values in the range 
0.1 to 1.5 microns depending on angle of incidence, θ. An electro-static force deter-
mined by the applied voltage between the substrate and the micro-mirrors pull the 
mirrors down to change the spacing. This type of interference-based MEMS optical 
modulator using as an interference switch can be used to communicate over a range 
of 1 km with a bit rate of 200 kbit/s.

MEMS Switchable Retroreflector Film Modulator  There are some applications 
which require signals to be visible and obvious to naked eye. Some of the ideal 
requirements for these types of applications are: wide visible spectral range for a 
bright reflection (full width half maximum, FWHM) of > 100 nm, modulation con-
trast ratio > 10:1, large reflective area (e.g., > 100 cm2), be able to accept wide input 
angle, switching at speeds as fast as the human eye response (< 100 ms) for obvious 
recognition high optical efficiency (i.e., the received retroreflected brightness is 
much greater than the intensity of reflections from diffusely reflecting surround-
ings). Low modulation power is also another important consideration. Examples of 
several electrically modulated retroreflector film technologies for rapid visual iden-
tification are introduced in reference [26]. This type of application will be useful for 
FSO visual communications where a quick response that is obvious to the naked eye 
is required. This section discusses the interesting switching technology based on 
electrowetting. The most appropriate modulation technique described here is based 
on electrowetting which can switch quickly, can modulate over the entire visible 
spectrum and into the IR, and has little angular dependence. The basic mechanism 
of electrowetting is the use of electromechanical force to reduce liquid contact angle 
on a dielectric surface. When a voltage V is applied, the contact angle θv can be 
expressed as [26, 27]:

� (8.24)

Where θy is Young’s angle (with no voltage applied), C is the capacitance per unit 
area of the hydrophobic surface (F/m2), and γcI is the interfacial surface tension 
( N/m) between conducting fluid (e.g., water) and insulating fluid (e.g., oil). The 
polar fluid serves as one electrode. Electrowetting can be applied to change optical 
transmission with a speed as fast as a few ms for devices of < 100 µm in size apply-
ing 10–100 V voltage depending on the properties of the materials such as C and γcI.

The incident light must transmit through the modulation layer, retroreflect, and 
then pass back through the modulation layer a second time. Reference [27] describes 
switchable retroreflectors based on electrowetting lenslets that are integrated into 
the corner cubes. Figure 8.10 illustrates the basic principle. A corner cube retrore-
flector backplane is coated with electrowetting films and dosed with oil ( n > 1.4) 
and water ( n ≈ 1.3). The oil and water creates a concave-shaped meniscus and acts 

2
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like a concave lens since the refractive index of oil is higher than that of water. The 
researchers have used 800 µm corner cubes when the voltage is off ( V = 0), the light 
incident onto the electrowetting retroreflector will be refracted passing through the 
concave meniscus and thus be optically scattered. The device then works like a 
diffuse reflector. When the voltage V is applied, electrowetting reduces the water 
contact angle with hydrophobic dielectric. Applying voltage ≈ 19 V, the water con-
tact angle reaches ≈ 125°, the meniscus becomes flat and the device behaves like a 
conventional retro reflector. A contrast ratio of greater than 10:1 was achieved with 
input angle ± 30°. If the corner cube is scaled to 10 µm, a very fast switching speeds 
of < 0.1 ms can be reached (far exceeds the response time of the human eye). Also, 
a large total reflective area (≈ > 100 cm2) can be fabricated which can be thin and 
flexible (i.e., can be put on curved surface directly).

8.4.6 � Fiber-based Amplified-Retro-Modulator (ARM): A New 
Concept in MRR Technology Amplified Retro-Modulator 
(ARM) based on single-mode optical fiber (SMF)

a.	 Single channel ARM

The performance of the laser communications return link in a MRR system is lim-
ited by the size (area) of the retro-modulator. A larger aperture retro-modulators 
can return more signal, but is much heavier and consume more electric power. A 
new concept of MRR is described in the reference [28] which uses an amplifying 
retro-modulator. The amplifier increases the effective area of the retro-modulator 
more than 300 times to make the system as effective as a larger aperture passive 
retro-modulator without the increased weight and power consumption of a larger 
retro-modulator.

How does it work?  The concept is based on developing a high-efficiency FSO-
SMF coupler. The conventional couplers suffer high losses. The FSO receiving ele-
ment is a single-mode fiber fused to the end of a solid optic with a demonstrated 
increase in efficiency and achieving a very high data rate of 2.5 Gbps with this 

a b

Fig. 8.10   Electrowetting lenslet retroreflector modulation. a Scattering state (voltage off). b Ret-
roreflection (voltage on) ( Reprinted with permissionfrom the Optical Society of America (OSA), 
2012 [26])
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type of retro-modulator [28]. With the conventional FSO systems for coupling into 
single-mode fibers, the depth-of-focus (DOF) is very small and for an ideal imaging 
system is given by:

� (8.25)

where d is the focal spot and NA is the numerical aperture of the optical fiber. For 
conventional single-mode fiber with a mode-field-diameter of 10.5 µm and the NA 
of 0.13, the DOF is 40 µm. There is therefore a severe coupling efficiency losses 
because of a small change in the position of the lenses due to thermal expansion or 
any mechanical vibrations. The new concept utilizes the pigtailed solid glass fiber 
collimators which are less sensitive to thermal and mechanical disturbances since 
the optical fiber is fused directly to the glass of the collimator. For efficient coupling 
of light into a SMF the light at the entrance of the receiver must have an étendue that 
does not exceed the étendue of the SMF and is constrained by the upper limit on the 
V parameter for a SMF [29]:

�
(8.26)

where corea  represents the radius of the fiber core, λ  is the operating wavelength, θ  
is the acceptance angle of the fiber. The étendue of a single-mode fiber is given by:

�
(8.27)

where 
SMFξ  represents the étendue of a single-mode fiber. For efficient coupling, the 

receiver étendue, receiverξ , must not exceed the étendue 
SMFξ  of the single-mode fiber. 

The theoretical FOV of coupling a 2-cm diameter optical beam into an optical fiber 
would be 68-µradians or 14-arcsec, although in the reference [28] the experimental 
value of the FOV was very low, 0.8-arcsec which could be increased with the proper 
design of the lens system.

It was pointed out in the reference [28] that a high-efficiency optical coupling 
of FSO signals into a single-mode fiber was possible by combining high efficiency 
FSO-SMF optical couplers with high-speed modulators and very low-power con-
sumption Erbium Doped Fiber Amplifiers (EDFAs). It was possible to develop an 
ARM with a return signal 2000 times the return signal from an identical aperture 
conventional MRR that can simultaneously be operated at several Gbps modulation 
rates. The total power consumption of an amplified 2.5-Gbps ARM used only 120-
mW of electrical power.

The intensity incident upon a typical MRR is given by:

�
(8.28)
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where 
TP  is the transmitted power, 

Tη  represents the efficiency of the transmit op-
tics, 

Atmη  is the atmospheric transmission efficiency, 
TΩ  represents the divergence 

of the transmitted beam, and R  represents the link range. The return signal for a 
conventional MRR is given by [30]:

�
(8.29)

where Aeff retro_  is the effective area of the retro-modulator, Areceiver is the receiver 
area, Ωr  is the divergence of the retroreflected beam, λ is the interrogator laser 
wavelength. If the retro-modulator has a gain of G, then the effective area of the 
retro-modulator is given by:

� (8.30)

where Aretro represents the physical area of the retro-modulator. From the above 
equations, the return signal from an ARM with a gain G is obtained as follows [28]:

�
(8.31)

The above equation clearly shows that the return signal from an ARM with a gain G 
increases the received signal by a factor G compared with a MRR with the same ap-
erture. With commercially available EDFA systems with a 40-dB small signal gain, 
it is possible to increase the effective area of the retro-modulator by nearly 4 orders 
of magnitude [28]. The effect of the spontaneous emission noise on the receiver 
SNR can be neglected. Figure 8.11 shows a schematic block diagram of the ARM 
system which can operate under atmospheric turbulence condition. Unmodulated 
photons from the interrogating diode laser beam (SMF pigtailed/collimated) are 
collected by the ARM’s receive aperture, and coupled into a SMF (pigtailed). This 
method provides a robust high efficient coupling from free-space into a SMF. After 
amplification (using EDFA) and then subsequently the modulation, the outgoing 
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Fig. 8.11   Single-fiber-based Amplified Retro Modulator (ARM) ( Reprinted with permission from 
Thomas Shay/SPIE, 2004 [28])
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photons exit the smaller aperture fiber pigtailed collimator, which is co-aligned with 
the receive aperture at the interrogator laser location. The amplified and modulated 
beam thus is retroreflected back to the source and collected by a receive optics. The 
first retro-modulator operating at 2.5 Gbps was demonstrated in the laboratory [28].

b.	 Fiber-Array-based (Multiple Channel) ARM

The ARM described above is limited to its extremely small FOV of about ± 0.004° 
only. In order to overcome this limitation, a recent patent by the author and his col-
league [31] (Patent No. US 8, 301, 032 B2, Oct. 30, 2012) describes a wide FOV 
amplified Fiber-Retro system. The concept is to provide a pixellated fiber array sys-
tem for both incoming and outgoing optical beams to maintaining one-to-one cor-
relation between each set of lenslet/fiber array which can also determine the exact 
location of the source. The patent describes a means of achieving a wide FOV “fiber 
retro” system where the remote device can accept a wide angle of interrogating sig-
nal. The system consists of the receiving optics, the N × 1 combiner in combination 
with the fiber tap, and the probe photodetector, the electronic N × 1 switch, the 1 × N 
spatial router, and the single-mode optical amplifier. Figure 8.12 shows the dia-
gram of the “fiber retro” system. The system includes all-optical repeater without 
optical-to-electrical-optical (OEO) conversion process. The combined wide-angle 
lens and the lenslets/SMF pigtailed collimator provide the needed requirements for 
coupling the incident light onto the lenslets array. A wide-angle telecentric lens is 
incorporated with an array of the single element FSO-SMF couplers. The incident 
signal photons enter the telecentric lens, imaged onto the lenslet array; the output 
signal (after the combiner) is then optically amplified in a low-noise highly efficient 
EDFA. Next the signal is modulated in an electro-optical intensity modulator ac-
cording to the external data. Finally the modulated and amplified photons sent out 
the exit port (transmit optics) back to the interrogator laser (transmitter) location. 
If the entrance and exit apertures are aligned to produce parallel beams, then this 
configuration serves as an amplified retroreflector/retro-modulator.

Effects of atmospheric turbulence on the amplified fiber retro-modulator (AFRM)  The 
effect of atmospheric turbulence on the AFRM system using an array of fiber cou-
plers needs to be evaluated. This can be best understood by estimating the variance 
of angle-of-arrival fluctuations caused by the presence of atmospheric turbulence 
which can be written as:

�
(8.32)

where D = aperture diameter, Cn
2 is the turbulence strength, and H is the altitude. 

If the communication link is along a slant path, then C zn
2 ( ) should be replaced by 

sec(θ). C zn
2 ( ) where θ is the zenith angle (away from the vertical) and the limit of 

integration should be taken as the slant range.

An example of link analysis for a Satellite-based system laser interrogator and 
low-power Gbps amplified fiber retro-modulator  Figure 8.13 shows the simulation 
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result for a satellite-based laser interrogator and ground-based ARM. The range of 
the satellite was assumed to be 370  km the atmospheric transmission efficiency 
= 0.5. The retroreflected beam is received by the satellite receiver of 6 in. diameter. 
The transmitter efficiency was assumed to be 0.5, the required bit-error-rate (BER) 
= 10−9, the SNR =144, and the gain of the retro-modulator system was taken to be 
4 × 105. The simulation result shows the received power at satellite as a function of 
required laser transmitter power on the satellite for different values of the diver-
gent angles of the transmitter. The two horizontal dashed lines represent the needed 
received power at the satellite for 100 Mbps and 2.5-Gbps data rates. To achieve 
a data rate of 2.5-Gbps, for a transmitter divergent beam of 6.8 mrad, it requires 
160  mW of laser power whereas for transmitter divergent beam of 27  mrad, it 
requires about 2.5 W of laser power. These numbers are very practical and realistic.

Comparison of different MRR technologies  A comparison of the features of various 
MRR technologies discussed in this section is summarized in Table 8.1.

8.5 � MRR-based FSO Communications Systems 
Performance Analysis

This section will discuss the following: first, a link budget analysis for evaluating 
received power at the transceiver; second, determine SNR for MRR communication 
system; third, calculate BER for a MRR FSO communication system in presence of 

Fig. 8.13   Plot of the received power versus required laser transmitter power: an example of a 
Satellite-based laser interrogator and a ground-based “Fiber retro” system using fiber-array
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atmospheric turbulence; finally, atmospheric scattering effects in the retroreflected 
received signal power will also be discussed.

8.5.1 � Link Budget Analysis

MRR Link Scenario  In order to establish an MRR FSO communication link, the 
interrogator laser would illuminate the MRR-equipped terminal. Small photodetec-
tors or the modulator itself would be able to detect the incident beam and cue the 

Table 8.1   Performance characteristics of different MRR technology
MRR 
technology

Liquid crystal 
(LC)/Ferro-
electric liquid 
crystal (FLC)

MQW Electro-optics MEMS Amplified 
fiber-retro: 
single chan-
nel/fiber 
array

Modulation Polariza-
tion and 
amplitude

Amplitude Polariza-
tion and 
amplitude

Amplitude Amplitude

Speed Slow Medium-fast Fast Low/medium Very fast 
possible

Power 
consumption

Very low Medium High Low Very low

Voltage 
required

Low Low High Low/moderate N/A (does not 
require any 
electro-
optical. 
acousto-
optical, LC 
or MQW 
material)

MRR diameter Large Medium Medium Small Very small for 
single chan-
nel to small 
for array 
device

Mass Low Low High Low Very low
Comments Simple and 

rugged, 
easy to 
array for 
wide FOV; 
response 
shifts with 
temperature 
Cat’s eye 
is capable 
of higher 
bandwidth

AOM can be 
very com-
pact and 
high-speed 
possible

Low cost; 
deformable 
micro-
mirror array 
possible 
for higher 
modulation 
contrast, 
and larger 
FOV

Single chan-
nel has 
extremely 
small FOV; 
array of 
fiber retro 
provides 
large FOV

MRR modulated retroreflector, MQW multiple quantum well, MEMS micro-electromechanical 
modulators system, AOM acousto-optic modulators
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data transmission. If the retroreflected return beam is amplitude modulated, HDX 
communications are possible. This can be done simply with an OOK modulation, 
but more advanced modulation schemes such as pulse position modulation (PPM) 
can be used for higher data rates. For FDX scheme such as polarization modulation, 
for example, can be utilized on the interrogation uplink, and amplitude modulation 
(OOK) can be used for return data format in MRR down link. A receiver telescope 
would be co-located with the interrogator and would be equipped with the neces-
sary optics, detectors and electronics to decode the received data stream.

Link Budget Calculations  MRR system consists of three main components: MRR 
device, the data compressor, and the data system. The MRR makes the bidirectional 
nature of a typical communication link into a one-sided alignment problem. A retro-
reflective communication system thus comprises a laser transmitter/receiver station 
and a remote retroreflector that can be switched “on” or “off” states. The link bud-
get is the computations of the optical power losses in one link and is bounded by the 
system dynamic range given by the transmitter output power and the receiver sensi-
tivity. After subtracting all the optical losses across the link, any remaining dynamic 
range is referred to the “Link Margin”, allows a link to operate under adverse atmo-
spheric condition. There are basically three retroreflector losses: absorption loss, 
wave front loss (due to imperfection of the retroreflective optics), and contrast ratio 
(for example loss due to a certain percentage modulation depth of the quantum-well 
modulator).

Limitations with MRR FSO Communications  All FSO communications experi-
ence limitations imposed by the atmosphere, e. g. weather-dependent attenuation. 
Furthermore, atmospheric turbulence causes beam spreading and wandering as well 
random fluctuations of the received communication signal (scintillation). While 
atmospheric attenuation causes large but slowly varying SNR at the receiver, turbu-
lence causes fast SNR fluctuations (i. e., fading). In heavy fog the attenuation can 
be as large as 80 dB/km, or more, while in some other conditions, it may be only a 
few dB/km. Because of scintillation and beam wandering, turbulence reduces the 
received signal energy in the detector. Atmosphere therefore limits the performance 
of FSO communications systems, and plays an important role in the link budget 
analysis discussed below. In order to implement an MRR-based FSO communica-
tion, atmospheric effects such as turbulence and scattering must be considered. For 
example, backscatter from the interrogating beam where photons scattered by the 
atmosphere reflect back into the optical receiver’s optical path and reduce the SNR. 
Mitigation techniques to reduce turbulence and scattering effects on MRR-based 
FSO communication system need to be employed to accomplish acceptable BER 
required by the FSO system.

8.5.2 � Quantifying the Link Budget

The MRR acts both as a receiver and a transmitter in the optical link, the MRR 
optical link budget can be expressed in terms of gains and losses. To estimate the 
range for the MRR communication link the reflected optical power reaching the 
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transceiver must be estimated. In terms of gains and losses, the MRR optical link 
budget can be expressed as follows [12, 17]:

�
(8.33)

where:

Prec
	 = received signal power

Plaser
	 = interrogator laser power

GTx
	 = transmitter antenna gain (laser collimation and pointing)

LTx
	 = transmitter losses

LR
	 = range losses due to propagation path

atmT 	 = �atmospheric transmission = e−αR, where α is the atmospheric coefficientof 
attenuation

GMRR
	= �MRR antenna gain = 

4

retroD
S

π
λ

 
  

 (where Dretro = optical aperture of the 

retroreflector, i.e., MRR diameter, λ  is the interrogator laser wavelength, 
and S is the MRR Strehl ratio of the optic [2]: some typical value of a MQW 
retro-modulator, S = 0.4)

LMRR
	= MRR optical losses

M 	 = MRR modulation efficiency
GRx

	 = receiver antenna gain (due to interrogator receive aperture)
LRx

	 = receiver losses

Some of the terms in the above link budgets equation can be calculated from the 
following formulas:

Note the strongest dependence of retroreflector links on the range which falls off as 
fourth power; the links fall off more strongly with range than conventional links be-
cause of their bi-directional (double-pass) nature. Due to this R−4 dependence, com-
pared to the R−2 dependence for a one-way conventional free-space communication 
link, it therefore requires appreciably more to change communication performance. 
For example, to increase the communication range by a factor of ten, it will require 
four orders of magnitude in optical power. Also, the optical power received depends 
on the retroreflector diameter as fourth power. For MRR systems, a large aperture to 
minimize the transmission losses and a high modulating rate are desired at the same 
time. But the modulator switching time is usually RC-limited and therefore gener-
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ally inversely proportional to the size of the modulator’s active surface area. Thus 
a large retroreflector aperture will slow down the data rate and a trade-off is needed 
for determining the aperture size to maximize the returned optical power and the 
required high speed data rate while keeping the consumed electric power low. For 
terrestrial applications, the atmospheric losses are caused due to absorption and 
scattering such as Rayleigh and aerosol scattering. Propagation effects are different 
at different wavelengths and therefore the interrogator laser wavelength needs to be 
chosen accordingly. Finally, atmospheric turbulence will cause large and rapid SNR 
fluctuations in the received optical power (fading on a millisecond scale).

From the above link equation, the received power can be predicted for a given 
system architecture. For a given data rate and encoding scheme of the modulating 
element the number of photons received by the detector, per transmission bit can be 
calculated as follows:

�
(8.34)

where:
np	= photons per bit
Q	 = quantum efficiency of the detector
h	 = Planck’s constant (6.63 × 10-34 Js)
ν	 = frequency of light = c/λ
R	 = data rate

8.5.3 � BER Calculation for MRR System in Presence 
Atmospheric Turbulence

Understanding the contribution of scintillation to the power fluctuations due to at-
mospheric turbulence is essential to improving the performance of FSO commu-
nication systems. BER is the standard figure-of-merit for a communication link. A 
BER of 10−6 is generally considered to be acceptable. BER is inherently limited by 
the contrast ratio of the modulating retroreflector device. When the signal received 
is very low, i.e., at the low photon levels characteristics of a communication link, 
the BER will be determined by the signal level, the noise in the detector and the 
contrast ratio of the retro-modulator device. A combination of techniques such as 
compression techniques, signal processed, and appropriate adaptive optics-based 
techniques would be necessary to improve the BER in a MRR-based FSO com-
munication system.

Atmospheric turbulence causes the interrogator beam and the reflected beam 
to spread reducing the average signal level, and secondly it induces spatially and 
temporally varying fluctuations in intensity (scintillation). Scintillation causes the 
received signal to fluctuate above and below the accepted mean value, when bits 
of transmitted data may be lost whenever the signal is low. The signal strength 
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and the probability of wrongfully identifying the logic state of the signal assumes 
that there is an identifiable threshold signal value which separates logic state 1 
(presence of signal) from logic state 0 (no signal). However, this optimal threshold 
value for a given bit varies with time in presence of atmospheric turbulence (due to 
scintillation effect). In this case, a variable threshold that is always optimal can still 
be implemented provided the turbulence-induced temporal fluctuations are much 
slower than the bit rate.

�System Model for MRR-based FSO Communication in Presence 
of Atmospheric Turbulence

Similar to the link equation above, the signal power received by the interrogator-
receiver from the MRR is given by [32]:

� (8.35)

The first bracketed term {..} can be written as GRGsys/R
4 which is the power re-

ceived from the MRR with no turbulence. The other terms contribute to the received 
power in presence of turbulence. In the above equation, Tatm is the atmospheric 
transmission, θdiv is the transmitter divergence, and frec is the collection efficiency 
of receiver optic. The MRR is characterized by a cross-section σMRR and contrast 
CMRR, where CMRR is the “on/off” contrast ratio between logic 1 and logic 0. The 
power received for logic 1 from the above equation can be calculated by writing 
Clogic = 1, and for logic 0, the power is determined by writing Clogic = CMRR. The pa-
rameter GR was used which deviates from 1 to identify how the system performs 
for some deviations from a given system configuration defined by Gsys (e.g., due 
to change in orientation or angle of incidence). The term 1/(WEO

2WER
2) is the re-

duction in mean power due beam spreading on the outgoing (from interrogator to 
MRR) and return (from MRR to interrogator) paths. The terms T1 and T2 denote 
time-varying (due to scintillation) transmission in the outward and return paths. For 
a pulsed interrogator with a repetition frequency frep, the mean received energy per 
pulse is given by Erec = Prec/frep.

�Effects of Atmospheric Turbulence on MRR-based FSO Communications

To understand the MRR-based FSO communications system which has to operate 
under atmospheric turbulence, the following factors need to be taken into account:
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1.	 Received power fluctuations of the interrogator laser beam after propagating 
through a range, R under atmospheric turbulence characterizing by the refractive 
index structure constant Cn

2, an inner scale l0, and an outer scale L0. For horizon-
tal path, Cn

2 is typically from 10−12 m−2/3 to 10−16 m−2/3, l0 is about 2–10 mm, and 
L0 is on the order of the distance between the optical path and the ground. This is 
usually specified as the Rytov variance, σ1

2 which is given by [33]:

�
(8.36)

	 where k is the wave number, k = 2π/λ for the interrogator wavelength λ.

2.	 The change in beam diameter term for the beam propagating from the interroga-
tor to the MRR, denoted by WEO in the earlier equation of the received power 
and is given by WEO = We/W, where W is the beam diameter in the absence of 
turbulence. We can be calculated [33] from the equation:

�
(8.37)

	 where   Λ =
2

2

R

kW

3.	 The change in the beam diameter, WER for the beam reflected from the MRR 
reaching to the receiver location: In this case, the beam starts from the MRR 
aperture propagates towards the interrogator at which point the beam diameter is 
changed due to the effect of atmospheric turbulence.

4.	 Probability density function (PDF) of intensity fluctuations of laser beam—
single and double passage:

Single passage PDF  The statistics of the intensity fluctuations propagated through 
atmospheric turbulence is characterized by PDF, one of the recently accepted forms 
is given by [33] which is a Gamma-Gamma PDF:

�

(8.38)

where I is the intensity normalized to the mean value,   andα b  are parameters re-
lated to scintillation, ( )K xν  is a modified Bessel function of the second kind,  ( )xΓ  
is the gamma function. For a given scintillation index, the values of  and α b  can 
be calculated [33].

Double passage PDF  The beam first originates from the interrogator laser trans-
mitting a power P0 producing a power P1 at the MRR aperture, and the resultant 
reflection power is P2 through the receiver aperture. The transmission parameters T1 
(from the interrogator to the MRR) and T2 (from the MRR back to the interrogator) 
in the MRR received power equation discussed earlier, are time varying and fluctu-
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ates according to the turbulence characteristics of the atmosphere. The mean value 
of the effective transmission in each direction is 1. These transmissions in each 
direction can be uncorrelated so that the joint PDF can be written as the product of 
the individual PDFs. The double passage PDF can then be written as [32]:

� (8.39)

One can then obtain the PDF of total round trip transmission:

�
(8.40)

The double passage PDF can therefore be computed from the individual PDFs in 
each direction. Figure 8.14 shows the double pass PDF of transmission for MRR 
communication scenario. The single passage PDF with aperture averaging for MRR 
aperture and receiver telescope aperture are also shown in the figure. From the fig-
ure, it is clear that even with aperture averaging (to reduce the fluctuations due to 
scintillation) a double passage propagation can lead to a high level of fluctuations 
with a high probability of low power at the receiver. The MRR-based communica-
tion link design should take into this effect in order to determine the various system 
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Fig. 8.14   Double-pass PDF of transmission for modulating retroreflector in presence of atmo-
spheric turbulence: single-pass PDF’s of transmission are also shown for comparison ( Reprinted 
with permission from SPIE, 2004 [32]). PDF probability density function
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parameters (such as aperture size for different turbulence levels, power levels of 
interrogator laser etc.).

�BER Calculation for MRR System

In order to determine the BER of the MRR FSO communication system, one needs 
to know the basics of received signal, contributions of all noise sources in the sys-
tem, and the relationship between the SNR to communications system performance 
defined by BER. A general discussion and relationship of received SNR and BER 
can be found in references [34, 35]. In almost every area of measurements, the 
ultimate limit to the detectability of a weak signal is set by noise-unwanted signals 
that obscure the desired signal. For laser communications systems the shot noise, 
background noise and thermal noise contribute to the total noise at the receiver. The 
goal of a lasercom system for digital communication is to transmit the maximum 
number of bits per second over the maximum possible range with the fewest errors. 
Electrical data signals are converted to optical signals via a modulator. A “1” is 
transmitted as a pulse of light while a “0” has no light output. The number of “1’s” 
and “0’s” transmitted per second determines the speed of the link (bit rate). At the 
receiving end of the link, the optical signal is detected by an optical-to-electrical 
converter (e.g., a photo detector). A decision circuit then identifies the “1’s” and 
“0’s” in the signal, and thus recovers the information sent. For an OOK modula-
tion, for example, decoding is based on a decision as to whether the pulse slot time 
has high enough field energy or not. The selected threshold determines the best 
performance in decoding the correct signal with the lowest probability of making 
a bit decision error and thus the BER can be obtained. Thus the performance of 
the lasercom system can be predicted by computing the BER of the system which 
depends on the modulation format, and the SNR. The noise comes from all possible 
sources which include shot noise, dark current noise, thermal/Johnson noise in the 
electronics following the photodetector, and the background noise.

The calculation of BER for MRR system thus involves three steps: (i) compute 
the SNR for the detector (no turbulence), (ii) calculate the BER using mean signal 
energy and a threshold value of the signal(no turbulence), (iii) finally, calculate 
BER for the fluctuating signal due to turbulence (i.e., with turbulence). The proce-
dure is discussed a follows.

1.	 SNR at the receiver aperture using an avalanche photodetector (APD) as an 
example:

The shot noise current for an APD is given by [32]:

� (8.41)

where e is the charge of the electron, B is the bandwidth of the system, and 
, , , ,surf sig bulk bkgr ampI I I I I  are respectively the surface dark current, signal cur-

rent (as a result of received signal power, Ps), the bulk dark current, a background 

2 22 ( ( ) )noise Det surf sig bulk bkgr ampI eB I I I I M Iε+
− = + + + +
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current (originating from background power, Pbkgr), the noise current due to the 
signal fed into a preamplifier, and M is the gain of APD in the operating mode. The 
unit of all the currents is ampere, ε is the excess noise factor for the detector. The 
SNR is then given by:

�
(8.42)

where the detector efficiency parameter, andMR Rη =  is the detector responsivity 
(A/W).

2.	 The BER using mean signal energy and a threshold value of the signal (no 
turbulence):

Assuming the noise of the detector is Gaussian, the probability distribution of the 
received signal S, with a mean value of Smean and signal variance 2

sσ  can be written as

�
(8.43)

The distribution functions for logic 1 and logic 0 signals will be different. Consider 
a string of pulses where fluctuations are due to shot noise only For logic states 1 
and 0, the mean signals S1 and S0 are given by S1 = REmean and S0 = REmean/CMRR, re-
spectively, and the corresponding noise components N1 = NEmean and N0 = N( REmean/
CMRR), respectively. Note that Emean is the mean energy per pulse received by the 
receiver and CMRR is contrast between the mean signal for logic state 1 and that 
for logic state 0. Assuming the probability of false alarm equals the probability of 
missed detection, i.e., the probability of wrongfully detecting logic 1 is the same as 
the probability of wrongfully detecting 0, the threshold signal, Sth can be found as

�
(8.44)

The BER or the probability of error can then be found from

�

(8.45)

where erfc is the complimentary error function.

3.	 The BER for the fluctuating signal due to turbulence (i.e., with turbulence):

In order to determine the BER in presence of atmospheric turbulence, the BER0 
which is considered as a conditional probability must be averaged over the PDF of 
the random signal to determine the unconditional mean BER [34, 36]. To perform 
the calculation the form of the PDF of intensity fluctuations through atmospheric 
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turbulence is required. A Gamma-Gamma distribution was proposed earlier. The 
BER for a turbulence-induced fluctuation for a MRR FSO communication link can 
be written as

�
(8.46)

where BER0 is the BER associated with a given pulse energy with no turbulence 
from the earlier equation, p(E) is the PDF for the incoming energy taking into ac-
count of the pulse repetition frequency of frep (note: mean received energy Erec per 
pulse for a pulsed interrogator with a repetition frequency is related to the received 
power, Prec by Erec = Prec/frep). A Gamma-Gamma distribution generally valid for 
weak to strong turbulence regime was mentioned earlier. Figure 8.15 shows a plot 
of system parameter relative cross-section GR versus BER in presence of atmo-
spheric turbulence, BERTurb (for various values of turbulence strength parameter, 
Cn

2). A relative cross section of value of GR of 0.3 % means the value in the log scale 
to be Log10(GR) = − 2.5. From the figure, it is clear that for a given system value of 
GR, the BER for the MRR system increases as the strength of turbulence becomes 
stronger and stronger from the no turbulence case ( Cn

2 = 0) to Cn
2 = 10−16 m−2/3, and 

then to Cn
2 = 10−15 m−2/3. The combination of Cn

2 and the system required BER to be 
achieved determines the limits of retroreflective communications systems that have 
to operate under atmospheric turbulence. The BER can be improved by increasing 
the system parameter GRGsys which can be accomplished by using a higher inter-
rogator laser power, a larger aperture MRR, or a more efficient collection geometry. 

0
0

IN PRESENCE OF TURBULENCE: ( ) ( )TurbBER BER E p E dE

∞

= ∫

Fig. 8.15   BER (log-scale) versus system parameter GR (log-scale) for different turbulence strength 
parameters, Cn

2 ( Reprinted with permission from SPIE, 2004 [32]). BER bit-error rate
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A trade-off between all these parameters need to be performed in order determine 
the optimum MRR-based FSO communications system.

Recent results on the method for the evaluation of performance of free space 
optical communication systems utilizing MRR under weak turbulence are described 
in the Ref [37]. Figure 8.16 shows the BER against SNR for various spatial spec-
trum of atmospheric turbulence models (Kolmogorov, Von Karman, and Modified). 
The results are valid for weak turbulence where a log normal distribution of PDF 
was assumed. The results show that different spatial spectrum (i.e., different tur-
bulence models) adopted for the calculations of BER can lead into differences in 
SNR required for the communications stems design. The performance model for 
the MRR-based FSO communications systems can be used to evaluate the system 
performance in terms of BER as a function of SNR, aperture diameter, MRR size, 
inner and outer scale sizes, Cn

2, and link distance. The model can be used for net-
work design and for network routing with proper algorithms.

8.5.4 � Atmospheric Scattering Effects on MRR-FSO 
Communications System

The previous section deals with the clear air turbulence (CAT) effects on the MRR 
FSO communications systems performance. This section will discuss the atmo-
spheric scattering effects. There is always scattering when the photons emerging 
from the interrogator laser beam propagates through atmosphere. The scattering 

Fig. 8.16   BER (log-scale) versus SNR (dB) for different atmospheric models (spatial spectrums; 
Reproduced with permission from IET, 2012 [37]). BER bit-error rate, SNR signal to noise ratio
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photons can play an important role among the total photons captured by the receiver 
and therefore it is important to analyze the influence of atmospheric scattering on an 
MRR communication link.

The communication channel in this case is atmosphere which consists of air mol-
ecules and aerosol particles: the optical parameters of air molecules are the extinc-
tion coefficient ke

air, the scattering coefficient ks
air, and the absorption coefficient 

ka
air, and those of aerosol particles are the extinction coefficient ke

aer, the scattering 
coefficient ks

aer, and the absorption coefficient ka
aer. The extinction coefficient ke, 

the scattering coefficient ks, and the absorption coefficient ka of the atmosphere are 
then given by [38]:

� (8.47)

The state of the MRR is controlled by the data bits of “0” or “1” which for ex-
ample are corresponding to the “off” and “on” states of the amplitude modulator, 
respectively. The receiver captures the retroreflected modulated beam and the data 
is decoded.

When the state of the MRR is “on”, the retroreflective power at the receiver can 
be written as [38]:

� (8.48)

The parameters of the above equation are: interrogator laser power, Pt
; wavelength, 

λ; transmitting beam divergence, 
tθ ; solid angle, 24 .

4
t

t sin
θπ  Ω =     For the receiv-

er, the parameters are: detecting area, Ar; FOV, tθ ; solid angle, 24
4
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retroθ ; solid angle of the MRR beam, 24
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spectively. The communication range is L. Air molecules suffer Rayleigh scattering 
and aerosol particles show Mie scattering effect. Figure 8.17 shows the results of 
the individual contributions of the retroreflective and scattering powers as a func-
tion of the communication range. The retroreflective power decreases sharply with 
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increased communication range, whereas the scattering power remains constant for 
this range.

Figure 8.18 shows the relationships between the retroreflective and scattering 
powers as a function of the meteorological range, sometime called “visibility.” 
When the meteorological range decreases (i.e., visibility becomes poorer) the ret-
roreflective power decreases correspondingly, while the scattering power increases 
instead, as expected for a poor visibility situation. Therefore, for a short meteoro-
logical range or poor visibility condition, the scattering power can overload a high-
sensitive receiver. The MRR-based FSO communications system which has to op-
erate under mostly scattering conditions need to be accordingly designed in terms 
of FOV of the receiver optics, interrogator laser power, range and other system 
parameters. In conclusion, in designing MRR-based FSO communications system, 
the scattering power, in addition to the retroreflective power, must be taken account 

Fig. 8.18   Contributions of 
retroreflective and scattering 
signal powers as a function 
of the meteorological range 
(visibility) ( Reprinted with 
permission from The Optical 
Society of America (OSA), 
2012 [38])

 

Fig. 8.17   Contributions of 
retroreflective and scattering 
signal powers as a function 
of the communication range 
( Reprinted with permission 
from The Optical Society of 
America (OSA), 2012 [38])
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in the trade-off study, especially when the communication range is long or the me-
teorological range is short (low visibility).

8.6 � Applications

MRR-based FSO communications is an exciting area with applications in many 
areas of commercial, biomedical, search and rescue, and industrial fields. The niche 
area of MRR-based free-space laser communications and data links is growing. 
We conclude this section by providing some examples of some recent experimen-
tal demonstrations performed by researchers and also some potential applications. 
Some of these applications are discussed below. The earlier sections provide the 
necessary backgrounds and analysis so that the readers can have full appreciations 
for the applications. Some of the MRR-based FSO communications applications 
include:

a.	 Ground-to-air and air-to-ground communications: real-time video transfer from 
UAV, Interspacecraft optical communication and navigation (guidance control 
for free-space platform, secure communication

b.	 Remote-telemetry applications: includes Mini-Rover (which was built for 
NASA’s international space applications, it will move in the exact pattern display 
some data as sound and images, is an internet controlled robot

c.	 Locate objects of interest in a widely dispersed area, optical tagging (for tagging 
identification for remotely located consumables)

d.	 Autonomous mobile robot communication
e.	 Underwater optical communications
f.	 Car-to-infrastructure communication (telematics, car safety), communications 

for a vehicle, vehicle-to-vehicle optical two-way communication, FLC-based, 
MQW-based, fiber-retro-based

g.	 Optical tags (identification, sensors,)
h.	 High-speed wireless local area networks (WLAN)
i.	 Medical applications, human body transdermal optical wireless communications
j.    Intra-office communications
k.	 Internal electronics bus interaction/communication

Retro-modulator laser communication from high altitude balloon platform  The 
viability of retro-modulation communications was demonstrated for the first time 
by Swenson et al., [39] that performed the first passive retro-modulation experi-
ment. Swenson et  al. using FLC-based modulator and achieved a downlink at 
12  Kbps data rate and used time division multiplexing to achieve bi-directional 
communications in a ground breaking experiment. A FLC-based retro-modulator is 
a low power 2 mW with accepted angles approaching 45° (half angle). For space 
applications this type of MRR satisfies the critical requirements such as large area, 
large acceptance angle, and low power, but speed and modulation depth at higher 
frequency are very low. The details of the FLC for retro-modulation were already 
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described in the text. The balloon reached a float altitude of 31 km and collected the 
modulated light reflected from the payload. A concept of a retro-modulator com-
munications link where the remote site is a low-earth orbiting satellite was also 
illustrated by Swenson et al.

Data link between an UAV and ground station  MQW modulating retroreflector 
(discussed earlier section of the text) was used by Gilbreath et al. [30] to demon-
strate an IR data link between a small rotary-wing UAV and a ground based laser 
interrogator using the NRL’s MQW retro-modulator. An Mbps optical link to a UAV 
in flight at a range of 100–200  ft was shown feasible, and near real-time com-
pressed video transfer was demonstrated at the Mbps rate. Video or other forms of 
data can be obtained onboard the UAV and can be suitably modulated by the MRR 
using an appropriate format, and can retroreflect the video signal back when inter-
rogated by a laser/receiver system. Instead of a single MQW MRR, if an array of 
MRR is used, the pointing requirements are considerably relaxed and the onboard 
FOV can be increased to accommodate the incoming beam with relaxed steering 
requirements. The communication package is thus very lightweight without heavy 
gimbaled mount and power supply and can be used for very small platforms. An 
InGaAs transmissive MQW modulating retro-modulator of 0.5 cm diameter was 
used for field tests by placing the MRR on the tail of the UAV pointing down. The 
six-element array of MRR was used. The UAV was flown at an altitude of 35 m. 
The NRL MWQ based MRR was demonstrated to support over 10 Mbps in a high 
signal level and captured data rates of 400 kbps and 910 kbps on a UAV in flight. 
Also near real-time color video using Joint Photographic Experts Group (JPEG) 
compression was demonstrated at a 1.2 Mbps. Results of an updated development 
of MQW retro-modulators for real-time video transfer using an array of devices 
was reported where color video using wavelet compression at 15 and 30 frames per 
second was achieved at 4 to 6 Mbps over 30 m in the laboratory [11]. Results at 
1550 nm devices were also presented using “Cat’s Eye Retromodulator.” Real-time 
color video for a retro-modulator link of 2 m in the laboratory was also demon-
strated at 3 Mbps and at 30 frames per second [40]. The device consumed about 
75–100 mW and was 10 g.

Researchers have reported [41] the design of a free-space laser communication 
system from UAV to ground stations using MRR technology resulting in consider-
able reduction of power, size and weight onboard the UAV. The burden moves to the 
ground station but the acquisition, tracking and pointing subsystem requirements 
are also relaxed since the MRR acts as a pointing reference by reflecting the incom-
ing laser beam back to the source. MEMS-based MRR was considered for achiev-
ing the data rate in the order of hundreds of Kbps and also high data rate commu-
nications with UAVs where the ground laser transmitter to be OOK-modulated at 
hundreds of Mbps. MEMS-based modulator is a reflective diffraction grating with 
controllable groove depth acting as one of the three mirrors of the retroreflector 
device. MEMS modulator is capable of modulating a CW laser beam by switching 
between an unpowered flat-mirror state to an energized-diffractive state.

The MRR technology allows transfer of information from UAVs permits com-
munication to buoys on the water surface for information exchange and also to ve-
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hicles on the ground. One single MRR can be interrogated simultaneously by many 
lasers. A peer-to-peer sensor network architecture using space-division multiple ac-
cess (SDMA) and time division multiplexing (TDM) with optical retroreflectors is 
described in a report [42]. Retroreflector link in FDX mode operation is discussed.

MRR applications for Satellite Communications systems  MRR devices are small 
and allow low powered, high data rate communications downlinks from small satel-
lites. For space-to-space intersatellite links one satellite could be a microsatellite or 
smaller (Nanosat). For CubeSats, communications often dominate the power bud-
get where MRR technology can be used. For small satellites, the ideal communica-
tion system is suggested [43] that would feature a space segment that allows high 
bi-directional data rates with low power consumption. A highly asymmetric system 
architecture using MRR devices as the transmitting element in the space segment 
was discussed.

Interspace laser interrogation, communication, and navigation between spacecraft 
platforms  A novel concept utilizing MQW modulating retroreflectors to provide 
inter-spacecraft laser interrogation, communication, and navigation was described 
by Gilbreath et al. [44, 45]. An MRR enable compact, low power, and low mass 
optical data transfer on the order of Mbps, and relative navigation on the order of 
centimeters in three-axis position and arcminutes in two-axis tilt orientation was 
discussed. For docking missions where a close proximity operation of about 10 m 
are needed, the concept can work with a vision-based system.

Optical Tagging of a remotely located object  An MQW retro-modulator array used 
as a low power, lightweight means to provide optical tagging of a remotely located 
object was reported by Gilbreath et al. [46]. Tagging identification was performed 
by demodulating the retroreflected signal using appropriate code. An array of 
1/2 cm MQW devices was used at a range of about 40 m. MRR can have a potential 
solution for locating and identifying consumables such as food, and fuel in orbit 
which will be required for future long-range manned NASA missions. The MRR 
technology concept will also be useful as an aid for acquisition and tracking. The 
system can be very robust for space applications for supporting faster data rates, 
hence longer ranges, at lower powers than other existing devices. A MEMS-based 
optical tag was reported [47] in a laser communication experiment over 1 km opti-
cal range. The concept was based on employing interference to provide modulation 
to achieve modulation by tuning a large array of Fabry-Perot cavities via the appli-
cation of an electrostatic force to adjust the gap between a movable mirror and the 
underlying silicon substrate. The MEMS based optical modulator was used to act as 
an interference switch in a modulated retroreflected tag with a bit rate of 200 Kbps.

Mobile Robot Communication  MRR technology has applications for autonomous 
mobile robotic communication by establishing optical links to a small robot. Small 
robots can be used for operations in areas that may be hazardous and dangerous to 
humans and the robots can return video and other data from remotely located areas 
using high bandwidth optical communications. A single MRR will need about 1 
degree pointing accuracy for operating at rates of Mbps at ranges of 1 km which 
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requires an active pointing and tracking. An array of 6 MRRs and photodetec-
tors with FOV of 180° (azimuth) × 30° (elevation) mounted on a small robot was 
described [48]. A 1.5 Mbps optical Ethernet link was established to a range of 1 km. 
The system worked at 1550 nm wavelength for maximum eye safety using trans-
mits aperture of 2 in. and interrogator power of 350 mW. A transceiver board lay-
out and its performance was described for autonomous mobile robotic application 
[49]. The robots were autonomous and needed to coordinate themselves without 
some sort of master. For robotic applications exchanging information such as posi-
tion, speed, braking, turning, dimensions, and destination of the robot are essen-
tial. MRR technology can be used for this purpose. The maximum communication 
range achieved by the retroreflector robot was 60 ft. High data rate communication 
links in stationary or mobile mini-sensor suites using retro-modulator simulated on 
a mini-rover was demonstrated [50]. The host platform consumption of 50 mW and 
mass of 50 g were used for the communication subsystem. A typical example for use 
of this technology would be to establish communication link between a spacecraft, 
landed on a planet, with tens to hundreds of sensors or sensor carrying mini-rovers, 
distributed in the surrounding area.

FDX Communication on a Single Laser Beam  The first experimental demonstration 
of FDX communications on a single laser beam was described by T. M. Shay et al. 
[51, 52]. The FDX optical communications means that a simultaneous bi-direc-
tional transmission is accomplished. The forward link beam (i.e., interrogating laser 
beam) simultaneously transmits the forward link data and serves as the carrier wave 
for the return link. MRR modulates the incident forward link beam according to the 
input data and is retroreflected back to the interrogator laser (receiver location). The 
photo-detector near the MRR serves as a receiver for the communication link from 
the transmitter (laser interrogator) to that receiver. The MRR is the transmitter for 
the receiver at the interrogator location. Thus a pair of Tx-Rx at both ends is pos-
sible which makes FDX operation. The forward data format must deliver a constant 
average power to the passive terminal and the return data format must be selected 
so that the forward data is invisible to the return link detection system. Shay et al. 
demonstrated with sub-carrier-FSK modulation for the forward data link, and a Cir-
cularly Polarized Keying [53] (CPK) for the return link. A diode laser interrogator 
transmits a linearly polarized beam which is then converted to a circularly polarized 
beam after passing through a quarter-wave plate, and the constant average power 
beam is sent to the MRR. The LC retro-modulator directs the incident beam back to 
the interrogator location and assigns left-handed and right-handed circular polariza-
tions to the return beam according to binary data bit information. The LC will flip 
the right-handed polarized transmitter light into left-handed for a “1”, while for a 
“0” the incident is unchanged. A second quarter-wave plate converts the returned 
left and right-handed circularly polarized beams into two orthogonally polarized 
beams respectively. A polarizing beam splitter separates the two orthogonal linear 
polarizations. The return signal photons, after passing through an optical filter are 
incident on the receiver located at the interrogator. The LC shutter was made from 
phase-separated composite films LC shutter with extinction ratio falling off rapidly 
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with frequencies beyond 20 kHz, consumed 1/2 W of electric power for unbiased 
data, and an extinction ratio of less than 3.5 % at 20-Kbps. A subcarrier-FSK modu-
lation was selected for the forward data link and the return data format can be OOK 
modulation. This type of MRR- FSO communication concept has an application 
for earth-to-low-earth-orbit (LEO) optical system which can offer lightweight, low 
power consumption, low data rate communications from LEO satellites.

Fiber-based 2.5-Gbps ARM for FSO Communications  The concept of ARM using 
a high efficiency FSO-SMF coupler was described earlier in the text. The applica-
tion includes the potential high data rate (~ 2.5 Gbps) FSO communications [51]. 
The optical amplifier increases the effective area of the retro-modulator by a factor 
of 318 and thus can provide the same return signal with a dramatic reduction in the 
system size and weight of the retro-modulator system.

Wide FOV Amplified Fiber-Retro for Secure High Data rate communications and 
Remote Data Transfer  The concept of this technology was described earlier in the 
text. The patent [54] describes the application of the concept to an optical system 
for remotely communications at a high data rate between a base station and a remote 
station under atmospheric conditions. The remote station includes retroreflectors 
consists of two sets of lenslets coupled with single-mode fiber array, called “fiber 
retro”. Amplified retro modulation is achieved requiring only one single optical 
amplifier and one single modulator. A transmitter located at the base station sends 
an interrogating optical beam to the “fiber retro” which modulates the optical beam 
according to the input signal/data, and redirects the modulated optical beam to the 
base station for detection by a receiver. This technology includes the capabilities 
of providing Identification of Friend-or-Foe (IFF), secure communication, and a 
means of achieving a wide FOV with a fiber-coupled lenslet array. The simulation 
result shows the application of this technology for a satellite-based laser interroga-
tor and ground-based amplified retro-modulator. The range of the satellite in the 
simulation was assumed to be 370 km the atmospheric transmission efficiency of 
0.5, the BER = 10−9, SNR = 144, and the gain of the retro-modulator system was 
taken to be 4 × 105. Results show that to achieve a data rate of 2.5 Gbps, for a trans-
mitter divergent beam of 6.8 mrad, it requires only 160 mW of laser power, whereas 
for transmitter divergent beam of 27 mrad, it requires about 25 W of laser power. All 
these numbers are very practical and realistic and show the utility of ARM system 
concept.

Underwater Optical Communications using a MRR  Communicating with underwa-
ter sensors and vehicles is important in ocean exploration and observation. Under-
water optical communication is possible at short ranges when application requires 
high data rates, low latency or covert operation. Optical scattering and absorption 
in the underwater environment limit the systems operation. Point-to-point optical 
links can have ranges approaching 200 m in clear water. A modulating retroreflec-
tor can be used with a laser on one interrogating platform (such as a submarine or 
unmanned underwater vehicle). The power-constrained platform (sensor node or 
small unmanned vehicle) acts as source to transmit the light beam towards a MRR. 
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The system can be designed to have duplex optical communication at low power. 
Researchers built an MRR that uses Fabry-Perot optical cavity for modulating light 
in the visible wavelengths for underwater communication where the intensity of the 
reflected or transmitted light can be modulated by electrically changing the cavity 
spacing [55]. Data transfer at rates of 250, 500 and 1 Mbps were demonstrated with 
a quadrature phase-shift keying (QPSK) modulation format. Another scenario for 
underwater modulating retroreflection communication link can be when one party 
(for example, a submarine) with more power consuming resource than another one 
(for example, a diver) [56]. Power requirements and the system complexity can then 
be put into the submarine and the diver can be equipped with a small modulating 
retroreflector and can collect information which can be obtained by the illuminating 
interrogator.

Remote Telemetry using MEMS Deformable Micromirror Array-based MRR  MR 
concept can be used for remote telemetry application which includes remotely inter-
rogated environmental sensors distributed over a large geographic area, and secure 
communications link. A laser interrogator can be mounted in an aircraft flying over 
the large area to interrogate the sensors remotely. The communication range for 
remote telemetry may extend from 0.1 to 10 km and must operate under varying 
environmental conditions. The system needs to operate over a wide range of inci-
dent angles, up to ± 30° which is possible with a hollow corner-cube retroreflector. 
An MRR was described [19] with one MEMS mirror that deforms from a flat into 
a hexagonal array of concave reflective microlenses to disperse the retroreflected 
wave front. A gold-coated silicon-nitride membrane suspended over 1-mm diameter 
circular cavities with a 79 V applied with a modulation contrast ratio of 7:1 and 
achieved 100-kHz modulation over a 35° range of incident angle.

Medical Application: Retroreflective Transdermal Optical Wireless Communica-
tion  MRR link is an attractive communication solution in medical applications. 
Transdermal high data-rate communication for use in-body devices, such as pace-
makers, smart prostheses, neural signals processors at the brain interface, and 
cameras acting as artificial eyes as well as for collecting signals generated within 
the human body are just some examples. Researchers have explored the potential 
of retroreflected optical link as a transdermal communication modality and have 
examined the channel characteristics [57]. MRR is attractive solution in medical 
applications because of its low power consumption in the order of µW. Another bio-
medical application involves especially implanted brain-computer interfaces which 
give rise to large data sets that needs to be transmitted transcutaneous. A link at 
near-IR (~ 854 nm) can be established using an MRR in the implant, but keeping 
the laser and the detector on the outside [58]. The modulator and drive electronics 
are the only part of this system that needs to be implanted.

Some applications using MRR technology were discussed. However there are 
more applications to explore. Some of them include: a communication link com-
prised of a Helmet-mounted and vehicle-based retro modulator, vehicle-to-vehicle 
optical two way communications, car-to-infrastructure communication (telematics, 
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traffic safety), internal electronics bus interaction/communication, intra-office com-
munications and Industrial Manufacturing. The readers might find them interesting.
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9.1  Introduction

The concept of free-space optical communications (FSOC) has been around since 
the late 1960s. Lasers offered the potential for small transmitters and receivers with 
very high antenna gain (i.e., small transmitter spot sizes). Specifically, FSOC sys-
tems could be much more efficient and could provide orders of magnitude gains 
in data rate compared to a radio frequency (RF) system of the same size. Unfor-
tunately in the 1970s and 1980s, much of the potential gain in efficiency was lost 
because of poor electrical-to-optical efficiency, poor optical detector efficiency, the 
increased transmitter spot sizes necessitated by transmitter pointing error limita-
tions, and most importantly, link degradation from optical channel effects. The re-
sult was that the advantages of optical communications over RF communications 
were never realized for the past 40 years, except with one exception, fiber optical 
communications (FOC). This is because FOC technologies overcame the detector 
and efficiency problems cited above; laser light could be easily launched into fiber 
optic cable and FOC did not suffer the channel effects that plagued FSOC.1 The 
FOC technology break-through can help move FSOC systems into a reality if the 
FSOC channel effects can be overcome. The realization that the latter aspect is pos-
sible came from the realization that neither FSOC nor RF communications can pro-
vide totally reliable, multi-gigabit/tetrabit per second (Gbps/Tbps) communications 
like a FOC system by themselves. However, they have the potential to move to-
wards that goal by working together in a network infrastructure [1]. That is, through 
a hybrid optical-RF networking construct. This can be clearly seen in Table 9.1.

RF communications are generally reliable and well understood, but cannot sup-
port emerging data rate needs unless they use a large portion of the precious radio 
spectrum. On the other hand, FSO communications offer enormous data rates, but 
operate much more at the mercy of the environment. The perennial limitations of 
FSOC systems are directly attributable to signal fading/scintillation (optical tur-
bulence) and path blocking (cloud obscuration) [1]. Both phenomena reduce the 

1  FOC did have its own channel effects to deal with, but their resolution is a major success story 
that will not be covered here.
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availability of the optical channel to support reliable communications. Since RF 
paths are relatively immune to the same phenomenology, combining the attributes 
of a bursty high data rate FSOC link with the attributes of a low data rate (by com-
parison), but reliable RF link could yield attributes better than either one alone. By 
adding to this mix the capabilities of retransmission by, and rerouting through, a 
high-speed network structure, the potential to create a communication system like a 
FOC system with high availability and high data rates is very possible [2].

To achieve a robust high throughput backbone communications network, inno-
vative hybrid networking and link technologies that exploit FSO/RF channel diver-
sity and synergy must be employed to yield higher performance than either FSO or 
RF alone. Table 9.2 outlines the various components of a hybrid system and what 
negative system effect they address. This is the subject of this chapter. Specifically, 
we will provide an example architecture, its basic components, and performance 
data on how well it works. As the reader will soon see, one really needs a number 
of components in a hybrid system approach to ensure high link availability under 
all weather conditions.

9.2  Hybrid Optical/RF Communications

Recent efforts at the Defense Advanced Research Projects Agency (DARPA) and 
Air Force Research Laboratory (AFRL) show that the needed performance to emu-
late a FOC system can be achieved by a hybrid system that incorporates FSOC, 
directional RF, and adaptive networking. Key results are reported regarding the 
2006/2007 experiments conducted under the AFRL Integrated RF/Optical Net-
worked Tactical Targeting Networking Technologies (IRON-T2) Program [1, 3–6]. 
The tests for the AFRL IRON-T2 Program, culminating in IRON-T2 2008 [6], 
demonstrated the efficacy of a combined optical/RF communications system. Test 
data indicated that the FSOC technologies and hybrid approach could support reli-
able multi-Gigabit links under a wide range of day and night operating conditions. 
When atmospheric conditions, such as fog and clouds, denied optical communica-
tion, lower rate RF connectivity could sometimes be maintained if ducting and ac-
companying multipath interference were absent. Significant deleterious multipath 
effects occurred most often on low-angle RF links in the presence of temperature 
inversions. Varying atmospheric conditions caused one or other spectrum channel 
to fail, or both, or neither. The lesson learned was that no all-weather, all situation 
communications connectivity exists, but that a combined optical/RF communica-
tions system has greater availability than either one alone. In addition, enhanced 
equalization subsystems in the RF domain can alleviate some multipath interfer-
ence. Moreover, operations planning can mitigate link failures by adjusting flight 
trajectories based on outage prediction and detection.

DARPA and AFRL have since leveraged the IRON-T2 results to further research 
hybrid FSO/RF system performance and design under the DARPA Optical RF Com-
munications Adjunct (ORCA) Program and follow-on, FSO Experimental Network 
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experiment (FOENEX) program. The intent of the ORCA/FOENEX Programs are 
to design, build, and test a prototype hybrid electro-optical and RF airborne back-
bone network. The Internet protocol (IP)-based hybrid FSO/RF network was de-
signed to provide the capabilities and performance needed for tactical reach-back 
and data dissemination applications. Airborne nodes were expected to communicate 
between each other, up to ranges of 200 km at nominal altitudes of 25,000  ft or 

Table 9.1   Complementary channel/hybrid characteristics for atmospheric networking
RF FSO RF and FSO

Data rate Low data rate High data rate Enables high data rate free 
space optical (FSO) com-
munications with high 
reliability

Channel stability 
and QoS

Stable channel Bursty channel Improves network availability 
quality of service (QoS)

Impact of 
weather

Impact of clouds
Relatively immune 

blocking
Must have clear/haze 

conditions
RF operations in clouds

Impact of Rain
Sometimes affected 

by rain
Less degradation than 

RF
FSO operation in rain

Ancillary 
benefits

Physical layer diversity 
improves jam resistance

Size, weight, and power 
(SwaP) focus

Leverages common power, 
stabilization, etc.

Economical use of platform 
volume

Table 9.2   Hybrid optical RF network reliability mechanisms. RF radio frequency
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higher, whereas air-to-ground links were to achieve up to a 50 km slant range. As 
noted in the 2009 Institute of Electrical and Electronics Engineers (IEEE) article 
[1], the major challenges for establishing a hybrid FSO/RF airborne communica-
tions capability are overcoming atmospheric turbulence over long ranges and low 
slant angles and mitigating multipath in low altitude RF.

9.2.1  ORCA Program and Objective Hybrid System Description

The overall approach for hybrid networking in ORCA was driven by the need for 
high-rate, long-haul tactical communications providing a high degree of availabil-
ity to users [1]. A system-level approach to the ORCA design and development 
enabled the program to consider design trades and interactions among technolo-
gies in achieving the desired performance. The resulting design leveraged diversity, 
reliability, and adaptability mechanisms throughout the system in a cohesive man-
ner—from the dual physical layer up through mobile ad hoc networking (MANET) 
mechanisms.

An ORCA network contains multiple air and ground platforms, each containing 
one or more hybrid terminals and interconnected by simultaneous hybrid FSO/RF 
links (each ORCA terminal head contained both FSOC and RF transceivers). Two 
or more independent links were required for a platform to be an “interior” node 
in the network that forwards data through the network. While “edge” nodes such 
as ground terminals could contain a single hybrid link, the presence of multiple 
network nodes on a platform improves overall network reliability and availability.

The ORCA network is initiated via a long-range, low-bit rate RF omnidirectional 
signal, providing initial telemetry information exchange among hybrid terminals 
as each air and ground platform comes into communications range. The telemetry 
signal reaches farther than the FSOC and directional RF communications channels, 
allowing the terminals to establish a group leader and initiate network planning. 
Network formation initiates once the terminals are within range to establish FSOC 
and/or RF links. Optical links are established using a semi-cooperative acquisition, 
tracking, and pointing (ATP) system consisting of a wide-field of-view (WFOV) 
camera, narrow-field of view (NFOV) camera, and wave front sensor (WFS) fine 
tracking loop with turbulence compensation. Using the initial pointing information 
provided by the telemetry system, node connection assignments are made and nar-
row optical beacon signals on each platform are pointed towards pre-selected re-
ceiving platform locations. “Receiving” WFOV on each intended connection node 
will then acquire and lock their beacons within respective track gates. The NFOV 
sensors then establish smaller track gates, where the signal is locked and the WFS 
on each node provides fine tracking of signals and allows the FSOC link to begin 
transmitting data. The RF link also uses the telemetry data to initiate link acquisition 
in parallel with the FSOC process. Once an end-to-end path is established between 
ORCA edge nodes, data begins to transit the network.

Data flows can be configured to utilize the FSO and RF links of the hybrid sys-
tem in a number of ways. For example, high-throughput flows can be directed to 
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use the FSO links as the primary medium while lower-rate flows such as voice or 
chat could use the RF link as the primary medium. Alternatively, all data can use the 
FSOC link as the primary medium and “failover” to the RF link when outages occur 
and other FSOC paths are not available.

During operations, the network must adapt to changing link conditions as air-
craft maneuver and atmospheric conditions change. Each terminal’s field of view 
is limited by the location of the apertures on the platform (i.e., aircraft body), and 
individual links may become blocked by the relative position of each aircraft. Such 
outages are predictable and topology management software is able to preemptively 
adapt the network before blockage events occur. Also, unpredictable factors such 
as clouds or severe atmospheric turbulence can degrade the optical link or cause 
unpredicted outages that force the network to adapt.

Adaptation to link loss or quality degradation occurs in several ways within the 
hybrid network. At sub-second scales, heavy scintillation of the optical link can 
cause link disruption events (LDEs) that can result in unrecoverable packet errors. 
An ORCA network uses a link layer retransmission scheme, rapidly detecting the 
onset of scintillation events and retransmits unrecovered packets over the link via 
the FSO or RF as appropriate. If an LDE has a long duration or link quality de-
grades too severely, packets in the network may be rerouted around the affected 
link, resulting in a change to the network topology. Depending on network size 
and conditions, an end-to-end path through the hybrid network may be temporar-
ily unavailable until the network is able to adapt through re-pointing. Currently, an 
ORCA network is designed to contain a 5-second cache of data to be replayed once 
an end-to-end path is re-established.

The primary components of the objective system are the FSOC, RF, and net-
working subsystems. A system block diagram is shown in Fig.  9.1. The ORCA 
program focused on developing key technologies for each subsystem as well as 
developing capabilities that allow the three components to work in a hybrid manner 
to maximize system performance. It is envisioned that their integrated capability 
will provide high reliability and the necessary performance to meet military and 
commercial needs. The hybrid link established by pairing FSO and RF increases the 
availability of each established link. Retransmission, high-speed rerouting, topol-
ogy management, and replay mechanisms of the network increase the availability 
of an end-to-end route across the network.

9.2.2  FSOC System Overview

The ORCA FSOC subsystem is designed to accurately point the transmitter and 
receiver apertures for signal acquisition; couple light from free-space into a single-
mode fiber and mitigate power variations in the fiber to maximize receiver sensitiv-
ity. The acquisition and pointing functions are provided by a semi-cooperative ATP 
system consisting of a WFOV camera, NFOV camera, and WFS fine tracking loop 
with turbulence compensation.
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While turbulence affects the acquisition process, it is more disruptive to the FSO 
link. A transmitted beam experiences spatial and temporal distortions due to turbu-
lence in the form of beam wander, beam spreading (blur), and scintillation [7–10]. 
Airflow over the optical aperture of airborne links creates aero-optics effects that 
require mitigation in order to achieve reliable communication links. A key feature of 
the ORCA FSOC system is that the transmitter and receiver paths within the optical 
hardware are reciprocal, each having adaptive optics, thereby correcting both the 
transmitted beam and the received beam to maximize light coupling into the fiber.

The ORCA program incorporates an adaptive optics (AO) subsystem and an op-
tical automatic gain controller (OAGC), which together are the key components for 
converting the highly dynamic received optical signal into a stable signal that can 
be processed by the optical modem. The AO subsystem uses a tip-tilt mechanism 
for correcting beam wander and a deformable mirror to compensate for scintilla-
tion effects. The OAGC provides low-noise optical amplification and stabilization, 
providing 40 dB of dynamic range while isolating optical detectors from high input 
power which can cause detector saturation or damage. Details of these components 
have been described separately in [2–6], and relevant performance characteristics 
are presented in this paper.

Fig. 9.1   ORCA system block diagram. ORCA optical radio frequency communications adjunct
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9.2.3  RF Subsystem Overview

The ORCA RF communications subsystem components are designed to achieve ef-
ficient high rate communications over directional line-of-sight (LOS) air-to-air and 
air-to-ground links. Time-domain diversity is achieved through equalization and 
long-block length turbo codes applied as forward error control (FEC) coding. A dif-
ferential feedback equalizer (DFE) reduces inter-symbol interference (ISI) caused by 
distortion effects such as frequency-selective fading and phase deviation and miti-
gates the fading caused by reflected signals (i.e., multipath interference) that arrive at 
the receive antenna after the LOS signal. A turbo product code (TPC) FEC is applied 
in order to reduce the amount of per bit energy required for reliable data reception.

Figure  9.2 illustrates the basic RF hardware configuration for the brassboard 
system used in the recent testing. Most of the hardware components are based 
on existing equipment with proven track record in other data link systems. Some 
modifications were made to enable unique aspects of the ORCA RF operation, par-
ticularly to accommodate air-to-air links. Principle among them is the DFE, which 
mitigates multipath energy resulting from ground reflections on air-to-air links that 
were shown in the June 2009 article [11]. The DFE estimates the reflected channel 
components and implements filtering with the appropriate time delay to subtract the 
reflected signal from the direct path signal.

9.2.4  Network Subsystem Overview

The goal of an ORCA network is to provide an IP-based transit (backbone) class 
network with greater than 95 % end-to-end network availability. The network is an 
ad hoc network in that airplanes and ground stations equipped with ORCA nodes 
can discover each other, form a network with a topology based on in situ condi-
tions, and continue to adapt the topology over time. The network topology adapts to 
platform and environmental dynamics by re-pointing terminal apertures to establish 
new communications paths and by rerouting packets around degraded links. An 

Fig. 9.2   RF subsystem diagram. RF radio frequency
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ORCA network hides this mobility from external networks through the use of tun-
neling. Incoming IP packets are encapsulated and managed internally to the ORCA 
network for reliable delivery to the egress point, making the ORCA network look 
like a single hop to external networks.

The key hardware component for the hybrid network is a high-speed router. The 
ORCA hybrid router is being designed to accommodate 100 Gbps aggregate through-
put on a backplane to allow switching of up to four (4) duplex hybrid links and one 
(1) user port at 10 Gbps in each direction on a single platform. Each hybrid link uses a 
dedicated hybrid switching module (HSM) card containing an RF and FSO port. Each 
HSM corresponds to a single hybrid terminal or user port and each router (contain-
ing up to five (5) HSMs) corresponds to a single node.2 The network manages each 
hybrid communications link (i.e., a paired set of FSO and RF communication links) 
on the same HSM as a single communications link between the two network nodes.

In addition to the hardware design challenges, a number of network technologies 
are being developed. LDEs are caused by mobility, atmospheric conditions, terrain, 
and platform blockages. Some of the LDEs—such as platform blockages —can be 
predicted, allowing the network to take preemptive action such as rerouting through 
other network paths or re-pointing apertures to create new network topologies. Other 
LDE causes—including atmospheric scintillation —are not always predictable and 
require reactive mechanisms. As discussed previously, an ORCA network uses sever-
al mechanisms to overcome phenomenology that cause LDEs of different time scales:

•	 Error correction coding (ECC): The FSO link uses a Reed Solomon turbo code 
while the RF link uses a turbo product code for bit error corrections due to sub-
second LDEs.

•	 Retransmission: When packets cannot be recovered through ECC methods, the 
network provides Layer 2 retransmission to sub-second LDEs. Retransmission 
of packets lost on the FSO link can be resent over the FSO link or RF link.

•	 Integrated quality of service (QoS) and deep queues: For multi-second LDEs 
(less than 5 s) such as those caused by clouds, interior nodes can employ deep 
queuing techniques to mitigate the outage. The link is kept open and packets are 
held until they can be resent across the link.

•	 Rerouting: Alternatively, if a multi-second LDE lasts several seconds (> 5  s), 
then the local node will reroute packets through other existing links established 
by the local node.

•	 Re-pointing: If rerouting is not possible, the network may direct the network 
nodes to re-point one or more apertures, adapting the network topology to im-
prove end-to-end connectivity. The local node resumes data transmission once 
the new path is established.

•	 Replay: The network will replay up to 5 s of data from an edge node when re-
transmission and rerouting from the forward node are not possible. Replay may 
be necessary when re-pointing operations take longer than the time to fill the 
local node queues.

2  Note that an air or ground platform is likely to have a single router; thus, “node” and “platform” 
are used interchangeably throughout this article.
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9.3  FSOC Systems

FSOC has become an important application area because of the increasing need 
for larger bandwidths and high-data-rate transfer of information that is available at 
optical wavelengths. Although early interests concentrated largely on higher and 
higher data rates afforded by optical systems over RF systems, some of the great-
est benefits of laser communication may be: (i) less mass, power, and volume as 
compared with RF systems, (ii) the intrinsic narrow-beam/high-gain nature of laser 
beams, and (iii) no regulatory restrictions for using frequencies and bandwidths.

9.3.1  Background

FSOC is a LOS technology that uses lasers to provide optical bandwidth connec-
tions without requiring fiber-optic cable. Only 5 % of the major companies in the 
USA are connected to fiber-optic infrastructure (backbone), yet 75 % are within 
1 mile of fiber (known as the “Last Mile Problem”). As bandwidth demands in-
crease and businesses turn to high-speed local area networks (LANs), it becomes 
more frustrating to be connected to the outside world through lower-speed connec-
tions such as digital subscriber line (DSL), cable modems, or transmission system 
1 (T1s).

Typical laser wavelengths considered for FSOC systems are 850 and 1550 nano-
meters (nm). Low-power infrared lasers, which operate in an unlicensed electro-
magnetic-frequency band either are eye-safe or can be made to operate in an eye-
safe manner. However, limiting the power emitted by a laser restricts the range 
of applicability. Depending on weather conditions, FSOC links along horizontal 
near-ground paths can extend from a few hundred meters up to several kilometers 
or more—far enough to get broadband traffic from a backbone to many end users 
and back. For aircraft-to-ground or aircraft-to-aircraft links, the ranges can be up to 
100 km or more. Because bad weather (thick fog or clouds, mainly) can severely 
curtail the reach of these LOS devices, each optical transceiver node, or link head, 
can be set up to communicate with several nearby nodes in a network arrangement. 
This “mesh topology” can ensure that vast amounts of data will be relayed reliably 
from sensor suites to central control centers and users.

Susceptibility to fog has slowed the commercial deployment of near-ground 
FSOC systems. It turns out that fog (and perhaps rain and snow) considerably limits 
the maximum range of an FSOC link. Because fog causes significant loss of re-
ceived optical power, a practical FSOC link must be designed with some specified 
“link margin,” i.e., an excess of optical power that can be engaged to overcome 
foggy conditions when required. Under ideal clear-sky conditions, the absolute re-
liability of a laser communication link through the atmosphere is still physically 
limited by absorption of atmospheric constituents and the constantly present at-
mospheric turbulence. For a given link margin, it becomes meaningful to speak 
of another metric—the link availability, which is based on the fraction of the total 
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operating time that the link fails as a result of fog or other physical interruption. 
Link-availability objectives vary with the application.

FSOC technology started in the 1960s, but deleterious atmospheric effects on 
optical waves together with the invention of optical fibers in the early 1970s caused 
a decline in its immediate use. FSOC systems today can provide high-speed con-
nections between buildings, between a building and the optical fiber network, or 
between ground and a satellite. Moreover, a FSOC system can often be installed in 
a matter of days or even hours in some cases, whereas it can take weeks or months 
to install an optical fiber connection. Now, because of the growing demand for ac-
cess to high-data-rate connections all over the world and the inherent limitations of 
optical fiber networks in certain environments, there is renewed interest in FSOC.

Some additional common types of FSOC channels that are of current interest are 
cited below with a brief description of primary atmospheric effects:

Aircraft-ground: Laser communications to the ground from an aircraft are disrupted mostly 
by the atmospheric turbulence closest to the ground receiver. The primary concerns for 
downlink propagation paths are scintillation and angle-of-arrival fluctuations. Also, air-
craft boundary layer effects due to platform speed may need to be addressed.

Ground-aircraft: A transmitted laser beam from the ground to an aircraft is disrupted 
mostly by atmospheric turbulence near the transmitter. The primary concerns for an uplink 
path are beam spreading, scintillation, and beam wander.

Aircraft-aircraft: Although the aircraft is above much of the natural atmospheric ground-
induced turbulence, atmospheric turbulence is still a concern and aircraft boundary layer 
effects due to platform speed may also need to be addressed.

9.3.2  FSOC System Performance Modeling

An FSOC link budget provides the ability to predict system performance under a 
wide range of conditions and enables effective operation planning. It is an extreme-
ly valuable tool but requires underlying models that accurately capture system and 
component performance under a wide range of environmental conditions. Perhaps 
the most fundamental component of a link budget is the atmospheric optical chan-
nel model. In many FSOC systems, it may also be necessary to develop an AO gain 
model and an OAGC model. The AO system may consist of only tip-tilt corrections 
or, for more sophisticated systems, include a number of higher-order AO correc-
tion modes. The atmospheric model captures the impact of the atmosphere on the 
power into the receiver aperture while the AO gain model addresses the various 
atmospheric perturbations and defines the extent to which those effects can be miti-
gated in order to focus light into an optical fiber. The OAGC model then defines the 
ability of the system to convert the light into a stable and usable optical signal to be 
passed along to the modem. In addition to these methods, it may still be necessary 
to introduce other mitigating techniques such as a FEC coding scheme or spatial 
diversity of transmitters and/or receivers.
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Optical Channel Model  The atmosphere is commonly divided into two major 
regimes: the atmospheric boundary layer (ABL) and the free atmosphere [12, 13]. 
The ABL is that region roughly 1–2 km above the Earth’s surface where heating of 
the surface leads to convective instability, resulting in thermal plumes and strong 
optical turbulence (i.e., refractive-index fluctuations). The first couple of hundred 
meters above ground define the surface layer, roughly the first 10 % of the ABL, 
where its properties are determined by the air-to-ground differences in atmospheric 
parameters. The free atmosphere refers to that portion of the atmosphere above the 
ABL in which the effect of the Earth’s surface friction on the air motion is negligible 
and in which the air is usually treated (dynamically) as an ideal fluid.

Atmospheric or optical turbulence is often characterized by a single parameter 
Cn

2 (in units of m−2/3), called the refractive index structure parameter. In the day-
time, optical turbulence is strongest near the ground, generally characterized by 
Cn

2 values on the order of 10−14 upwards to 10−12 m−2/3 or more. During this period, 
the air temperature gradient is negative, and, with increasing altitude, it has been 
observed that Cn

2 often decreases from the surface with an h−4 3/ altitude dependence, 
where h denotes altitude [14]. At night, the Earth’s surface cools by radiation and 
becomes colder than the air, producing more stable conditions. This surface cooling 
produces a strong temperature inversion that can reach tens or hundreds of meters or 
more. Within the temperature inversion, Cn

2 will typically increase with increasing 
wind speed up to around 4 m/s, and then decrease with even stronger wind speeds. 
Also, the decrease in Cn

2  with altitude at nighttime does not generally follow a h−4 3/  
altitude dependence; instead, similarity theory predicts the power-law relation h−2 3/  
which represents more stable conditions. Morning and evening transition periods 
generally occur 1.5 h after sunrise and 0.5 h before sunset. During such periods of 
time, the air temperature and surface temperature are roughly the same and Cn

2 is 
minimized during any 24-hour cycle. The minimization in Cn

2 is termed the quies-
cent period, typically lasting on the order of a few minutes to half an hour.

Calculations of optical turbulence effects on an optical wave propagating through 
the atmosphere are necessary for modeling purposes and also understanding the 
results of experimental data involving the beam. Because such calculations rely 
heavily on optical turbulence models, it is important to have a good understand-
ing of the basic behavior of Cn

2  for the geographic area of interest. In applications 
involving propagation across homogeneous terrain along a horizontal path, it is 
common to assume that the structure parameter Cn

2 remains constant along the path. 
This constant value can be reasonably estimated by using an instrument called a 
scintillometer that characterizes the average value of Cn

2 along the same path or a 
nearby parallel path. If propagation is along a vertical or slant path, it is necessary to 
use certain analytic or numerical models of optical turbulence to describe changes 
in Cn

2 as a function of altitude. These latter models are known as Cn
2 profile models 

and typically represent an average value of Cn
2 at a given altitude, based in part on 

various measurements made over the years.
Several Cn

2 profile models, including both day and night models, are used by the 
technical community for ground-to-space or space-to ground applications [12]. One 
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of the most widely used models for such applications is the Hufnagel-Valley (HV) 
model described by

�

(9.1)

where h is in meters (m), w is the root-mean-square (rms) high-altitude wind 
speed in m/s, and A is a nominal value of Cn

2  near the ground in m−2/3. Choosing 
w = 21 m/s  and A = × −1 7 10 14.  m-2/3  leads to what is commonly called the HV-5/7 
model. This model is a modification of the original empirical model developed by 
Hufnagel [13, 15] for altitudes between 3 and 24 km above the surface.

One of the advantages of the HV model over other profile models is the inclusion 
of the two parameters w and A that can be adjusted. That is, permitting variations 
in high-altitude wind speed and local near-ground turbulence conditions makes the 
HV profile model attractive for theoretical studies over a large range of geographic 
locations. Also, it provides a model consistent with measurements of the Fried Pa-
rameter, r0, and the isoplanatic angle 0θ . However, the last exponential term in (9.1) 
that describes near-ground turbulence conditions predicts a slow decrease in Cn

2  
with altitude up to around 1 km as compared with the h−4 3/  behavior observed by 
Walters and Kunkel [14] and supported by a number of other early measurements. 
For applications that rely heavily on the behavior of Cn

2  near the ground, the HV 
model may therefore not be a good representation of Cn

2  behavior. Instead, another 
modification of the Hufnagel model that includes the h−4 3/  daytime behavior near 
the ground may be better suited in some cases [8–17], i.e.,

�

(9.2)

where h denotes height above ground. We will refer to (9.2) as the Hourly Analy-
sis Program (HAP) model. In this model, the last exponential function in the HV 
model (9.1) has been replaced with the last term that appears in (9.2), based on the 
observed behavior of Cn

2  near the ground. In addition, the HAP model has intro-
duced a reference height hs of the ground above sea level and a scaling factor M that 
represents the strength of average high-altitude background turbulence.

In Fig. 9.3, we plot the profile models (1) and (2) from a reference level h0 1=  m 
up to an altitude of around 3 km with the same Cn

2 141 7 10= × −.  m-2/3 ground value. 
In the plot of (2), we set M h ws= =1 0 21, ,= and  m/s. For the first few hundred me-
ters, there is considerable difference between the HV and HAP models, but from 
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roughly 1 to 20 km or more, the two models are essentially the same. For contrast, 
the HAP model with a − 2/3 power law is also featured with the same Cn

2 ground 
value.

Because the power law behavior as a function of altitude changes from h−4 3/  dur-
ing the day to h−4 3/  at night, it is clear that there must be a transition period between 
day and night. Andrews et al., [8] have recently developed a transition model that 
varies like h pp− ,  where  is dependent upon the temporal hour of the day. A temporal 
hour is defined as 1/12 the number of hours between sunrise and sunset. This more 
general model therefore makes use of the actual sunrise and sunset times, and par-
ticular time of day under which experiments are performed, to determine the value 
of p.

Atmospheric Effects on Laser Beams  The three primary atmospheric phenomena 
that affect optical wave propagation are absorption, scattering, and refractive-index 
fluctuations. Absorption and scattering by the constituent gases and particles of the 
atmosphere are wavelength dependent and give rise primarily to attenuation of an 
optical wave. On the other hand, index of refraction fluctuations, also called optical 
turbulence, lead to random irradiance and phase fluctuations of the optical wave. 
These random irradiance and phase fluctuations produce a number of deleterious 
effects on a propagating laser beam, including the following [10]:

•	 Beam spreading—increase in beam divergence resulting in an average power 
decrease at the receiver

•	 Beam wander—random movement of the instantaneous center of the beam in the 
receiver plane

•	 Loss of transverse spatial coherence—limits the effective receiver aperture di-
ameter in imaging and coherent detection

•	 Angle-of-arrival fluctuations—angle of arrival fluctuations in the receiver plane 
produce image jitter (or “dancing”) in the detector plane

•	 Scintillation—irradiance fluctuations that can reduce the signal to noise ratio 
(SNR) and increase signal fade probability

Fig. 9.3   A comparison 
of the HV model ( 1) with 
the HAP model ( 2) over 
altitude 1 < h < 3100 m. HV 
Hufnagel-Valley
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Statistical Performance Measures  The reliability of a FSOC system can be deduced 
from the analysis of several statistical performance measures:

•	 Strehl ratio (SR)—defined by the ratio of the long-term mean irradiance of the 
laser beam in atmospheric turbulence to that in free space. If the receiver is lo-
cated in the far-field of the transmitter, the SR in the receiver plane (RP) can be 
expressed in the form [9]

� (9.3)

where DTx is the aperture diameter of the transmitter and r0T
 is the Fried Parameter 

in the plane of the transmitter. The maximum value of the SR is unity in free space. 
In the detector plane (DP), the resulting SR is

�
(9.4)

where DRxis the aperture diameter of the receiver and r0Ris Fried’s parameter in the 
plane of the receiver. For a beam propagating a distance L in the positive z direction, 
the two Fried parameters are defined by

�

(9.5)

where k is optical wave number.

•	 Power in the bucket (PIB)—the average power that enters a receiver aperture. If 
PTxrepresents the laser power at the exit aperture of the transmitter, the average 
PIB at the receiver is

� (9.6)

where W is the free-space Gaussian beam radius of the laser beam in the receiver 
plane, 

atmτ  is the atmospheric transmission loss, and optτ  is the receiver transmission 
loss. An alternative way to express the mean PIB in the far field is by

�
(9.7)
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where A ATx Rxand denote the areas, respectively, of the transmitter aperture and re-
ceiver aperture and 2 /λ π= k  is wavelength.

•	 Power in the fiber (PIF)—when an optical fiber is located in the detector plane, 
then PIF  represents the average power that enters the fiber core. It’s maximum 
value is

� (9.8)

where fiberτ  represents the fiber loss due to the presence of a circulator.
For aircraft-to-aircraft or aircraft-to-ground links, the aero-optic boundary layer 

around the aircraft can introduce fluctuations in the beam other than those caused 
by atmospheric turbulence between the aircraft and the optical receiver. These aero-
optic-induced fluctuations in the beam may reduce the average collected power 
even further than represented above. In some cases it may be possible to model 
the aero-optic boundary layer as a thin random phase screen from which additional 
beam spreading can be estimated [18].

In addition to SR, PIB, and PIF, other measures of reliability or performance 
capability of a FSOC system involve the fade statistics associated with the signal 
beam. The fractional fade time (also called the probability of fade) describes the 
percentage of time the irradiance of the received wave is below some given thresh-
old value. Perhaps more important than knowing the probability of fade is knowing 
the mean fade time, i.e., the average length of a fade below threshold over a given 
time frame, and the implied packet loss per fade based on a given data rate.

The probability of fade is defined by

�
(9.9)

where TNR represents the threshold to noise ratio and <SNR> denotes the mean 
signal to noise ratio. The quantity p sI ( ) is the probability density function (PDF) 
of the random irradiance after passing through the receiver aperture. Commonly 
used models for the irradiance PDF include the lognormal model and the Gamma-
Gamma distribution [10]. For sufficiently high average SNR, the probability of fade 
may be calculated by considering atmospheric effects alone, i.e.,

� (9.10)

where IT denotes the irradiance threshold. The number of negative crossings below 
the specified threshold level IT characterizes the expected number of fades per unit 
time, n IT( ) , and the mean fade time is then determined by the ratio Prfade / ( )n IT  
[10]. Finally, the mean packet loss per fade is determined by the product of the mean 
fade time and packet rate.
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9.3.3  Scintillation Mitigation Techniques

Turbulence in the medium-to-saturation regime creates beam wander, spatial and 
angular spread, scintillation, and other negative effects on the signal beam [10]. 
The dominant one is scintillation that dictates system performance. To mitigate this 
effect, new technologies and techniques were invented. In this section, we will re-
view some of the more popular methods for mitigating scintillation in incoherent 
communications systems.

Aperture Averaging  Atmospheric turbulence is one of the primary phenomena that 
decrease the reliability of an FSOC system. For example, FSOC links can easily 
exhibit severe temporal short-term fading that is attributed to turbulence-induced 
scintillation. In some situations, this can be alleviated through increased transmitter 
power but this is not always practical. Increasing the receiver aperture size may also 
offset fading caused by scintillation. If the receiver aperture size is larger than the 
irradiance correlation width, the scintillation level measured by a detector begins to 
decrease over that of a small aperture receiver, an effect known as aperture averag-
ing. However, if the receiving aperture is smaller than the correlation width of the 
irradiance fluctuations, the aperture behaves essentially like a “point aperture.” Of 
course, the type of platform on which the receiver is located may limit the practical 
size of the receiver aperture, so the aperture averaging of a fixed size receiver may 
not sufficiently reduce the fading for a particular link. Another method of achieving 
scintillation reduction involves the notion of spatial diversity where several small 
aperture receivers spaced sufficiently far apart are utilized in place of one large 
aperture. In addition, spatial diversity at the transmitter through multiple transmit 
beams can also produce a scintillation reduction.

Under proper conditions, AO compensation can reduce the severity of the at-
mospheric effects by reducing phase aberrations induced by the turbulence. This 
reduction in phase fluctuations then leads to an increase in the amount of power that 
passes through the receiver aperture as well as that focused into the optical fiber. 
This is achieved by improving the SR at both the receiver plane and the detector 
plane. For instance, assuming the AO system only compensates for tip-tilt at both 
the transmitter and receiver, the SRs (9.3) and (9.4) can be improved to roughly [9]

�

(9.11)
The corresponding mean PIB and PIF with tip-tilt corrections are now readily ob-
tained by replacing the SRs in (9.6) and (9.7) with the expressions in (9.11). Trans-
mitter tip-tilt essentially removes the effects of beam wander in the receiver plane 
whereas receiver tip-tilt tends to remove image jitter in the detector plane caused 
by random angle-of-arrival fluctuations. The net result is more optical power in the 
optical fiber.
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In some cases, however, it has been found that aperture averaging combined with 
AO may still not be enough to create a reliable FSOC link. Hence, other means like 
the use of an OAGC combined with FEC schemes must be employed to increase the 
reliability and quality of service (QoS) of the FSOC network.

John Hopkins University (JHU) Applied Physics Laboratory (APL) Optical 
Modem  This section describes the John Hopkins University (JHU) Applied Phys-
ics Laboratory (APL) optical modem that provides the significant receiver sensitiv-
ity/systems gain for mitigating turbulent effects in excess of 20+ db. It has helped 
the ORCA/FOENEX program provide error-free and near error-free communica-
tions for FSOC links operating in saturation regime turbulences where an additional 
20–30 dB loss occurred after the AO systems, e.g., > 45–55 dB unmitigated channel 
fading. Figure 9.4 shows the basic architecture for the optical modem. It is com-
posed of two stages. The first stage is called the OAGC and the second is a FEC 
capability [15–17]. Juarez et al., has configured these two stages to create an optical 
modem designed to convert the widely-varying optical signal into a stream of digi-
tal data for processing by a network router [4, 11, 19]. They can provide 25–30 dB 
of link performance improvement.

The OAGC must perform several functions to stabilize the highly fluctuating 
received signal for reliable detection. The first is protection of the photodiodes and 
follow-on electronics from saturation or catastrophic damage due to high optical 
power levels. This condition can exist in FSOC links over short distances (< 10 km 
an over longer ones (> 100 km during benign turbulence. Additionally, architectures 
employing fixed gain optical pre-amplifiers, such as erbium-doped fiber amplifi-
ers (EDFAs), are especially susceptible because they can output power levels well 
above the damage thresholds of detectors in response to rapid power transients in a 
“Q-switch” effect. The second function the OAGC must perform is to provide low-

Fig. 9.4   Optical modem block diagram
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noise optical amplification to improve receiver sensitivity. This is critical to maxi-
mize the communications link margin. Lastly, the OAGC must reduce the power 
transients that couple through the receiver follow-on electronics and degrade bit 
error rate performance. The OAGC achieves this by optically amplifying or attenu-
ating as necessary through a series of multiple stages as discussed in [5, 11, 19] to 
output a constant power (POF) at a level of optimal performance for the detector. In 
essence, the time-variant optical input [I( t)] is translated into a constant output with 
a variable optical signal to noise ratio [OSNR( t)]. This performance is illustrated 
in Fig. 9.5, which presents OSNR and OAGC output power as a function of power 
into the OAGC (which is equivalent to PIF). The signal modulation scheme was 
non-return-to-zero (NRZ)-on-off keying (OOK). The maximum gain of the first 
generation system is shown to be between 40–45 dB. In this figure, POF stand for 
power out of the fiber after the OAGC.

The modem was designed to interface between the 10 Gbps Ethernet client and 
the 11 Gbps FSO line rate. Specifically, the modem uses a commercial off-the-shelf 
(COTS) Reed-Solomon [255, 239] enhanced FEC, with a 7 % overhead chipset 
for optical links, which are designed to operate in a high received power, variable 
OSNR environment. Lab tests have proven that COTS FEC chips can provide the 
full designed 8 dB of gain, even when the power into the OAGC varies over 4 or-
ders of magnitude. The primary penalty to outages below system sensitivity is the 
time the FSO side clock recovery circuitry takes to acquire clock after a fade. This 

Fig. 9.5   Optical signal to noise ratio (OSNR) and power out of the fiber (POF) versus input power 
in the fiber (PIF)

     



3139.3  FSOC Systems�

was characterized in the lab to be on the order of 100 µs. The BER results of using 
the COTS FEC with the first generation OAGC are shown in Fig. 9.6. For this test, 
the BER performance of the back to back test was compared with and without the 
OAGC using InGaAs PIN/TIA receivers for both cases. For the case without the 
OAGC, low received optical power starves the photo-receiver and lead to decision 
errors by the limiting amplifier, which cannot be corrected by the FEC. For this 
case, the FEC provides little gain as the low receiver power quickly reduces the 
received signal to noise ratio. This is not surprising as the FEC chipset was designed 
for optical fiber communications systems with optical pre-amplification where link 
configurations and OSNR and power levels are carefully controlled. This type of 
careful OSNR and power level management is impossible to do in FSO systems due 
to the dynamics of the received power.

Figure 9.7 illustrates how the optical modem performed on 183 km link during 
late afternoon conditions [4–6 PM]. In particular, this figure shows PIF data taken 
on May 18, 2009 during Flight 2, with POF data taken during laboratory testing. 
The turbulent conditions were estimated at 5xHV 5/7. The optical modem devel-
oped for these tests utilized an NRZ-OOK modulation format, operating at a line 
rate of 10.3125 Gbps. The FEC used was low overhead (7 %) Reed-Solomon code 
cited above. Combined with the OAGC originally demonstrated in 2007, the PIF 
noise floor (10−12 BER) was expected to be − 39 dBmW [4], but from Fig. 9.7, we 
see that the OAGC was able to maintain a constant output power over a greater PIF 
range, thus lowering the 10−12 BER point to − 41 dBmW. This was due to a minor 
system upgrade prior to Nevada field test.

Diversity  The free-space optical communications airborne link (FOCAL) programs 
and associated research effort conducted by researchers from MIT Lincoln Labora-
tory have used spatial diversity, FEC, and interweaving to reduce fading loss, pro-
jected to be on the order of 20 dB [5, 20]. This section will summarize their basic 
approach and results [5].

Fig. 9.6   Bit error rate versus input power in the fiber (PIF) with OAGC only, and with OAGC 
and FEC. OAGC automatic optical gain control, FEC forward error correction
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Optical diversity ideally reduces the log fade level by the number of apertures 
used if beams are statistically independent; in their experiment, four receiver aper-
tures were employed. Achieving that independence requires separating the beams 
by a distance greater than the Fried Parameter [5, 20]. This is the first scintillation 
technique used by the FOCAL program. The researchers used an aircraft aperture 
of 2.54 cm with four ground 2.54 cm apertures, varying the separation from each 
other by 10–48  cm. The downlink signal is separately detected in each aperture 
chain, with signals then summed for clock recovery and bit detection. Receiver fil-
ter bandwidth is 10 GHz. A dynamic variable optical attenuator (VOA) is included 
in each detection circuit to stabilize signal levels at the decision circuits. A system 
block diagram and examples of collected data are shown in Fig. 9.8.

The second scintillation mitigation technique used by the team was FEC coding 
with interleaving; the basic interleaving concept is illustrated in Fig. 9.9. The FEC 
adds symbols to each code word allowing recovery of all symbols if some are lost 
to fading. The Reed-Solomon (255, 239) code used can correct 8 byte (symbol) 
errors per code word. For OTU1 framing with RS (255, 239) FEC, 64 code words 
of 255 bytes each constitute a ~50 μs frame, far shorter than a millisecond class 

Fig. 9.7   Performance of OAGC on May 18 NTTR data, with Comparison with laboratory charac-
terization results. OAGC optical automatic gain controller, NTTR Nevada test and training range

  



315

atmospheric fade. If all symbols of the code word fall in the fade, the FEC is inef-
fective. Interleaving provides temporal diversity by spacing the code symbols by 
a time duration in excess of the characteristic atmospheric fade. For this work, the 

Fig. 9.8   The downlink path for the FOCAL experiment employed a single transmitter mounted 
in the aircraft and four independently tracked detectors in the ground-based receiver. The receiver 
outputs were incoherently summed, and the resulting improvement is demonstrated by the distri-
butions shown in chart on the lower left-hand side of this figure. The detector layout and an image 
of the scintillation pattern is shown in the picture on the lower right-hand side of this figure [5]. 
FOCAL free-space optical communications airborne link

     

Fig. 9.9   Interleaving refers 
to a technique in which a 
code block is segmented into 
a string of symbols that are 
temporally separated in order 
to minimize the likelihood 
that an entire block will be 
transmitted during a channel 
fade. The use of encoding 
allows the entire code block 
to be recovered even if some 
of the symbols are decoded 
incorrectly [5]
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symbols were spaced by 5 ms, leading to a latency of 1.25s after de-interleaving. 
The combination of an optical mitigation scheme to reduce scintillation fading and 
an FEC code operating with sufficient interleaving in the data domain can make 
communications in the deep fading channel tractable and significantly extend the 
available range for air-to-ground communications.

Figure 9.10 illustrates the improvement achieved in the mean power level (re-
ferred to as the static loss) and the reduction of the signal fluctuations (referred to 
as the dynamic loss). Under severe turbulence conditions, the combined effect of 
spatial diversity, interleaving, and encoding can easily reduce the transmitted signal 
requirement by more than 20 dB.

9.3.4  FSOC Experimental Results

The DARPA and the AFRL have made significant progress over the last few years 
in the development of a FSOC link performance. This section will summarize some 
of those results.

ORCA Program  The ORCA FSOC subsystem was designed to accurately point the 
transmitter and receiver apertures for signal acquisition, to couple light from free-
space into a single-mode fiber, and to mitigate power variations in the fiber to maxi-
mize receiver sensitivity. The PAT functions were provided by a semi-cooperative 
PAT system consisting of a WFOV camera, NFOV camera, and WFS fine tracking 
loop with turbulence compensation.

While turbulence affects the acquisition process, it is more disruptive to the 
FSOC link itself. A significant feature of the ORCA FSOC system was that both the 
transmitter and receiver were reciprocal and each incorporated an AO subsystem, 

Fig. 9.10   Comparison of received signal distribution functions for a short link with low turbu-
lence (dashed; relative humidity, Right Hand (RH), curve), a unmitigated long link with high 
turbulence (dashed, Left Hand (LH) curve), and the long link with scintillation mitigation (solid 
curve). Optimized mitigation schemes can reduce the transmitted signal power requirement by 
more than 20 dB. RH relative humidity
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thereby correcting both the transmitted beam and the received beam to maximize 
light coupling into the single-mode optical fiber. In addition, the ORCA system 
incorporated an OAGC, which together with the AO subsystem, represent the key 
components for converting the highly dynamic received optical signal into a stable 
signal that can be processed by the optical modem. The OAGC provides low-noise 
optical amplification and stabilization, providing 40 + dB of dynamic range while 
isolating optical detectors from high input power which can cause detector satura-
tion or damage [11, 21].

Separate tests of the ORCA system were conducted over a 70-km path from 
ground-to-aircraft at the Patuxent River Naval Air Station (PAX) and over 80–
200 km bidirectional paths between Antelope Peak at 2289 m and British Aircraft 
Corporation One-eleven (BAC1–11) aircraft at 8016 m altitude at the Nevada test 
and training range (NTTR) in 2009. The NTTR tests took place over May 16–18, 
2009. Atmospheric conditions were similar all three days of testing. Typical scintil-
lometer-measured Cn

2  data on May 16, 2009 at 1.0 m above the ground at Antelope 
Peak are shown in Fig. 9.11. During the middle of the day, ground level Cn

2  values 
were greater than 10−12 m−2/3, corresponding to conditions of very strong atmospher-
ic turbulence. Fried parameter values at the receiver on Antelope Peak typically 
ranged between 2 and 15 cm, whereas the same at the receiver on the BAC1–11 
aircraft ranged between 20 and 70 cm.

These weighted averages were typically on the order of 10−17 m−2/3, but occasion-
ally would jump roughly an order of magnitude higher [8]. It is believed that such 
sudden increases were due to large updrafts that would occur as the aircraft flew 

Fig. 9.11   Scintillometer measurements of Cn
2 near ground on May 16, 2009 at Antelope Peak in 

Nevada
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over certain high mountain peaks. A typical path that included high peaks between 
the aircraft and Antelope peak is illustrated in Fig. 9.12.

PIF data recorded on the downlink during Flight #1 on May 17, 2009 are shown 
in Fig. 9.13 versus propagation range from the aircraft. Although not discernible in 
Fig. 9.13, the data sometimes showed a mean PIF reading of roughly 4 dB lower 
when the aircraft was traveling nearly transverse (side-on) to the propagation path 
compared with that when the aircraft was traveling head-on towards the receiv-
er (zero gimbal angle) [22]. This drop in mean PIF can be seen more clearly in 
Fig. 9.14 where the mean PIF data taken during Flight #1 on May 17, 2009 at ranges 
between 110 and 120 km are plotted as a function of gimbal angle. Here, the mean 
PIF data show a decrease of a few dB when the gimbal angle moves away from 
small values to either larger negative or larger positive gimbal angles. However, 
values of the gimbal angle were not recorded very accurately during testing so the 
mean gimbal angles on the abscissa in Fig. 9.14 represent only approximate values, 
not exact values.

The 4 dB loss in mean PIF when the aircraft was traveling nearly transverse to 
the propagation path was attributed to the aero-optic boundary layer effect. How-
ever, in much of the PIF data the 4 dB loss does not appear because the AO system 
was likely able to compensate for the aero-optic effect, but perhaps not always. An 
analysis of the power spectral density (PSD) associated with the beacon beam from 
the aircraft showed that the aero-optic boundary layer around the aircraft attained 
a maximum effect when the gimbal angle was near 90° to the propagation path and 
attained a minimum effect when the gimbal angle was near zero. This aero-optic 
effect is clearly revealed in the PSD plots shown below in Fig.  9.15 displaying 
data collected from the aircraft beacon with the 2-in aperture of the three-aperture 

Fig. 9.12   Ground profile eastward (84°) from Antelope Peak (far left). A three-aperture scintil-
lometer system was also used at NTTR to characterize the atmospheric channel through weighted 
path-averaged Cn2 values over the path from the BAC1-11 aircraft to ground. NTTR Nevada test 
and training range, BAC1–11 British Aircraft Corporation One-eleven

     



3199.3  FSOC Systems�

Fig. 9.13   Mean PIF data taken during Flight #1 on May 17, 2009 at NTTR as a function of range. 
The data represents measurements made over a 5 s timeframe with 33.8 dBmW of Transmitter (Tx) 
power at the exit aperture. PIF power in the fiber, NTTR Nevada test and training range

         

Fig. 9.14   Plot of the mean PIF at ranges of 110–120 km as a function of gimbal angle for Flight #1 
on May 17, 2009 at NTTR. Mean gimbal angles on the abscissa are only approximate. PIF power 
in the fiber, NTTR Nevada test and training range
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scintillometer system during Flight #2 on May 16, 2009. The beacon beam was 
not subject to AO corrections like the data beam. These plots, which are typical of 
all such PSD data plots during NTTR testing, were created by plotting fS f( ) as a 
function of log ( )10 f , where f is frequency and S f( ) is the PSD. By plotting the data 
in this fashion, it can be determined which frequencies contain the most power for 
the irradiance variance. The PSD plot on the left in Fig. 9.7 corresponds to a gimbal 
angle of 4° (aircraft is nearly head-on) and the one on the right corresponds to a 
gimbal angle of 85° (when the aircraft presents a side view). The secondary “hump” 
in the PSD at higher frequencies for the plot on the right can be attributed to fluc-
tuations in the signal caused by the aero-optic boundary layer around the aircraft. 
These high frequency signal fluctuations can lead to a greater number of fades per 
second as compared with fades from atmospheric turbulence alone, but for shorter 
periods of time. Mean fade times for the data beam were calculated and generally 
found to be 1–2 ms or less, often less than 0.5 ms.

FOENEX Program  The planned Phase 2 of the ORCA program ultimately became 
the FOENEX program in 2010. Among other changes to the ORCA system initi-
ated through FOENEX was the use of a new OAGC and RZ-DPSK modem with 
legacy FEC. System performance metrics for the FSOC subsystem on air-to-air 
links were initially set with information rate equal to or greater than 2.5 Gbps using 
a 10Gbps FSOC link, link availability equal to or greater than 95 %, and packet loss 
rate less than or equal to 10−6. For air-to-ground or ground-to-air links, these same 
metrics were lowered to information rate equal to or greater than 1.7 Gbps again 
using a 10Gbps FSOC link, 60 % link availability or greater, and maximum packet 
loss rate of 4 10 6× − . For the RF subsystem, the same metrics on the air-to-air links 
required information rate equal to or greater than 112 Mbps, link availability equal 
to or greater than 95 %, and packet loss rate less than or equal to 4 10 7× − . The data 
rate metric for air-to-ground or ground-to-air links was specified as greater than or 
equal to 185 Mbps, with link availability and packet loss rate the same as for air-to-

Fig. 9.15   Plot of f S( f) as a function of log10 ( f). On the left is the PSD when the gimbal angle 
is near zero and on the right is the PSD when the gimbal angle is near 90°. PSD power spectral 
density
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air links. The airborne platform was changed from a BAC1–11 used in the ORCA 
program to a Twin Otter aircraft.

Preliminary Phase 0 testing of the FOENEX system took place June 7–9, 2011 over 
a range of 17 km between Hollister Airport and Fremont Peak in California. The 
ground profile for the propagation path between Hollister Airport and Fremont Peak 
is shown in Fig. 9.16. Atmospheric conditions near the ground at Hollister Airport 
were measured with a Boundary Layer Scintillometer (BLS) 900 Scintec scintil-
lometer instrument and results from those measurements are shown in Fig. 9.17 for 
the 3 days of testing. Ground conditions were fairly consistent over all 3 days for the 
same time of day. In addition to the BLS 900 scintillometer, a version of the three 
aperture scintillometer system (TASS) that was used at the ORCA NTTR testing 
was used to characterize the propagation channel at the Hollister site [17]. Regard-
less of the time of day that testing took place, the weighted path-average Cn

2 values 
over the path averaged around 1 9 2 9 10 15. .− × −  m-2/3 all 3 days.

Fig. 9.16   Ground profile between Fremont Peak and Hollister Airport

     

Fig. 9.17   Ground level Cn
2 values at Hollister Airport during June 7–9, 2011 measured by a BLS 

900 Scintec scintillometer. BLS Boundary layer scintillometer
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Based on the weighted path-average Cn
2 values measured by TASS, the param-

eters M and C hn
2

0( ) for the HAP model (2) were determined; this profile model was 
then used to calculate the Fried parameter at both ends of the path and the mean PIB 
and PIF as well. The Fried parameter at the Hollister Airport end of the path ranged 
from 1.5 to 2.5 cm during the middle part of the day and increased up to 3.0–4.5 cm 
in the late afternoon. At the Fremont end of the path, the Fried parameter values 
were roughly 1–2 cm larger.

Mean PIB and PIF values were calculated for the FOENEX 1550  nm data 
beam during four or the five test periods over June 7–9, 2011. The theoretical val-

Fig. 9.18   a Mean PIB data collected at 6:30−7:30 pm on June 7, 2011 at the Hollister Airport end 
of the 17-km link. b Mean PIF data during the same time. PIB data is recorded at 7.68 kHz with 
45 s averages, whereas PIF data is recorded at 20 kHz with 45 s averages. The blue-shaded areas 
represent times when the AO was turned on at both ends of the link. Red-shaded areas represent 
times with Tx AO on and Rx AO off, and green represents times with Rx AO on and Tx AO off. 
The horizontal lines represent the average theoretical values during these particular testing times. 
PIF power in the fiber, PIB power in the bucket, AO adaptive optics, Rx reactive extensions

      



323

ues calculated from (9.6) and (9.8) using the HAP Cn
2 profile model are shown in 

Fig. 9.18 for the 6:30−7:30 pm testing on June 7, 2011 at the Hollister Airport end 
of the link. Also shown are 45 s averaged values of the measured PIB and PIF. The 
blue shaded areas represent times when the AO was turned on at both ends of the 
link. Red shaded areas represent times with Tx AO on and Rx AO off, and green 
represents times with Tx AO off and Rx AO on. The colored horizontal lines rep-
resent the average theoretical values during these particular testing times. Similar 
results are presented in Fig. 9.19 for the Fremont Peak end of the link. The reason 
for the discrepancy between theory and measured mean PIF in Fig. 9.18b for Tx AO 
only and in Fig. 9.19b for Rx AO only is not known.

The theoretical mean PIB estimates for other testing periods from 1–2 pm and 
5:10−6:15 pm on June 8, 2011 and from 12:15−1:40 pm on June 9, 2011 are simi-
lar to those in Figs.  9.18a and 9.19a. and match the measured PIB values very 

Fig. 9.19   Same as Fig. 9.18 for the Fremont Peak end of the link
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accurately (when the transmit laser power is the same). On the other hand, although 
the theoretical mean PIF values were also very similar to those in Figs. 9.18b and 
9.19b (with the same transmit laser power), the measured PIF values dropped by 
around 5−10 dB from the data results shown in Figs. 9.18b and 9.19b. The reason 
for the losses in mean PIF during these other test times is once again not known.

9.4  RF Communications System

The challenge for the RF subsystem is to obtain a reliable RF communications link 
under adverse conditions to complement the performance characteristics of the FSOC 
channel. To accomplish this, RF communication subsystem components must be 
designed to achieve efficient high rate communications over directional LOS links, 
such as air-to-air and air-to-ground links. Time-domain diversity can be achieved 
through equalization and long-block length turbo codes applied as FEC coding. A 
DFE can reduce ISI caused by distortion effects such as frequency-selective fading 
and phase deviation and mitigates the fading caused by reflected signals (i.e., mul-
tipath interference) that arrive at the receive antenna after the LOS signal. A TPC 
FEC can also be applied in order to reduce the amount of per bit energy required for 
reliable data reception. Of course, the size, weight, and power (SWaP) of the overall 
system must be taken into account, particularly for constrained systems where lim-
ited transmit power and/or aperture size further limits communication performance.

9.4.1  RF Subsystems

Figure  9.20 depicts the RF communications system architecture for the ORCA/
FOENEX program, typical of most RF systems available today. The hardware is 
based on existing equipment with proven track record in other data link systems. 
Some modifications were made to enable unique aspects of the RF operation. 

Fig. 9.20   DFE block diagram. DFE decision feedback equalizer
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Principle among these modifications is the DFE, which can mitigate multipath en-
ergy resulting from ground reflections on air-to-air links. The DFE estimates the 
reflected channel components and implements filtering with the appropriate time 
delay to subtract the reflected signal from the direct path signal.

Like the FSOC link budget, the metric for determining availability in the RFC 
model is the BER performance. While BER can be measured directly in an experi-
ment, it is derived as a function of signal quality for an analytical model. Because 
the air-to-air RF links are susceptible to signals reflected from the Earth’s surface 
[4], the received signal can potentially contain a non-trivial interference component 
due to the delayed energy of the reflected signal. For that reason, the RF model uses 
the signal-to-interference-plus-noise ratio (SINR) rather than the SNR as a measure 
of signal quality. For a given SINR, the performance of the FEC provides a statisti-
cal measure of BER.

9.4.2  RF Channel Model

In the ORCA/FOENEX systems, the transmitted RF signal is a filtered version of 
quadrature phase shift keyed (QPSK) modulation at Ku band. The filtered QPSK 
response is represented by the equivalent baseband signal

� (9.12)

where Ebis the energy per bit, d(n), is the amplitude, and Ө(n) is the phase of the 
pulse shape filtering output at time n.

The received signal consists of two groups of channel components. The first is 
characterized by the direct LOS path through the troposphere and the second by the 
reflection path that results in some delay D. The channel response along each path 
is time-varying and induces variations in signal arrival time. The composite signal 
received at some time n can be expressed as a weighted linear combination of each 
symbol x(n) and channel response hl(n) and qm(n) of the LOS and reflected channel, 
respectively:

�
(9.13)

The first term contains the L LOS signal components, and the second term cor-
responds to the M reflected signals that are delayed by D symbols. The signal at 
the receiver therefore contains energy from multiple symbols characterized by the 
L + M symbols and the amplitude and phase for each channel path, resulting in ISI. 
The desired component is given for l=0

� (9.14)
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The other components therefore represent the unwanted signals elements producing 
ISI

� (9.15)

The combined channel effects can be modeled as the superposition of uncorrelated 
flat-fading and uncorrelated frequency selective fading that can be derived from 
multiple propagation paths. The amplitude of each delay path is modeled as a com-
plex Gaussian random variable with mean and standard deviation.

The energy I0 can be characterized as zero mean and noncoherent with respect to 
the desired signal component, allowing the amplitude to be found as a function of 
the bit energy and channel responses of the LOS and reflected paths:

�
(9.16)

� (9.17)

The SINR can then be computed as

�
(9.18)

where the complex noise spectral density is defined as 0 )]([N E nη= .

9.4.3  DFE Performance Model

The long delay of the reflected path relative to the LOS path results in a sparse delay 
spread. The large delay spread makes the optimal linear filtering approach difficult 
to implement. The filtering difficulties are further compounded by the time-varying 
delay of the reflected signal resulting from changing terrain and distances between 
the aircraft during flight. As a result, a DFE implemented in the form of a reduced-
constraint length RAKE receiver consisting of a forward path, concatenated with 
linear interference cancellation. Subtracting delayed and filtered estimates of the 
reflected channel derived from hard-decisions from the direct path signal provides 
estimates of the transmitted data sequence. The receiver block diagram illustrates 
the concept and shows multipath power delay profiles before and after equalization, 
where the DFE removes the long delay path interference.

A DFE computes the signal estimate from the feed-forward and recursive feed-
back components:
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where ( ) [ ] ( ) [ ]0 1 1
H

0( ) is the Hermitian transposea  n ,d  − −= … = …⋅ w b
T T

L Mn w w n b b
are FIR vectors corresponding to the adaptive filter coefficients.

At time n, the feed forward filter output is

�

(9.20)

Substituting (9.20) into (9.19) yields the DFE estimate of the desired symbol x(n) 
given by

�

(9.21)

Noting the double summations produce the following relationship:

�

(9.22)

where 1 1h( ) ( ) ( ) ...[ ( )]T
o Ln h n h n h n−= is the channel response at time n (in row 

vector form), and XL n( )  is a large column vector of length L + K. Defining Q(n) in 
the same manner allows arrangement of the terms into quadratic forms:
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The first term is the LOS signal; the remaining terms are the inter-symbol interfer-
ence caused by the reflected multipath and filtered noise. First define the following, 
similar to (9.22), with the desired term of (9.15) removed,

�
(9.24)

Next assume there are no propagated errors, i.e., x̂( )= x( )− −bn D E n D , so the 
SINR for the DFE in terms of the filter coefficients becomes

�

(9.25)

By assuming data and noise are zero mean and the channel, data, and noise are all 
mutually uncorrelated with E[xHx]=1 and with || ||v v vH2 =def , (9.25) reduces to

�

(9.26)
In terms of the classical linear minimum mean square error (MMSE) filter, one 
could define the interference vector v(n) = [h0 h1 … hL−1 0D

T q0 ….qM−1]
T, where 

0D
T is a zeros vector with dimensions equal to the channel delay D. In this case, 

the feed-back filter is not required for the assumed propagation geometries and the 
optimal MMSE weight vector w(n)H is (with V(n) defined the same way as H(n) 
and Q(n)),

� (9.27)

However, this formulation would require a filter that spans the entire delay spread 
of D symbols with many coefficients contributing only noise. Our approach uses 
a modified DFE structure that assumes linear channels for both feed-forward and 
feed-back filters (justified by the particular geometry of the application). As a re-
sult, we assume direct LOS and reflected paths are completely separable (by virtue 
of delay D). This approach allows the use of smaller filter sections which simplifies 
the hardware implementation. In this case, the feed-forward filter equalizes only the 
LOS path by defining the input reference as the first L samples of x(n) and the feed-
back filter operates on a vector of delayed estimates of x(n).

As before, we assume data and noise are zero mean and the channel, data, and 
noise are all mutually uncorrelated and x̂( )= x( )− −bn D E n D . With these assump-
tions the mean-squared-error is
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�

(9.28)

By the orthogonality principle, it is well-known that the error sequence e(n) is un-
correlated with the received signal:E e( )y ( ) =0   

Hn n , which from (9.28) implies

� (9.29a)

and

� (9.29b)

Combining (9.28) and (9.29) leads to

� (9.30)

Substituting Ryy and applying the matrix inversion lemma (the Sherman-Morrison-
Woodbury identity: (A+UDV)−1 = A−1-A−1U(D−1+VA−1U)−1VA−1 ) :

�

(9.31)

(9.30) and (9.31) gives an expression for the MSE as

�

(9.32)

Eliminating the trivial solution w = b = 0 for minimizing (9.32) requires the use of 
a constraint. Typically the Lagrangian multiplier is used under the unit power con-
straint, bHb = 1. We first form the Lagrangian:

� (9.33)

Then compute the derivative, set to 0, and solve for the optimum b that minimizes 
the MMSE:

� (9.34)
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The result is the eigenvector relationship

�

(9.35)

And

� (9.36)

Therefore the optimum b(n) is the eigenvector corresponding to the minimum ei-
genvalue of Rb found by solving the characteristic equation det(A-λI) = 0:

�

(9.37)

bopt(n) is the solution to

�

(9.38)

where 0 is the all zeroes matrix.

Now that the Lagrangian approach has provided the optimal feed-back filter in the 
MMSE sense, the feed-forward filter that minimizes the MSE is determined in the 
usual way of finding the derivative of (9.27) with respect to w(n) given b(n) and 
setting the result to 0:

�

(9.39)

After substituting the optimal weights under the constraint bHb=1 and assuming the 
ideal delay value is chosen ( D = Doptsuch that x̂( )= x( ))− −bn D E n D , the SINR 
is similar to the form of (9.18) and (9.26)

�

(9.40)
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The term 2[| ( ( ) | ],E b n SNRμ  is the contribution due to errors in the decisions 
used in the feedback filtering. The analysis for this term is not treated here (in 
this formulation 2 ˆ[| ( ( ), | 0 since (] ) x( )bE b n SNR x n D E n Dμ = − = −  was explic-
itly assumed), however empirical results for the case where w bopt optn n( ) ( )and  are 
determined through least-squares iterative adaptation algorithms indicate the term 
reduces the achievable output SINR by approximately 1dB for input SINR from 
(9.18) of E I Nb / + 4dB( )0 0 ≈ .

Example  Consider the channel model with input-output relationship

h(n)=[1.2 0.8 − 0.5], q(n)=[0.2 0.5 − 0.2], D = 10, Eb=1, and η is white noise with 
variance of 0.1.

( ) (1.2 ( ) 0.8 ( 1) 0.5x( 2))

(0.2 ( 10) 0.5 ( 11) 0.2 ( 12) ( )

b

b

y n E x n x n n

E x n x n x n n

= + − − −

+ − + − − − + η

The channel responses H and Q are

MMSE = N0λmin= 0.08086
With the corresponding eigenvector of λmin given by

The best possible SINR ( I0 = 0) in this case would be

which means the residual interference after equalization is 0.5 dB for the particular 
channel realization shown, which has an input SINR of
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9.4.4  RFC SNR

Figure 9.21 depicts a typical link budget for the ORCA/FOENEX RFC system with 
measured data for comparison. As expected, the agreement between measurement 
and theory is excellent. Figure 9.22 provides a view of the RF link Eb/N0 at a range 
of approximately 200 km. It shows that the link maintains significant margin except 
when obstructed by the aircraft’s wings.

9.4.5  Equalizer Performance Validation

The DFE was validated using the IRON-T2 Hawaii data played back in the labora-
tory. Equalizer performance can be analyzed using the metrics of SNR and SINR 
defined previously. Figure 9.23 below is a power delay profile computed by cross-
correlating the known test data pattern with the signal before (left) and after (right) 
equalization. The figure on the left shows the presence of the ocean reflection ar-
riving 53 symbols after the desired LOS signal. This waveform was captured at 
12:35:10 pm on October 28, 2008.

For the example shown above, the estimated C/I values are 6.3 dB before equal-
ization and 24.8 dB after equalization for a gain of 18.5 dB in C/I ratio. In this case, 
the interference is suppressed to less than 1 dB above the AWGN noise floor at the 
FEC input.

Fig. 9.21   Air-to-air RF link budget predictions and measured results. RF radio frequency
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The improvement in Eb/N0 can be visualized by plotting the recovered soft-de-
cision data with and without equalization enabled as shown in Fig.  9.24. These 
constellation plots correspond to the data snapshot taken at October 28, 2008 at 
12:35:10 pm (i.e., 1028123510) shown in Fig. 9.25.

Although the DFE is capable of mitigating the ISI introduced by ocean reflec-
tion, it is important to obtain a good estimate of the arrival time of the ocean reflec-
tion relative to the desired signal, and tune the DFE accordingly in order for the 
DFE to work properly. The DFE used in this analysis has an adjustable parameter 
called “DFE Delay” which can be used to line up the equalizer (EQ) FIR filter tem-
porally with the expected arrival time of the ocean reflection.

Fig. 9.22   Air-to-mountain RF link Eb/N0 versus time at 200 km link range. RF radio frequency

        

Fig. 9.23   Power delay profile of un-equalized ( left) and equalized ( right) symbols
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The DFE was further evaluated in 12 of the 668 Hawaii RF data captures using 
a software modem emulator. Figure 9.15 provides the tabulated results for each of 
the 12 captured channel samples that were tested on ORCA/FOENEX hardware. 
Note C/I values of less than 10 dB resulted in a BER error floor of greater than 1e-3 
even when C/N0 is very high, indicating the dominance of multipath interference 
in those cases.

Fig. 9.24   Qualitative improvement in the SNR after applying the DFE. SNR signal to noise ratio, 
DFE decision feedback equalizer

     

Fig. 9.25   Summary of DFE validation test results.DFE decision feedback equalizer
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9.5  Network System

Networks are made up of nodes, which can include aircraft, ground vehicles, sol-
diers, sensors, and other users and producers of information. This section discusses 
the ORCA/Networking layout and its performance in facilitating communications 
and data dissemination among all those various nodes.

9.5.1  Network Architecture

Figure  9.26 shows the high level system architecture for the network [6]. Here, 
IPCM indicates the Inter-Platform Communications Manager (the FOENEX MA-
NET, topology manager, and network control); and XIA refers to the XFUSION 
Interface Assembly (XIA is the third generation [1st generation was IRON-T2, sec-
ond was ORCA Phase 1 XFUSION] hybrid-aware network router and controller 
developed for ORCA/FOENEX) [6]. In this configuration, the networking subsys-
tem is realized in the XIA hybrid-aware IP router and provides seamless integration 
of the RF and FSO subsystems to form hybrid communication links utilizing the 
attributes and strengths of each channel to meet the network availability and QoS 
requirements for the FOENEX network

Figure 9.27 depicts the FOENEX Network Stack [6]. The FOENEX network 
system and associated network stack utilizes a layered approach to improving net-

Fig. 9.26   FOENEX high-level system architecture [2]. FOENEX free space optical experimental 
network experiment
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work availability. At the physical layer the system utilizes the concept of hybrid 
links (the bonding of RF and FSO channels) for use in communications between 
one network node and another. These hybrid links provide reliable packet delivery 
techniques for link layer retransmission, prioritized failover of traffic flows from 
one hybrid channel to another and the ability to differentiate between atmospheric 
scintillation and cloud events from hybrid link outage. These link layer capabilities 
are tightly integrated with Diffserv quality of service (QoS) capabilities, local deep 
queuing techniques, and the ability to segregate network traffic flows into internal 
(primary mission users) and external (secondary mission users) traffic aggregates. 
The FOENEX MANET provides network node discovery for network formation/
re-formation and reactive and proactive management of the network topology based 
on anticipated or incurred network outage events. Stability in the network is pro-
vided by dampening the effects of mobility on routing and higher-layer protocols 
and applications through the use of Layer 2 switching techniques (e.g., IPCM Ad-
aptation Layer or IAL).

9.5.2  Network Analysis

Retransmission and failover are the key network functions that were tested in the 
field experiments. Retransmission is intended to increase reliable packet delivery 
rates across the FSO link, which experiences link disruptions due to scintillation. 
Failover leverages diversity in the dual physical layer, redirecting data traffic over 
the RF link when the FSO link is down or link quality is degraded beyond the point 
at which retransmission is practical.

Packet error rate (PER) data was used as a metric in evaluating the performance of 
the layer 2 retransmission and failover technologies. PER was evaluated by comparing 

Fig. 9.27   ORCA/FOENEX network stack capabilities and breakdown [2]
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traffic type and Internet Engineering Task Force (IETF) service class against PER re-
quirements for wireless IP systems. Results, as shown in Fig. 9.28, indicate that the 
ORCA/FOENEX network provided PER performance comparable to other wireless 
IP systems for a point to point link with improved performance in some areas.

The experimental results shown in Figs.  9.28 and 9.29 demonstrate orders of 
magnitude improvement in PER utilizing layer 2 retransmission over the FSO chan-
nel using the RF channel for high priority traffic and retransmission requests. The 
experiments provided useful data for improving both the layer 2 retransmission 
and: LDE detection mechanisms for a future prototype system thus improving PER. 

Fig. 9.29   Flight 3—Layer 2 retransmission performance given ≤ 1 % LDE. LDE link disruption 
event

   

Fig. 9.28   Measured versus projected PER. PER packet error rate
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Figure 9.30 shows PER as a function of latency trades for given LDE percentages. 
In some cases, LDE detection determined that the disruption event was a long-term 
outage event (e.g., cloud obstructions of the FSO link). The Phase 1 hybrid router 
in such cases would failover data from the FSO port of the hybrid link to the RF 
port of the hybrid link. Figure 9.31 highlights a portion of air-to-mountain test data 
showing failover events due to obstructions. As previously discussed, the RF link 
carried voice and chat data while a hybrid link was established. During failover 
events, the link was filled to its maximum capacity of 123.2 Mbps as demonstrated 
by the spikes in RF data rate in Fig. 9.31.

9.5.3  Packet Loss Mitigation Techniques and Effects on Packet 
Latency

Packet latency goals for the Phase 1 system were defined using [4]. As this was 
a point-to-point link experiment and the latency goals were specified for a 5 hop 
network, conformance with the goals must be extrapolated. Measured performance 
for the single hop air to ground hybrid link test indicates that end-to-end (e.g., IXIA 
network tester to IXIA network tester) packet latency performance is within the 
Phase 1 design goals for the various traffic types. This assumes the given proce-
dures for deriving Mean IP Transfer Delay (IPTD) uses the sum of the means con-
tributed by network Sects. (e.g., each hop). Mathematically, we use the following:

ORCAIPTD numHopsxavg measured latency=

Fig. 9.30   PER versus latency trade for given LDE percentages. PER packet error rate, LDE link 
disruption event
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Laboratory measurements of the Phase 1 system were performed with scintil-
lation profiles constructed from measured data from the Hawaii IRON-T2 experi-
ments. Specifically, laboratory measurements of PER and latency were taken for 
1, 2.5, and 10 % scintillation profiles both with layer 2 retransmission and without 
layer 2 retransmission enabled. Table 9.3 shows the measured latencies by traffic 
type, port destination, and priority for Flight 3 on May 16, 2009. When using re-
transmission, the latency requirements are achieved while improving PER by orders 
of magnitude (from 2 to 3 orders in most cases). The system did fall short of being 
able to be error free in all cases at 1 % LDE, but insights gained in the experiments 
allowed improved retransmission in order to achieve the program goals.

Fig. 9.31   FSO to RF failover events, May 18 air-to-mountain

      

Table 9.3   Latencies by traffic type, port destination, and priority for Flight 3 on May 16, 2009
IP precedence traffic 
type/port

DiffServ mapping End-to-end latency goals 
for 5 hop network (ms)

End-to-end NTTR 
measured average latency 
(single hop) (ms)

Internet control 
(110)/RF

Network control 
(CS6)

200 0.890

Critical/ECP (101)/
FSO

Telephony (EF 
(CS5))

250 0.297

Flash (011)/FSO Low latency data 
(AF(CS3))

200 0.350

Immediate (010)/
FSO

High throughput 
data (AF (CS2))

2000 0.416

Priority (001)/FSO Low priority data 
(AF (CS1))

Best effort 0.326

9.5  Network System�
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9.5.4  Improved Retransmission Performance

To see if the network could handle 2 % or higher PER traffic, network performance 
was assessed using improved ORCA/FOENEX hardware and software in labora-
tory tests. The test data was derived from scintillation data from the AFRL IRON-
T2 Hawaii experiments in October 2008. The experimental configuration consisted 
of two network nodes simultaneously transferring data each way, each containing 
a hybrid link connected to one another. The configuration tested network retrans-
mission effectiveness. The FSO channel was 10 Gbps clock rate carrying 5 Gbps 
of user data sourced from an IXIA network tester. The RF channel is at a clock rate 
of 274 Mbps with a user information rate of 200 Mbps. Table 9.4 shows the test 
conditions for the network performance testing. Figure 9.32 shows the network per-
formance for a 5 % scintillation profile, with and without Layer 2 retransmission. It 
is clear from this figure that the saturation-regime atmospheric turbulence occurring 
during the IRON-T2 Hawaii experiments created significant packet loss, > 12 % at 
times. The RF link was used for retransmission requests. This figure shows error 
free packet delivery using a hybrid link-based layer 2 retransmission packet loss 
mitigation technique. In other words, we do not see any degradation in data integrity 
errors, nor dropped packets, during the test sequence.

Table 9.4   Test conditions for the network performance testing
Conditions of test
Protocol = IPv4/IPv6
Packet sizes = 1518 bytes
Configuration = hybrid (5 Gbps user information rate on FSO, 200 Mbps RF)
Duration = 30 min per test
Scintillation profile = 5 % Hawaii (20 min repeating segment) using hardware scintillator
L2 retransmission—disabled vs enabled
L2 retransmission timeout = 1 s

Fig. 9.32   Network packet loss results for 5 % level atmospheric turbulence, with and without 
Layer 2 retransmission [2]
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10.1 � Introduction to Free-Space and Atmospheric 
Quantum Communications

The quantum internet with free-space and atmospheric quantum channels is becom-
ing a reality [1, 2]. Emerging from the early ideas of Feynman and his colleagues 
[3], quantum information science (QIS) technologies are under development around 
the world to construct the quantum internet. Destined to fulfill capabilities well 
beyond our current imagination, the quantum internet is being shaped by both the 
laws of quantum physics and the compelling needs for increased speed, bandwidth, 
and cybersecurity. Free-space and atmospheric quantum communications will play 
a critical role in extending the quantum internet to global use (Fig. 10.1). Quantum 
information will be teleported through mobile information teleportation networks 
that necessarily will include satellites. Recent developments in quantum physics 
have the potential to add to free-space and atmospheric communications, a physical 
layer of quantum security, increased bandwidth, and speed beyond classical com-
munications capabilities. Achieving a quantum communications internet with dis-
tributed quantum computing capabilities will first require research involving theory, 
experiments, and the development of proof-of-principle physics and engineering 
systems. This chapter introduces the reader to free-space quantum communications 
by providing both a review of the fundamental foundations of quantum commu-
nications as applied to free-space and the atmosphere (Sect. 10.2) and a review of 
representative free-space and atmospheric quantum communications experiments 
(Sect. 10.3).

R. E. Meyers
US Army Research Laboratory, Adelphi, MD 20783
E-mail: ronald.e.meyers6.civ@mail.mil
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10.2 � Fundamentals for Free-Space Quantum 
Communications

10.2.1 � Introduction

Physics strives to describe the laws that govern the evolution of the universe. A 
key tenet of physics is that the truth of any physical law must be tested by ex-
periments. Proposed hypotheses are tested before a theory is formed that fairly de-
scribes the evolution in space and time of  physical phenomena. Although nature 
is very complex, relatively few physical laws are needed to describe many of its 
facets. Einstein’s theories of special and general relativity and quantum physics 
hold special places among the physical laws. Relativity has been proven on the 
large scale and seems to govern how stars and planets evolve while quantum phys-
ics has been the most effective in describing how particles and waves behave at the 
atomic and subatomic scales. The study of the full reconciliation of these theories 
is called quantum relativity. Nevertheless, enough is known about quantum physics 
and relativity to implement effective free-space atmospheric quantum communica-
tions systems. In other words, although we don’t know everything, and there will 
be many more surprises, we know enough now to implement systems that are bet-
ter in some important ways than current systems which are based on the classical 
understanding of physics and engineering. In 1935, Einstein in his famous EPR 
paper [5] raised the question of whether quantum mechanics gives a complete de-
scription of the universe. In the paper Einstein described the quantum mechanical 

Fig. 10.1   Quantum Internet concept depiction by Ronald E. Meyers, Keith S. Deacon, and Arnold 
D. Tunick, US Army Research Laboratory (2011) [4]
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behavior of two quantum particles which when separated by great distances had 
the state of one particle respond to changes of state of the other particle. Einstein 
also said that such a nonlocal effect, later known as the “EPR Effect,” should be 
tested by experiment to determine if it was correct and if it corresponded to what 
quantum mechanical theory had predicted. In the 1970’s and since, experiments 
have shown that the EPR effect of entanglement does indeed exist [6, 7]. Einstein 
described this effect as “Spooky action at a distance.” It has become clear to many 
scientists that quantum mechanical effects such as entanglement and teleportation 
can be harnessed in quantum communications to enhance the security, bandwidth, 
compression, movement, and storage of information. In the following sections we 
will provide an introduction to the fundamentals needed to begin the investigation 
of free-space quantum communications. While they at first may find the concepts 
strange and the notation unfamiliar, engineers will find that they can harness the 
power of quantum physics for the development of free-space and atmospheric quan-
tum communications systems.

10.2.2 � Fundamentals

The fundamentals of quantum physics describe the properties of quantum particles 
and quantum wavefunctions. Classical particles, such as a baseball, can be described 
by Newtonian physics where each particle simultaneously has a precise position 
and momentum. However, quantum particles such as photons and electrons have an 
uncertainty associated with both position and momentum such that quantum’s un-

certainty relationship holds, 
2

x p≤ ∆ ∆
�

, where � is Planck’s constant over 2π [8, 9]. 

Experimental measurements of position and momentum always note a variability in 
the measured values. Thousands of careful experiments have verified this relation-
ship. Quantum particles are said to have both particle and wave properties. When 
a photon detector responds with a “click” it is measuring a photon in the sense of a 
particle. When light passes through a double slit and interferes, the light is exhibiting 
its interference wave properties. When a series of single photons are passed though 
a double slit the same interference patterns are measured. The way to describe the 
evolution of quantum properties has relied upon the construct of the wavefunction, 
Ψ. The wavefunction is in general a complex function having both real and imagi-
nary values. When the wavefunction is multiplied by its complex conjugate, Ψ Ψ∗ , it 
forms a positive function which when normalized gives the probability of the quan-
tum particle being found in a particular state. In the case of a photon, the probability 
may describe where the photon is likely to be found in space. It is a peculiar property 
of quantum physics that the Fourier transform of the wavefunction in configuration 
space gives the wavefunction in momentum space. Position and momentum are called 
conjugate variables. Before we go further let us discuss the quantum mathematical 
background and formalism.

Quantum Mathematical Background and Formalism   Quantum mathematical 
operations may use symbols and notation that are unfamiliar to the engineer. In this 
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section we present notation and symbols often used in describing and developing 
quantum physics, quantum communications, and quantum information. Dirac 
developed the physics “bra” and “ket” notation. A “bra” is written as |〈  and can be 
thought of as a row vector, i.e., [ ]1 1 2 2 3 3 and a " ",A ketA A A= + +e e e  is a 

column vector 
1 1

2 2

3 3

B

B B

B

 
 =  
 

e

e

e

 where the e e e1 2 2, ,  are orthogonal unit vectors [8]. An 

inner product operation using bra–ket notation is written as 1 1|A B A B〈 〉 = +  
2 2 3 3A B A B+ . Another operator that is used when considering composite systems of 

more than one particle is the tensor, or direct product operator ⊗. For a two particle 
composite system this operation acts as shown below:�

(10.1)

Infinite dimensional systems can also be represented in “bra–ket” notation but 
instead of discrete vector type components the inner, outer, and direct products are 
integrals over functions.

Exercise 10.1 Given that a horizontally polarized photon is 

and a vertically polarized photon is

work out the composite states ,H H⊗ ,H V⊗ ,V H⊗  and V V⊗  [8]. 
10.1 Answer:

Using Eq. (10.1) the answers are,

1 1 1
1

2 1 2

2 11
2

2 22

.

B A B
A

B A B
A B

A BB
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A BB
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1

0
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0

00

0 0
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0 1 00
0

01

H H

H V

    
            ⊗ = ⊗ = =           

        

    
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        
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Alternately, the horizontally polarized photon can be expressed as

 and the vertically polarized photon can be expressed as

so that the composite states can now be written as

1 0
0

00 1 0

1 0 11
1

00

0 0
0

10 0 0
.

1 1 00
1

11
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V V
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Exercise 10.2 

If a photon is in an arbitrary polarization state

 what are the composite states H A⊗  and A V⊗ ?

10.2 Answer: Again, following Eq. (10.1) the answers are

 and

Quantum Wavefunctions  Wavefunctions represent the probability amplitudes 
used to describe the state of a quantum particle. Quantum particles are physical 
entities such as photons, electrons, protons, and neutrons. They are often expressed 
using Dirac’s bra–ket notation where the state of a particle can be written as

where the ci and iφ  are the amplitude and quantum state respectively. The ci can be 
complex valued and iφ  can be a measurable state such as a horizontal or vertical 
polarization for a photon or spin up/spin down for an electron spin. The probability 
that a quantum particle will be measured in particular states is given by

 Wavefunction evolution can be described by a Schrodinger equation such as the 
one below�

(10.2)

where ℏ is Planck’s constant over 2π , m is mass, t is time and r  is the position in 
space. A more accurate wavefunction propagation or evolution equation for free-
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space quantum communications would have to include terms added to Eq. (10.2) to 
incorporate the effects of absorption, scattering, and index of refraction fluctuations 
as functions of space and time. It must be kept in mind that turbulence is not station-
ary, is inhomogeneous, and is a dynamic function of space and time.

Exercise 10.3  The Schrodinger equation describes the evolution of the quantum 
wavefunction in space and time. How many space boundary conditions and time 
initial conditions are needed to solve this equation?

Exercise 10.4  Assume that the Schrodinger equation solution is a product of space 
only and time only factors. For a periodic time solution to the Schrodinger equa-
tion write the differential equation for the space dependent solution in one space 
dimension.

Exercise 10.5  Solve for the space dependent wavefunction solutions given a finite 
bounded domain. What are the consequences for bounded versus unbounded 
domains?

Quantum Particles  There are two primary classifications of quantum particles. 
Bosons are spin-1 particles and fermions are spin-1/2 particles. The spin numbers 
are measures of the quantized angular momentum. Multiple fermions cannot occupy 
the same quantum state while there can be any number of bosons in a particular 
quantum state.

Modes  A mode is best described as a fundamental solution of a wave equation. The 
frequency and momentum of a travelling electromagnetic plane wave in two space 
dimensions and time is given by�

(10.3)

and with k
c

ω
= , we can say that cosxk k θ=  and sinyk k θ=  provided that 

k k kx y
2 2 2= +  [9]. In general, electromagnetic waves undergo spherical radiation 

from an atom but after travelling a long distance may be approximated by a plane 
wave over a small sector.

Conjugate Variables  Quantum variables have certain properties that are conjugate 
to each other such that the more information and accuracy that is known about one 
of the properties the less is known about the conjugate property. The relationship 
between these conjugate properties is governed by the Heisenberg uncertainty prin-
ciple 

2
x p≤ ∆ ∆

� . Other conjugate variable pairs include energy-time and particle 

number-phase [10].

Operators  Quantum operators are mathematical functions that act on quantum 
wavefunctions to describe properties such as position and momentum [11]. Oper-
ators in quantum physics are often noted as Â  where Â  is associated with an 

( )( , , ) x yik x ik yi t
x yE k k e eωω +=

�
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observable, i.e., a measurable quality of a quantum system. Examples of opera-
tors include � i= − ∇p �  for momentum and L̂ i= − × ∇r�  for angular momentum. 
Another notable pair of operators in quantum mechanics are the creation operator 

†a  and the annihilation operator a that are often used to describe the addition or 
subtraction of a fixed quanta of energy to a system.

10.2.3 � The Concepts of Information Content and Quantum 
Information

The fundamental unit of quantum information is the qubit [12, 13]

with 2 2| | | | 1.α b+ =  Unlike a classical bit, a qubit has the property of being both 
0 and 1 at the same time. This property allows qubits to be operated on over both 
amplitude values of the | 0 |1α b〉 + 〉  superposition at the same time. Qubits may 
also be combined to allow for the representation of large quantities of information. 
A single qubit can hold 2 bits of classical information in superposition, 2 qubits 4 
bits of classical information and n qubits can represent 2n  bits of classical informa-
tion. However, when the qubit is measured the outcome will be a single bit value 
of either 0 or 1.

10.2.4 � Quantum Optics

The nature of light having particle and wave properties is still somewhat mysteri-
ous. Viewed as a wave, engineers often characterize light as electromagnetic waves 
that propagate and scatter after being emitted. However, quantum optics uses op-
erators that are distinctly different from the usual terms in the conservation equa-
tions of classical physics. Quantum optics also deals with measurements made at 
separated time and space points which show that light has a property of coherence 
and distant entanglement. Glauber received the 2005 Nobel prize for his work on 
quantum optical coherence which elucidated the space and time quantum effects of 
light in which he recognized and expounded the important role of measurements in 
the quantum process [14]. The recent textbook by Shih [15] provides an important 
reference for the current state of quantum optics. In the following, we outline a 
few representative features of quantum optics that are relevant to free-space atmo-
spheric quantum communications. However, this exciting field is growing quickly 
and we must expect many more contributions in the years to come.

| | 0 |1Ψ α b〉 = 〉 + 〉
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10.2.5 � Quantum Sources

All light is quantum all of the time but not all measurements and analysis readily 
reveal distinctly quantum properties of light. There are various sources of light in-
cluding incoherent radiation, coherent radiation, and nonclassical sources of radia-
tion. Incoherent sources of radiation are sources of light that are most familiar to us. 
Light bulbs, lamps, and the sun are all sources of incoherent thermal light.  These 
incoherent light sources typically have broad spectral characteristics. We note that 
pseudo-thermal light [16, 17] produced by the transmission of laser light through 
a scattering media such as a rotating ground glass plate has a much narrower spec-
tral bandwidth than the more commonly experienced sources of thermal radiation. 
Coherent sources such as lasers, are available in a variety of wavelengths and can 
be used for many quantum applications. Nonclassical sources of light include en-
tangled photons, produced by nonlinear processes such as spontaneous parametric 
down conversion (SPDC) and four wave mixing, and squeezed light where there is 
a trade-off between phase information and photon number information. To highlight 
the differences between coherent, thermal, and nonclassical light, Hanbury-Brown 
and Twiss (HBT) two-photon interferometry is often used [11, 14, 18]. An HBT 
experiment is performed when light is split by a beam splitter toward two detectors. 
The detectors measure incident photons and the times that the measurements took 
place. The measurements at the two detectors are then correlated with each other, 
with results shown in Table 10.1.

The coincident deviations of the intensities from the mean of each detector tend 
to be positively correlated for incoherent light and negatively correlated (anticor-
related) for nonclassical light [15]. The coincident deviations of the intensities for 
coherent light tend to be uncorrelated. Variations from standard experimental condi-
tions may produce results that vary from these.

10.2.6 � Quantum Measurement Processes

There are several important aspects with regard to quantum measurement process-
es. The probabilities for measuring a quantum state can be given by

2( ) | |n n n
n

P n c ψ ψ= ∑

Light source HBT result
Coherent (Laser) No Correlation [11]
Incoherent (Thermal) Positive Correlation (Peak) [15]
Non-classical (Entangled) Negative Correlation (Dip) [15]

Table 10.1   Hanbury-Brown 
Twiss experiment results
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 where the nψ  correspond to the quantum state to be measured, such as the horizon-
tal or vertical polarization of a photon, and the cn are the wavefunction amplitudes 
for that quantum state. As an example if one prepares a photon in a diagonal polar-
ization ( )↗  and then performs a measurement for horizontal or vertical in the per-

pendicular basis ( )⊥ , the cn are equal to 1

2
 and there is a 50 % probability that the 

photon will be measured as as either an H or a V photon. When measuring a com-
posite quantum system made up of two states the Bell basis measurement is often 
used [8, 13]. The four possible Bell basis states using polarization are�

(10.4)

 The following identities also hold for the Bell states:�

(10.5)

 A Bell measurement is a coincidence measurement that discriminates the actual 
state of an unknown two-photon polarization system. A primary distinction 
between entangled states and nonentangled states is that an entangled state is not 
factorizeable into the product of two states:
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This nonfactorizeability makes the entangled states quite powerful for quantum com-
munications, quantum computing, and quantum imaging [15, 19]. In this case we are 
talking about photons that have polarization entangled states. The quality of a quan-
tum measurement is often reported in terms of “fidelity.” A quantum state is said to be 
“faithful” if the function ( , )F p q pq=  is sufficiently close to 1, where p indicates 
the probability that quantum state Ψ  has been prepared and q is the probability that 
state Φ  was measured. This idea may also be reversed to say if state Φ  was mea-
sured then the “fidelity” of how well Ψ  was prepared can be assessed [13].

Another measurement technique is that of the positive operator valued measure-
ment (POVM) in distinction to projective measurements [13, 20, 21]. POVMs re-
duce the probability of inconclusive measurements with the use of ancilla modes. 
For instance, if photons that are polarized either horizontally ( H) or + °45  in equal 
amounts are passed through a V polarizer or a − °45  polarizer, then the one that 
passes through the V polarizer must have been a + °45  photon and if the photon 
passes through the − °45  polarizer it must have been a H polarized photon. This 
would yield a 25 % chance to determine the polarization state of the transmitted 
photon. With the addition of certain “ancilla” modes of the optical fields a POVM 
can determine the polarization state of the transmitted photon for this example with 
a probability of 29.3 % [13].

10.2.7 � Quantum Squeezing

Quantum squeezing occurs when a process is applied to the quantum system that 
adjusts the relative values of a conjugate variable pair. Quantum squeezed light 
has been demonstrated using laser and nonlinear materials to alter the uncertainty 

between photon number and phase 
2

n φ≤ ∆ ∆
�  where the uncertainty in the pho-

ton number is decreased while the uncertainty of the phase is increased. Quantum 
squeezed states are often used for applications in quantum metrology as well as for 
continuous variable QKD implementation [22].

10.2.8 � Measurement Bases Used in Quantum Protocols

This section discusses the measurement bases used in quantum protocols. Mea-
surement bases for quantum communications protocols include linear polarizations 

H Vα bΨ = + , circular polarizations R Lα bΨ = + , orbital angular mo-

mentum 0 1L Lα bΨ = +  ( Ln in this superposition indicate the Laguerre mode), 

and time-bin superpositions L Sα bΨ = +  where L and S and refer to a super-
position of long and short paths propagated by a quantum particle through an un-
balanced Mach–Zehnder interferometer. Any quantum basis that has a measurable 
superposition with at least two possible results may be used in a quantum protocol.
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Coherence and Incoherence  Coherence and incoherence can be defined in the 
following manner. Light may be said to be temporally coherent if the distance ccτ  is 
much greater than all of the optical path-length differences encountered in an opti-
cal system. The coherence time cτ  is defined as

 where the degree of temporal coherence is

and U is the complex wavefunction of the light.

Similarly, light may be described as being spatially coherent if the coherence 
area of the light is larger than the largest aperture of an optical system. The coher-
ence area is related to the complex degree of coherence

where ( )1 2.G r r  is the mutual intensity and is equal to ( ) ( )1 2, ,U t U t∗ r r  and the I 
values are the intensities measured at positions r1

 and r2
 [14, 23].

Polarization  Polarization in optics is generally associated with the Ex and Ey

components of an electromagnetic plane wave propagating in the z direction. In 
quantum communications, linear polarization is restricted to two orthogonal bases; 
the Horizontal-Vertical (H-V) basis or the 45°  rotated basis (A-D). The properties 
of these linear polarizations are that a particular polarization has a 100% chance to 
propagate through a polarization filter aligned parallel with the polarization of the 
light and 0% chance to propagate through a polarization filter aligned in a direction 
orthogonal to the polarization of the light. The orientation of the polarizing filter 
may uniformly vary the transmission from 0% to 100%. For instance, a photon with 
vertical polarization has the transmission probabilities for a prescribed set of polar-
ization filter orientations that are shown in Table 10.2.
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Polarization Filter Orientation Transmission Probability
H 0 %
V 100 %
+45 50 %
−45 50 %

Table 10.2   Polarization 
transmission
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Polarization is a useful property for  quantum information purposes as a simple 
way to create and manipulate a qubit, where one polarization would (when mea-
sured) take the logical value of 0 and the other measurement a value of 1. However, 
unlike classical logical bits a single qubit is simultaneously both 0 and 1 in superpo-
sition until measured. For instance, an equal superposition of 0 and 1 as a polariza-
tion qubit could be

where 0H = , 1V =  and 
1

2
α b= =  [13, 23].

Energy-Time Entanglement  Energy-time entanglement and time-bin entangle-
ment are closely related. Two particles can be energy-time entangled. Earlier we 
mentioned that photons can be polarization entangled. Quantum particles may be 
entangled in one or more properties. Energy-time entanglement has been achieved 
using an unpulsed pump laser and time-bin entanglement has been achieved using 
a pulsed laser [24]. Time-bin entanglement is a state where photons are entangled 
in between long and short paths of an unbalanced interferometer. That is, in quan-
tum systems, not only can quantum particles be entangled but also their paths can 
be entangled. This last quantum property gives quantum scientists and engineers 
a lot to work with in designing quantum communications systems that exploit 
entanglement.

Quantum Coherence  Quantum coherence refers to a property associated with 
photons or other quantum particles. Quantum coherence represents an ideal quan-
tum state where the uncertainty between conjugate variables are a minimum and 
are equally distributed [14]. For example, position x has an uncertainty of x∆  and 
momentum p has an uncertainty p∆  and the uncertainties are both, minimum and 

equally distributed between ∆x and ∆p in the equation, e.g., when 
2

x p= ∆ ∆
�

. The 

closer a system is to this ideal uncertainty relationship the more coherent it is said 
to be. For example a laser is often a very coherent system. Conversely, when the 

product x p∆ ∆  is much greater than 
2

�  the system is said to be more incoherent. 

For example, thermal light sources such as the sun or an incandescent light bulb 
would radiate incoherent light. Pseudo-thermal sources created by propagating a 
laser beam through a rapidly rotating ground glass plate also can produce light that 
has incoherent properties [16, 17]. Pseudo-thermal sources provide a convenient 
experimental source of partially coherent or incoherent radiation with relatively 
large coherence time and space scales.

H Vα bΨ = +
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Quantum Decoherence and Quantum Memory  Quantum memories need to be 
able to preserve a quantum state long enough for operations to be performed on that 
quantum state. Quantum decoherence is the effect that occurs when quantum states 
interact with the environment and lose their quantum interference effects. Better 
quantum memories preserve a quantum state for a longer time [25, 26].

10.2.9 � Spontaneous Parametric Downconversion (SPDC) and 
Upconversion

For quantum detection of correlated photons pairs at greater detection efficiencies, 
spontaneous parametric downconversion (SPDC) and upconversion methods have 
been developed [15, 27, 28]. Generally speaking the SPDC process employs a 2χ  
nonlinearity of a material such as beta-barium borate (BBO) or lithium borate 
(LBO) to split a pump photon into two photons subject to the condition

where Pν  is the frequency of the pump photon and sν  and iν  are the frequencies 
of the two downconverted photons. The frequencies of 

sν  and 
iν  need not be equal 

to each other which has useful applications for quantum communications. The sub-
scripts s and i represent signal and idler respectively. Historically “signal” refers to 
the higher frequency anti-Stokes photon and “idler” is the lower frequency Stokes 
photon [29]. Similarly, upconversion utilizes a nonlinear process whereby a photon, 
say at the telecommunications wavelengths (1300–1500 nm) where detector effi-
ciency is low and noisy, is upconverted to the visible or near IR where silicon based 
photon detectors have much higher efficiencies and less noise. In this case the equa-
tion appears as

 where 
Tν  is the frequency of the telecommunications wavelength photon and 

Uν  
is the upconverted detector photon. The upconversion pump frequency at 

Pν , the 
nonlinear media and the tuning of the phase-matching conditions must all be chosen 
to optimize the efficiency of the upconversion to 

Uν  for the particular detectors 
involved. We note that the relationship between the frequency ν and wavelength λ 
[9, 30] is given by the following:�

(10.6)

P s iν ν ν= +

T P Uν ν ν+ =

cν
λ

=

.
cλ
ν

=
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There is research to develop better entangled photon sources for free-space 
applications [31] where the wavefunctions for the polarization entangled photons 
generated by this implementation are of the form

where sλ  and 
iλ  are the wavelengths of the downconverted photons and φ is a rela-

tive phase, typically caused by birefringence, between the two wavelengths in their 
device. In practice, the phase φ must be considered, however it is often left out of 
theory formalism to simplify the presentation.

10.2.10 � Random Number Generation By Quantum Physics 
Versus the Pseudo-Random Number Generation of 
Classical Encryption

Pseudo-random number generators (PRNG) are commonly used in a computational 
environment. Monte-Carlo numerical methods are often used for approximating 
solutions to problems with very large numbers of degrees of freedom. The typical 
PRNG uses one or more “seed” numbers and performs various bit shift and “or” 
operations on the binary representation of the number to provide the next “ran-
dom” number in the sequence [32]. This type of random number generator will 
eventually exhibit periodic behavior, i.e., repeating a sequence already generated.  
Furthermore, while most PRNGs can exhibit statistically valid “uniformity” up to 
becoming periodic, on other tests of statistics such as 2χ  they may fail. A quantum 
random number generator (QRNG) depends on the inherently random result of the 
measurement of the physical state of a quantum system as discussed in Sect. 10.2.6. 
QRNGs cannot be periodic and they lack the biases of the classically computed 
pseudo-random number.

10.2.11 � No-Cloning Theorem

The no-cloning theorem in quantum physics describes the inability of linear pro-
cesses to measure, copy and retransmit quantum information without destroying 
the superposed quantum state [13]. The no-cloning property uses the fundamentally 
important physics property of superposition to establish procedures that prevent an 
eavesdropper (Eve) from “listening” in on the communication between Alice and 
Bob without being detected. For instance, let us assume that Eve attempts to inter-
cept polarization based quantum communications photons between Alice and Bob. 
Eve could attempt a so-called “measure and resend” attack on the quantum com-
munications channel. In this instance Eve tried to act as Bob and randomly chose 

( , )1
| ( ) (| | )

2
s i

s i s i

iV V e H Hφ λ λ
λ λ λ λφΨ 〉 = 〉 + 〉
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measurement bases and then retransmit to Bob a photon of the polarization that she 
measured. In principle, if Eve attempts to intercept photons and copy and resend 
with errors, then Alice and Bob would notice an increase in key errors thus indicat-
ing an eavesdropper.  Unfortunately for Eve, but fortunately for Alice and Bob, she 
would be detected due to the consequences of the no-cloning property which prohib-
its an exact copy of a quantum state to be created. An example of four of the many 
possible outcomes for Alice, Bob, and Eve illustrating the effect of the no-cloning 
property is shown with the BB84 QKD [33] protocol in Table 10.3.

In each line of the table Alice is transmitting a photon with the indicated polar-
ization. Eve attempts to eavesdrop by measuring those photons in a random basis 
and those measurement outcomes are indicated. Eve then retransmits a photon with 
the polarization she measured to Bob and his measurement in a random basis is 
indicated. The measurements at 1, 3, and 4 are identified as errors during the shared 
key generation process and alert Alice and Bob that there has been an attempt to 
eavesdrop on their quantum communications channel. While Bob measures in a 
randomly chosen basis to negotiate a key with Alice, the measurement by Eve using 
a random basis and resending to Bob introduces errors beyond those normally en-
countered by Alice and Bob when Eve is not present. While the no-cloning theorem 
applies to linear systems it does not necessarily apply to nonlinear cloning pro-
cesses. Nevertheless, the no-cloning effect raises the bar for eavesdropper attacks.

There are other limitations for the security of quantum communications. For in-
stance, it is possible to clone a quantum state using a non-linear process; a lossy 
channel between Alice and Bob can allow Eve to intercept quantum states and remain 
undetected; poor quantum efficiency of the detectors for Alice and Bob and intercep-
tion of certain information can enable Eve to obtain the entire secret key [34, 35, 36].

10.2.12 � Weak Coherence

Weak coherence has been used in the context of quantum communications to de-
scribe the condition where a laser pulse contains on average much less than one 
photon per pulse. These weak coherent approaches suffer from the fact that the 
number of photons in a pulse generally follows Poisson distribution [11, 23]
�  

(10.7)( ) .
!

n nn e
p n

n

− 〈 〉〈 〉
=

Table 10.3   No Cloning Example
Alice Transmission Eve Measurement 

using Random Basis
Eve Resend Bob Measurement

using Random Basis
1 → ↗ ↗ ↑ (Error!)
2 ↑ ↘ ↘ ↑
3 ↘ ↑ ↑ ↑ (Error!)
4 ↗ → → → (Error!)
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The Poisson distribution describes the probability for n photons to be detected. 
〈 〉n  is the average number of photons in a given time interval T and is related to 
the optical power P as

 It is fairly easy to see that for a given optical power, no matter how weak, there is 
a finite probability to have more than a single photon in a pulse. This means that 
QKD systems that use weak coherent pulses do not achieve the full level of security 
allowed by quantum physics.

Exercise 10.6  Estimate the probability for two photons in a pulse, given the average 
number of photons per pulse being ( )a  〈 〉 =n 10, ( )b  〈 〉 =n 1, ( )c  〈 〉 =n 0 1. . Discuss 
the ramifications for QKD when Eve might intercept one of these excess photons.

10.6 Answer:  Using Eq. (10.7) with the probability to detect n = 2 photons per 
pulse we find for cases (a), (b), and (c) the following:

10.2.13 � Entangled Photon Quantum Communications

In 1991, Ekert proposed a QKD protocol using entangled photons [37]. This has 
been experimentally demonstrated in 2000 [38]. However, another use of entangled 
photons for quantum communications is to utilize the quantum features of photons 
to enable quantum information over long distances in free-space or in fiber by entan-
gling remote quantum memories [25, 26]. The quantum information stored in these 
two separated quantum memories can be used to teleport quantum information from 
one site to another.  Teleportation with secure protocols is sometimes referred to as 
tamper resistant quantum communication because it is the entanglement itself that 
performs the transmission of the information in a quantum teleportation operation. 
The information that is sent over the classical channel really amounts to instructions 
on how to measure the receiver’s quantum state to recover the teleported quantum 
information. Teleportation is discussed below.
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10.2.14 � Quantum Cryptography and Quantum Key Distribution

Quantum cryptography and quantum key distribution (QKD) are technologies that 
are being developed to exploit the quantum features of light and particles to send 
and to receive quantum information with the highest possible level of physical se-
curity. In the language of QKD, Alice, Bob, Charlie, and Eve refer to the sender, 
the receiver, a third participant, and the eavesdropper, respectively. As a simple ex-
ample of quantum key generation, encryption and transmission, imagine that Alice 
and Bob each receive one part of an entangled pair of photons. For instance assume 

that the entangled photon is in the | Ψ− 〉 =AB
 ( )1

| | | |
2

A B A BH V V H〉 〉 − 〉 〉  state. 

When Alice and Bob make their measurements each would measure the orthogo-
nal polarization, i.e., if Alice measures a | H 〉  then Bob must measure a |V 〉. We 
can also assign 0's and 1's to the polarizations so that | H 〉 = 0  and |V 〉 = 1 .  After 
many measurements of these entangled photons Alice and Bob would each have a 
sequence of random bits (Table 10.4).

Using this shared sequence of random bits Alice can encode a message using an 
exclusive binary “or” (XOR) operation and transmit that message to Bob who has a 
binary sequence that he can use to decode the encrypted message. Some interesting 
QKD schemes are the following: BB84 [33], B92 [39], Ekert91 [37], and Yuen–Ku-
mar (Alpha-Eta or Y00) [40].

Protocols BB84 and B92  Two of the early QKD encryption protocols BB84 [33] 
and B92 [39] are reviewed in the following paragraphs.

The B92 QKD [39] protocol consists of the following steps:

1.	 Alice randomly chooses a polarization orientation for the photon she transmits 
as either Horizontal, | H 〉 =  | 0〉 , or the 45°  rotated basis | D〉 =  | .1〉 Alice keeps 
track of the 0’s and 1’s she has sent to Bob.

2.	 Bob randomly chooses to measure the photon in either the V basis or the − °45  
basis and announces over a public channel if a measurement or a “no-measure-
ment” result occurs.

3.	 When the key transmission is completed key sifting, a key reconciliation process, 
and tests of eavesdropping take place. The probabilities to make a measurement 
are indicated in Table 10.5.

Exercise 10.7   Using the B92 protocol Alice transmits to Bob a random bit sequence 
and Bob makes measurements in the bases indicated in Table 10.6.

The sifted key of 011 in this example assumed that all of the basis choices made 
by Bob produced a measurement. There is a 50 % chance that any measurement 
attempted between the nonorthogonal bases could cause Bob to announce that a 
no-measurement (N) outcome occurred. Work out the sifted key by filling in the 

Alice 1 0 1 0 0 1 … 1
Bob 0 1 0 1 1 0 … 0

Table 10.4   Example using 
entangled photons for QKD
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blocks marked with “?” if Alice and Bob use the transmitted bits and basis shown 
in Table 10.7 under the assumption that all of Bob’s basis choices produced a mea-
surement. It should be noted that the B92 protocol has been shown to be insecure.

The BB84 QKD [33] protocol consists of the following steps:

1.	 Alice randomly chooses a bit value 0 or 1 and a polarization basis, rectilinear or 
diagonal, to transmit to Bob. Alice keeps track of the 0’s and 1’s and the basis she 
has sent to Bob.

2.	 Bob randomly chooses a basis to measure in and records the result of the mea-
surement as a 0 or 1.

3.	 A process known as key sifting then occurs where Bob announces over a public 
channel the measurement bases used and Alice sends back a list of the valid 
bases chosen by Bob. No public announcement of the outcome of a measurement 
or the value sent by Alice is made.

4.	 When the key transmission is completed a key reconciliation process and tests 
of eavesdropping take place. The probabilities to make a measurement are indi-
cated below in Table 10.8.

	 In the above tables + indicates a measurement done in the H–V basis, ×  indi-
cates a measurement performed in the rotated 45°  basis, → indicates a horizon-
tally polarized photon, ↑ a vertical photon, ↗ a horizontal photon in a rotated 
45°  basis, and ↘ is a vertical photon in a 45°  basis. When the symbols are com-
bined, as in ↗↘ or →↑, this indicates that the photon state transmitted by Alice 

Table 10.5  B92 Example
Alice Bit Value  0 0 1  1  0  0  1  1

State H  H  45˚  45˚  H  H 45˚  45˚

Bob Basis V −45˚ V −45˚ V −45˚  V −45˚

Measurement
Probability 0 50% 50% 0 0 50% 50% 0

Table 10.6  B92 Example
Alice  Bit Value 1  0  1 0 1 0 0  1

State  H 45˚ H  45˚ H 45˚ 45˚ H 
Bob Basis V  −45˚ V V −45˚ −45˚ −45˚ −45˚
 Measurement N N N  Y/N  Y/N N N Y/N 

Shared Key  0 1 1

Table 10.7   B92 Example
Alice Bit value 1 1 0 1 0 0 1 1

State H H 45˚ H 45˚ 45˚ H H
Bob Basis V − 45˚ − 45˚ V V − 45˚ − 45˚ V

Measurement ? ? ? ? ? ? ? ?
Shared Key ? ? ? ? ? ? ? ?
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has two possible measurement outcomes in Bob’s selected measurement basis. 
For example,

Exercise 10.8  Alice and Bob chose bases and transmitted bits as indicated in Table  
10.9, which for this example yields a shared key of 011. Work out the sifted key by 
filling in the blocks marked with “?” if Alice and Bob use the bases and transmitted 
bits in Table 10.10.

Answer:

Alice Bit value 0 1 0 0 1 0 0 1
Basis + + × × × + + +

Bob Basis × + + + × × × +
Valid Basis N Y N N Y N N Y
Sifted Key 1 1 1

QKD New Trends  Research to develop tamper resistant quantum communications 
has led to the development of new methods and trends. One view of tamper resistant 
quantum communications involves the use of distant quantum memories that are 
entangled. These entangled quantum memories are used to perform a quantum tele-

Table 10.8   BB84 Example
Alice Bit value 0 0 1 1 0 0 1 1

State → → ↑ ↑ ↗ ↗ ↘ ↘
Bob Basis + × + × + × + ×

Measurement → ↗↘ ↑ ↗↘ →↑ ↗ →↑ ↘
Probability 100% 50% 100% 50% 50% 100% 50% 100%

Table 10.9   BB84 Example
Alice Bit value 0 1 0 0 0 0 1 1

Basis + + × + × × × ×
Bob Basis × × × × +  + × ×

Measurement 0/1 0/1 0 0/1 0/1 0/1 1 1
Valid Basis N N Y N N N Y Y
Sifted Key 0 1 1

Table 10.10   BB84 Exercise
Alice Bit value 0 1 0 0 1 0 0 1

Basis + + × × × + + +
Bob Basis × + + + × × × +
Valid Basis ? ? ? ? ? ? ? ?
Sifted Key ? ? ? ? ? ? ? ?



36310.2 � Fundamentals for Free-Space Quantum Communications�

portation of message bits from Alice to Bob. Notably, the 2 bits Alice sends to Bob 
to complete the teleportation operation contains no information about the bit value 
being teleported. Efforts are also underway to develop “reference frame free” quan-
tum cryptography [41, 42]. Sciarrino et al. [42] experimentally demonstrated quan-
tum information cryptography by using a liquid crystal device (named q-plate) that 
maps polarization encoded qubits into qubits with hybrid polarization-OAM states, 
which are shown to be invariant under arbitrary rotations around the propagation 
direction. Another new idea for QKD called “counterfactual QKD” was proposed 
by Noh [43] that would employ a “nontransmission” of information protocol to 
allow Alice and Bob to generate a shared quantum key. An experimental demonstra-
tion of counterfactual QKD was performed and published in 2012 by the Genovese 
[44] group and they concluded that there is a possibility to exploit this concept for 
practical QKD systems. Another new trend is for “alignment-free” quantum com-
munications [42]. By using rotationally invariant quantum states Alice and Bob 
would not have to spend much effort with ensuring that they have a “shared refer-
ence frame.” This would be very useful for satellite-to-ground, satellite-to-air, and 
air-to-satellite quantum communications.

Concept of Provable Security  Provable security simply means that under a given 
set of assumptions that no “adversary” exists who can break a security scheme that 
operates under the stated set of assumptions. For quantum security, the assumptions 
typically include the “No-Cloning” theorem, that only a single photon or less exists 
per time-interval and that the adversary “Eve” has not physically taken over Alice’s 
and/or Bob’s station.

Quantum Encryption Advantages Over Classical Encryption  There are sev-
eral important advantages of quantum encryption over classical encryption. These 
advantages include secure re-keying, eavesdropper detection, and a basis in the laws 
of quantum physics for randomness. Another key advantage of quantum encryption 
is that when a quantum computer becomes available, quantum encryption methods 
will offer an important means for secure information transmission.

The Quantum Yuen–Kumar (Alpha-Eta) Scheme  The quantum Alpha-Eta 
scheme [40, 45] is a means to ensure a quantum level of security at the physi-
cal communications transport layer. Alpha-Eta involves using orthogonal quantum 
states in a large number of bases to enable security. Free-space quantum communi-
cations using the Yuen–Kumar Alpha-Eta scheme [45] has been implemented and 
demonstrated using polarization [40]. The scheme was implemented as follows:
A random basis using preshared keys between sender and receiver is used to chose 
a randomly rotated basis to transmit and measure the photons.  This basis choice 
encoding amounts to

1
cos sin 0 cos sin cos sin 0

sin cos 1 sin cos sin cos 1
Alice Bob

θ θ θ θ θ θ
θ θ θ θ θ θ

−− − −
= ⇒ =
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to encode and recover the bit transmitted. In the example above Alice is sending 

the message 
0

1
 to Bob and encodes that message in a randomly preshared rotation 

basis θ. Bob would receive the randomly encoded message and decode the mes-
sage with the inverse rotation. The value of θ is chosen randomly using preshared 
keys that are possessed by Alice and Bob. The method has high security because 
of the extremely large basis space that can be chosen and the method has similar 
eavesdropping recognition capabilities as other QKD methods. One of the advan-
tages of the Alpha-Eta scheme is that it can function well over existing fiber optic 
infrastructure.

Prospects for Non-line-of-sight Atmospheric Quantum Communications  Mey-
ers in 2005 proposed using polarization in the ultraviolet as a means to implement 
non-line-of-sight (NLOS) free-space quantum communications [46, 47]. Polariza-
tion is very robust in atmospheric propagation and the large scattering of UV light is 
well documented. There have been many NLOS free-space optical communications 
efforts that demonstrated the ability of UV light to scatter around various obstacles 
[48, 49]. Combining that scattering capability with polarization encoding as in the 
Yuen–Kumar scheme [40] would add a further layer of physical security to free-
space NLOS optical communications.

Free-Space Microwave Quantum Communications  Microwaves have been used 
for many decades for classical communications in free-space [50]. Microwave pho-
tons are very low in energy due to their long millimeter to centimeter wavelengths. 
Nevertheless, microwave photon detectors are sensitive enough to measure micro-
wave photons in free-space. However, there are two key problems. The first prob-
lem is that there is a low level cosmic microwave background in the universe [51]. 
Second is that surrounding the earth there is an additional microwave radiation due 
to the large amount of microwave communication transmissions worldwide. At the 
same time, we know that microwave photons will exhibit quantum interference 
properties like photons at other wavelengths. In addition, it is possible to observe 
entangled photons at microwave frequencies. Thus, demonstrations of multi-photon 
microwave interference may provide a pathway to free-space quantum communica-
tions with microwaves [52, 53].

Teleportation  Teleportation is a quantum process whereby quantum information 
can be transmitted over long distances [54, 55]. As an example of the process of 
quantum teleportation let us assume that Alice and Bob share half of an entangled 

photon pair that is in the state ( )1
| | | |

2
AB A B A BH V V HΨ 〉 = 〉 〉 − 〉 〉   and that Alice 

wants teleport to Bob a photon with a defined polarization 

[ ]
2 2

1
| | |  C C CH Vα b

α b
Ω 〉 = 〉 + 〉

+
. Alice would perform a joint Bell measure-

ment on her half of the entangled photon pair with the photon she wants to teleport. 
Prior to the joint-measurement, the state of the three photons is | |AB CΨ〉 ⊗ Ω 〉 =  
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( ) ( )
2 2

1 1
| | | | | |

2
A B A B C CH V V H H Vα b

α b
〉 〉 − 〉 〉 ⊗ 〉 + 〉

+
. The physics of tele-

portation describes how the photons of Alice and Bob’s entangled pair and the pho-
ton to be teleported are changed in Alice’s basis to appear as if Alice’s photon 

A
Ψ  

is in an entangled state with CΩ . Using Eq. 10.4 and Eq. 10.5 the three photon 
state

 can be rewritten as

 Alice has four possible outcomes for her joint measurement of the state | ACΨ 〉

 and she would transmit 2-bits to Bob that would instruct him on what transform 
T to use to operate on his remaining photon of the entangled pair to complete the 

teleportation. The four cases and operations are 1) 1 1
,

1 0

0
T

 
 
 

=  2) 2 1
 

1 0
,

0
T

 
=  − 

 3) 

3 0
 

0 1

1
T

 
=  

 
 and 4) 4

0 1

1 0
 T

− 
=  

 
. Case 1 is the identity operation and indicates 

that Bob’s photon is in the state of the photon that Alice teleported to him. Case 2 
applies a π phase shift to the V  component of Bob’s photon to complete the tele-
portation. Case 3 rotates the polarizations from 

B BH Vα b+  to ,B BV Hα b+
and Case 4 performs an operation similar to Case 3 with a π phase applied shift to 
the H  component of Bob’s photon.

( )
( )

( )

2 2

1
{ | | | | | |

2

| | | | | | }

A B C A B C

A B C A B C

H V H V H H

H V V V H V
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b

〉 〉 〉 − 〉 〉 〉
+

+ 〉 〉 〉 − 〉 〉 〉

( ) ( )
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V H V H
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+ −

+ −
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Future Teleportation  The US Army has a new basic research focus area developing 
the underpinning science for mobile quantum information teleportation networks.  
Initial efforts include the development of an entangled photon and atom telepor-
tation testbed network entitled “A Quantum Network with Atoms and Photons 
(QNET-AP)” [56]. This research is directed toward developing quantum commu-
nications between remote sites that have quantum memories. One of the goals of 
the US Army demonstration plan is to entangle distant atomic memories between 
the US Army Research Laboratory (ARL) and the Joint Quantum Institute (JQI) 
of NIST that are separated by kilometers in free-space and along a fiber optical 
path. This distance will further allow for a locality loop-hole free test of the Bell 
inequalities [57, 58]. Another key goal is to develop secure quantum teleportation 
architectures, schemes, and protocols. This research will lead to the teleportation 
of quantum information between remote locations and a demonstration of “tamper 
resistant” quantum communications.

Recently there have been experimental demonstrations of the teleportation of 
quantum information using free-space optical quantum communications channels. 
These experiments were performed as precursors to teleportation of quantum infor-
mation between the ground and satellites. The first took place in China [59] over a 
97 km optical path and utilized pointing and tracking systems using lasers at 532 
and 671 nm coupled to the entangled photon that is at ∼788 nm. GPS was used 
to enable 1 ns timing accuracy between the remote stations. A wireless classical 
communications channel was used by Alice and Bob to complete the teleportation 
protocol. Fidelities from 76 % to 89 % were reported for the teleportation states that 
were tested. The article also reports that their acquisition, pointing and tracking 
(APT) system can be applied to any moving object with high accuracy. The sec-
ond long distance free-space teleportation experimental demonstration took place 
between the Canary Islands of Tenerife and La Palma with a distance of 143 km 
[60]. A similar pointing to the one above was used and a 1064 nm free-space optical 
communications link was employed to instruct Bob on how to complete the tele-
portation protocol. Timing between the islands was coarsely set using GPS and then 
fine tuned using an entanglement assisted clock synchronization [61] to achieve 
1 ns time accuracy between the locations and a 3 ns coincidence window was used 
for the measurements. Entanglement fidelities exceeding the classical limit of 67 % 
were reported. Also noted were conditions of extremely bad weather that prevented 
some experiments from being conducted.

Impact of Atmosphere on Quantum Communications  Free-space quantum 
communications may be negatively influenced due to various atmospheric effects 
such as turbulence or environmental obscurants like fog or smoke. However, it has 
been recently demonstrated when using certain entangled photon states that there is 
a cancellation of turbulence caused angle-of-arrival fluctuations [62]. These angle 
of arrival fluctuations are a major contributor [63] to the degradation of quantum 
free-space communication quality. The atmosphere can affect photon absorption, 
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decoherence and/or cause phase distortions. These effects typically lead to a loss 
of photons that might otherwise be measured at a distant receiver. The atmospheric 
phase distortions can also modify the quantum state of the transmitted photon. This 
effect could be interpreted as a potential eavesdropping event in many QKD proto-
cols. The fidelity of quantum communications is a measure of how well the quan-
tum channel preserves quantum information. This is directly tied to the idea of the 
fidelity of quantum states.

Atmosphere’s Turbulence Effects on Photon Count Fluctuations, Orbital Angular 
Momentum, Entanglement, Synchronization Accuracy, and Quantum Bit Error 
Rates  Practical free-space applications of quantum communications and telepor-
tation can be severely limited by atmospheric turbulence that brings about phase 
distortions, decoherence, and misalignment of transmitters and receivers. Several 
laboratory and outdoor experiments (see Table 10.15) have addressed how sensi-
tive properties like entanglement and optical angular momentum are to atmospheric 
fluctuations in temperature and air flow. As an example, Pors et al. [64] determined 
that the shape of their photon detection coincidence curves were quite robust despite 
the turbulent conditions they generated in the laboratory. In addition they found that 
the OAM superposition states could be designed to have an optimal robustness 
against atmospheric perturbations. Heim et al. [65] showed that the theoretically 
predicted [66] log-normal transmission probability statistics for entangled photon 
pairs propagating over a 1.3 km free-space path could be enhanced by defocusing 
the beam of entangled photons in low atmospheric turbulence and with a highly 
focused beam of entangled photons in high turbulence. Earlier, researchers at Los 
Alamos National Laboratory [67] compared calculations of photon count distribu-
tions with measurements taken for horizontal propagation paths in weak to moder-
ate atmospheric turbulence conditions and also found that a log-normal distribution 
best characterizes the probability statistics for single photons. Wu et al. [68] investi-
gated how the atmosphere effects the synchronization accuracy in free-space quan-
tum key distribution (QKD). Their experimental results and calculations showed 
that synchronization errors come mainly from the intensity fluctuation of synchro-
nized light. By using the constant fraction discrimination method, they found that 
the synchronization error of a 10 km free-space QKD channel passing through a 
turbulent atmosphere may be limited within 300 ps which they suggest provides a 
sufficient synchronization accuracy for long distance free-space QKD, especially 
satellite-to-ground QKD.

Coupling the Atmosphere to Propagating Quantum Particles  To properly represent 
the turbulence physics for the propagation of quantum states in the atmosphere one 
would need equations of motion for the atmosphere. Typically one would use the 
Navier–Stokes equations (NSE) with appropriate boundary and initial conditions 
to represent terrain, urban areas, ambient absorbers and scatterers (i.e., dust, pol-
lution) and the weather conditions. In principle one could use generalized Schro-
dinger equations to represent the dynamics of the atmosphere as a composite of all 
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the quantum particles making up the atmosphere. In practice currently, the NSE are 
used to model the atmosphere and Schrodinger like equations are used to govern 
the motion of the photons that propagate through the atmosphere. This NSE simu-
lated environment would of course have to be coupled to a quantum wavefunction 
propagator that includes quantum operators representing scattering, absorption, and 
index of refraction variability.

Free-space quantum communications may involve horizontal or slant path op-
tical propagation. Several investigators have considered the important problem 
of quantum communications modeling along slant paths through realistic atmo-
spheres, e.g., see Refs. [69, 70]. Some researchers are developing methods that use 
Wigner functions [71], Maxwell-like equations [72], new types of wavefunctions to 
represent photons [73, 74], or are describing photon loss at the receiver by propos-
ing annihilation operators that describe losses related to absorption and scattering 
[65, 75] to model the effects of turbulence and real atmospheric conditions on the 
free-space propagation of quantum information. Most of these models tend to use 
Gaussian and Kolmogorov type statistics with a few theoretical investigations into 
non-Kolmogorov turbulence [69, 70]. Of course, since the atmosphere is nonsta-
tionary, inhomogeneous, and anisotropic, models will have to improve beyond the 
Kolmogorov models to reasonably represent the impact of turbulence on free-space 
quantum communications in general diurnal and seasonal varying conditions. In 
the following section we present experiments for free-space atmospheric quantum 
communications that are the beginning database for verifying free-space quantum 
communications models.

10.3 � Free-Space and Atmospheric Quantum 
Communications Experiments

10.3.1 � Introduction

Quantum communications (QC) is a field growing in importance. QC applications 
are expected to play a vital role in both the domestic and defense sectors. While fiber 
optic implementations of quantum communications technologies are being tested for 
communications infrastructure it is important to also consider free-space quantum 
communications that will play an important role in applications such as earth-to-
satellite, end-of-line connections, and defense implementations. Quantum commu-
nications has the potential to provide enhanced security, bandwidth, and speed for 
free-space communications. Today’s free-space quantum communications technolo-
gies accomplish transmission and detection of photons over long distances. Earlier 
ground-to-space laser communications experiments were important because they 
showed that such measurements were feasible. For example, Alley et al. [76] reported 
on the initial measurements retrieved from the 1969 Apollo 11 Lunar Laser Rang-
ing Experiment conducted between a lunar retroreflector and the McDonald Obser-
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vatory. Subsequently, more elaborate laser optic communications experiments were 
conducted, for example, in the USA and Japan, to demonstrate the capability to es-
tablish optical communication links to low earth orbiting satellites from the ground 
[77–81]. These later experiments also provided a platform from which to measure 
the effects of atmospheric turbulence on long distance laser propagation. To survey 
QC technological trends this section will highlight representative free-space quantum 
communications field experiments conducted over the past decade, to include experi-
ments along horizontal propagation paths of varying distances, communication paths 
from ground-to-aircraft, ground-to-space, and in the laboratory.

10.3.2 � Ground-to-ground, Ground-to-aircraft and Ground-to-
satellite Experiments

Table 10.11 provides a summary of representative quantum communications field 
experiments along free-space propagation paths of varying distances. (A list of ab-
breviations used in Table 10.11 is provided in Table 10.12) Most of these experi-
ments were conducted to implement and test various methods for quantum key dis-
tribution (QKD) in real-world atmospheric conditions. Several free-space QKD ex-
periments were performed over horizontal distances from 0.7–1.6 km, such as those 
reported in [65, 82–89]. Much longer distance experiments were also conducted, 
most notably the quantum communications experiments across a 144 km path in 
the Canary Islands [90–93] and the QKD experiments over 20-, 40- and 96  km 
paths in China [94, 95]. One of the first practical free-space QKD experiments 
was conducted in daylight and nighttime conditions over a 10 km path by the Los 
Alamos National Laboratory (LANL) as reported by Hughes et al. [96, 97]. LANL 
provided in [98] a tabular summary of primary groups investigating QKD through 
free-space at that time. More recent QKD experiments have also demonstrated the 
capability to operate in daylight conditions, e.g., Refs. [99, 100]. Another free-space 
quantum key distribution system that was designed for daylight high-speed quan-
tum key transmission (1 Mbps) in urban areas was reported by Garcia-Martinez 
et al. in [89]. Furthermore, a U.S. government sponsored project in 2009 reported 
a free-space quantum encryption (QE) experiment over distances up to 20 km from 
the ground to a flying aircraft at 10,000 feet [101]. Here, the Alpha-Eta encryption 
method [40, 45] was implemented and combined with advanced free-space optical 
terminals to send information (preshared keys) by quantum means and produce a 
Gbit/s air-to-ground optical link. The German Aerospace Center and their university 
collaborators also reported on a free-space experiment over a 20 km distance from 
the ground-to-aircraft conducted in March 2011 [102, 103]. In this QKD experi-
ment, Nauerth et al. [102, 103] used attenuated laser pulses and polarization encod-
ing to establish a 10 min. stable link producing a sifted quantum key rate of 145 
bits/s with a quantum bit error rate (QBER) of 4.8 %. In contrast, Temporao et al. 
[104] reported on a 1.5 km QKD study operating at a mid-infrared wavelengths to 
mitigate adverse foggy conditions (Figs. 10.2 and 10.3).
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Abbreviation Definition
L (km) Distance (in kilometers)
Tech Technology of interest
λ (nm) Wavelength 

(in nanometers)
LPR Laser pulse rate
QKD Quantum key distribution
CQKD Counterfactual QKD
KP QKD protocol
QTel Quantum teleportation
QBER Quantum bit error rate
PE Polarization entanglement
NS No-switching
SKE Secret key encryption
C-V Continuous variable
(d)/(n) daytime/nighttime
BC Bit commitment
QE Quantum encryption
A-E Alpha-Eta
– No data

Table 10.12   List of Abbreviations
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Fig. 10.2   Quantitative relationship between the propagation distance and the year the free-space 
quantum communication experiment was executed.
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Figure 10.2 shows a graph of the quantitative relationship between the propaga-
tion distances of the field experiments and the year the experiments were executed, 
which includes information on the country/sponsor. In Table 10.11 we also show 
that the field experiments implemented varying quantum protocols (e.g., BB84, 
B92, E91, C-V, Alpha-Eta) and varying light source wavelengths ( λ = 394-404 nm, 
λ =  670-850 nm, λ = 1.5 mμ  and λ = 4.6 mμ ). The available data also show that 
achieved transmission speeds ranged from 10 bits/s to 2.5 Gbits/s (see Fig. 10.3).

Regarding QKD new trends, Liu et  al. [105] reported on a measurement-de-
vice-independent QKD protocol that generated more than a 25 kbit secure key over 
a 50 km fiber link. This was a proof-of-principle experimental demonstration of 
secure quantum communications with implications for both fiber and free-space 
quantum channels. At the same time, Gisin et al. [106] reported on experimental 
demonstration of secure “bit commitment” between their locations in Geneva and 
Singapore based on quantum communications and special relativity. With the bit 
commitment (BC) protocol, Bob commits a secret bit to Alice at a given instant 
which he can choose to reveal some time later. Here, Bob’s bit is perfectly con-
cealed from Alice until he decides to open the commitment and reveal his bit to 
Alice. A free-space experimental demonstration of quantum communications (QC) 
using bit commitment (BC) protocols between two stations separated by more than 
20 km was reported in [107].
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Fig. 10.3   Quantitative relationship between the transmission speed achieved and the year the free-
space quantum communication experiment was executed.
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The remaining free-space experiments listed in Table 10.11 relate to long dis-
tance polarization entanglement experiments and demonstrations of quantum tele-
portation, such as those reported in [59, 108–113]. In addition, Erven reported on 
a QKD practical application using an improved entangled photon source [114] and 
Franson [115] presented a paper on quantum communications using entangled pho-
ton holes (EPH), which have the unique property of being relatively insensitive to 
photon loss and amplification. Franson [115] suggested that these features of EPH 
may be beneficial for QKD applications.

Table 10.13 above describes demonstration experiments related to single photon 
and photon beam exchanges from ground to space as reported in [79, 81, 129, 130, 
131]. In these ground-to-satellite experiments, photon measurements were able to 
detect returns from a low earth orbiting satellite whose orbit’s heights were 610 km, 
1485 km, 1000 km, and 400 km respectively. Using high accuracy timing, high rep-
etition rate pulses and narrow field of view receiver optics Yin et al. [131] reported 
achieving high signal-to-noise ratio (SNR) of 16:1. In contrast, high transmission 
losses in a 2008 single photon exchange experiment [129] prevented the successful 
implementation of a QKD protocol. Note that future ground-to-space QKD experi-
ments, e.g., SEcure COmmunication based on Quantum Cryptography (SECOQC) 
and Space-QUEST: Quantum Entanglement for Space Experiments, have been pro-
posed by the European Space Agency (ESA) and its collaborators from Austria, 
Belgium, Germany, UK, Canada, Switzerland, Czech Republic, France, Russia, 
Sweden, and Italy [132, 133]. Similarly, Scheidl et al. [134] reported on a proposal 
to perform quantum communication experiments over a distance of 400 km from 
the ground-to-space using the International Space Station.

Single Photon Detectors  The performance of quantum communications systems 
significantly depends on detection efficiency and noise reduction. Development 
of many new products is ongoing in various locations for use in QKD and other 
quantum technology applications. For example, Ma et al. [135] reported that the 
National Institute of Standards and Technology (NIST) had developed a low noise 
up-conversion detector for 1310 nm using a LiNbO3 (PPLN) waveguide. In their 
setup, the 1310 nm signal photon is upconverted to 710 nm in the PPLN waveguide 
pumped by a 1550 nm laser, which is then detected by a low noise Si-APD single 
photon detector. NIST has integrated the upconversion Si-APD detector into vari-
ous QKD systems and have performed both single photon and entangled photon 
pair measurements. In [135], NIST shows a comparison of performance speeds and 

 Table 10.13   Quantum Communications Experiments to Satellites
Date L(km) Speed TECH λ(nm) LPR KP QBER Reference
2013 400 – Single photon 702 76 MHz – – Yin [131]

Exchange
2009 1000 – Photon beam 808-847 – – – Toyoshima [81]

Polarization
2008 1485 – Single photon 532 17 kHz – – Villoresi [129]

Exchange Bonato [130]
2006 610 – Photon beam 808-847 – – – Toyoshima [79]

APD, CCD
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other characteristics of the main single photon detectors (i.e., those currently avail-
able) and the Si-APD upconversion detector that they developed at NIST. Their 
comparison also includes information related to two types of superconducting sin-
gle photon detectors, i.e., the transition edge sensor (TES) and the superconducting 
single-photon detector (SSPD), which can work in the near-infrared range. More 
recently, Fejer et al. [136] report on upconverson and single photon detection near 
2 microns.

10.3.2.1 � Representative Quantum Communications Experiments (QKD and 
Polarization Entanglement) in the Laboratory

Table 10.14 provides information on representative quantum communications ex-
periments (QKD and polarization entanglement) in the laboratory across varying 
table top propagation paths ranging from 0.5–4.0 meters in distance. Several experi-
ments reported transmission speeds varying from 3.5 kb/s to 25 Mb/s [137–142]. 
The experiments implemented varying light source wavelengths from visible ( λ =
632  nm) to near-infrared ( λ = 1550  nm). Most of these laboratory experiments 
implemented the BB84 QKD encryption protocol. An exception was the continu-
ous-variable (C-V) QKD experiment reported in Ref. [143]. Ralph and Lam [22] 
suggested that C-V methods for QKD can offer distinct advantages over single pho-
ton approaches, such as implementation of deterministic teleportation protocols. 
Finally, Genovese et al. [44] reported on a experimental demonstration of counter-
factual quantum cryptography (CQKD) in the laboratory, wherein information is 
transferred securely between Alice and Bob even when no photons or other quan-
tum particles carrying the information are in fact transmitted between them. Addi-
tional discussion on counterfactual quantum communications can be found in Refs. 
[43, 144].

Representative Studies Related to Atmospheric Turbulence Effects on Quan-
tum Communications Experiments  Table 10.15 presents representative studies 
related to atmospheric turbulence effects on QC experiments to include effects on 
QKD and single photon statistics. Some of the key interests in recently published 
papers relate to photon count fluctuations, orbital angular momentum entanglement, 
optical vortex beams, synchronization accuracy, and quantum bit error rates. In cer-
tain quantum processes the adverse effects of turbulence can be mitigated and we 
expect that these features can be moved to quantum communications [19, 146, 147].

Quantum Repeaters and Quantum Memory  Table  10.16 presents a represen-
tative list of recent efforts related to quantum repeaters and quantum memory to 
include information on the research groups, investigators, experimentally demon-
strated coherence times and distance of entanglement of atoms/ions. As an exam-
ple, Rolston and his colleagues at the Joint Quantum Institute (UMD/NIST) are 
using atomic ensembles to investigate problems in quantum communications and 
quantum memory. [152, 153]. Similarly, Kuzmich et al. at the Georgia Institute of 
Technology are conducting quantum communications experiments related to atom-
photon entanglement with quantum memories reported on the time scale of one 

 



376 10  Free-Space and Atmospheric Quantum Communications

minute [154, 155]. Note that the longest reported distance entanglement for atoms 
and photons is 300 m in an optical fiber-based quantum communication channel 
[156].

10.3.3 � Summary

A review of representative free-space quantum communications field experiments 
was presented and discussed relating to the trends in quantum technology develop-
ment, so vital for future enhanced security communications in both the domestic and 
defense sectors. The highlighted free-space quantum communications field experi-

Table 10.14   Quantum Communications Experiments in the Laboratory
Date L(m) Speed TECH λ(nm) Sponsor KP QBER Reference
2012 – – CQKD 812 INRIM/Italy N09 12.0 % Genovese [44]
2010 4.0 – QKD 670 UK BB84 4.0 % Benton [99]
2009 0.6 – PE 702 ORNL/USA – – Humble [145]

LANL/USA
2008 3.4 8.13 kb/s QKD 860 Japan BB84 5.5 % Toyoshima [138]
2006 0.5 3.5 kb/s QKD 632 UK BB84 – Godfrey [139]
2006 0.5 – QKD 1550 Japan C-V – Hirano [143]
2006 0.7 3.8 kb/s QKD 830 Russia BB84 – Kurochkin [142]
2005 – 25 Mb/s QKD 1064 Australia NS – Lance [140]

Sharma [141]
2002 – 200 kb/s QKD 670 Northwestern SKE – Barbosa [137]

Univ/USA

Table 10.15   Atmospheric Turbulence Effects on Quantum Communications Experiments
Date Purpose Key interest Reference
2012 Single photon propagation Impact of atmosphere on Capraro [93]

through turbulence, beam long-range quantum
scintillation, angle of arrival communications
statistics

2011 Entangled photon propagation Atmospheric effects on Heim [65]
through turbulence entanglement properties

2009 Quantum light propagation Nonclassical photon-statistics Semenov [65, 75]
through turbulence

2009 Photon propagation Orbital-angular-momentum Pors [64]
through turbulence entanglement

2009 Photon propagation Optical vortex beams Tyler [148]
through turbulence Boyd [149]

2007 Single photon statistics, Reduce photon count Berman [150]
propagation through turbulence fluctuations

2007 QKD through atmosphere, 650 nm Synchronization accuracy Wu [68]
2007 QKD through turbulence Turbulence effects on QBER Yan [151]
2004 Single photon statistics, Experimental validation Milonni [67]

Propagation through turbulence of theory
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Table 10.16   Recent efforts related to Quantum Repeaters and Quantum Memory
Research group Investigators References Coherence

Time
Univ. of Michigan, L. Duan, C. Monroe, Moehring [57] –
Ann Arbor, MI D. Moehring, P. Maunz, Duan [157, 158]
Joint Quantum Institute S. Olmschenk, K. Younge,
(JQI), UMD/NIST D. Matsukevich
College Park, MD
Joint Quantum Institute R. Willis, F. Becerra, Willis [152] –
(JQI), UMD/NIST L. Orozco, S. Rolston Rolston [153]
College Park, MD
Georgia Institute A. Radnaev, Y. Dudin, Radnaev [159] 0.1 s
of Technology R. Zhao, H. Jen, Dudin [160] 10 ms
Atlanta, GA S. Jenkins, A. Kuzmich, Dudin, Kuzmich [155] 16 s

T. Kennedy, A Radnaer, Li [154]
J. Blumoff, L. Li

California Institute H. Kimble, K. Choi, Kimble [2] 8 sμ
of Technology (CIT) H. Deng, J. Laurat Choi [161]
Pasadena, CA
Institut fur 

Quantenoptik,
G. Buning, J. Will, Buning [162] 21 s

Leibniz Universitat, W. Ertmer, E. Rasel, (87Rb)
Hannover, Germany; C. Klempt, J. Arlt,
Asrhus U., Denmark; F. Martinez,
CNRS, France F. Piechon
Massachusetts Institute T. Peyronel, O. Firstenberg, Lukin [163] –
of Technology (MIT), Q-Y Liang, S. Hofferberth,
Harvard U., CIT, Max A. Gorshkov, T. Pohl,
Planck Institute M. Lukin, V. Vuletic
CNRS, France C. Deutsch, F. Ramirez, Deutsch [164] 58 s

C. Lacroute, F. Reinhard, (87Rb)
T. Schneider, J. Fuchs,
F. Piechon, F. Laloe

CNRS, France; N.Sangouard, C.Simon, Sangouard [26] 300 m distance
U. Geneva, Switz.; 

ICFO, Spain;
H. Riedmatten, N. Gisin, Yuan [156] entanglement

Hefei Nat’l Lab & 
USTC, China;

B. Zhao, Y-A Chen, Sangouard [25] of Rb atoms

Inst. Theor. Phys., J.-W. Pan, Z-S Yuan, Jin [165] 200 ns
Heidelberg, Germany; S. Chen, J. Schmiedmayer, Yang [166] 28 ms
U. Innsbruck, Austria; F. Yang, M. Torston,
U. Vienna, Austria C. Lutz
U. Calgary, Canada;
U. Geneva, Switz.
Laboratory Quantum L.-M. Duan, M.D. Lukin, Duan [167] DLCZ scheme
Communication & 

Computation,
J. I. Cirac, P. Zoller Zhao [168]

Hefei, China; B. Zhao, M. Müller,

10.3 � Free-Space and Atmospheric Quantum Communications Experiments�
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ments have also demonstrated the feasibility and practical use of free-space QKD 
systems, quantum teleportation and single photon exchange over extremely long dis-
tances. Progress has been achieved to operate high-speed free-space QKD systems 
during both daylight and nighttime hours, wherein previously communication links 
were difficult to establish during the day with high background light. Future ground-
to-aircraft and ground-to-space quantum experiments will provide additional progress 
toward achieving highly secured worldwide communication networks. Continued 
development of improved entangled photon sources, photon detection systems, and 
improved encryption algorithms will make such free-space quantum communication 
technologies as quantum teleportation and QKD more efficient, more practical and 
more secure. For example, the US Army Research Laboratory (ARL) has been de-
veloping quantum communication technologies (see Refs. [56, 172, 173, 174]) and 
is expected to perform additional experiments and develop advanced technologies 
supporting free-space quantum communications applications.

Recently two notable free space and atmospheric quantum communications ex-
periments have been performed. A quantum nonlocality experiment by Jennewein 
et al. [175] connected three quantum communications nodes. The nodes shared en-
tanglement that was distributed from one node to two distant nodes that were 772 m 
and 686 m through a free space link. This experiment was a precursor to other ap-
plications such as multi-party quantum secret sharing and multi-party teleportation. 
Another experiment was performed by Vallone et al. [176] that simulated quantum 
key distribution from satellites using retro-reflectors mounted on five low earth 
orbit satellites. Their experiments concluded that their QBER rates were in a range 
suitable for QKD. They further proposed an alternative QKD scheme that would 
have a small impact on satellite payload. Also see Jennewein et al. [177] regarding 
advances towards a quantum communications satellite.

Table 10.16   Recent efforts related to Quantum Repeaters and Quantum Memory
Research group Investigators References Coherence
Harvard 

Univ,Cambridge, 
MA;

K. Hammerer, P. Zoller

Inst. Theor. Phys., 
Innsbruck,

Austria
Niels Bohr Institute, 

Denmark;
H. Specht, C. Nolleke, Specht [169] 180 sµ

Max Planck Institute, 
Germany;

A. Reiserer, M. Uphoff, Julsgaard [170] 4 ms

U. Brussels, Belgium; E. Figueroa, S. Ritter,
Palacky U., Czech 

Republic
G. Rempe, B. Julsgaard,

J. Sherson, I. Cirac,
J. Flurasek, E. Polzik

Inst. Exper. Phys., U. 
Innsbruck,

L. Slodička, G. Hétet, Slodička [171] 1 m distance
entanglement
of trapped
atomic ions

Austria N. Röck, P. Schindler,
M. Hennrich, R. Blatt

(Continued)
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10.3.4 � Exercises

Quantum Teleportation   Exercise 10.9  Let us assume that Alice and Bob share 
half of an entangled photon pair and that Alice wants to teleport to Bob a horizontal 
photon H . The teleportation operation takes place when Alice performs a joint 
Bell measurement on her half of the entangled photon pair with the photon that she 
wants to teleport. Please explain.

Impact of Atmosphere on Quantum Communications   Exercise 10.10  Several 
methods have been experimentally demonstrated to help mitigate (a) single photon 
transmission loss and (b) entangled photon decoherence due to the negative impacts 
of atmospheric turbulence or environmental obscurants like fog or smoke. Give at 
least five examples.

Exercise 10.11  Has the impact of the atmosphere been the most important consid-
eration in determining the laser light wavelength(s) for free-space quantum com-
munications field experiments? Please explain.
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