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Preface

One of the greatest challenges facing the computational engineering community
is to extend the success of computational mechanics to fields outside traditional
engineering, in particular to biology, the biomedical sciences, and medicine.

We now live in an era where advances in computing and engineering technology
have revolutionized many areas of healthcare, with an abundance of opportunities
still available for further progression. Computer-Integrated Surgery (CIS) is no
longer regarded as science fiction, with sophisticated systems in place throughout
the world. It is envisaged that over the next 20 years the impact of CIS on medicine
will be as big as that of Computer-Integrated Manufacturing (CIM) on industrial
production in the past 20 years.

Additionally, more applications of Patient-Specific Modelling (PSM) in both
health and disease are appearing in the literature. Interestingly, these reports are no
longer solely from the computational modelling community, but are now also from
clinical researchers harnessing the potential of PSM. There is still much work to do
in this area, including robust validation before we can translate our methods to the
clinic. However, the shift towards complete personalized computational medicine is
gaining momentum.

The Computational Biomechanics for Medicine book series was initiated by
the Intelligent Systems for Medicine Laboratory and the Auckland Bioengineering
Institute. This fifth edition of the series comprises nine of the latest developments
in both fundamental science and patient-specific applications, from researchers in
Australia, New Zealand, the USA, the UK, France, Ireland, and China. Some of the
interesting topics discussed are:

• Cellular mechanics
• Tumor growth and modelling
• Medical image analysis
• Patient-specific fluid dynamics and solid mechanics

The Computational Biomechanics for Medicine book series not only provides
the community with a snapshot of the latest state of the art, but importantly, when
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vi Preface

CIS and PSM are mainstays of healthcare, it will serve as a key reminder of how the
field has developed over the years.

We would like to thank the authors for submitting high-quality work and the
reviewers for helping with paper selection.

We hope you enjoy this year’s edition.

Perth, WA, Australia Barry Doyle
Perth, WA, Australia Karol Miller
Perth, WA, Australia Adam Wittek
Auckland, New Zealand Poul M.F. Nielsen
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Mechanical Loading of Blood Cells
in Turbulent Flow

Nathan J. Quinlan

Abstract Blood cells are subjected to turbulent flow in some disease states and
in cardiovascular devices. In general, the details of the microscale flow and stress
on cells are unknown for these flows. This chapter is a discussion and review of
efforts to identify simple parameters that can quantify the effects of turbulence
on cells. It is shown that Reynolds stress and Kolmogorov scale alone are not
adequate descriptors of the turbulent flow. The energy spectrum of turbulence must
be considered also, so that cell loading at all length scales is properly represented.
A deeper quantitative model will require understanding of two-phase flow effects.

1 Introduction

The normal state of blood flow is laminar. However, turbulent or transitional flow
may occur in diseased vessels or in cardiovascular devices. The response of blood
cells to mechanical loads is a key design consideration for medical devices including
prosthetic heart valves and ventricular assist devices. Advances in the design of such
devices will depend on clear correlations between the mechanical environment and
the biological outcomes such as haemolysis and thrombosis.

The mechanobiological response of blood to turbulent flow remains poorly
understood, for a number of reasons. One is the difficulty of modelling or even
describing a turbulent flow for any fluid. Nonetheless, computational techniques
based on Reynolds-average Navier–Stokes (RANS) equations and large eddy
simulation (LES) are successful engineering tools in fields such as aerospace
and combustion. In these fields, the objective of a calculation usually consists of
integrated quantities such as forces and time-average pressures. Successful models
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2 N.J. Quinlan

can predict macroscopic quantities well, even if they provide no information about
the fine-scale structure of the turbulent flow. In other words, there is a separation of
scales between the turbulence itself and the macroscopic phenomena of interest.

In blood flow, we are interested in macroscopic quantities such as pumping
power, flow rates and forces. Perhaps more importantly, we want to quantify
the mechanobiological response of blood, which is a result of the response of
individual cells to their local microscopic mechanical environment. Turbulent flow
features exist at a scale below that resolved by most computational and experimental
techniques. Without full resolution of the turbulent field, very limited information
is available about the flow at cellular scale. Furthermore, blood is a two-phase fluid.
Even with highly resolved computation or measurement of the turbulent field in a
homogeneous blood analogue fluid, we would not know the distribution of stresses
on the surface of a suspended cell.

At the present time, there is no method by which macroscale information about a
turbulent flow can be used to predict (at a mechanical level) the microscale flow field
around a cell or (at a biological level) the blood damage response, from macroscale
information about a turbulent flow. It is highly expensive to assess medical devices
for blood damage by direct testing with whole blood in vitro. Ideally, we would like
to characterise the turbulent flow with a small number of parameters, evaluated in
silico or in vitro, and predict damage as a function of those parameters.

Reynolds stress has sometimes been used to characterise turbulence and to
predict flow-induced blood damage [10, 16, 25, 37]. However, the Reynolds stress
is the time-averaged momentum flux due to turbulent velocity fluctuations at all
scales. It is not sensitive to the microscale temporal and spatial structure of the flow
field. Several authors [10, 26] have proposed the Kolmogorov scale a predictive
criterion, on the principle that blood cells will be damaged only if the smallest
eddies are similar to or smaller than cell size. For example, the Kolmogorov scale in
mechanical heart valve (MHV) flow has been calculated as 7�m in the hinge [10],
25–47�m in forward flow [41], 36–72�m in leakage jets [25].

This chapter comprises a review of some recent investigation of turbulence in
blood at cellular scale. Analytical and computational techniques are presented, along
with their application in new analysis of experimental data. Implications of these
analyses for various approaches to the characterisation of turbulence are discussed,
and current and future research directions are described.

2 Experimental Evidence for Blood Damage
Due to Turbulence

It is widely accepted that turbulent flow is more damaging than laminar flow,
but it is useful to examine this belief critically. Knowledge of the haemolytic or
thrombogenic effects of fluid dynamics is based on in vitro experiments in which
blood or a cell suspension is subjected to a known flow field. The majority of such
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Table 1 Empirically determined threshold viscous stress �v and exposure time texp, and
coefficients in the power law equation (1) for onset of haemolysis in laminar flow

Source t (s) �v (Pa) C ˛ ˇ

Bacher and Williams [3] 0.107–0.321 500
Hellums and Brown [17] 120 150
Giersiepen et al. [14] 3:62 � 10�5 2.42 0.785
Heuser and Opitz [19] 0.05 450 1:8� 10�6 1.99 0.765
Leverett et al. [24] 120 150
Nevaril et al. [30] 120 300
Paul et al. [33] 0.62 425
Rooney [36] 10�3 450˙150
Williams et al. [42] 10�4 560
Wurzinger et al. [43] 0.056–0.113 150 – 2 1

Based on tables by Quinlan and Dooley [34] and Hund et al. [18]

Table 2 Empirically determined threshold mean viscous stress N�v or Reynolds shear
stress �R and exposure time texp, and coefficients in the power law equation (1) for onset
of haemolysis in turbulent flow

Source t (s) N�v (Pa) �R (Pa) C ˛ ˇ

Blackshear et al. [5] – 3,000 – 2 1
Forstrom [12] 10�5 5,000
Sallam and Hwang [37] 10�3 400
Sutera and Mehrjardi [39] 240 2,500

Based on tables by Quinlan and Dooley [34] and Hund et al. [18]

experiments are conducted for either fully laminar or fully turbulent flow. Various
reported correlations between shear stress and haemolysis level are summarised in
Tables 1 and 2. Some results are reported in terms of a minimum shear stress and/or
exposure time threshold for haemolysis. In others, haemolysis is quantified with a
damage law of the form

D D C�˛tˇ; (1)

where D is the percentage of red blood cells (RBCs) lysed, � is shear stress in Pa,
t is exposure time in s, and C , ˛ and ˇ are empirical constants listed in Tables 1
and 2.

Kameneva et al. [21] investigated haemolysis in an experiment designed to yield
a direct comparison of laminar and turbulent regimes. RBCs were suspended in two
solutions of different viscosity and pumped through capillary tubes at steady flow.
The two suspensions resulted in laminar and turbulent pipe flows of equal time-
average wall shear stress. Haemoglobin release was higher by a factor of 6 in the
turbulent flow than in a comparable laminar flow.

However, it could be argued that equal wall shear stress does not imply equal
shear stress throughout the flow. In laminar flow, with a parabolic velocity profile,
the steady mean shear stress �m is 2=3 of the wall shear stress �w. In turbulent
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flow, the spatial mean (across the pipe cross-section) of the time-average shear
stress, N�m, can be estimated on the basis of the standard viscous wall layer with
linear velocity profile, patched to a log-law profile for time-average velocity over
most of the cross-section. The resulting ratio N�m= N�w ranges from 0.27 to 0.14 for
the Reynolds numbers of turbulent flows investigated by Kameneva et al. [21]
(2230–5100). Thus, the mean shear stress in these turbulent pipe flows is less than
in the corresponding laminar cases by a factor of up to 5, although the wall shear
stress is equal. Nonetheless, observed haemolysis is much higher in turbulence.

When the flow field is non-uniform, the bulk effect of flow on cells should be
evaluated on a mass-average basis. Mass flow is not uniformly distributed through
the field, and the exposure time varies depending on each cell’s point of entry to the
flow. In a steady-flow test of duration T , each elemental mass dm of blood is loaded
for a time t resulting in fractional damage D given by a functional relationship of
the form of Eq. (1). The bulk fractional damage is then

D D C

m

Z
�˛tˇdm: (2)

For an axisymmetric flow in a tube, exposure time t is L=u.r/, where L is the
length of the pipe. The mass processed through the flow at a radial location r is
dm D 2�rdr�u.r/T and the total mass processed, in terms of tube radius R and
mean velocity U , is �U�R2T . The bulk fractional damage is therefore

D D 2CLˇ

UR2

Z
�˛u1�ˇrdr: (3)

The value of ˇ is 1 or less, according to most previous studies (Tables 1 and 2).
If ˇ is exactly 1, the contribution of shear stress to bulk damage is determined by a
simple cross-sectional area average of shear stress, as analysed above. If ˇ < 1, the
average is weighted towards the regions of higher velocity. This weighting would
raise the effective stress more for laminar flows than for turbulent flow, in which
the time-average shear stress is relatively low near the centreline of the tube. Thus,
considerations of residence time and mass flow distribution cannot help to explain
elevated blood damage due to turbulence.

This experiment of Kameneva et al. [21] confirms that elevated blood damage
in turbulence is not merely due to the (usually) higher mean shear stress. It may
be due either to high fluctuating shear stress (compounded by some non-linearity
in the sensitivity of blood elements to stress), or to an intrinsic sensitivity of
blood elements to the magnitude of fluctuations about steady stress, or to another
phenomenon such as cell–cell collision. It is clear that time-average shear stress is
not a universal parameter which can correlate blood damage across the laminar and
turbulent regimes.
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3 Analytical Model for Cells in Turbulent Eddies

Quinlan and Dooley [34] investigated the interaction of cells with turbulent eddies
by modelling the cell as a hard sphere exposed to the microscale turbulent flow.
Analytical solutions [22] for this model are facilitated by the fact that the Reynolds
number of the microscale flow, based on cell diameter and plasma velocity relative
to the cell, is much less than one. At this scale, flow is dominated by viscosity and
the governing equations are linear. Two idealised models were developed for the
local turbulent flow of plasma. In one, the effects of spatial velocity gradient were
investigated by modelling the cell as a sphere exposed to a linear velocity gradient
(uniform shear rate and shear stress). This is a reasonable model for local flow in
a turbulent eddy that is significantly larger than the cell. An analytical solution is
available for low-Reynolds-number flow about a sphere, showing that the maximum
shear stress on the sphere surface is .5=2/� P� , where � is the dynamic viscosity of
plasma and P� is the shear rate. This result is quite close to the bulk fluid shear stress
based on apparent viscosity of whole blood, which is approximately three times that
of plasma.

In the second model, the turbulent flow is represented by an unbounded parallel
flow about a sphere, with fluctuating velocity. The inertia of the cell (about 10 %
denser than plasma) results in oscillation with respect to the fluid, and fluctuating
shear stress on the surface of the model cell. The maximum shear stress is propor-
tional to the amplitude of velocity fluctuations and approximately proportional to
the frequency.

To define the microscale flow in both the velocity gradient (spatial) and velocity
fluctuation (temporal) models, independent information about the turbulent flow
field is required. Quinlan and Dooley [34] analysed the turbulent energy spectrum
published by Liu et al. [25], based on in vitro laser Doppler velocimetry of the
flow downstream of a MHV, to estimate the characteristic length scale, velocity
and frequency associated with turbulent eddies across the full spectrum. The mean
velocity in this flow is 1.69 m/s, the Kolmogorov length scale is 46�m and the
turbulence intensity is 12 %. This facilitates the calculation of overall mean shear
stress on the cell due to turbulent eddies of all scales and an examination of the
contribution to stress by eddies across the whole spectrum.

Results are presented in Fig. 1. Velocity gradient effects contribute higher stresses
than temporal velocity fluctuations. Based on the mean velocity and Kolmogorov
scale, Taylor’s frozen-field hypothesis can be invoked to give a characteristic
frequency of 37 kHz for the smallest eddies. Shear stress contribution drops off
rapidly above 20 kHz, suggesting the smallest eddies are not the most harmful.
In fact, the stress spectrum is nearly flat from 100 Hz to 10 kHz (corresponding
length scales 17 mm to 170�m). This is because the higher sensitivity of stress
to velocity at high frequency is almost exactly cancelled by the decay of fluctu-
ation energy with frequency, in this particular experimentally observed flow. This
highlights the important point that the length scale, alone, of an eddy cannot be a
predictor of its potential for cell damage. The energy content of the eddy, and the
distribution of energy across length/time scales, is also important.
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Fig. 1 Spectra for shear
stress due to velocity
fluctuation effects and
velocity gradient effects in
flow downstream of an MHV.
The spectrum is defined such
that its integral over a finite
frequency band gives the
mean square shear stress due
to velocity fluctuations or
eddies in that band

By integrating the spectrum, the root mean square stress due to turbulent
fluctuations is evaluated as 0.073 Pa for velocity fluctuation effects and 0.227 Pa for
velocity gradient effects. There is some uncertainty in the experimentally measured
turbulent spectrum at the highest frequency; if we take an extreme interpretation of
the data, the highest shear stress resulting from the model is 5.57 Pa. The principal
Reynolds stress in the flow is an order of magnitude higher, at 52 Pa. These findings
are consistent with the results of Ge et al. [13] for forward MHV flow, who reported
viscous stress of order 3 Pa based on particle image velocimetry (PIV) and direct
numerical simulation (DNS), and Reynolds stress up to 100 Pa, based on PIV.

The same technique can be applied for a steady turbulent channel flow, making
use of DNS of channel flow by Abe et al. [1]. These results are chosen because
they include data for Reynolds number of 5662, which is similar to peak Reynolds
number in the aorta and to the highest Reynolds number (5100) of pipe flow in
the haemolysis experiments of Kameneva et al. [21]. This implies a comparison
between a pipe flow and a channel flow, which are known to have similar turbulent
structures and statistics [28]. The present analysis is based on the energy spectrum
of turbulent axial velocity fluctuations at normalised wall distance yC D 5:38,
corresponding to a wall distance of 17�m or 1.7 % of diameter in the haemolysis
experiment. This is close to the location of maximum velocity fluctuations. Over
most of the turbulent spectrum for this channel flow, energy decays in proportion to
k�6, where k is wavenumber. (The MHV flow discussed above, in contrast, displays
a f �2 decay.) The resulting stress spectra for channel flow are shown in Fig. 2. In
this case, the contributions due to velocity gradient and velocity fluctuation effects
are similar, both resulting in a root mean square shear stress of approximately 13 Pa.
The axial Reynolds stress in this flow, based on integration of the power spectrum,
is approximately 1,040 Pa.

The results above show that the Reynolds stress exceeds the pointwise instan-
taneous viscous stress, and the wall shear stress on a immersed sphere, by a factor
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Fig. 2 Spectra for shear stress due to velocity fluctuation effects and velocity gradient effects in
pipe flow. The spectrum is defined such that its integral over a finite wavenumber band gives the
mean square shear stress due to velocity fluctuations or eddies in that band

of 10–100. The analysis is based on a highly simplified model of an RBC in flow, but
the conclusion requires only order-of-magnitude accuracy. Similar conclusions have
been reached by other methods by Ge et al. [13] (by computation and measurement
of MHV flow), Jones [20] and Hund et al. [18] (both by manipulation of the Navier–
Stokes equations). Using a very simple analytical flow field, De Tullio et al. [8]
showed a direct example of the discrepancy between Reynolds and viscous stress.
This body of research suggests that Reynolds stress should not be used as a sole
parameter for prediction of blood damage. In particular, the analysis presented above
highlights the importance of a spectral characterisation of the flow.

4 Cell Membrane Stress in Interaction with Small
Turbulent Eddies

The analytical approach described above does not account for cell deformation and
viscous dissipation of eddies and is not applicable for eddies at the scale of the cell or
smaller. To investigate these effects, [9] developed a computational model for RBCs
interacting with turbulent eddies ranging in size from 4 to 40�m. Cytoplasm and
plasma are modelled as Newtonian fluids with a finite volume method on a uniform
240 � 240 grid. The cell is treated as a two-dimensional closed membrane and its
deformation is modelled by the immersed boundary (IB) method with 180 nodes.
As in the earlier analytical work, the cell is modelled in isolation from other cells,
and the turbulent eddy is idealised as a two-dimensional vortex. The purpose of this
computational model was to investigate the interaction of cells with the smallest
eddies in turbulence, which by definition are dominated by viscous dissipation.
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Fig. 3 Initial (dashed lines)
and deformed (solid lines)
shape of an RBC membrane
interacting with a 20�m
Kolmogorov eddy, with
instantaneous fluid velocity
fields. For clarity, the
displacement of the
membrane is scaled up by a
factor of 10 [9]

In this context, the idealised, isolated eddy is a reasonable model. The cell structural
model is validated by simulating the tank-treading experiment of Fischer [11]. The
model predicted cell orbital frequency within 16 % of the experimentally observed
value. In comparison with a 3D analytical model of the same experiment [40], the
present immersed boundary method agrees within 1 % for maximum membrane
tension. In disagreement with the analytical model [40], the IB model predicts
small regions of compressive stress in the membrane, which is a consequence of
the uniaxial stress state implicit in the 2D model. In interpreting the results of the
IB model, membrane stress is taken as the measure of cell loading. A sample result
is shown in Fig. 3.

Kolmogorov theory was used as the basis for a comparison of eddies across
different turbulent flows. The Kolmogorov length scale � and velocity scale Vd are
theoretical estimates of characteristic scales of the smallest eddies in statistically
stationary, homogeneous, isotropic turbulent flow [6, 7]. They are related by Vd D
	=�, where 	 is kinematic viscosity. The Kolmogorov scales were used to set the
diameter and maximum initial velocity of the vortex. Vortices of initial diameter
4–40�m were modelled, with maximum velocity from 0.29 to 0.029 m/s, respec-
tively, determined by the Kolmogorov velocity scale. Each simulation proceeds until
the initial vortex spins down as a result of viscous dissipation. Results indicate
that the peak membrane tension is independent of the Kolmogorov length scale,
despite higher velocity gradient in the smaller eddies. This is a consequence of
time-scale effects—the smallest eddies decay more rapidly. This result suggests
that the Kolmogorov length scale is not a reliable predictor of blood damage. This
finding is distinct from the objection that Kolmogorov theory may not be valid
in the short-duration, low-Reynolds-number turbulence typically found in pulsatile
cardiovascular flow [38].
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5 Blood as a Two-Phase Fluid

The vast majority of computational and in vitro haemodynamics research has been
based on a homogeneous fluid model (quite validly for macroscopic flow). Recent
research presented above is based on a model of an isolated cell surrounded by freely
flowing fluid, which enables order-of-magnitude calculations and an exploration
of some qualitative questions. However, RBCs constitute 40–45 % of blood by
volume; normal haematocrit is not much less than the maximum packing fraction
for RBCs in a relaxed state, around 55 %. Cell–cell interactions must therefore
play a dominant role in microscale mechanics of blood, with intercell plasma
flow influenced by neighbouring cells, and the possibility of cell–cell collisions.
A complete understanding of turbulence in blood must incorporate these effects.

Antiga and Steinman [2] have shed some light on the role of cell–cell inter-
actions in turbulence by means of theoretical argument and order-of-magnitude
calculations. They estimated the characteristic velocity associated with a 100-�m
eddy, interpreted this as the relative velocity of a cell relative to one of its nearest
neighbours, and calculated the resultant shear stress in a Couette-like flow of plasma
between the two cells. This results in an estimate of wall shear stress on the cell
surface which is between the Reynolds stress and the stress on an isolated cell. As
the velocity scale for a 100-�m eddy is applied to cells separated by 0.74�m, this
severe loading represents an extreme event, rather than an average case as in the
analysis of Quinlan and Dooley [34]. The analysis of Antiga and Steinman serves to
highlight the importance of two-phase effects and the impact of potentially complex
plasma flow and cell dynamics. It also underlines that statistically rare extreme
events such as this high stress will occur in turbulent flow and are probably more
important than the average case.

Patrick et al. [31] investigated these phenomena by direct experimentation. They
measured time-resolved velocity fields of both RBCs and plasma in whole blood at
haematocrit 48 % in microchannel flow at a Reynolds number of 3. Although the
flow is nominally laminar, they observed velocity fluctuations on the order of 50 %
of the mean velocity as a result of interactions between the cell and plasma phases.
They suggest that a development of their technique may be applicable at depth up
to 1.2 mm in whole blood, raising the possibility that cell and plasma flow can be
imaged and measured at microscopic scale in a turbulent flow.

6 Discussion

Various computational and analytical approaches have been undertaken in an effort
to develop quantitative predictors of blood damage in turbulent flow and to improve
understanding of the fundamental differences between laminar and turbulent flow
at cellular scale. It is clear, most emphatically from the experiments of Kameneva
et al. [21], that there is a distinct difference between laminar and turbulent regimes:
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higher damage due to turbulence cannot be explained simply in terms of the higher
mean stresses that would typically be found in a turbulent flow, in comparison with
laminar flow through the same geometry.

Reynolds stress cannot be a reliable predictor for blood damage; a variety of
studies have shown that it is very different from local instantaneous viscous stress
and has no clear physical meaning at the microscale. Kolmogorov scale is also
questionable as a sole predictor. Simple models of a 2D RBC suggest that cell
membrane stress is nearly independent of Kolmogorov scales, for a range of values
above and below cell diameter. Further, it is not clear whether Kolmogorov theory
is valid in short-duration turbulence of pulsatile cardiovascular flow and in the two-
phase flow at cellular scale.

Computational and analytical single-cell models [9,34] highlight the importance
of the turbulent spectrum in determining fluid stress at the cellular scale. It is not
only the intensity of turbulent fluctuations (as characterised by Reynolds stress) or
the length scale (e.g. Kolmogorov scale), but the distribution of energy across length
or time scales, that determines the cellular experience of a flow field.

However, the single-cell stress estimates for turbulent flow are much lower than
known thresholds for blood damage in laminar flow, and therefore cannot explain the
blood damage mechanism in turbulent flow. The single-cell model represents only
an average case. In reality, turbulence in any fluid entails random deviations from the
average state. Two-phase effects are an additional source of extreme events. Patrick
et al. [31] have shown that large velocity fluctuations, strong cell–cell interactions
and complex intercell plasma flows are present even in laminar flow at very low
bulk Reynolds number. This work suggests that even in laminar flow, the stress
on a cell varies in time in a random manner. It is possible that blood damage in
laminar flow may be a stochastic process dominated by extreme peaks of stress.
That is, the accumulation of blood damage with exposure time is not the result
of prolonged steady loading of individual cells, but to randomly occurring stress
peaks. This hypothesis is consistent with observations of nearly linear dependence
of damage on exposure time. Similar stochastic processes may be at work in laminar
and turbulent flow.

7 Future Directions

DNS of transitional and turbulent flow in blood vessels [23] and MHVs [8, 13] has
recently become possible. Experimentally, forward MHV flow has been measured
using PIV at resolution of 100�m and less [4, 13]. Thus, in principle, the turbulent
flow in cardiovascular devices can be characterised completely, but to date only
for a homogeneous fluid. The challenge remains to understand how large-scale
generation of turbulence propagates down to cellular scale and below and quantify
the resulting stress distribution on cells. Simulation of whole-field turbulent plasma-
cell flow presents a much greater problem.
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Flow at capillary conditions has been simulated for up to 200 million deforming
RBCs, corresponding to about 40 mm3 of whole blood [35], in massively parallel
computations on heterogeneous architecture including GPUs. However, this is made
possible by a boundary integral formulation of the Stokes equations, requiring
discretisation of the RBC surfaces and vessel walls only. This approach is valid
only at very low Reynolds number, and not applicable to turbulent flow. At finite
Reynolds number, the intracellular and intercellular volume must be discretised, as
well as the cell membrane, and the full Navier–Stokes equations must be solved.
To discretise the region one diameter downstream of an MHV at a resolution of
1�m would require some 1013 computational cells (giving only one cell across
the thickness of an unloaded RBC). This is impossible for the foreseeable future.
Alternative computational frameworks such as Lattice–Boltzmann (LBM) [32] and
particle methods [27, 29] offer new approaches to the treatment of moving and
deforming bodies. Although the LBM has already been used to model high-Re low-
haematocrit flow at cellular resolution [32], the ability of these methods to resolve
subcellular scales in very large simulations is untested.

DNS on smaller spatial domains may improve understanding of the physics of
turbulence in blood. For example, DNS of decaying turbulence with blood cells in
a periodic 0:5� 0:5 � 0:5mm3 box at 1�m resolution may be within reach, though
by no means easy. Such a model could offer insights about the nature of turbulence
(if any) at cellular scale, and the validity of continuum models and assumptions
(such as Kolmogorov theory). It could also be used to explore the role of intercellular
flow, intracellular flow and membrane deformation in turbulent energy dissipation.

In the absence of full-scale DNS of two-phase cardiovascular flow, a multiscale
approach is desirable or even preferable. Simulation of homogeneous fluid flow at
the large scale could provide conditions to drive turbulence in local microscale DNS
models. A practical solution may emerge from the integration of measurements of
turbulent cell-plasma flow as proposed by Patrick et al. [31], refined mechanobio-
logical testing such as the device thrombogenecity emulator developed by Girdhar
et al. [15] and a multiscale computational framework.
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Modeling Three-Dimensional Avascular Tumor
Growth Using Lattice Gas Cellular Automata

Sachin Man Bajimaya Shrestha, Grand Joldes, Adam Wittek,
and Karol Miller

Abstract We model and simulate avascular tumor growth in three dimensions
using lattice gas cellular automata (LGCA). Our 3D models are an advance over
current state-of-the-art where most three dimensional (3D) models are in fact only a
series of two dimensional models simulated to give an appearance of a 3D model. In
our 3D model, we use binary description of cells and their states for computational
speed and efficiency. The fate and distribution of cells in our model are determined
by the Lattice–Boltzmann energy. We simulate our model in a comparable size
of lattice and show that the findings are in good agreement with biological tumor
behavior.

Keywords Tumor growth • Heterogeneous tumor • Three-dimensional model •
Lattice gas cellular automata

1 Introduction

The fact that one person out of three will be treated for some form of cancer in
their lifetime [1] has motivated many studies into cancer over the past several
decades. However, so far, neither incidence nor mortality of human cancer has
been much diminished by conscious human intervention. A better understanding
of the cellular basis underlying tumor growth may eventually open the door to its
successful treatment, as will the development of novel drugs and therapies based on
the results of molecular and cellular biological cancer research. It is hoped that
a three dimensional (3D) model of tumor and its simulation will prove to be a
milestone in this quest as such models are more representative of a tumor in vivo.
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The avascular growth phase of tumor is also called the primary growth phase.
Growth of tumor in this phase depends on the supply of nutrients and its size
is limited by the diffusion of these nutrients. Tumors in the avascular phase are
considered relatively benign, and the detection and treatment of tumors at this stage
provide a greater probability of having the disease cured.

In our earlier work [2], we modeled and simulated avascular tumor growth in
two dimensions. The model incorporated a heterogeneous population of cells—
proliferating, quiescent, necrotic, apoptotic, and mutated cells. Mutation of cells
gives rise to cells of a different phenotype that have the ability to survive at lower
levels of nutrient concentration and reproduce faster. The concentration of nutrients
available for each cell in the tumor volume is decided by solving the diffusion
equation. Although the model was able to capture the tumor growth dynamics at
the cellular level, simulation of large size of tumor was not possible due to the
computational burden of solving the diffusion equation.

In our most recent work [3], we modeled the complete growth of an avascular
tumor by employing cellular automata for the growth of cells and a steady-state
equation to solve for nutrient concentrations. Through simulation, we showed that,
in the case of a brain tumor, oxygen distribution in the tumor volume may be
sufficiently described by a time-independent steady-state equation without losing
the characteristics of a time-dependent diffusion equation. This made the solution
of oxygen concentration in the tumor volume computationally more efficient,
thus enabling simulation of tumor growth on a large scale. The results from our
growth simulation compared well with existing experimental data on Ehrlich ascites
carcinoma and tumor spheroid cultures. Nonetheless, a 3D model of tumor would
serve a better purpose of investigating tumor growth dynamics due to its similarity
with a tumor in vivo. However, the growth simulation of the model obtained by
extending our model into 3D was unattainable due to excessive computational
burden. Given that the two dimensional (2D) simulation of the complete growth of
tumor using this approach required about 18 h on average to complete on a desktop
computer with a 3.2 GHz processor and 12 GB of RAM [3], it can be estimated
that a 3D computation of the tumor growth to a similar size would take at least 10
days on a computer with the same specifications. A similar problem arose with an
implementation of the 3D model on Graphics Processing Units (GPUs) for general
purpose computations due to insufficient internal memory to hold the complete data.

Therefore, a majority of research in the area of tumor growth modeling is
limited to pattern formation in a growing tumor [4–6] due to either the inherent
time-consuming nature of numerical solution to partial differential equations or
simulating growth on a macro-scale starting from a few cells is computationally
very expensive.

In [7], a simulation of an early 3D model is presented. However, details of the
method used for the development of their model are not presented. Their model
does not include tumor heterogeneity. More importantly, the tumor resulting from
the simulation of their model contains less than 1,000 cells, and therefore, the size
of tumor is too small for any practical studies.
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In [8], a 3D tumor model is developed using the finite element approach and
is based on governing equations obtained via the thermodynamically constrained
averaging theory. We have presented the limitations of the continuum approach of
modeling tumor growth, the behavior of which is governed by the discrete state of
each of its constituent cells, in our earlier work [3].

Another work in the development of a 3D model may be found in [9] where part
of the secondary phase of tumor growth is modeled. Specifically, the development
of vasculature inside the tumor is modeled using a hybrid discrete-continuum
approach.

Most existing literature pass on the idea of developing a 3D model by suggesting
that extending a 2D model into 3D is obvious and simple; and some leave it for
future work. At their best, some present 3D models of tumor that are a series of 2D
models simulated to give an appearance of a 3D model.

In this paper, we present the Lattice Gas Cellular Automata (LGCA) model of
the 3D growth of tumor. We use the binary description of cells and their states in
our model for computational speed and efficiency. The fate and distribution of cells
in our model are determined by the Lattice–Boltzmann Energy [10].

In the rest of this paper, we present, in order, the basics of LGCA, the transition
rules, the formation of our 3D tumor growth model including the interaction and the
transport steps, and finally, the results and discussion.

2 Lattice Gas Cellular Automata

The LGCA model was introduced by Hardy, de Passis, and Pomeau in 1976 [11]
and is also called the HPP model, a name derived from its inventors. Initially used
for the description of the molecular dynamics of a classical lattice gas, the LGCA
was later used to model large numbers of uniformly interacting particles (cells).
Although LGCA has been used to model many physical systems [12], it has been
used only in [13] to model self-organized avascular tumor in 2D. They simulated
the LGCA model in only a 200� 200 grid, a relatively small lattice for a 2D model.
More information on their LGCA modeling approach is provided in their book
[6]. However, the book only goes at length discussing biological pattern formation
without offering the details of tumor growth modeling.

LGCA employs a regular, finite lattice and includes a finite set of particle
states, an interaction neighborhood and local rules which determine the movement
of particles (cells) and their transitions between states [6, 12, 14]. LGCA differ
from traditional CA by incorporating the movement of particles and an exclusion
principle. The particles in the model select from a finite number of permissible
discrete velocity channels. The velocity specifies the direction and magnitude of
movement, which may include zero velocity (rest). In a simple exclusion rule, only
one particle may have each allowed velocity at each lattice site.
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Fig. 1 (a) The number of velocities available in a node and their possible directions for a 2D
LGCA. (b) Examples of binary representation of some possible velocities at a node in a 2D LGCA

Every node in the 2D LGCA model is associated with five velocity channels,
namely stay, left, right, up, and down. Similarly, each node in a 3D LGCA model
has seven velocity channels associated with it—stay, left, right, up, down, front, and
back. For the case of a 2D LGCA model, the number of velocities and their possible
directions are shown in Fig. 1a.

For a 2D LGCA model, the velocities associated with a particular node may
be represented in binary format as shown in Fig. 1b. The notations s, l, r, u, and
d in Fig. 1b represent stay (or rest), left, right, up, and down, respectively. The
3D LGCA model will have f and b representing front and back, respectively, in
addition to the five velocities in the 2D LGCA model. For simulation purposes,
binary representation means faster computation and smaller memory requirement,
thus leading to the possibility of simulating a 3D tumor model.

3 Transition Rules

The transition rule of an LGCA has two steps [6, 14]. The first is an interaction
step in which the state of each particle at each lattice site is updated. During this
step, cells may appear (through reproduction) or disappear (through necrosis or
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Fig. 2 Lattice configuration before (left) and after (right) the transport step. Particles have moved
to the directions specified by the gray dots

apoptosis). Therefore, this step is neither number nor mass conserving. Moreover,
the velocity state associated with each node in the lattice may change depending on
the CA rule applied to them.

The second step is the transport step in which cells move synchronously in the
direction and by the distance specified by their velocity state. The velocity state for
each node in the lattice in a 2D LGCA model is represented in the five velocity
channels inside the node (shown in Fig. 2 as five circles inside a node). The velocity
state for each node in a 3D LGCA lattice is similarly represented in the seven
velocity channels inside the node. This step is always number/mass conserving. An
example of the lattice configuration before and after the transport step is shown in
Fig. 2 for the case of a 2D LGCA model.

4 Formulation of the 3D LGCA Tumor Growth Model

We choose a cubic geometry for the 3D tumor lattice and the von-Neumann
neighborhood with a radius of 1 as the interaction neighborhood. We employ a fixed
boundary condition with normal cells present at the boundary at all times. As an
initial condition, one cancer cell is seeded at the centre of the lattice.

The LGCA model incorporates a set of four states of cells for the four types of
cells, namely normal, proliferating, quiescent, and necrotic cells.

For 3D simulation, we store data in a 3D matrix that consists of five layers of
2D matrices as shown in Fig. 3. The first and the second layers store the velocity
states of the proliferating and necrotic cells, respectively, whereas the third and the
fourth layers store the number of cancer and necrotic cells, respectively, in the von-
Neumann neighborhood of each node (x, y, z). The fifth layer stores the information
in the von-Neumann neighborhood of a node (x, y, z), i.e., information in cells at
positions (x, y, z), (xC 1, y, z), (x�1, y, z), (x, yC 1, z), (x, y�1, z), (x, y, zC 1), and
(x, y, z�1) and is used for imaging purposes.
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Fig. 3 Layers of the 3D matrix used to store data for the 3D tumor growth simulation

4.1 Interaction Step

As stated earlier, the first of the transition rules in the LGCA tumor growth
model is an interaction step in which the state of each cell at each lattice site
is updated. Unlike in the case of pure cellular automaton model coupled with
oxygen diffusion equation [3], the fate of a cell in the case of the LGCA model is
decided probabilistically by Lattice–Boltzmann Energies. We calculate the Lattice–
Boltzmann energy for the tumor growth model using three parameters—KC–C,
KC–N and KN–N which are the coupling coefficients between cancer–cancer, cancer–
necrotic, and necrotic–necrotic cells, respectively. The Lattice–Boltzmann energies
for proliferation (Ep), quiescence (Eq), and necrosis (En) are given by Eqs. 1–3,
respectively [15–17].

Ep D � Œ0:5 fC .C C 1/Kc–c CN .N � 1/Kn–ng C .C C 1/N Kc–n
 (1)

Ep D � Œ0:5 fC .C C 1/Kc�c CN .N � 1/Kn�ng C .C C 1/N Kc�n
 (2)

En D �
�
0:5 f.C � 2/ .C � 1/Kc–c CN .N C 1/Kn–ng
C .C � 1/ .N C 1/Kc–n

�
; (3)

where, C, number of cancer cells in the interaction neighborhood; N, number of
necrotic cells in the interaction neighborhood; Kc–c, coupling coefficient between
cancer–cancer cells; Kc–n, coupling coefficient between cancer–necrotic cells; Kn–n,
coupling coefficient between necrotic–necrotic cells.
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The Lattice–Boltzmann energies calculated using Eqs. 1–3 are used to calculate
the probabilities of proliferation, quiescence, and necrosis by using Eqs. 4–6,
respectively.

Pproliferation D eEp

eEp C eEq C eEn
(4)

Pquiescence D eEq

eEp C eEq C eEn
(5)

Pnecrosis D eEn

eEp C eEq C eEn
; (6)

where, Pproliferation, probability of proliferation; Pquiescence, probability of quiescence;
Pnecrosis, probability of necrosis.

4.2 Transport Step

In the transport step, the second step in the transition rules, cells move syn-
chronously in the direction and by the distance specified by their velocity state.
The velocity state is determined by two factors [6, 13]:

1. The path of least resistance: Cancer cells choose the path of least resistance to
proliferate to, and hence, after cell division, the daughter cell moves to the node
with the least density of cancer cells. We model this by determining the density
of cancer cells in its neighborhood and changing the velocity state of the node
such that the velocity points to the node that is the least dense.

2. Chemotaxicity: Necrotic cells produce chemotactic signals that tend to bind the
necrotic cells together by attracting necrotic cells in the neighborhood. To model
this phenomenon, we record the count of necrotic cells in the neighborhood of
each node. The velocity state of the node containing the necrotic cell is then
changed such that the velocity points to the direction of the node that contains
the least number of necrotic cells.

After the velocity states at each node are determined, cells are transported
synchronously in the directions specified by their velocity states.

5 Results and Discussion

We simulated the 3D LGCA tumor growth model on a desktop computer with a
3.2 GHz processor and 12 GB of RAM. We chose a lattice size of 200� 200� 200
to simulate the tumor model so that the lattice remained sufficiently large and did
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Fig. 4 The tumor after (a) 20, (b) 40, (c) 50, and (d) 90 time-steps during the growth simulation
of the 3D LGCA tumor model

not influence the geometry of the tumor during growth. The simulation could be
run for about 90 time-steps. The simulation could not progress further due to the
unavailability of memory.

Figure 4 shows the tumor after (a) 20, (b) 40, (c) 50, and (d) 90 time-steps
during the growth simulation of the 3D LGCA model. It is seen that during the
initial growth stages, a core of quiescent cells (grey) appears at the centre of tumor
surrounded by a rim of proliferating cells (Fig. 4a). Further growth progression leads
to the appearance of a necrotic core (white) containing dead cells inside the tumor
volume (Figs. 4 and 5b–d). This is similar to our earlier findings [2, 3] where we
modeled tumor growth by employing the pure cellular automaton approach that
was coupled with the solution to the oxygen concentration inside the tumor volume
(Fig. 5a–d).

Figure 6 shows the cross-section of a growing tumor at depths of 22, 45, and
67 cells from the boundary. Once again, it is seen that the necrotic core (white)
lies at the centre of the tumor and is encapsulated by quiescent cells (grey). The
quiescent cells are similarly encapsulated by proliferating cancer cells that appear
in the boundary of the tumor.
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Fig. 5 Tumor at various stages of growth for the 2D CA model

To view the tumor in 3D, we imported the results in 3D Slicer [18–20]. 3D
Slicer is an open software platform developed for the analysis of 3D images
especially for medical data. All image data obtained from the simulation of the
LGCA tumor growth model need to be formatted to the DICOM (Digital Imaging
and Communications in Medicine) standard [21] prior to being exported to 3D
Slicer. Figure 7 shows the tumor in 3D at two different stages during the period
of its growth after being imported in 3D Slicer.

Although a quantitative study of the results could not be made due to the
unavailability of experimental data, as such data are generally the property of
pharmaceutical companies funding the trial, the qualitative findings here lead us to
believe that a detailed simulation and study of 3D tumor growth may be conducted
by following this approach.
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Fig. 6 The cross-sections of a growing tumor at depths of (a) 22, (b) 45, and (c) 67 cells from the
boundary

Fig. 7 The 3D view of the tumor, after being imported in 3D Slicer, at two different growth stages
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Modelling the Tumour Growth Along a Complex
Vasculature Using Cellular Automata

Nathan Deacon, Alice Chapuis, Harvey Ho, and Richard Clarke

Abstract In this paper we present a tumourous cell growth model based on cellular
automata (CA), where a colony composed of competing normal and cancer cells
was placed in an array intertwined with blood vessels. The CA models are able to
incorporate both cell growth and complex vascular geometry at the microcirculation
level, whereby CA rules are implemented to govern cell development, evolution
and death. The vasculature, which is the constant source of oxygen, was generated
using a diffusion-limited aggregation-based CA model, whilst the diffusion of
oxygen molecules across the domain was implemented, first, using a “random
walk” approach and then employing classic diffusion law. With appropriate rules
of CA implemented the cancer cells were able to grow at a faster rate and spread a
greater distance compared to the normal cells. Once the cancer cells were allowed
to proliferate over the vasculature, they would dominate the model lattice and, in
one case, overwhelm the normal cells. However, normal cells also own the ability
to defend themselves from the invasion of cancerous cells. It was clear from this
model that with metastasis tumours exhibit far more dangerous characteristics as
they suffocate, control and direct the growth of normal cells. The proposed growth
model can be further extended to incorporate more growth patterns and control
mechanisms.
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1 Introduction

Cancer is one of the most deadly diseases of our time. It is the highest cause of death
in more developed countries and second highest cause of death in less developed
countries, with 7.6 million deaths occurring in 2008 worldwide [1]. It is of great
importance to increase our knowledge and understanding in this area.

In general, cancer involves cells growing uncontrollably due to acquisition of a
phenotype that disables homeostasis response earlier in their lifetime [2]. The cells
continue to grow to form a mass or lump of tissue, which may obstruct or constrict
bodily systems or functions through growth or release of hormones. Benign tumours
exhibit limited growth and stay in the same place. In contrast, a malignant tumour
is able to penetrate surrounding tissue, even using blood or lymphatic vessels as a
path of transport throughout the body.

Tumour growth and proliferation may be split into several phases. First, cancer-
ous tumour cells release growth factors, such as vascular endothelial growth factor
(VEGF), in the surrounding normal tissue. Next, existing vasculature becomes per-
meable and dilated. The extracellular matrix is then degraded. Finally, proliferation
and migration of endothelial cells, which are the cells lining the inner surface of
blood vessels, takes place [3]. In order to grow beyond 1–2 mm in diameter, a
tumour needs an independent blood supply. This is achieved by expressing growth
factors that recruit new vasculature from pre-existing vasculature [4]. This process
will continue as the tumour grows and matures. Therefore, an important aspect
of tumour growth is angiogenesis, which is essentially the physiological process
involving the proliferation and growth of new blood vessels from pre-existing
vessels, that penetrate into cancerous tissue, supplying nutrients and oxygen and
removing waste products [5]. Note that the new supply of oxygen and nutrients is
critical for homeostasis for all human cells and tissues, not only tumours.

Numerous mathematical models have been proposed for cancer growth at differ-
ent stages (for a historical review see [6]), targeting at macroscopic or microscopic
spatial scales. Amongst these models, the so-called cellular automata (CA)-based
models have gained significant attention over the past several decades [2, 6, 7].
Indeed, it has become of great interest to many fields of work due to its way of
visualising a complex evolution of a system through the implementation of relatively
simple rules [8].

In brief, a CA contains a lattice of any finite number in dimensions of cells.
Each cell has a state vector containing a finite number of states, such as “on”
(1) and “off” (0). The state vector of each cell contains “x” values, and this
specifies “x” different properties. The corresponding cells immediately in contact
with that cell are its “neighbours” and have a direct influence on the cell’s states
and behaviour. The cells then evolve, as time is incremented, according to a set of
rules using the states of the neighbouring cells. The same rules are applied to all
cells, simultaneously, and do not change over time [7]. Over the years, numerous
variations and different CA rules were proposed to describe micro-behaviours of
cell growth (for some examples see [8]).
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The aim of this work is to study, by means of a CA model, the growth of
a heterogeneous colony composed of normal and cancerous cell populations, as
well as to study the effect of the vasculature. Among the many variations of the
CA models, we paid particular attention to [7], which considers tumour growth in
two stages. First, the distribution of oxygen in a vascular network is determined,
incorporating vascular dynamics such as structural adaptation, complex rheology
and red blood cell circulation. Second, the dynamics of a colony of normal and
cancerous cells in a heterogeneous environment are studied, where each cell is to
be considered as an element in the cellular automaton. We will adopt a similar
strategy but with a few extensions: (1) use of two different oxygen distribution
representations in the lattice; (2) use of a more realistic vasculature with complex
morphology. The following sections outline the cellular automaton models that
will be implemented in MATLAB (MATrix LABoratory). The method behind the
construction and evolution of the model will be explained (Sect. 2). The results
for each of the models will then be presented (Sect. 3). These results will then be
analysed and discussed (Sect. 4). Finally, conclusions will be drawn from the results
and areas of possible future work will be suggested.

2 Method

2.1 The Cell/Tissue Lattice

The cell/tissue domain constitutes a small lattice in open space. This lattice is
set to be an n-by-n array, where n is set to 100 for the current model. Each
element in the array has a state vector consisting of multiple values corresponding
to various components. For example, an element may contain four values depending
on whether: (1) a normal cell, (2) a cancerous cell, (3) a vessel and (4) oxygen are
present, with either 1 or 0 meaning “on” or “off” for each case. Moreover, a cell
may not be present in/on a vessel, and a normal and cancerous cell may not exist in
the same element. These values may, and will, change in time as the colony evolves
and changes.

The dimension of the lattice was assumed to be 1 mm, and thus the size of each
element was 10�m, approximately the size of a biological cell. For the current
lattice, two neighbourhood rules were used, i.e., a four-neighbourhood rule (aka
von Neumann neighbourhood) and a Margolus neighbourhood rule (Fig. 1). For the
former, the neighbours are only the elements directly above, below, to the right
and left, and do not include diagonal elements (Fig. 1a). Thus, the sum of a cell’s
four neighbours will range from 0, meaning there are no other cells surrounding
it, to 4 indicating every neighbour is a cell, and there are no empty elements. The
Margolus rule is more complex, as shown in Fig. 1b. The neighbourhood of the gray
cell alternates between the 2�2 block delimited by the solid and broken lines at even
and odd time steps [9].
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Fig. 1 (a) The four-neighbourhood and (b) the Margolus neighbourhood rules

Fig. 2 (a) C2 is the only neighbour for C5 which would proliferate into C4, C6 or C8 (whichever
has the highest oxygen rate). (b) C5 has now three neighbours: C2, C4 and C6, and could only
proliferate into C8. (c) C5 may die and become an empty element due to lack of oxygen

Figure 2 below shows simple illustrations of different scenarios for cell prolif-
eration. The green elements represent cells and the white elements represent empty
elements.

2.2 Cellular Automata Evolution Rules

To enable cancerous/normal cells to evolve in the lattice, we need to define rules for
cellular automata:

1. A cell can only evolve into an empty cell in its neighbourhood (defined by the
type of neighbourhood chosen, see Fig. 2).

2. The state vector determines the type of cell for each occupied element. Any type
of cells attempts to divide at each time step.

3. For a normal cell, it is only able to divide if oxygen is present in that element,
otherwise, it will die.
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4. Elements occupied by a cell act as sinks of oxygen. In other words, the cell will
absorb the oxygen molecule in the element.

5. While a cell is in proliferation state, cell division is determined by sampling the
four neighbours of the cell. If there are several possible neighbours, the new cell
will favour the empty element with the largest oxygen concentration. If there is
no empty element, the cell does not divide and dies.

These rules govern the growth, division (mitosis) and death (apoptosis) of normal
cells in a piece of tissue.

2.3 Rules for Cancerous Cells

The CA rules for cancerous cells are similar to that of normal cells, in that a
cancerous cell may only proliferate if oxygen is present in that element. However,
there are a few rules added for cancerous cells:

1. A cancerous cell will enter a quiescent state when no oxygen is present in that
element.

2. A cancerous quiescent cell has a limited lifetime; if no oxygen enters the cell
before the threshold value is reached, the cell dies. Otherwise, it returns to
proliferation state.

The above rules allow the new cancerous cells the ability to survive easier and for
longer periods (without oxygen). The cancer cells are also able to grow at a faster
rate compared to the normal cells.

2.4 Oxygen Diffusion

2.4.1 Cellular Automaton Model

The diffusive transport of oxygen through the tissue is incorporated and calculated
by using a “random walk” approach. This process can also be simulated in a CA
with the following rules:

1. Starting from the vessel, an oxygen pocket has four directional options in which
to move.

2. Unless new oxygen molecules diffuse into the current element, the oxygen
molecule will be absorbed by the cell and no longer be effective.

In our model, there was also a timer in place. A simulation of oxygen diffusion is
shown in Fig. 3, where the oxygen molecules diffuse from a very simple vasculature
arrangement (a cross). The oxygen molecules do not travel very far, due to the
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Fig. 3 The “random walk” of oxygen diffusion after 0, 50, 100 and 150 iterations

limited life span. However, oxygen is still able to diffuse five or more elements
away from the vessel. Therefore, these pockets of oxygen are able to maintain cell
life further away from the vessel.

2.4.2 Diffusion Equation for Oxygen Distribution

We also simulated oxygen transport with classical diffusion equation in 2D [10]:

@c.r; t/
@t

D D � r2c.r; t/ � k.r/

whereD D 1:0�10�9 m2 s�1 [10], c.r; t/ is the magnitude of oxygen concentration
in the whole domain at location r and time t . In 2D:

@c.x; y; t/

@t
D D �

�
@2c.x; y; t/

@x2
C @2c.x; y; t/

@y2
� k.x; y/

�

We also want to find the distribution in the lattice before oxygen is consumed
(and so k.x; y/ D 0):

@c.x; y; t/

@t
D D �

�
@2c.x; y; t/

@x2
C @2c.x; y; t/

@y2

�

To solve this equation, we will use a finite difference method with central scheme
in space .i; j / and explicit in time .n/:

CnC1
i;j D Cn

i;j C
D ��t
�x2

�
�
Cn
iC1;j C Cn

i;jC1 C Cn
i�1;j C Cn

i;j�1 � 4 � Cn
i;j

�

We first fixed, for the simple vasculature seen above, a constant concentration
in the middle of the cross of 10�4 g cm�3. As the space step was fixed (�x D
1
100

mm D 10�m), step time has to be chosen to obtain a stable scheme for
diffusion. Thus, stability conditions are given by the diffusion number R: R D
D��t
�x2

< 0:5, which gives us:
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Fig. 4 The diffusion of oxygen after 50, 100 and 150 iterations

Fig. 5 The angiogenesis pattern after different number of iterations

�t < 5:0 � 10�2 s

and therefore�t D 1ms was chosen. A simulation for the diffusion of oxygen after
50, 100 and 150 iterations is shown in Fig. 4, which yields similar results to that of
Fig. 3.

2.5 Vasculature Generation

Vasculatures added in the lattice provide a continuous source of oxygen. In order
to implement a more realistic vascular geometry than the uniform mesh in [7], we
used a CA model which is based on a diffusion-limited aggregation method to form
a fractal structure [9, 11]. The traces of particles, which resemble the angiogenesis
pattern, visualise the fractal structure at every time step (Fig. 5). Different from
the four-neighbourhood described above, this CA uses a Margolus neighbourhood,
whereby at every time step the 2 � 2 blocks are rotated either clockwise or
counterclockwise by one cell with equal probability [9]. The rotation randomises
the velocities. After the move, if one or more of the eight nearest neighbours is a
fixed particle, then the particle itself becomes fixed and sticky.
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Fig. 6 (a) A complex vasculature generated from the CA after 2,000 iterations. (b) The random
oxygen distribution across the domain

Fig. 7 The concentration of oxygen in the complex domain after 50, 100 and 150 iterations

2.5.1 CA Model

The complex vasculature can now be used as source for oxygen in CA model.
The vasculature, generated after 2,000 iterations is shown in Fig. 6a. The oxygen
distribution in the domain is depicted in Fig. 6b. It can be seen that the oxygen
distribution is much higher surrounding the vessels than that further away.

2.5.2 Diffusion Equation

We consider now that oxygen evolves following diffusion equation and for the
vasculature generated, in a domain size of p � p D 1 � 1mm initial conditions
were, at t D 0; C0 D 10�4 g cm�3 where vessels are and elsewhere 8.i; j /C 0

i;j D
0 g cm�3. Boundary conditions are Cn

i;1 D Cn
i;2; C

n
i;p D Cn

i;p�1; C n
1;j D Cn

2;j and
Cn
p;j D Cn

p�1;j . There is, in this case, a continuous source of oxygen from the
vessels at a rate of C0 D 10�4 g cm�3.

Here again, concentration of oxygen is very low far from the vessel (much less
than 0:01 kg m�3 D 10�5 g cm�3) (Fig. 7).
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3 Results

3.1 Simple Vasculature with Normal and Cancerous Cells

In the first simulation we used a simple vasculature (a cross), as shown in Fig. 8.
The oxygen pockets were not visualised in the image, but were the same as in
Fig. 3. We apply rules defined in Sects. 2.2 and 2.3. Initially, no oxygen is present
in the lattice as it diffuses from the vessels, colonies of normal and cancer cells are
symmetric and they are able to proliferate.

Cancer cell population is far denser than that of normal cells and is able to grow
out from the vessels further than normal cells as well (Fig. 8). It is also noticeable
that the cancer cells dominate the lattice and envelop all the available space near
vasculature. Therefore, a large majority of the normal cell colony dies, while the
cancerous colony survives until enough oxygen is present for proliferation. Small
areas of cancer cells have also proliferated into the space initially occupied by the
normal cells, showing the invasive, metastatic properties of cancer cells.

Fig. 8 The growth pattern of competing normal and cancerous cells (normal cells: green elements;
cancer cells: red elements; vessels: blue elements; empty space: black elements)
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Fig. 9 CA model for oxygen: the growth pattern of competing normal and cancerous cells with
complex vasculature at different iterations (normal cells D green elements, cancer cells D red
elements)

3.2 Complex Vasculature with Normal and Cancerous Cells

Herein we assumed that the vasculature pre-existed and remained intact without
considering angiogenesis dynamics. Then we applied all the above rules to the
lattice with a complex vasculature (cf Sect. 2.5.1).

3.2.1 Cellular Automaton Model

Figure 9 shows the evolution of a small initial colony of 10 � 10 which is
occupied randomly by normal and cancerous cells. For clarity the vasculature and
oxygen distribution were not visualised but functioned from the background. The
competition between the normal and cancerous cells was evident from Fig. 9: at the
beginning the small normal and cancer territories co-existed, but the cancer cells
gradually invaded normal cell colony. The small “islands” of normal cells are more
vulnerable and diminish more quickly, whilst larger normal cell territories could
survive longer, but eventually all tissue was occupied by cancer cells.



Modelling the Tumour Growth 37

3.2.2 Diffusion Equation for Oxygen Model

We used the same CA model for development of normal and cancerous cells but
instead of solving it with the CA model for oxygen, we considered diffusion of
oxygen studied in Sect. 2.5.2. The difficulty was to fix empirical threshold for:

1. O2 concentration needed for normal (Cnormal D 0:03 kg m3) and cancerous
(Ccancer D 0:01 kg m3) cells to proliferate (about one tenth of concentration
of healthy tissue, diffused by the vessels; it is more difficult for normal cell
to proliferate than cancerous cell, because they need less oxygen: empirical, a
third less)

2. Consumption rates (seen in equations in Sect. 2.4.2) were fixed at same order
of magnitude as the ones in [10], we keep the proportion of one third between
consumption rate of normal cell and consumption rate of cancerous cell

These values can be modified to observe the influence they impose on the
cancer/normal cell growth phenomenon (see Fig. 11).

Figures 10 and 11 show the competition between normal and cancerous cells
with different Cnormal threshold; tumour grows faster than healthy tissue but normal
cells seem to “resist” their invasion near the vessel, where oxygen remains enough
for normal cells to live (Chealthy D 0:1 kg m3 > Cnormal). However, cancer cells
can grow further and so they can envelop normal cells according to the current
competition rules.

4 Discussion

In the human body, once the cancer cells grow into space that isn’t sufficiently
oxygenated, the tumour would release growth factors in order to stimulate angio-
genesis. The new vasculature would allow increased growth and proliferation
of the tumour, as the process continually repeats. A malignant tumour exhibits
metastasis, well shown in both simulations (Figs. 9 and 10). Therefore, it seems
that two processes exhibited by harmful tumours are critical to their effectiveness:
angiogenesis and metastasis. Without these two characteristics, the tumour is
controlled in its environment and can still be treated.

The main goal of this project was to study the growth pattern of a colony of
competing normal and cancerous cells by the means of cellular automaton. Through
the implementation and adjustment of a set of automaton rules, evolution of a cell-
culture-like colony was visualised. Compared with previous cancer growth model
of [7], two different geometries for the vasculature and two different approaches to
simulate oxygen diffusion were used, and there are subtle yet important differences
between the two methods.

First of all, we put the random CA distribution of oxygen in the background
and with the addition of competing rules between cancerous and normal cells,
a noticeable contrast was highlighted in the model as cancer cells are able to



38 N. Deacon et al.

Fig. 10 Diffusive model for oxygen: Cnormal D 0:03 kg m3 and Ccancer D 0:01 kg m3 (normal cells
= green elements, cancer cells = red elements, white cells = vasculature)

grow faster and survive longer than normal cells in the biological world. In this
first model, the cancer cells control a large majority of the array and ultimately
proliferate further (from the vasculature) than normal cells. Cancer cells metastasise
and proliferate out from the vessels to less oxygenated tissue, but still encroach on
and invade the normal tissue at the same time (Figs. 8 and 9).

Afterwards, with the diffusive model for oxygen (still in background for a better
readability), we noticed that normal cells showed their resilience by “resisting”
the invasion of cancer cells. In some part of the domain, cancer cells lose their
advantage over normal cells near the vasculature, where there is a higher oxygen
concentration. Another aspect, developed in [12], highlights the same phenomenon
at the centre of the vasculature where normal cells remain alive, due to a high local
HC concentration. We can therefore assume that other processes than the oxygen
diffusion should also be considered in the simulation for cancer cells to overwhelm
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Fig. 11 Diffusive model for oxygen: Cnormal D 0:04 kg m3 and Ccancer D 0:01 kg m3

normal cells. The better resistance of cancer cells with less oxygen enable them to
go farther from vasculature but cannot allow them to encroach upon normal cells in
this second model.

There are some limitations of the current model. Firstly, the angiogenesis
simulation was performed offline, not coupled with the metabolic requirement
of the tissue colony, oxygen distribution and cell growth. Secondly, the actual
blood vessels would exhibit a directional bias, in which the oxygen concentration
would diminish further down the vessel. This is not represented in both oxygen
distributions: the models assumed that the oxygen concentration was constant
throughout the blood vessel and that oxygen would be input constantly in the
domain.
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5 Conclusion

In this paper we presented a cellular automaton model to simulate the competition of
cancerous and normal cells, with oxygen distribution simulated in the background.
It was clear that with metastasis tumours exhibit far more dangerous characteristics
as they suffocate, control and direct the growth of normal cells in order to maintain
a sufficient oxygen supply. In conclusion the proposed growth model can be further
extended to incorporate more growth patterns and control mechanisms. An opening
to this project would be to include a vasculature network which would evolve
simultaneously (with a more realistic distribution of oxygen inside the vessels).
More specifically, vasculature that responds to growth factors emitted by cancerous
tissue would be included. Also, we could think about the other processes which
affect the tumour growth (as chemical process, developed in [12]) and could build
a model which would be able to handle every process in parallel to obtain the most
realistic simulation for tumour growth.
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Investigation of the Influence of Side-Branches
on Wall Shear Stress in Coronary Arteries
Reconstructed from Intravascular Ultrasound

David S. Molony, Lucas H. Timmins, Emad Rasoul-Arzumly, Habib Samady,
and Don P. Giddens

Abstract Atherosclerotic plaques are found to occur in arterial segments exposed
to low wall shear stress (WSS). In order for WSS to be precisely calculated, an
accurate representation of the coronary anatomy is critical. Several side-branches
originate along the length of the coronary arteries, which should be included in
simulations. The aim of this work is to investigate the influence of excluding
the coronary side-branches on WSS and on predicting coronary artery disease
progression with WSS. Three patient-specific coronary arteries were imaged using
virtual histology intravascular ultrasound (VH-IVUS) at baseline and 12 months
follow-up. Using the baseline images, 3D reconstructions were created and side-
branches as visible in IVUS images were added to each patient. WSS was calculated
for models with and without side-branches. There were large differences in absolute
WSS between the models with side-branches and those without. WSS was found
to be low opposite the flow divider in models with side-branches while this was
not always the case in models without side-branches. There was little difference
between both models in predicting plaque progression.

1 Introduction

Acute coronary syndrome (ACS) occurs when a blockage develops in the coronary
arteries preventing blood flowing to the heart muscle [1]. These blockages are
caused by the focal development of atherosclerotic plaques over many years or
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decades. The majority of these blockages are caused by a rupture of the plaque.
One type of lesion, termed the thin-capped fibroatheroma, has been found to be
particularly vulnerable to rupture. This type of lesion is characterized by a large
necrotic core covered by a thin layer of fibrous cap [1]. Once the plaque ruptures the
highly thrombogenic necrotic core causes a thrombotic event which may occlude the
artery. The location of these focal lesions has been found to correlate with regions
of low wall shear stress (WSS) [2]. Recent prospective studies using IVUS and
VH-IVUS have supported these observational findings. WSS has been found to be
an independent predictor of increased plaque burden [3]. Further, arterial segments
exposed to low WSS see an increase in plaque progression [4] and in necrotic core
content [5].

A number of recent IVUS-based studies have compared absolute values of WSS
with plaque progression and plaque thickness [4, 6], though these studies appear to
have neglected the presence of side-branches. Given the distal reduction of flow in
the main artery due to outflow in these side-branches, their omission may lead to
an over-estimation of the WSS. Further, given that atherosclerotic disease tends to
occur on the opposite wall of the flow divider, may be reason enough to include
side-branches. Indeed, in a study on the influence of side-branches derived from
angiographic data, it has been suggested that they should not be neglected [7]. One
of the major limitations of IVUS is its inability to accurately image side-branches
due to its limited penetration. One study developed a technique to overcome this
by incorporating a side-branch from angiography with an IVUS reconstruction [8].
While the methodology used ensures the correct diameter and orientation of the
side-branch, it is limited to branches that are visible in both angiographic views.
The study found that the impact of the side-branch was diminished within 3 mm
distally of the branch. The aim of the present study is to investigate the importance
of including coronary side-branches on WSS in the coronary arteries. Further, we
assess the influence of side-branch exclusion on the relationship between WSS and
plaque progression.

2 Methodology

Three patients were randomly selected from our database of patients who had
undergone cardiac catheterization. These patients had follow-up catheterization
at 12 months. Patient left main and proximal left anterior descending (LAD)
coronary velocities and pressures were recorded using a Doppler flow velocity
monitoring guidewire (Combowire, Volcano Corp, Rancho Cordova, CA). IVUS
image acquisition (20 MHz Eagle Eye Gold Catheter, Volcano Corp) was then
performed after administration of 200 �g of nitroglycerin. The position of the IVUS
catheter was recorded by angiography prior to pullback. Patients provided written
informed consent and the study was approved by the Emory University Institutional
Review Board.
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Fig. 1 3D reconstructions of LAD artery (patient 2) with location of IVUS images marked.
Side-branches are added as straight cylinders extending from the centerline of the main vessel.
VH-IVUS image colors correspond to the plaque components—fibrous (green); fibro-fatty (light
green); necrotic core (red); dense calcium (white)

Coronary artery reconstruction was achieved based on the techniques described
by Wahle et al. [9]. Briefly, baseline IVUS images and angiogram of the IVUS
transducer are combined by stacking the IVUS images on the IVUS wire path as
visible in the angiogram. As the pullback is automated at 0.5 mm/s, the position
of the EKG-gated IVUS images on the pullback path can be determined. Relative
twist between consecutive IVUS images is also accounted for by the sequential
triangulation algorithm. Following 3D reconstruction of the main vessel, side-
branches represented by straight cylinders extending from the main vessel are added.
These side-branches are extruded normal to the main vessel centerline at locations
where the branch is visible in IVUS images (Fig. 1).

Two models are reconstructed for each patient, one including side-branches
and a second without side-branches. For patient 1 the model includes the left
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main coronary continuing to the distal LAD. This patient served to investigate the
influence of incorporating the left circumflex (LCX) artery. For patients 2 and 3 the
reconstructed vessel consisted of the proximal LAD to the distal LAD. The inlet
diameters were 5.3 mm, 2.6 mm, and 3.9 mm for patients 1, 2, and 3, respectively.

The reconstructed geometries were meshed using a structured multi-block
hexahedral approach in ICEM-CFD (ANSYS Inc., Canonsburg, PA). The number
of elements varied between 389,000 and 461,000. Mesh independence was achieved
by comparing the cross-sectional WSS at three locations along the artery length for
increasing mesh densities. The in-vivo patient-specific velocity measurement was
traced from the Doppler data and used as a velocity inlet boundary condition, and
the main vessel and branch outlets were designated to be traction-free. Pulsatile
flow simulations with 300 time steps per cardiac cycle were performed using the
commercial finite volume solver Fluent (ANSYS Inc.).

Time-averaged WSS was calculated in all patients. This was then analyzed in
cross-sections that corresponded to the location of the VH-IVUS images. Focal
analysis of each cross-section was performed by dividing each image into eight
sectors. The WSS was compared with the change in individual plaque component
areas from baseline to follow-up in each of these sectors [10]. Baseline and follow-
up IVUS image co-registration was achieved by a validated algorithm [11]. The
influence of side-branches on predicting plaque progression was investigated using
this data.

3 Results

3.1 Mesh Independence

Figure 2 shows WSS plots for increasing mesh densities in each patient in cases
where side-branches were included. For the mesh independence studies steady flow
simulations were performed and the WSS was then circumferentially compared at
three different locations along the length of the artery. In each case represented
below, the second largest mesh was chosen for the pulsatile flow simulations.

Fig. 2 Results from mesh independence study in patients 1–3 (left to right) at one circumferential
cross-section
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Fig. 3 VH-IVUS images with WSS cross-sections overlaid in models with side-branches (left
panel) and models without side-branches (right panel). For both panels the color scale in each
image is set to its own respective minimum and maximum. There is approximately 0.5 mm
between each image. Also shown are the time averaged WSS (Pa) for models with and without
side-branches. The red arrow indicates the branch shown in the VH-IVUS images, while the black
arrows indicate the location of the side-branch in the corresponding model without side-branches

3.2 Patient 1 Hemodynamics

It can be seen in Fig. 3 that the WSS is much greater when the side-branches are
neglected. A large increase in WSS in the model without side-branches relative to
the model with side-branches can be seen immediately distal to the LCX branch.
High WSS can be seen to continue throughout the distal LAD barring a small region
of low WSS in the distal LAD.

Local differences in WSS can be seen around one of the side-branches (Fig. 3
left and right panels). Distal to the side-branch (images 1 and 2) the opposite wall
to the flow divider is exposed to low WSS, while low WSS in the model without
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Fig. 4 Absolute WSS values for patient 1 in models with and without side-branches. Circumfer-
ential cross-sections are taken distal (left) to the side-branch continuing just prior to branch take-off
(right). The plot on the far right corresponds to image 3 in Fig. 3

side-branches is in a different region. Similarly, WSS is highest on the flow divider
wall in the model with side-branches, while this wall is not the region of highest
WSS in the model without side-branches. Interestingly, it can also be observed that
the plaque-free wall tends to always be in a region of high WSS in the model with
side-branches (images 1–4) while this is not the case for the model without side-
branches (images 1–2).

The differences between both models can also be seen in terms of shear stress
magnitude in Fig. 4. These plots correspond to cross-sections distal to the branch.
WSS magnitude is greater in the model without side-branches. The highest WSS
also occurs at different regions around the circumference in each model. Due to the
inclusion of the branch, it can be further seen how the high shear stress region shifts
from approximately 135º (opposite wall to the branch) to 315º (same wall as the
branch) for the more distal plots (towards the left).

3.3 Patient 2 Hemodynamics

Patient 2 had an LAD coronary artery with two side-branches. WSS can be seen
to be greater distally in the patient without side-branches (Fig. 5). In the proximal
LAD, the WSS patterns and magnitudes appear very similar. More local differences
in WSS can be seen in the branch region (Fig. 5 left and right panels). Opposite
the side-branch there is an area of low WSS (images 2–3). In the model without
branches the same wall is exposed to high WSS. Shear stress patterns begin to
look similar in both models further distally, but noticeably in the model with side-
branches on the flow divider wall there is still a high WSS region (image 1).

Differences in WSS magnitude as well as pattern can be seen in Fig. 6. On the
flow divider wall in the model with side-branches WSS is greatest, while this is
exposed to low WSS in the model without side-branches. This is evident in the plots
to the left and center which correspond to images 1 and 2 in Fig. 5.
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Fig. 5 VH-IVUS images with WSS cross-sections overlaid in models with side-branches (left
panel) and models without side-branches (right panel). For both panels the color scale in each
image is set to its own respective minimum and maximum. There is approximately 0.5 mm
between each image. Also shown are the time averaged WSS (Pa) for models with and without
side-branches. The red arrow indicates the branch shown in the VH-IVUS images, while the black
arrows indicate the location of the side-branch in the corresponding model without side-branches

3.4 Patient 3 Hemodynamics

Patient 3 had an LAD artery with five side-branches. A heavily diseased location
resulting in lumen narrowing was present between the second and third branches
(Fig. 7). High WSS was seen in this segment in both models. Without the presence
of the branches to siphon the flow, WSS remains high in the distal LAD except
noticeably after the third side-branch and proximal to the fourth side-branch. These
locations are also low WSS regions in the model with side-branches.
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Fig. 6 Absolute WSS values for patient 2 in models with and without side-branches. Circumfer-
ential cross-sections are taken distal (left) to the side-branch continuing just prior to branch take-off
(right). The plot on the far right corresponds to image 3 in Fig. 5

Fig. 7 VH-IVUS images with WSS cross-sections overlaid in models with side-branches (left
panel) and models without side-branches (right panel). For both panels the color scale in each
image is set to its own respective minimum and maximum. There is approximately 0.5 mm between
each image. Also shown is the time averaged WSS (Pa) for models with and without side-branches.
The red arrow indicates the branch shown in the VH-IVUS images, while the black arrows indicate
the location of the side-branch in the corresponding model without side-branches
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Fig. 8 Absolute WSS values for patient 3 in models with and without side-branches. Circumfer-
ential cross-sections are taken distal (left) to the side-branch continuing just prior to branch take-off
(right). The plot on the far right corresponds to image 2 in Fig. 7

Figure 7 also shows the local differences in WSS around one of the branches.
Opposite the flow divider wall distal to the branch (image 2) WSS, there is a larger
region of low WSS in the model with side-branches. High WSS can be seen distally
on the flow divider side in both models (images 1 and 2). The large differences in
WSS magnitude between both models can be seen in cross-section plots of the WSS
(Fig. 8). Overall, the WSS pattern is quite similar between both models with high
and low WSS occurring in the same regions. It should be noted that this similarity
was not the case in all branches in this model.

3.5 Plaque Progression

In order to determine whether the exclusion of side-branches had an effect on
predicting plaque progression based upon local WSS, we analyzed the change
in each plaque component as defined by VH-IVUS from baseline to follow-up.
Each image is divided into 8 sectors and the change in plaque component area
is associated with a corresponding WSS value for each sector. The WSS and
associated changes in plaque component area are then split into three categories—
low (WSS< 1 Pa), medium (1 Pa<WSS< 2.5 Pa), and high (WSS> 2.5 Pa) [4].
The mean change in plaque component area in these categories is shown in Fig. 9.

Overall, there was little change in the relationship between WSS and plaque
progression when side-branches were excluded. The same trends between both
models were observed in almost all cases. The largest discrepancy can be seen in
patient 1 where there was a large decrease in necrotic core in the medium WSS
category in the model without side-branches that wasn’t seen in the model with
side-branches. Though the relationships did not change significantly, it should be
noted that there was a movement of data to the higher WSS categories in the model
without side-branches. In patient 1 when side-branches are included 67 % of sectors
were in the high WSS category, while this rises to 88 % in the model without side
branches. The corresponding number of sectors in low WSS for the two models in
patients 2 and 3 are 41 % rising to 43 % and 67 % rising to 77 %, respectively.



50 D.S. Molony et al.

0

0
0

0

0.01

-0.01

-0.02

-0.02

-0.03

-0.04

-0.04

-0.05

-0.06

-0.06

-0.07

-0.08

-0.08

-0.09

-0.1

-0.12

-0.14

-0.05

0.02 0.02

0.05

0.1

0.15

0.2

0.25

Low

Low

Medium

Medium

High Low Medium High

Low Medium High

Low Medium HighLow Medium High

High

0.02

0.04

0.06

P
at

ie
n

t 
1

P
at

ie
n

t 
2

P
at

ie
n

t 
3

0.08

0.1

0.12

0.14

0

FB

FF

NC

DC

FB

FF

NC

DC

FB

FF

NC

DC

FB

FF

NC

DC

FB

FF

NC

DC

FB

FF

NC

DC

0.02

0.04

0.06

C
ha

ng
e 

in
 A

re
a 

(m
m

2 )

C
ha

ng
e 

in
 A

re
a 

(m
m

2 )
C

ha
ng

e 
in

 A
re

a 
(m

m
2 )

C
ha

ng
e 

in
 A

re
a 

(m
m

2 )

0

-0.05

0.05

0.1

0.15

0.2

0.25

C
ha

ng
e 

in
 A

re
a 

(m
m

2 )
C

ha
ng

e 
in

 A
re

a 
(m

m
2 )

0.08

0.1

0.12

Fig. 9 Mean change in plaque sector area in low-, medium-, and high-WSS sectors over 12 months
for patients modeled with (left) and without side-branches (right). Plaque constituents: FB fibrotic,
FF fibro-fatty, NC necrotic core, DC dense calcium

4 Discussion

Due to the advancement of patient imaging and in vivo velocity measurement
capability, patient-specific modeling of hemodynamics has become more practical.
Still, a number of assumptions are necessary in order to simplify the simulations.
One assumption that has received little attention is whether the exclusion of side-
branches has an effect on the WSS field in vessels reconstructed from IVUS images.
There have been several studies in the literature correlating absolute WSS with
plaque progression that have excluded side-branches. Given the large number of
branches along the coronary arteries, it must be assumed that at least some of
these are present in the modeled domain and are hence ignored in WSS simulations
[4, 6, 12]. We have investigated the influence of these branches in 3 patient-specific
coronary arteries.
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The largest difference in WSS between the models with side-branches and those
without was seen distal to side-branches. Consistently, in the models including side-
branches there was a region of low WSS distal to the side-branch opposite the flow
divider wall and high shear stress on the flow divider wall. In the models without
side-branches at these same locations the WSS differs, and there is generally a
different WSS distribution in these cross-sections, particularly in patients 1 and 2
(Figs. 3 and 5).

For accurate values of absolute WSS, the inclusion of coronary side-branches
is critical (Figs. 4, 6, and 8). As can be seen in patient 1, given the size of the
LCX, it has the largest affect on the distal WSS magnitude. In most cases the left
main is ignored and only the LAD or LCX is simulated [4, 12]. There are likely
to be local changes in WSS immediately distal to this branch that are lost if the
left main is ignored. Even in the case when only the LAD is simulated, there are
large differences in the absolute WSS when the branches are neglected. In patient 3
where five side-branches are present, the distal WSS is much greater in the model
without side-branches, while in patient 2 there are only two side-branches and
smaller differences can be observed between the two models.

Surprisingly these large differences in absolute WSS did not translate into
changes in the relationship between the prediction of plaque component area change
and WSS. This is made more surprising given the large movement of sectors into
the higher WSS category in the models without side-branches. Overall, in two of the
patients it was found that the majority of sectors were exposed to high WSS in both
models. This can be attributed to the significant lumen narrowing in all patients.
The selection of the low, medium, and high thresholds may have masked some of
the differences between models that included side-branches and those that did not.
Given the small number of cases, it is difficult to generalize the findings.

We assumed that the branching angle was normal to the main vessel centerline,
though this is not the case in vivo. Gijsen et al. [8] have developed a technique
for incorporating side-branches from biplane angiography, though this is dependent
on the branch being visible in both views. Side-branches are often only visible in
one view or sometimes not visible at all, while the take-off point of side-branches
can also be ambiguous in angiography. Due to the high resolution of IVUS images
even small side-branches are easily identifiable, allowing them to be included in
our study. Coronary motion and wall elasticity were neglected in this study as their
influence has been found to be small on coronary WSS calculations [13, 14].

5 Conclusions

The exclusion of coronary side-branches can be seen to have two distinct effects
on the main vessel WSS, namely, local variations around the side-branch and large
changes in absolute WSS that increase distally. In the three cases studied here this
did not result in large alterations between the association of plaque progression and
WSS. Further studies in a large sample size are necessary to support these findings.
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From Detection to Rupture: A Serial
Computational Fluid Dynamics Case Study
of a Rapidly Expanding, Patient-Specific,
Ruptured Abdominal Aortic Aneurysm

Barry J. Doyle, Timothy M. McGloughlin, Eamon G. Kavanagh,
and Peter R. Hoskins

Abstract Computational hemodynamic studies of abdominal aortic aneurysm
(AAA) can help elucidate the mechanisms responsible for growth and development.
The aim of this work is to determine if AAAs expand and develop intraluminal
thrombus (ILT) in regions of low wall shear stress (WSS) predicted with compu-
tational fluid dynamics (CFD). Computed tomography (CT) data of an AAA was
acquired at four time-points over 2.5 years, from the time of detection to immedi-
ately prior to rupture. We used 3D unsteady, laminar, CFD models to investigate the
hemodynamics at each time-point. Our three-dimensional reconstructions showed
that the primary region of expansion was in the proximal lobe, which not only
coincided with the main region of low time-averaged WSS (TAWSS) in our CFD
simulations, but also with the development of ILT in vivo. Interestingly, this region
was also the rupture location. This is the first serial computational study of an AAA
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and the work has shown the potential of CFD to model the changing hemodynamics
and the relation with ILT development and AAA growth.

1 Introduction

Abdominal aortic aneurysm (AAA) is typically an asymptomatic disease that is a
significant cause of death in the developed world. These aneurysms are focal regions
of dilation that form in the distal region of the aorta and can progress to the point
of rupture. Maximum diameter is the traditional criterion for rupture-threat, with
cases >55 mm deemed at high risk. When the risk of rupture outweighs the risks
associated with surgery, repair is often performed. However, several alternative risk
factors have been proposed that can improve the current selection criteria for AAA
repair [1–4].

AAAs have complex three-dimensional (3D) geometries with many regions of
inflection [5] and curvature [6] that influence the biomechanics of the disease [7,
8]. Developments in noninvasive imaging, software technologies, and numerical
techniques have enabled patient-specific modeling to better inform clinicians and
allow for more accurate surgical planning [9]. Computational fluid dynamics (CFD)
has been used to investigate AAA hemodynamics under rest and exercise [10], in
different types of AAA [11], the design and evaluation of new AAA devices [12],
and also to simulate aneurysm growth and development [13].

Abnormal hemodynamics within the abdominal aorta, such as high, low, or
oscillatory wall shear stress (WSS), have been correlated with atherosclerosis
through experimental studies [14], numerical investigations [15], and also autopsy
records [16]. It is believed that low WSS promotes vessel expansion and this has
been successfully associated in cerebral aneurysms using CFD and medical imaging
[17]; albeit, using only two clinical time-points. It remains to be demonstrated that
AAAs expand in regions of low WSS.

Another important element of AAAs is the intraluminal thrombus (ILT). ILT
is found in over 70 % of clinically relevant AAAs, yet the role of thrombus is
still uncertain. Whether it provides a shielding effect by reducing the tensile stress
acting on the wall [18], or if the ILT-induced hypoxia [19] outweighs the potential
shielding benefits thus rendering the wall behind thick ILT vulnerable to rupture, is
still under debate. Nevertheless, the hemodynamics associated with ILT formation
and progression needs to be fully elucidated. Recently, Biasetti et al. [20] described
ILT formation using abnormal hemodynamics as the key parameter responsible for
platelet activation and thrombus development. Basciano et al. [21] also used CFD to
model ILT development, where particle residence time (PRT) was used to depict
platelet adhesion and aggregation, thus leading to ILT onset and advancement.
Hardman et al. [22] also reported the PRT in AAAs, this time using a novel WSS-
limiter to model the attachment of monocytes to the luminal wall. It has been
shown that ILT is likely to develop in areas of stagnated flow and low WSS, but
not confirmed using follow-up medical imaging.
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Therefore, the aim of this work was to examine if regions of low WSS spatially
correlate with areas of expansion and thrombus development using serial medical
imaging and CFD modeling.

2 Methods

We selected one male AAA patient from our database. This retrospective study
was approved by the local ethics committee and was performed with the written,
informed consent of the participant, complying with the Declaration of Helsinki.
The case was an emergency open-repair for suspected AAA rupture, with the
location of rupture recorded during the surgery.

The patient was imaged using contrast-enhanced computed tomography (CT) on
a Siemens Sensation 64 (Siemens, Germany). Image parameters were: 3 mm slice
thickness; 3 mm slice increment; and a pixel size of 0.74 mm. CT was performed
at four time-points over the course of routine AAA management, with the final CT
scan taken immediately prior to emergency surgical repair.

Each CT dataset was reconstructed into 3D using our previously described
techniques [23, 24] in Mimics v15 (Materialise, Belgium). We reconstructed the
lumen from immediately below the renal arteries to a point distal to the iliac
bifurcation. 3D models were then exported to 3-matic v6.0 (Materialise, Belgium)
for further preprocessing. We also reconstructed the ILT into 3D for analysis. All
diameter measurements are the best-fit diameters determined from the 3D models
and centerlines.

We then smoothed the 3D lumen surface geometry using 3-matic v6.0 in order
to remove surface artifacts that remain after reconstruction, while maintaining the
key features of the geometry. The resulting lumen geometries are shown in Fig. 1.

Fig. 1 3D reconstructions of the lumen geometries at each time-point. Maximum best-fit lumen
diameter is also shown below each model. All reconstructions begin at the renal arteries and end
distal to the bifurcation, with proximal and distal faces cut orthogonal to the centerline. Models are
shown from the posterior view
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Fig. 2 (a) Example 3D model (Time1) with inlet and outlet extensions shown and (b) meshed
model with cross-section illustrating typical mesh density and the progressive six-layer boundary
mesh. (c) Inlet flow waveform determined from 21 AAA patients [35]. The relevant time-points
within the cardiac cycle are also indicated (A–E). The total length of this cardiac cycle is 0.92 s

Table 1 Patient details and best-fit diameters at each imaging time-point

Study ID
Time
(months)

Age
(years)

Maximum
lumen
diameter (mm)

Inlet
diameter
(mm)

Right iliac
diameter
(mm)

Left iliac
diameter
(mm)

Time1 Baseline 75 50.1 22.2 10.9 10.9
Time2 8 76 51.9 21.0 9.3 10.3
Time3 19 77 58.9 22.1 9.8 10.4
Time4 29 78 71.7 24.0 11.7 11.4

Each model was modified to include entrance lengths and outlets, ensuring that faces
remained normal to the centerline flow (see Fig. 2). The inlet face was extended by
59 mm, as calculated from the work of Wood [25] for unsteady flow, whereas the
outlets were extended by 11 times the outlet diameter [22, 26, 27]. This outlet length
was previously shown to have negligible influence on the upstream hemodynamics
of experimental AAA models [26]. All relevant patient and geometric details are
shown in Table 1. We measured the volume using Mimics v15 and the ILT thickness
using 3-matic v6.0.

Each model was discretized into unstructured tetrahedral elements together with
a boundary layer of prism elements using ICEM CFD 13.0 (ANSYS Inc.), whereby
the total boundary layer thickness was equal to 30 % of the outlet radii [28]. We
used Fluent 14.5 (ANSYS Inc.) to solve the Navier–Stokes equations. To ensure
our simulations were adequately resolved, “Time1” was modeled using three mesh
densities, where each mesh size approximately doubled in number. We investigated
mesh independence using a laminar, steady flow with an inlet Reynolds number
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of 1,400 [21] and as the downstream pressure is unknown, we assigned an equally
divided outflow boundary condition to the outlet face of the iliac artery extension
lengths [27, 29]. We used the Grid Convergence Index (GCI) [30] to determine
the necessary level of model refinement and the impact of mesh density, time step,
and cycle number on the results. The GCI is considered a very robust method of
reporting error associated with discretization and its use is encouraged within the
fluids engineering community [31]. For this purpose we averaged the WSS around
four circumferential sections in the key regions of the model and then used these
sections as a comparison tool to determine GCI. The optimum maximum tetrahedral
and prism element edge length was found to be 1.5 mm and the boundary layer mesh
consisted of six layers of prism elements. The boundary mesh element thickness also
became progressively smaller as it approached the lumen wall. Element thickness
adjacent to the lumen wall was in the range of 6–100 �m, thus the boundary layer
was sufficient to resolve the velocity gradient at the wall and accurately estimate
WSS [32]. This specific mesh size returned a percentage error of <2 % and a GCI
of 2.5 %. As a result our final meshes had on average˙ standard deviation (range),
1.29˙ 0.42 (0.94–1.98) million elements, depending on the geometry of the model.
A representative numerical model is shown in Fig. 2. For all simulations we assumed
blood to be an incompressible, homogenous, Newtonian fluid, with a density of
1,050 kgm�3 and viscosity of 0.0035 Pa s. The models were assumed to have rigid
walls employing the no-slip condition and the blood flow was assumed to be laminar.
These are common model assumptions when simulating the hemodynamics in large
arteries [12, 21, 22, 27, 32–34].

To simulate the pulsatile blood flow, we developed a custom-written user-
defined function inlet boundary condition in MATLAB (The Mathworks Inc.). This
mass flow inlet represented an average waveform of 21 AAA patients previously
examined using Doppler ultrasound by Fraser et al. [35]. We applied a flat plug
inlet profile to the face of the entrance length as the effects of more realistic inlet
profiles are secondary to the influences of the geometry [33]. As with our steady
simulations, the outlet pressure was unknown and so an equally divided outflow
condition was prescribed to the outlet faces. We used the Pressure Implicit with
Splitting Operators (PISO) pressure–velocity coupling algorithm within Fluent 13.0,
together with 250 time-steps per cardiac cycle. In a sub-study, we found that by
doubling and quadrupling the number of time-steps resulted in a GCI of 0.8 % and
that our results were periodic from the third cycle onwards. As such, each simulation
was run for three full cardiac cycles, with data only interpreted from the third cycle.
Convergence criteria were set to 1� 10�4 for mass and 1� 10�3 for momentum for
all simulations.

We determined time-averaged WSS (TAWSS) by collecting WSS data at regular
intervals of the cardiac cycle and averaging over the total time (tD 0.92 s). This
post-processing was performed using a custom-written MATLAB script which
generated 3D contour plots of TAWSS. TAWSS data and maximum best-fit diameter
was then plotted against the normalized longitudinal distance for each clinical time-
point. We also spatially compared TAWSS with ILT development. We tested for
possible relationships between TAWSS and diameter using Spearman’s nonpara-
metric correlation tests with a p-value <0.05 regarded as significant.
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Table 2 ILT and lumen volumes, maximum ILT thickness, tortuosity, and best-fit diameter for
each model examined. Percentage changes are from that of the previous time-point

Study ID
Time
(months)

ILT
volume
(cm3)

% Change
in ILT
volume

ILT
thickness
(mm)

% Change
in ILT
thickness

Lumen
volume
(cm3)

% Change
in lumen
volume

Time1 Baseline 7.4 – 7 – 140.6 –
Time2 8 9.8 32 10 43 167.9 19
Time3 19 19.7 101 15 50 227.7 36
Time4 29 28.6 45 14 �7 344.6 51

3 Results

The quantitative changes in geometry, volume, and maximum ILT thickness are
presented in Table 2. The ILT increased in volume at a rate of 9 cm3/year
(rangeD 7–29 cm3) over 29 months. The physical evolution of the ILT is shown
in Figs. 3, 4, 5, and 6. Local maximum ILT thickness peaked at 19 months with
the thrombus then becoming thinner yet larger in volume. There was no appreciable
change in the lumen centerline tortuosity of each model over time.

With the exception of Time2, the proximal lobe of each model experienced low
TAWSS throughout the growth period (Figs. 3, 4, 5, and 6). ILT developed in a
region of low TAWSS in the proximal lobe. TAWSS was inversely related to the
maximum best-fit diameter of the lumen. This relationship was significant at certain
time-points during the growth period and approaching significance at others (Time1,
pD 0.073; Time2, pD 0.007; Time3, pD 0.056; Time4, pD 0.016).

The clinical location of rupture was noted as “inferior to the left renal artery” at
the time of emergency open-repair and was illustrated using a simple intra-operative
sketch. Figure 7 shows the TAWSS contours compared to the location of rupture.
Figure 8 shows the pathlines of particles seeded from the inlet at the time of peak
systolic flow at each of the four time-points.

4 Discussion

We have computationally investigated a rapidly expanding, patient-specific AAA
from the time of detection to rupture, over 2.5 years. Our results show that, in this
particular case, lumen expansion and ILT development spatially coincide with areas
of low TAWSS.

The proximal lobe of the lumen experienced low TAWSS throughout the rapid-
expansion (9 mm/year) period prior to rupture. This proximal lobe also later became
the rupture site. According to the literature, the majority of AAAs rupture into the
retroperitoneum [37] and posterior-inferior regions [38]. The rupture location in this
instance is not typical and is within the 18 % of those that rupture superior to the
maximum dilation region [38] and within the 10 % that rupture inferior to the left
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Fig. 3 ILT thickness, TAWSS contours, and TAWSS-diameter plots at baseline. (a) Compares
ILT thickness to TAWSS contours. (b) The relationship between TAWSS and diameter along the
length of the AAA. (c) TAWSS contours from each view. The ILT thickness is scaled to a maximum
thickness of 15 mm. The TAWSS scale refers to all TAWSS contour plots. TAWSS was scaled to
a maximum of 1.5 Pa [36]. The normalized distance begins (0) at the proximal neck and ends (1)
distal to the iliac bifurcation, as shown in the top row of TAWSS plots
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Fig. 4 ILT thickness, TAWSS contours, and TAWSS-diameter plots at 8 months. (a) Compares
ILT thickness to TAWSS contours. (b) The relationship between TAWSS and diameter along the
length of the AAA. (c) TAWSS contours from each view. The ILT thickness is scaled to a maximum
thickness of 15 mm. The TAWSS scale refers to all TAWSS contour plots. TAWSS was scaled to
a maximum of 1.5 Pa [36]. The normalized distance begins (0) at the proximal neck and ends (1)
distal to the iliac bifurcation, as shown in the top row of TAWSS plots
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Fig. 5 ILT thickness, TAWSS contours, and TAWSS-diameter plots at 19 months. (a) Compares
ILT thickness to TAWSS contours. (b) The relationship between TAWSS and diameter along the
length of the AAA. (c) TAWSS contours from each view. The ILT thickness is scaled to a maximum
thickness of 15 mm. The TAWSS scale refers to all TAWSS contour plots. TAWSS was scaled to
a maximum of 1.5 Pa [36]. The normalized distance begins (0) at the proximal neck and ends (1)
distal to the iliac bifurcation, as shown in the top row of TAWSS plots
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Fig. 6 ILT thickness, TAWSS contours, and TAWSS-diameter plots at 29 months. (a) Compares
ILT thickness to TAWSS contours. (b) The relationship between TAWSS and diameter along the
length of the AAA. (c) TAWSS contours from each view. The ILT thickness is scaled to a maximum
thickness of 15 mm. The TAWSS scale refers to all TAWSS contour plots. TAWSS was scaled to
a maximum of 1.5 Pa [36]. The normalized distance begins (0) at the proximal neck and ends (1)
distal to the iliac bifurcation, as shown in the top row of TAWSS plots
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Fig. 7 Comparison of the clinical rupture location observed during emergency open-repair (intra-
operative sketch) indicated on the 3D reconstruction (black box) and TAWSS contours at time of
rupture. TAWSS is shown scaled to 1.5 Pa [36] (centre) and 0.4 Pa [39] (bottom)
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Fig. 8 Particle pathlines color-coded with velocity magnitude shown at peak systolic flow at each
clinical time-point. Models are shown from the posterior view. Inset shows pathlines in the rupture
region

renal artery [37]. Additionally, according to da Silva et al. [38], ILT is found at the
site of rupture in 80 % of cases, with the remaining 20 % experiencing rupture at
areas without thrombus or at the transition of an area with thrombus and without
it. Indeed, by comparing the intra-operative sketch to the 3D reconstruction at 29
months (see Fig. 7), it would appear that rupture occurred in or around the region of
ILT here.

It is known that low WSS facilitates arterial remodeling through apoptosis [39]
and proliferation, in particular when the WSS<0.4 Pa [36]. Below this level, athero-
genic phenotypes are stimulated, thus enabling the breakdown of the endothelium.
Monocytes adhere to the endothelium in regions where WSS <0.36 Pa [40–42]
and as the WSS tends to zero, the adhesion efficiency increases exponentially [42],
further contributing to the expansion process. From our simulations it would appear
that this particular AAA ruptured at a region experiencing TAWSS below this
critical threshold of 0.4 Pa (Fig. 7). Interestingly, the pathlines shown in Fig. 8 at
peak systolic flow for each clinical time-point reveal how the hemodynamics may
have contributed to rupture through recirculation in the proximal region over time.
Thus, the development of low velocity near-wall flow and reduced TAWSS may each
have contributed to expansion and ILT development. However, this work needs to
be extended to other AAA cases to confirm if this finding is unique to this particular
subject.

It has been previously described how ILT may develop in the distal region of
an AAA as particles tend to attach to the wall downstream in the sac [11, 20, 21,
43]. However, in this AAA, ILT only developed in the proximal region where it
is likely that platelets were trapped in the recirculating low TAWSS region and
deposited to the wall. We can attempt to explain the lack of distal ILT observed
in this case by the following hypothesis. It is known that the endothelial layer is
a key factor in thrombosis and contributes to the development of ILT in AAA.
A healthy aorta exhibits an intact endothelial layer that controls hemostasis and
thrombosis, whereas in AAA disease this layer is often deteriorated and the luminal



From Detection to Rupture: A Serial Computational Fluid Dynamics Case. . . 65

surface becomes thrombogenic. It is plausible that this aneurysm evolved quicker
than the degeneration rate of the endothelial layer and therefore, the WSS along the
length of the lumen still activated endothelial cells and provided anti-thrombogenic
properties. It was only in the proximal region of recirculation and low WSS that the
endothelial layer was degraded and ILT subsequently developed. However, further
testing in conjunction with histology is required to prove this theory.

Particle residence time (PRT) is a useful parameter to indicate monocyte
deposition and attachment [21, 22, 43, 44] and may be particularly beneficial in
conjunction with longitudinal medical imaging. In recent work by Biasetti et al.
[20], a �2-method [45] and vortical structure (VS) approach was described as a
potential mechanism for modeling ILT formation. In order to fully elucidate the
hemodynamics involved in AAA and ILT evolution, it may be necessary to combine
PRT and VS models, together with advanced approaches to determine patient-
specific inlet and downstream boundary conditions, and verify results using medical
imaging and histology.

In addition, there are other limitations to our study that should be addressed
in future investigations. The use of a deformable wall and the incorporation of
fluid–structure interaction (FSI) may further enhance our results [46]. Multi-scale
approaches have been used to model outlet boundary conditions [47] and also
represent a likely improvement over the outlet boundary condition employed here.
Finally, our results should be interpreted with caution as longitudinal imaging was
only available for one AAA case. This type of study needs to be expanded to a large
cohort of patients with stable, symptomatic, and ruptured AAAs, from all diameter
and growth rate ranges, to determine if the findings presented here are statistically
significant and have clinical relevance.

5 Conclusions

In this single, longitudinal case study, regions of low TAWSS correlated with areas
of lumen expansion and ILT development. Rupture occurred in the proximal, low
TAWSS region of the AAA where the flow was recirculating. This is the first report
in the literature where CFD was performed using serial medical imaging and could
help future research to fully elucidate the role of low WSS in AAA expansion and
thrombus development.
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The Effect of Uncertainty in Vascular Wall
Material Properties on Abdominal Aortic
Aneurysm Wall Mechanics

Samarth S. Raut, Anirban Jana, Victor De Oliveira, Satish C. Muluk,
and Ender A. Finol

Abstract Clinical management of abdominal aortic aneurysms (AAA) can benefit
from patient-specific computational biomechanics-based assessment of the disease.
Individual variations in shape and aortic material properties are expected to influ-
ence the assessment of AAA wall mechanics. While patient-specific geometry can
be reproduced using medical images, the accurate individual and regionally varying
tissue material property estimation is currently not feasible. This work addresses
the relative uncertainties arising from variations in AAA material properties and its
effect on the ensuing wall mechanics. Computational simulations were performed
with five different isotropic material models based on an ex-vivo AAA wall material
characterization and a subject population sample of 28 individuals. Care was
taken to exclude the compounding effects of variations in all other geometric and
biomechanical factors. To this end, the spatial maxima of the principal stress (
max),
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principal strain ("max), strain-energy density ( max), and displacement (ımax) were
calculated for the diameter-matched cohort of 28 geometries for each of the five
different constitutive materials. This led to 140 quasi-static simulations, the results
of which were assessed on the basis of intra-patient (effect of material constants) and
inter-patient (effect of individual AAA shape) differences using statistical averages,
standard deviations, and Box and Whisker plots. Mean percentage variations for

max, "max,  max, and ımax for the intra-patient analysis were 1.5, 7.1, 8.0, and 6.1,
respectively, whereas for the inter-patient analysis these were 11.1, 4.5, 15.3, and
12.9, respectively. Changes in the material constants of an isotropic constitutive
model for the AAA wall have a negligible influence on peak wall stress. Hence,
this study endorses the use of population-averaged material properties for the
purpose of estimating peak wall stress, strain-energy density, and wall displacement.
Conversely, strain is more dependent on the material constant variation than on the
differences in AAA shape in a diameter-matched population cohort.

1 Introduction

Abdominal Aortic Aneurysm (AAA) is a vascular disease characterized by a local
permanent expansion occurring in the infrarenal segment of the aorta just above the
aorto-iliac bifurcation. It has a 5–9 % prevalence in the population aged more than
65 years [1] and it is a serious health problem with approximately 150,000 hospital
admissions, 40,000 repair procedures, and 15,000 deaths annually in United States
[2]. Being asymptomatic, AAA are silent killers, and often go undetected for years.
It is fourfold prevalent in smokers compared to nonsmokers [3]. The great majority
of AAA are diagnosed either by chance or due to abdominal/lower back pain caused
by an impending rupture. However, AAA rupture is usually a catastrophic event as
the mortality rate for ruptured aneurysms is reported to be 65–80 % [3]. Typical
guidelines used in clinical management of AAAs are based on maximum diameter
as a criterion for deciding the course of treatment. In clinical practice fusiform
aneurysms larger than 5.5 cm are recommended for surgical intervention and those
smaller than 4 cm are considered at low risk of rupture [4]. Other morphological
parameters in addition to maximum diameter are also correlated with risk of rupture,
e.g., aneurysm volume [5, 6], rate of expansion [7, 8], volume of intraluminal
thrombus (ILT) [9], aneurysm asymmetry [10–12], and tortuosity [10].

Although rupture risk assessment based on morphological parameters like
maximum diameter is relatively easy to implement in a clinical setting, it comes
with certain shortcomings. One important drawback is that maximum diameter
is a purely observation-based rule, lacking a proper scientific basis for assessing
rupture risk. An autopsy study of 473 AAA cases found that 13 % of aneurysms
5 cm in diameter or smaller ruptured whereas 60 % of aneurysms of diameter
greater than 5 cm did not rupture [13]. This shows the inadequacy of the maximum
diameter criterion. In addition, it is challenging to define a unique length metric as a
“diameter” for an irregular geometry like an aneurysm, as AAA formation leads to
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a noncircular random closed curve in any given cross-sectional plane. Although
pseudo-metrics such as hydraulic diameter can be used (defined as DH D 4A/P,
where A is cross-sectional area and P is the perimeter of the cross-section), it does
not account for local curvature varying along the perimeter or for geometry specific
to the cross-section. Furthermore, the maximum diameter should be measured in
a plane perpendicular to the centerline, making its assessment dependent on the
algorithm used to locate the (lumen or wall) centerline. Hence, achieving precision
and consistency in the estimation of maximum diameter and expansion rate for
rupture risk assessment [14] may be a challenging task.

Patient-specific biomechanical analysis of AAAs by means of computer simula-
tions is an alternative for rupture risk assessment, as it can provide a single metric
such as mechanical wall stress, wall strain, or strain-energy density [30]. These
metrics are the end result of the combined effect of 3D shape, size, wall thickness,
material properties, pressure load, and contact interactions with surrounding tissues.
Initial work toward patient-specific modeling was reported by Raghavan et al. [5]
where six patient-specific AAA geometries were 3D reconstructed from medical
images and meshed for finite element analysis (FEA). One limitation of this
work was the exclusion of the aorto-iliac bifurcation. These finite element models
employed an isotropic, hyperelastic, homogeneous material model for the wall, the
constants of which were derived from the experimental tensile testing of human
AAA tissue specimens [15]. It was found that all maximum stresses were located
on the posterior side of the AAA. Recently, advanced anisotropic material models
[16, 17] and porohyperelastic material models [18] have been incorporated in
the study of AAA wall mechanics. Vande Geest et al. [19] proposed a statistical
model for estimating wall strength using sex, normalized diameter, family history,
and local ILT thickness. Subsequently, the concept of rupture potential index
(RPI) was introduced, calculated by taking the ratio of stress and strength [20].
To this end, a comparative study of wall stress, RPI, and diameter metrics is
described by Maier and colleagues to address factors that influence rupture risk
assessment [21]. Inclusion of ILT was shown to affect wall stress [22–25], while the
experimental verification of the computational assessment, reported in [26], added
credibility to computational technique. However, many important questions remain
yet unanswered, one of which is addressing the relative importance of variations in
tissue material property constants relative to the individual AAA shape with regard
to the characterization of the aneurysm biomechanical environment. This kind of
comparative sensitivity study is important for addressing uncertainties involved in
patient-specific AAA biomechanics.

The present work is focused on evaluating the relative importance of inter-
patient variation in aneurysm shape against the variation in material constants as
it relates to the ensuing AAA wall mechanics. In this controlled study, a diameter-
matched cohort of 28 unruptured AAA is analyzed with carefully controlled uniform
wall thickness using five sets of material constants that span the 95 % confidence
interval of previously reported experimental findings [1]. All other geometric and
biomechanical factors, including the presence of ILT, were controlled to eliminate
compounding effects in the analysis. The objectives of this work are to address how
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uncertainties in the quantification of material constants in a constitutive material
model can affect the AAA wall mechanics and whether this material model has
a greater influence on the biomechanical state of an aneurysm compared to the
individual AAA shape. The findings of this study may help to identify priority focus
areas for further research targeted toward clinical implementation of computational
AAA wall mechanics.

2 Methods

2.1 AAA Subject Population

The study consists of a retrospective review of 100 human subject datasets with
unruptured AAA. Data was acquired per the approvals of the Institutional Review
Boards (IRB) at Allegheny General Hospital (AGH), Carnegie Mellon University
(CMU), and The University of Texas at San Antonio (UTSA). Abdominal DICOM
images from contrast-enhanced computed tomography (CT) were collected with
a scan size of 512� 512 pixels. All CT images were segmented and a cohort of
28 AAA with a maximum diameter in the 50–55 mm range was identified. The
relevant imaging parameters for the shortlisted cohort are summarized in Table 1;
these parameters were constant for each image dataset.

The rationale for selecting this cohort of 28 AAA within a 50–55 mm maximum
diameter was threefold: (1) Maximum diameter is the most commonly used metric
for rupture risk assessment in clinical practice and has been correlated with rupture
frequency [13]. A span of approximately 5 mm was deemed appropriate for
this study. The underlying considerations for this were pixel size, variability in
segmentation (inter-observer differences), and experience of the vascular surgeons
at AGH in measuring the diameter with a reasonable rate of repeatability. Thus, the
selected cohort is more or less at the same risk of rupture per established clinical
practices [5]. (2) From a clinical viewpoint there is agreement that AAA smaller
than 40 mm in maximum diameter are less likely to rupture and surgical intervention
is not justified unless there is an alternate reason to do so. Conversely, AAAs larger
than 60 mm are unanimously recommended for surgical intervention unless there
are significant comorbidities involved [5]. It is the range between 40 and 60 mm
that has been a matter of debate for several years and hence more focused research
is necessary for clinical management of AAA in this size range. (3) The availability

Table 1 Summary of DICOM image data for shortlisted cohort (units: millimeter)

Quantity Minimum Maximum Mean Mode

Pixel size 0.6699 0.9511 0.7781 0.7422
Slice spacing 1.5 5.0 3.2 3.0
Maximum diameter 50.0 54.8 52.4 53.8
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of contrast-enhanced CT scans for patients with AAA in this size range increases
since the risk of radiation is offset by the need for better image resolution. Larger
aneurysms are scarce since surgical intervention is typically recommended prior to
reaching a 55 mm diameter.

2.2 Image Segmentation

The maximum diameters of the 28 unruptured AAA had a mean of 52.36 mm with
a standard deviation 1.49 mm. For each of these AAA, the CT images between the
renal arteries and the common iliac artery bifurcation were segmented using our in-
house MATLAB (Mathworks, Inc., Natick, MA)-based code VESSEG [27, 28]. The
average pixel spacing was 0.7781 mm and slice spacing varied in the 1.5–5.0 mm
range (mode value 3.0 mm). Semi-automatic segmentation methods in VESSEG
define spline surfaces for the outer wall, inner wall, and lumen boundaries for each
image. Reproducibility and inter-observer variability studies for VESSEG have been
reported previously [28]. The output of the image segmentation stage is a set of four-
region binary mask composites, which are then imported into our in-house finite
element discretization code.

2.3 Finite Element Discretization

The mesh generation framework AAAMesh (Fig. 1) [29, 30], developed in-house in
MATLAB and using CGAL [31] at its core for surface tessellation, was employed
for high-quality finite element mesh generation of each AAA. A triangular surface
tessellation for the AAA outer wall surface was generated from the segmented CT
images and a quadrangle surface tessellation was derived from it by splitting each
individual triangle into three quadrangles. Local node normals were evaluated at
all nodes of this surface tessellation. The surface tessellation for the outer wall was
extruded inward along the local node normal to form 2 layers of hexahedral elements
each with aspect ratio of approximately 1. A uniform wall thickness of 1.5 mm was
used for the extrusion which is the population median for AAA wall thickness as
reported in [32]. The average number of elements for each hex-only wall mesh was
approximately 66,000, which was determined after executing the mesh sensitivity
study described below.

2.4 Constitutive Material Model

Raghavan and Vorp [15] suggested a hyperelastic-generalized power-law based on
a neo-Hookean material model for the AAA wall based on ex-vivo tensile testing of
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Fig. 1 AAAMesh graphical user interface

69 tissue specimens. For their proposed material model, the strain energy function
(SEF) W is a quadratic function of the first invariant I1 of the left Cauchy-Green
deformation tensor as follows:

W D c1 .I1 � 3/C c2.I1 � 3/2: (1)

Here c1 and c2 are material constants determined by curve fitting of the exper-
imental data. Due to its wide use in AAA biomechanics, this material model was
explored in the present study with the assumption that it is nearly incompressible.
We selected five sets of material constants—one corresponding to the population
averaged c1 and c2, and the remaining four sets corresponding to the extreme
combinations of c1 and c2 based on their reported 95 % confidence intervals [15].
These sets of material constants were used to probe uncertainty in identifying
patient-specific material properties as schematically shown in Fig. 2 and with the
constants detailed in Table 2.

2.5 Finite Element Analysis

Computational Solid Stress (CSS) simulations of the wall domain reconstructed
from the 28 AAA image datasets and meshed with 27-noded hexahedral elements
were performed using the commercial finite element solver ADINA (Adina R&D,
Watertown, MA, version 8.8.3). ADINA’s structural mechanics module solves the
force equilibrium, constitutive, and strain compatibility equations of elasticity for a
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Fig. 2 The range of material
constant variation in the
c1 � c2 space for the
hyperelastic isotropic
constitutive equation (1)

Table 2 Summary of constants for the constitutive material models
explored

Model Location in Fig. 2 c1 (N/cm2) c2 (N/cm2)

#1 A 17.4 (avg) 188.1 (avg)
#2 B 15.2 (min) 117.6 (min)
#3 C 21.9 (max) 117.6 (min)
#4 D 21.9 (max) 355.7 (max)
#5 E 15.2 (min) 355.7 (max)

wide spectrum of linear and nonlinear materials. For large displacement and large
strain problems, ADINA employs the total Lagrangian (TL) formulation [33]; an
implicit scheme is used for nonlinear static analysis.

Biological tissues have a large water content resulting in an essentially incom-
pressible behavior. However, with a far lower shear modulus, the bulk modulus-to-
shear modulus ratio in soft tissues is large, posing a challenge for the numerical
stability of the FEA model. Hence, the AAA wall was modeled as nearly com-
pressible (Poisson ratio, 	D 0.499) and the following three modifications were
introduced in the SEF in the solver [34, 35]: (1) substituting for the invariants

I1, I2, and I3, the reduced invariants J1, J2, and J3 are given by J1 D I1I3
�1

.
3 ,

J2 D I2I3
�2

.
3 , and J3 D I3

1.
2 ; (2) removing the condition I3 D 1; and (3)

adding the volumetric strain-energy density W� D 1
2
�.J3 � 1/2, where � is the

bulk modulus. A mixed interpolation scheme (u–p interpolation) was used to avoid
volumetric “locking” since the material is hyperelastic and almost incompressible.
The 27-noded hex element has a node at the center which is recommended for
mixed interpolation formulations used for hyperelastic materials since pressure is
introduced as an additional degree of freedom.

A uniform pressure load was applied on the inner wall surface and gradually
increased from 0 to 120 mmHg in 24 steps. All degrees of freedom at the proximal
and distal ends of the AAA models were set to zero. The equations of static
equilibrium were solved using the energy criterion with a threshold ratio of out-of-
balance energy set to 0.001. Stress tensor ( Q
 ), strain tensor (Q"), and displacement

(
�!
ı ) data were recorded for the 28 patient-specific AAA each for the five sets
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of material constants, yielding 140 FEA simulations. These were performed on
a 12-core, 96GB RAM Dell™ Precision T7500 machine and a 6-core, 46GB
RAM, Dell™ Precision T7500 machine with Intel Xeon processors, both running
on the Linux operating system (CentOS 6.2). The average processing time for
each simulation was 90 min after adopting an optimized simulation execution
strategy [30].

The post-processing of the ADINA output files was performed with EnSight
(Computational Engineering International Inc., Apex, NC, version 10.0.2d). The
nodal principal stresses (
1,
2, 
3) and principal strains ("1, "2, "3) were derived
by locally averaging the stress and strain tensors based on their corresponding
counterparts at the element integration points. The strain-energy densities ( ) at
the ith node can then be calculated as:

 i D 1

2

�

i1"

i
1 C 
i2"

i
2 C 
i3"

i
3

	
: (2)

The spatial maxima for the first principal stress (
max Dmax(
1)), first principal
strain ("max Dmax("1)), strain-energy density ( max Dmax( )), and displacements

(ımax D max
�


�!ı





�

) were identified.

2.6 Mesh Sensitivity Study

A mesh sensitivity study was performed with one of the AAA geometries selected at
random and based on the population averages of the material constants reported in
[15]. The convergence study was executed with seven different surface tessellation
densities, each with 1-, 2-, and 3-element layers across the wall, leading to
mesh sizes in the range of 8,028–81,864 27-noded hex elements. Thus, 21 FEA
simulations were executed with the spatial maximum of the first principal stress used
as the metric to assess convergence justified by its association with AAA rupture risk
[36, 37].

2.7 Data Analysis

The results of all FEA simulations were analyzed by calculating the mean and stan-
dard deviations of each of the four biomechanical parameters (
max, "max, max, ımax)
subject to two approaches: intra-patient (same AAA geometry subject to the five
different sets of material constants) and inter-patient (same set of material constants
used for all AAA geometries). We report on the normalized deviation from the
mean for both approaches.
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3 Results

A 0.6 % relative difference in maximum principal stress was obtained when com-
paring the finest and second-most refined meshes. A reasonably good compromise
between accuracy and computational cost was obtained for the 2-element layered
mesh with the second-most refined surface tessellation, which yields an element
aspect ratio �1. Hence, this combination of surface tessellation size and number of
element layers across the wall was used for all subsequent simulations. The average
element edge length in the final mesh configuration was 0.8 mm, yielding an average
mesh size of approximately 66,000 quadratic hex elements for all AAA geometries.

Table 3 summarizes the means and standard deviations of the four biomechanical
parameters for each of the five constitutive material models applied to the 28
AAA geometries. To identify the relative importance of the finite element modeling
strategies, it is required to quantify and compare the effect of variations in
material constants with the variations in individual aneurysm shape. To this end,
we calculated normalized rather than absolute variations, with the references for
normalization set as follows. For the intra-patient analysis, we vary the material
constants for a fixed AAA geometry. Therefore, for each AAA, the mean biome-
chanical parameters corresponding to the population averaged c1 and c2 (material
model #1 in Table 2) were used as the references for normalization. For the inter-
patient analysis, we vary the AAA geometry across the population cohort for a fixed
set of material constants. Hence, for each material model, the mean biomechanical
parameters corresponding to all AAA geometries were used as references for
normalization. The percentage difference for each biomechanical parameter relative
to the aforementioned normalized references was calculated for both data analysis
approaches and is illustrated with Box and Whisker plots in Fig. 3 and summarized
in Table 4.

Figure 4 illustrates the spatial distribution of the four biomechanical parameters
in the AAA with the highest and lowest norm of variability each for the intra-
patient and inter-patient data analyses. A qualitative inspection of the distribution
patterns suggests that the high stress region, high strain region, and high strain-
energy density region are nearly identical for a given AAA geometry. Higher
stresses were observed on the inner wall surface where it is locally saddle shaped.
All convex regions were found to have lower stresses while the saddle-shaped

Table 3 Mean and standard deviations of the four biomechanical parameters for each material
model

Model # (c1, c2)

max mean (SD)
(N/cm2)

"max mean (SD)
(non-dim)

 max mean (SD)
(erg/cm3)

ımax mean (SD)
(cm)

1 (avg, avg) 50.17 (9.44) 0.267 (0.019) 627,305 (162,427) 0.469 (0.106)
2 (min, min) 50.72 (9.80) 0.316 (0.022) 751,037 (199,930) 0.544 (0.117)
3 (max, min) 48.79 (8.96) 0.288 (0.022) 659,560 (175,978) 0.493 (0.104)
4 (max, max) 49.47 (9.46) 0.237 (0.017) 545,047 (147,036) 0.411 (0.095)
5 (min, max) 50.98 (9.98) 0.253 (0.017) 624,954 (209,119) 0.454 (0.101)
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Table 4 Percentage variations of the four biomechanical parameters in intra-patient and inter-
patient data analyses

Approach �
max mean (SD) �"max mean (SD) � max mean (SD) �ımax mean (SD)

Intra-patient 1.5 (1.9) 7.1 (6.6) 8.0 (11.7) 6.1 (7.5)
Inter-patient 11.1 (13.0) 4.5 (4.7) 15.3 (19.9) 12.9 (15.1)

surfaces exhibited larger stresses. The highest displacement occurred typically near
the maximum diameter. The stress distribution varied greatly from one aneurysm to
another as it was found to be highly dependent on the patient-specific geometry.

4 Discussion

The present work represents a controlled study to analyze the biomechanical
behavior of patient-specific AAA with a focus on how variations in the wall
constitutive material model constants affect the wall stress, strain, strain-energy
density, and wall displacement. The form of the constitutive equation employed in
this study [15] is a special case of the power law neo-Hookean hyperelastic material
that is dependent on only the first invariant of left Cauchy-Green tensor and was the
first hyperelastic material derived for AAA biomechanics. Our image segmentation
and mesh generation methods ensured that the desired uniform wall thickness was
specified with high precision along the local normal direction at every point in the
wall. This eliminated the uncontrolled and undesired uncertainty in mesh wall thick-
ness induced by the widely used mask dilation in most image-processing techniques
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Fig. 4 Distribution of the four biomechanical parameters in AAA models with the highest and
lowest norm of variability in intra-patient and inter-patient data analysis

and by surface-smoothing operations [38]. The diameter-matched approach used for
the selection of a cohort of 28 patients was based on patients who are at the same
risk of rupture as per previous clinically based studies. With the goal of studying the
AAA wall mechanics in a controlled manner, ILT was ignored in the finite element
models to avoid the confounding effects of the biomechanical parameters being
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influenced by the highly individualized ILT shape. The inclusion of strain-energy
density as a parameter follows the rationale of it being widely used as a failure
criterion for hyperelastic materials [39].

4.1 Relevance to Prior Work

The experimental tissue characterization performed by Raghavan and Vorp [15]
reported p-values that were p> 0.3 and p> 0.1 for the constants c1 and c2,
respectively, and 95 % confidence intervals that span approximately 17 and 39 %
of the population averages for c1 and c2, respectively. A preliminary study on
the effect of material variation was also presented in [15], however, with the
following shortcomings—(1) it investigated only wall stress; (2) it was done using
a single idealized aneurysm shape and five combination of material constants;
(3) only one of the material constants c1 and c2 was varied at a time; thus, the
extreme combinations that occur at the corners of the c1 � c2 space (see Fig. 2)
were not explored; and (4) it uses linear shell elements with the assumption of
a small curvature to thickness ratio. Use of such elements is not recommended
[33] in patient-specific geometries where local curvature and thickness ratio can
be significantly high.

The effect of AAA modeling complexity was studied by Reeps et al. [24].
Using four distinctly different aneurysm morphologies, simulations were performed
with seven levels of complexity. These levels were obtained by combinations of
the material model (linear/nonlinear), equilibrium in the basic FE formulation
(linear/nonlinear), loading (linear/nonlinear), prestressing (neglected/applied), and
ILT (neglected/included). Their work showed marked differences in the wall
mechanics as a function of the modeling approach. Wall displacement and stress, in
particular, were found to be sensitive to the modeling strategy. Gasser and colleagues
[40] also analized modeling strategies with the objective of differentiating the
peak wall rupture risk in ruptured and unruptured AAA. Four AAA simulation
strategies based on wall thickness (uniform/ILT presence-based non-uniform) and
ILT (neglected/included) were explored using two groups based on a diameter-
matched approach, similar to that in this work, and on a diameter�MAP matched
approach (MAP: Mean Arterial Pressure). They found no apparent correlation in
the complex wall stress distribution, while significant differences in peak wall stress
were found between ruptured and unruptured AAA when ILT was included. The
importance of the material model formulation in AAA mechanics was reported in
[41], where four different constitutive equations were used to calculate the wall
stress for seven AAA geometries. This led to statistically significant wall stress
distributions among the material properties modeled, yielding the observation that
results obtained using different materials should not be mutually compared unless
the different stress gradients across the wall are not taken into account. Such work
differs from the present study in that the constants used in the constitutive equations
were fixed while the equations themselves varied to represent various degrees of
tissue stiffness.
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The correlation of AAA wall stress and geometry has been studied rigorously
in the past with idealized geometries and linear material models [42–45]. Using
a 2D axisymmetric model, Inzoli et al. [42] analized variations in stresses due to
various geometric modeling approaches: (1) uniform wall thickness, (2) varying
wall thickness along the longitudinal direction with a reduction in thickness as a
function of dilation to maintain a constant volume, (3) AAA with ILT, (4) AAA
with dissecting ILT, and (5) AAA with vertebral contact. A subsequent study by
Elger et al. [43] reported that peak stress occurs at the inflection point in their
axisymmetric fusiform model, which was corroborated by Vorp and colleagues [11]
in 3D idealized models.

4.2 Principal Outcomes

The primary goal of this study was to address whether the AAA wall mechanics
is more sensitive to uncertainty in the quantification of the constitutive material
constants compared to variations in individual AAA shape. To answer this question
objectively we calculated four biomechanical parameters relevant to rupture risk
prediction, namely stress, strain, strain-energy density, and wall displacement. With
patient-specific variability in shape (while maintaining the same size, wall thickness,
and absence of ILT) and controlled variations in the material constants, FEA
simulations were performed under identical settings for the solver and boundary
conditions. The effect on the biomechanical parameters was probed using intra-
patient and inter-patient data analyses. The intra-patient variability in maximum
wall stress, caused by the simulation of different constitutive material formulations,
was found to be nearly negligible (1.5 %) compared to the inter-patient variability
(11.1 %), which was due exclusively to the individual variations in AAA shape
(see Table 4 and Fig. 3). Hence, this outcome highlights the need for accurate
patient-specific AAA geometry reconstruction and the relatively low sensitivity of
wall stress to uncertainty in the derivation of (hyperelastic isotropic) constitutive
material constants. Such observation is in agreement with recent work by Shum
et al. [27, 45] who identified four geometric features closely associated with rupture
risk stratification, two of which are shape dependent.

A generalization of the aforementioned outcome is that the application of
population-averaged isotropic material constants is justified for use in patient-
specific simulations as long as peak wall stress is the only biomechanical output
of concern. This is important as there is always uncertainty in the prediction of
the material constants due to experimental errors during mechanical testing of
the tissue specimens, curve-fitting adjustments of the stress–strain data, and the
unknown patient-specific material property heterogeneity. Thus, it is likely that the
population-averaged material constants are sufficiently accurate for the prediction
of peak wall stress and the simulation of material heterogeneity may not yield a
significant difference in this prediction. Conversely, the other three biomechanical
parameters yielded more noticeable differences in the comparison of intra- vs.
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Fig. 5 Typical maximum principal stress (obtained by averaging the peak maximum principal
stresses of all the AAA FEA models) superimposed on previously reported uniaxial tensile data
reproduced from Raghavan and Vorp [15]

inter-patient analyses: maximum principal strain (7.1 % vs. 4.5 %), maximum strain-
energy density (8.0 % vs. 15.3 %), and maximum wall displacement (6.1 % vs.
12.9 %). Only the normalized change in strain appears to be more sensitive to
the variations in wall material constants than the variations in individual aneurysm
shape.

4.3 Limitations

While initial stresses and deformations present in the in-vivo acquired geometries
are ignored in the present work, such modeling strategies should not affect the
outcome of the intra- and inter-patient analyses appreciably. The isotropic hyper-
elastic model for AAA tissue, as seen in Fig. 5, is characterized by a small change
in slope in its initial loading compared to the region of large stretch ratios. Thus,
wall deformation due to the applied intraluminal pressure will not be significantly
different when using a zero-stress aneurysm geometry. Figure 5 also illustrates
a typical maximum principal stress (obtained by averaging the peak maximum
principal stresses of all the AAA FEA models) superimposed on the ex-vivo uniaxial
response, showing the relatively low stiffness (slope) obtained for small stretch
ratios (�1).

Another important limitation is the use of an isotropic material model for the
aneurysm wall, as it has been reported elsewhere that AAA wall tissue is anisotropic
when tested mechanically ex-vivo [17, 47]. The present work could be expanded in
the future to include active mechanics models (elastin, collagen, and smooth muscle
activation), which have additional material constants and hence, instead of the
c1 � c2 space explored herein, it would be necessary to probe a higher dimensional
space. The variations in aneurysm shape are modeled on an individual basis as
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the collective effect of various geometric indices, e.g., asymmetry, tortuosity, and
surface curvature, which are not explicitly quantified here but rather in previous
studies [46, 48]. ILT was neglected as in other modeling studies [15, 36, 42,
49] with the rationale that it would not confound the wall mechanics owing
to the variations in material constants. Moreover, wall thickness was considered
uniform following the same justification, while it is evidently regionally varying
and patient-specific [38]. While these additional modeling complexities (anisotropy
of the tissue, prestress condition, ILT, and patient-specific wall thickness) would
contribute to more physiologically realistic patient-specific modeling targeted at
individualized biomechanics predictions, we emphasize that the results obtained
under the presently controlled variables allow for isolation of the effect of the
material constants at the population scale. Similarly, Fillinger et al. [36] were able
to classify ruptured and unruptured AAA using peak wall stress (sensitivity 94 %
and specificity 81 %) without including any of the aforementioned complexities.

The intra- and inter-patient data analyses performed in this study are devoid of
statistically significant metrics (e.g., a p-value) since standard statistical techniques
such as analysis of variance or Student t-test cannot be performed. The justification
for this is that the biomechanical parameters used as endpoints in the present FEA
study are not mutually independent but rather the result of nonlinear combinations
of the primary variables solved with the governing equilibrium equations.

5 Conclusion

Patient-specific AAA biomechanical analysis based on the use of a hyperelastic
isotropic material for the wall reveals that the variations in individual aneurysm
shape have a more significant effect on the maximum principal stress, strain-
energy density, and wall displacement, compared to that resulting from variations
in the constitutive material constants within a physiological range. It appears that
maximum principal strain is more dependent on the material model than on AAA
geometry. In addition, this work endorses the use of population-averaged material
constants for the prediction of wall stress, as uncertainty in the estimation of
material constants within a 95 % confidence interval results in negligible patient-
specific differences in peak wall stress. The aforementioned concluding statements
are conditional to the FEA of a diameter-matched cohort of 28 AAA with uniform
wall thickness, in the absence of ILT, and devoid of prestressing.
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Computer Simulation of Fracture Fixation
Using Extramedullary Devices: An Appraisal

Alisdair MacLeod and Pankaj Pankaj

Abstract Extramedullary devices are being extensively employed to treat fractures
in normal and diseased bone. Studies conducted in hospitals have shown that there
is a wide variability in the manner different surgeons employ these devices for
similar fracture types. Clinically, fixation devices are required to be able to: sustain
loads; minimise patient discomfort and possible implant loosening; and promote
healing. Computer simulation of the mechanical behaviour of these devices can
help clinicians in selecting a device and optimising its configuration. Numerical
modelling of the mechanical behaviour of bone-fixator constructs has been used
in the past to evaluate the performance of these devices with respect to some of
the clinical requirements. This Chapter considers the mechanics of some of the
most commonly used extramedullary devices, their peculiarities and modelling
implications while appraising existing numerical modelling literature that has
attempted to address the above clinical demands. It finds that while many of the
clinical questions have been answered satisfactorily using simple models, answers
to some others require complex and sophisticated modelling approaches.

1 Introduction

Fixation devices that use screws, pins, or wires are widely used for fracture
management. Any implant will alter the natural load distribution within the host
bone. Indeed, in fracture fixation, the intention is to redirect load and shield the bone
from undesirable motion while supporting motion beneficial for callus formation
until healing has occurred [1, 2]. This redirection of load also results in other
unwanted effects: stress-shielding and stress concentration at the bone-implant
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interface. Stress-shielding, where the implant unloads a region of bone, has received
much attention [3]. If shielding occurs, the load that has been removed from one
area must be transferred somewhere else; hence, overloading of the device can
also occur. On the other hand, stress concentrations in the bone arise because loads
are transferred via the screws, pins, or wires that traverse the bone inducing large
stresses/strains at the bone-implant interface. Extramedullary devices represent a
considerable engineering challenge as they are eccentric to the dominant loading
axis which induces additional bending and shear [4]. This chapter will focus
exclusively on fixators which transmit the full weight-bearing loads until fracture
healing is initiated (i.e. load-bearing as opposed to load-sharing devices).

For any fixation device there are three key clinical requirements and mechanical
demands arising from them:

(a) The device must promote healing. The correct level of relative motion between
the bone ends at the fracture site, inter-fragmentary motion (IFM), is crucial
for healing; too much or too little can inhibit fracture healing [2]. The most
commonly investigated aspect of a device is its axial stiffness—usually derived
from the IFM produced by a given load. The term “stability” is often used,
clinically, as a synonym.

(b) The device must sustain the applied loads for the duration of healing. This
concerns the strength and potential failure of the device itself. Stresses within
implants are of interest as breakage can occur; this is more likely if healing has
been delayed [5]. Failure of devices is generally due to fatigue and not a single
traumatic event, meaning small differences in stress can have a significant effect
on the lifespan [6].

(c) To minimise the detrimental impact of the device on the limb and any patient
discomfort resulting from it. Excessive stress at the screw-bone (or wire-bone)
interface is known to cause loosening around screw holes and carries a risk
of infection [7, 8]. In addition, compromising the integrity of the bone due to
screw holes or bone atrophy can lead to periprosthetic fracture during fixation
or re-fracture after device removal [9].

The above requirements can be interdependent, for example, faster healing may
reduce the fatigue strength demanded of a device; minimising damage to host bone
around the screws will prevent discomfort and loosening and will, therefore, lead to
faster healing. Therefore, the key variables of interest in numerical simulations, most
commonly conducted using finite element (FE) models, are: IFM, device strength,
and screw-bone interface damage.

With an ageing population fracture incidence will continue to rise leading to
an increased use of these devices, particularly in bone of poorer quality. This will
require robust biomechanically grounded guidance to help clinicians in selecting a
device and optimising its configuration. This chapter outlines the mechanics of some
of the most commonly used extramedullary devices. Each device has peculiarities
which must be considered in the development of a computational model capable of
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addressing the above clinical requirements. The aim of this Chapter is to appraise
the existing FE modelling research with respect to its ability in providing clinical
guidance to surgeons who employ these devices.

2 Commonly Used Extramedullary Devices

2.1 Mono-Lateral Fixation

External fixation devices using screws can have a wide range of configurations [7].
One of the most widely used is the mono-lateral configuration which uses pins
rigidly connected to an external frame on a single side of a limb (Fig. 1a) making it
useful in bones with subcutaneous boundaries such as the tibia [10]. Mono-lateral
devices are fairly unobtrusive and are often better accepted than devices which
encircle the whole limb, particularly by children [11]. Unfortunately, in all external
fixation devices, pin loosening and infection are common complications, although
these, and the risk of neurovascular and musculotendinous injury, are minimised
when using “safe corridors” [7, 8, 12].

Fig. 1 Depiction of the three devices: (a) mono-lateral fixation; (b) Illizarov fixation, and (c)
locked plating
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2.2 Ilizarov Fixation

In the Ilizarov fixator each bone fragment is supported by two or more tensioned
Kirschner wires (typically 1.5–1.8 mm diameter) which are clamped to circular
frames that surround the limb (Fig. 1b) [13]. Paradoxically, Ilizarov devices
are associated with lower rates of loosening than mono-lateral devices despite
their smaller wire diameter, which would be expected to result in larger stress
concentrations [14]. All external fixation devices allow for modifications during the
course of healing; Ilizarov devices, in particular, are remarkable in their potential
for bone regeneration with limb-lengthening gains of up to 1 mm per day [15].
They are, however, unwieldy and like all external fixators, they require significant
wire entry-site care to prevent infection [8]. Compared with mono-lateral devices,
Ilizarov fixation requires wires at many more entry sites around the bone which
can tether musculotendinous units [7, 12, 16]. Hybrid devices comprising mono-
lateral elements and Ilizarov rings have also been used to overcome the respective
limitations of each.

2.3 Locked Plating

A specialised type of screw with a threaded head is able to “lock” into a plate
producing a fixed-angle device—thereby functioning as an internal fixator rather
than a plate (Fig. 1c) [9, 17]. Locked plating is not associated with the many preloads
induced by compression screws and is being widely promoted as having superior
fixation in osteoporotic bone [18]. One of the benefits of internal fixation is fast
rehabilitation and precise anatomical alignment. Percutaneous surgical techniques
have also been developed to retain the soft tissue envelope reducing the detrimental
impact of the operation [19]. Due to their close proximity to the bone locking plates
can produce a very stiff mechanical environment [20]. While this has advantages, it
can reduce inter-fragmentary movement inhibiting fracture healing [21]. Recently,
some studies have advocated far-cortical locking where the locking screw only
engages with the far cortex and thus produces a more flexible system [22].

3 Modelling Challenges

3.1 Modelling Boundary and Loading Conditions

Human gait imposes a number of different loading sources and directions. Bone
experiences forces emanating from the joints and from muscles and ligaments.
Ideally, all muscle forces and joint reactions should be included an a computational
model; however, inclusion of all muscle forces in finite element models for a range



Computer Simulation of Fracture Fixation Using Extramedullary Devices: An Appraisal 91

of physiological activities is complex and is rarely undertaken [23, 24]. It can be
argued that simplifications that incorporate key muscle forces and joint reactions
are adequate for reasonable predictions of the behaviour of bone-fixator constructs.
It is important, however, to ensure that the boundary conditions represent the in vivo
loading scenario as closely as possible. Sometimes simplifications are made in order
to validate in vitro experiments which have limitations in the type of loading that can
be applied to the bone. Fully restrained boundary conditions (also called clamped
or potted) are often used in experimental and numerical work to provide stability to
the bone [24]. In some cases, fully restrained boundary conditions have been shown
to offer an acceptable representation—provided they are far enough away from the
region of interest [25]; in other cases, a clamped region will influence the global
mechanical behaviour [23, 24].

The authors have been particularly interested in the manner in which the load is
applied to the bone (in a lab experiment or for numerical simulation); this can result
in significant differences to the mechanical response of the bone-fixator construct.
For example, a common method of load application is through a universal joint
which restrains translation but allows rotation [26, 27]. This produces an entirely
different mechanical behaviour to an unrestrained load (which is only possible
numerically). Clearly, the amount of restraint applied to the bone will influence
the global stiffness of the bone-fixator system. This is reflected in the wide range of
stiffness values predicted in the literature [26–28]. Typical conditions employed are
shown in Fig. 2 along with the corresponding stiffness estimates for locked plating.
It can be seen that, in the configuration shown, the predicted stiffness can vary
by over seven times; however, with larger bridging spans or more flexible plates
the differences observed could be even greater. The location of peak stress around
screws or pins is also altered by the restraint applied to the system. It has been
shown that critical screw location also changes with the manner of load application;
the screw farthest from the fracture is critical for conditions 5a and 5b [28], whereas
the screw closest to the fracture is critical for the condition shown in 5c [29, 30].

In external fixation devices where the bending rigidity of the traversing screws
or pins is much lower than the device itself, the majority of the IFM is produced
by the deformation of the traversing elements. This is particularly true for full-pin
or Ilizarov devices with bi-lateral or circular support. Due to the cantilever support,
mono-lateral devices are more liable to bend resulting in IFM contributions from
both screw bending and the device itself [4, 30]. The IFM generated by locking
plates is largely produced by plate bending; as such, the length of plate free to
bend between the two innermost screws (known as working length) has the most
significant influence on construct stiffness [26, 27].

When the majority of IFM is produced by flexure of the traversing elements, the
external frame or plate can be assumed to be rigid simplifying the numerical model
[13, 30].
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Fig. 2 Examples of typical loading conditions employed by previous studies and the axial stiffness
produced by the construct: (a) fully restrained proximally and distally [31, 32]; (b) fully restrained
proximally pinned distally [28]; (c) pinned proximally and distally [26, 27]; and (d) hinged
proximally and pinned distally which could be used as an alternative to the other conditions
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3.2 Modelling Implant-Bone Interface

Extramedullary devices rely on a secure bone-implant connection to transfer loads
from bone to device. One of the difficulties when using extramedullary fixation
is the progressive mechanical deterioration of the screw-bone interface [8, 20].
Stress/strain localisation at the implant-bone interface is the cause of the most
common complications—loosening and infection, which are often severe enough
to require implant removal [8].

Interface modelling is generally conducted using one of the following two
approaches: (a) the implant and bone are assumed to be tied or (b) the interface
is assumed to be separable with appropriate frictional contact conditions. The latter
condition makes the model non-linear. The primary reason for inclusion of contact
non-linearity between the screw and the bone is that a tied interface does not allow
separation and so tensile strains can develop where in reality separation would occur
[4, 33, 34]. A tied interface can, therefore, significantly underestimate strains at the
screw-bone interface as they are transmitted in both tension and compression [4,
34]. Frictional contacts generally use linear Coulomb friction, with coefficients of
friction ranging from 0 to 0.9 with the larger values used to represent screw threads
[35, 36]. Non-linear friction has been used to replicate load-deformation pullout
behaviour in the absence of screw threads [37]; however, idealised cylindrical
representations of screws neglect the significant influence that screw threads can
have on the local strain environment and the pullout force of screws [38]. It is known
that, under pullout loading, the amount of load transmitted by each thread reduces
with its distance from the screw head and the majority of the load is transferred
at the first few threads [39, 40]. It should be noted that, despite the profound local
influence, both the screw-bone interface representation and the inclusion of screw
threads have minimal impact on the global load-deformation in most situations [34].

Studies have shown that each device produces a specific pattern of strain through
the cortex at the screw-bone interface as shown in Fig. 3 [13, 29, 34]. Mono-
lateral devices and locking screws (Figs. 3b, c) induce large strains that penetrate
the full cortical thickness particularly in bone of poor quality [29]. In Ilizarov and
far-cortical locking fixation, however, strain localisation is at the periosteum and
endosteum and does not penetrate the entire cortical thickness (Fig. 3a, d) [13].
Device asymmetry and offset from the bone affect the stiffness of the construct.
Although Fig. 3a shows a bone centrally positioned between the supports at the
mid-span of the wire, this is rarely possible as a prohibitively large ring would be
required [16]. Asymmetric positioning of Ilizarov devices is known to increase their
stiffness, due to a decrease in wire length to the support [7]; however, it also causes
greater stress on the cortex closer to the ring. Similarly, when using mono-lateral
devices, increasing offset from the bone has an approximately linear increase on
screw-bone interface stress [4].

Clinically, in extramedullary fixation, the pilot hole initially drilled prior to screw
insertion has a smaller diameter than the screw; this induces preloading at the screw-
bone interface which has been shown to reduce loosening rates [41]; however, this
feature is still rarely incorporated in modelling [37, 41–43]. A recent study by the
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Fig. 3 Depiction of screw-bone interface stress for external fixators: (a) Ilizarov; (b) mono-lateral;
and internal fixators: (c) locking plate, and (d) far-cortical locking. The applied loading direction
is shown

authors employed anisotropic thermal expansion to mimic this preload and found
that even small mismatches in size (1 %) can produce strains larger than those due
to weight-bearing, causing yielding of surrounding bone [34, 44]. Bone, however,
exhibits viscoelasticity causing a reduction in radial and circumferential preload
over time [42, 43]. These effects can considerably influence predictions of interface
stress and pullout strength and must be considered if the longer-term response is of
interest.

The principal reason for screw-bone interface modelling is to examine the impact
of the device on the host bone; therefore, the constitutive model of bone is also
fundamental to the prediction [33].

3.3 Constitutive Modelling of Bone

Bone is known to be well represented by orthotropy or transverse isotropy [45];
despite this, isotropic representations are almost always used in simulation. In
osteoporotic bone the cortex is thinner and the strength lower which increases
susceptibility to damage at the screw-bone interface [13]. Due to the offset from the
bone, mono-lateral devices can cause substantial pullout forces [29]. Osteoporotic
bone is known to deteriorate more transversely and radially than axially, meaning its
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Fig. 4 Load-deformation response at the fracture site due to plate bending under axial load
showing the importance of non-linear geometrical effects for different working lengths

resistance to transverse forces is compromised [46]. This highlights the importance
of material anisotropy when predicting bone damage in patients with osteoporosis
[29, 47]. As well as a reduction in Young’s modulus, the cortical thickness of
osteoporotic bone is known to decrease [48], which will influence predictions of
screw-bone interface stress [4]. A wide range of constitutive models have been
employed to represent the post-elastic behaviour of bone; these have been well
summarised in some previous reviews [25, 49]. It is now generally agreed that strain-
based constitutive models are more suitable than their stress-based counterparts [50,
51]. If damage or loosening at the screw-bone interface is to be predicted, material
non-linearity must be included. Its inclusion, however, does not significantly
influence IFM predictions [25, 29].

3.4 Modelling Geometrical Non-linearities

The inclusion of non-linear geometrical effects updates the deformation of the
system as the loading increases. The geometric non-linearity of Ilizarov systems
has been previously noted [52]. The wires behave more like cables than beams
and axial forces transmitted through them change rapidly as the wires sag. As a
result, geometrically non-linear analysis becomes essential. Also in these devices
the inclusion of wire pretension increases the wire stiffness and hence reduces
the screw-bone interface stress [13]. The deformation response of the system also
becomes more linear with an increasing wire pretension [52].

In plating, the effect of plate bending must be captured to accurately predict IFM
and stress in the plate. As load is applied to the plate, the plate bends which increases
the eccentricity of the load. Figure 4 shows the relative importance of plate working
length with and without the incorporation of non-linear geometrical effects.
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The inclusion of non-linear geometrical effects is, therefore, essential for
predictions of stress within the implants and motion at the fracture site [53].
This will be particularly relevant for fracture healing simulations in which
interfragmentary strain is used at the stimulus [54].

4 Conclusions

Computer simulation of extramedullary devices can provide valuable information
with respect to the clinical requirements which include: sustaining loads; minimis-
ing patient discomfort and possible implant loosening; and promoting healing. IFM
or bone-fixator stiffness is a key determinant in indirect bone healing. Loading and
boundary conditions can dramatically influence the stiffness and IFM of the bone-
fixator system and must therefore be carefully considered in all fixator analyses.
Similarly, inclusion of geometric non-linearity can radically alter IFM predictions
and needs to be included. If only IFM prediction is required, then simplified material
properties and implant-bone interactions are adequate.

If prediction of damage at the screw-bone interface or device loosening is
required, the models need to be more complex as the local mechanical environ-
ment around the screws is significantly influenced by the bone properties and
the model employed for screw-bone interaction. Consequently, these predictions
require non-linear interface modelling and improved constitutive modelling of bone
incorporating both anisotropy and material non-linearity. Due to this additional
complexity, fewer studies have addressed these issues satisfactorily and research
into non-linear modelling of bone and implant-bone interaction is on-going though
it is still in its infancy.
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Hip, Knee, and Ankle Joint Forces in Healthy
Weight, Overweight, and Obese Individuals
During Walking
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and William M. Mihalko

Abstract Worldwide in 2008, more than 1.4 billion adults, age 20 and older,
were overweight. Overweight and obesity are defined as abnormal or excessive
fat accumulation that may impair health. The World Health Organization defines
overweight as having a body mass index (BMI) greater than or equal to 25 kg/m2

and obese as a BMI greater than or equal to 30 kg/m2. The aim of this study
was to compare peak hip, knee, and ankle joint compressive loads during gait
at self-selected speed between overweight and healthy weight individuals and to
examine the functional relationship between body mass and peak joint forces.
Twelve subjects, six high BMI subjects and six normal BMI control subjects,
participated in this investigation. Absolute peak hip, knee, and ankle joint forces
were 40 %, 43 %, and 48 % greater, respectively, for the high-BMI versus normal
group. Joint loads were found to increase approximately linearly with body mass.
Body mass accounted for 70–80 % of the variation in the peak compressive load at
the hip, knee, and ankle during gait. These findings support the link that increased
body mass leads to increased biomechanical loading of the joints and could be a
factor linking obesity to osteoarthritis.
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1 Introduction

Overweight and obesity are defined as abnormal or excessive fat accumulation that
may impair health. The World Health Organization defines overweight as having
a body mass index (BMI) greater than or equal to 25 kg/m2 and obese as a BMI
greater than or equal to 30 kg/m2. Worldwide in 2008, more than 1.4 billion adults,
age 20 and older, were overweight. Of these, over 200 million men and nearly 300
million women were obese [14]. The Centers for Disease Control reported that in
2010 36 % of US adults (over 78 million) and 17 % of children and adolescents (over
12 million) were obese, and over two-thirds of Americans of all ages are overweight.
The classes of obesity have been sub-defined into class I (30.0–34.9 kg/m2), class
II (35.0–39.9 kg/m2), and class III (�40 kg/m2). While the definition of morbid
obesity is not standard in the literature, it is generally considered to be a BMI of
40 or higher. With an increasing number of high BMI patients now occurring in the
population, a BMI of 50 or more has been labeled “super obese.”

It is well established that obesity is strongly linked to knee osteoarthritis (OA)
and is a risk factor for both incidence and progression of the disease [4]. Intuitively,
it seems likely that obesity increases the biomechanical loads involved in activities
of daily living. While walking is a recommended form of exercise, it could be a
critical source of increased loads that link obesity to OA [2].

To our knowledge, the correlation between body mass and joint loads during
walking has not been reported. Various studies have reported joint moments during
gait with mixed results as to whether increased body mass leads to an increase
in joint moments [2,6,11]. A comparison of healthy and obese individuals during
gait at their self-selected walking speed found no difference in the peak hip and
knee moments (normalized to body mass and height) between the normal and obese
groups [6]. On the other hand, significantly higher peak hip, knee, and ankle joint
moments (absolute, not normalized) have been reported during treadmill walking at
various speeds in the obese group compared to healthy weight [2].

The aim of this study was to compare peak hip, knee, and ankle joint compressive
loads during gait at self-selected speed between overweight and healthy weight
groups. We hypothesized that the overweight group would have significantly
increased peak joint loads when compared to controls. We also aimed to examine the
functional relationship between body mass and peak joint forces and hypothesized
that peak joint forces would increase linearly with increasing body mass.

2 Methods

2.1 Subjects

Twelve subjects, six (5 male, 1 female) high BMI (greater than 25 kg/m2) subjects
(mean BMI 31.1, SD 4.3 kg/m2) and six normal BMI (3 male, 3 female) control
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subjects (mean BMI 22.0, SD 1.5 kg/m2) participated in this investigation following
institutional review board approval and informed consent.

2.2 Data Recording

The laboratory physical therapist with 25 years of experience palpated and placed
retro-reflective markers over bony landmarks of the torso, pelvis, and lower
extremities, and arrays of four markers were attached to the thighs and shanks
using elastic wrap on each subject. Electromyography (EMG) electrodes (Trigno,
Delsys Inc., Boston, MA, USA) were placed bilaterally over the muscle belly of the
rectus femoris, vastus medialis, biceps femoris, semitendinosus, and gastrocnemius.
A nine camera video-based opto-electronic system (Qualisys AB, Gothenburg,
Sweden) was used for 3D motion capture as subjects walked barefoot at a self-
selected speed on a 10 m walkway instrumented with three force plates (AMTI,
Watertown, MA, USA). Data were recorded for multiple trials to assure that each
foot made at least three clean footfalls on a force plate.

2.3 Musculoskeletal Modeling

Motion capture and force plate data were imported into the AnyBody Modeling
System to estimate the tibiofemoral joint TFJ forces for each subject [3] using the
Twente Lower Extremity Model [5]. The model consists of 12 body segments: HAT
(head, arms, and trunk), pelvis, and right and left femur, patella, tibia, talus, and
foot. The model contains 11 joints: L5S1 and left and right hip, knee, patella/femur,
talocrural, and subtalar. The L5S1 and hip joints were modeled as a ball-and-socket,
and the knee, talocrural, and subtalar joints were defined as a hinge. The patella
could rotate with respect to the femur, but the orientation and position of the patella
was dependent upon the knee flexion angle. The orientation and position of the
pelvis with respect to the 3D global reference frame along with the joint rotations
resulted in a model with 21 degrees of freedom. Each leg contained 56 muscles
whose mechanical effect was modeled by 159 simple muscle slips, each consisting
of a contractile element [5].

The model was scaled in order to match each subject’s anthropometry using
a static, standing reference trial. The model was morphed using radial basis
functions to match the assumed bony landmarks based on the marker positions
[7]. An anthropometric data set [5] was used to model mass, inertia points, and
muscle sites/geometry for all segments. The muscle attachment sites and geometries
were scaled using a linear geometry scaling law. The muscle strength was scaled
according to a length, mass, fat scaling which takes BMI into account [10].
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Inverse dynamics was performed and muscle forces were distributed by using a
cubic polynomial optimization scheme that minimizes the sum of the cubes of
muscle activations (force/maximum force) at each time step.

2.4 Data Analysis

All gait waveforms were resampled to 101 values corresponding to 100 % of the
stance phase of gait (approximately 0–60 % of the gait cycle). The compressive
force at the hip, knee, and ankle (all reported in the reference frame of the segment
distal to the specified joint) during stance was averaged for each subject for three
trials of gait for one limb. Peak values of the dependent measures were defined
for each subject; then overall averages and standard deviations were computed for
the control and high BMI groups. Student’s unpaired, two-tailed t-tests assessed
differences in joint forces between the two groups. The functional relationship
between body mass and peak joint forces was examined for the hip, knee, and ankle
separately using linear regression analyses (JMP, SAS, Cary, NC). The adjusted
coefficient of determination (R2 Adj) and 95 % confidence limits for the mean were
calculated for each joint.

3 Results

High BMI (BMI range 25.3–36.2 kg/m2) and control (BMI range 20.2–24.3 kg/m2)
subjects were similar in age while the high BMI subjects had an average body mass
(range 80.7–126.1 kg) 62 % greater than the control subjects (range 56.7–76.2 kg)
and were 0.1 m taller (range 1.70–1.93 m versus 1.59–1.85 m) (Table 1). There
was no difference in walking speed between the overweight and control groups.
Thus, results were not corrected for walking speed. The individual hip joint forces
were reported in the thigh coordinate system as a function of the percent stance
phase of gait and varied between subjects (Fig. 1a), and between the high BMI and
control groups (Fig. 1b). Similarly the knee joint forces were reported in the shank
coordinate system (Fig. 2a, b), and the ankle joint forces were reported in the foot
coordinate system (Fig. 3a, b). Absolute peak hip, knee, and ankle joint forces were
40 %, 43 %, and 48 % greater, respectively, for the high-BMI versus normal group
(Table 2).

The peak hip, knee, and ankle joint compressive forces were linearly regressed
on body mass. The relationship between body mass and peak hip joint compressive
force is shown in Fig. 4 along with the 95 % confidence intervals. The R2 Adj value
for the hip was 0.71. Similarly, the relationship between mass and the peak knee
and ankle joint forces is shown in Figs. 5 and 6. The R2 Adj values for the knee and
ankle joints were 0.80 and 0.79, respectively.
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Table 1 Subject characteristics: mean (standard deviation), nD 6

Age (years) Mass (kg) Height (m) BMI (kg/m2) Walking speed (m/s)

Control 24.7 (2.6) 65.5 (8.2) 1.7 (0.1) 22.0 (1.5) 1.26 (0.10)
High-BMI 26.9 (5.0) 106.4 (19.1) 1.8 (0.1) 31.1 (4.3) 1.23 (0.11)
p-value 0.4 0.002 0.03 0.003 0.6

Control subjects were defined by BMI range of 20–24.9 and high BMI subjects were defined by
BMI� 25

Fig. 1 (a) Hip compression force over the stance phase of gait for all subjects (high BMI and
control). (b) Average hip compression force during the stance phase of gait of the control group
(nD 6) and high BMI group (nD 6)

4 Discussion

We hypothesized that the overweight group would have significantly higher hip,
knee, and ankle joint compressive forces during gait when compared to a healthy
weight group. We found that the joint forces were in the range of 40–48 % higher
in the overweight group compared to healthy weight. This finding supports the
reasoning that increased body mass leads to increased biomechanical loading of
the joints and could be a factor linking obesity to osteoarthritis. Linear regressions
of joint forces on body weight suggest that the multiplier effect of an increase in
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Fig. 2 (a) Knee compression force over the stance phase of gait for all subjects (high BMI and
control). (b) Average knee compression force during the stance phase of gait of the control group
(nD 6) and high BMI group (nD 6)

body weight on increases in the peak joint forces during the stance phase of gait is
2.8–2.9 for the knee and hip joint and 4 for the ankle joint for this group of young
and active subjects.

To our knowledge, this is the first study to report hip, knee, and ankle forces
during gait that compares overweight and normal BMI adults. There have been
mixed reports concerning differences in ground reaction forces and joint moments
between overweight/obese and controls. Significantly lower vertical and propulsive
ground reaction forces have been reported during gait in obese subjects compared to
normal weight controls [6]. However, the ground reaction forces were normalized
to each subject’s body weight. Other reports have shown that overweight subjects
have increased ground reaction forces in all three dimensions when compared to
healthy weight subjects [2,11]. Another study showed that obese subjects exhibited
an increased peak external knee adduction moment which would likely place an
increased compressive load on the medial compartment of the knee joint [2].

Obesity is a risk factor in the development of knee arthritis [2] and is possibly
due to overloading of the joint. Obesity has also been associated with more severe
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Fig. 3 (a) Ankle compression force over the stance phase of gait for all subjects (high BMI and
control). (b) Average ankle compression force during the stance phase of gait of the control group
(nD 6) and high BMI group (nD 6)

Table 2 Peak joint force (N) values: mean (standard deviation), nD 6

Hip Knee Ankle

Control 2,783.9 (745.8) 2,628.3 (436.8) 4,282.1 (420.1)
High-BMI 3,903.2 (603.0) 3,768.4 (643.5) 6,323.8 (491.3)
p-value 0.017 0.005 <0.001

Maximum values for all but one of the subjects were observed at the second peak (approximately
at 75–80 % stance phase) in both the hip and knee joint force waveforms. This one subject was a
control who was a forefoot striker with midfoot contact

and more frequent ankle fractures and complications in treatment of those fractures.
Of further concern is the question of whether medical devices such as total joint
replacements are being designed and tested for what appears to be a global rise in
the number of obese patients seeking total joint replacements. The medical device
industry is tasked with testing implant products to safety standards that are based
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Fig. 4 Peak hip compression
force as a function of body
mass for all subjects (nD 12).
Solid line represents linear fit
and dotted lines show 95 %
confidence limits of the mean

Fig. 5 Peak knee
compression force as a
function of body mass for all
subjects (nD 12). Solid line
represents linear fit and
dotted lines show 95 %
confidence limits of the mean

on assumed joint loads obtained during an era when patients were on average of
lower weight and less active than today’s patient population. In a recent study it
was demonstrated that preoperative dynamic joint loading was associated with tibial
component migration in total knee arthroplasty patients [13]. They examined the
association between the preoperative knee moments during gait and BMI and the
post-total knee arthroplasty stability of the tibial component using radiostereometric
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Fig. 6 Peak ankle
compression force as a
function of body mass for all
subjects (nD 12). Solid line
represents linear fit and
dotted lines show 95 %
confidence limits of the mean

analysis at 6 months and 1 year after surgery. They found that the combination of
increased BMI and altered joint loading during gait preoperatively was associated
with postoperative implant migration.

Our results indicate that joint forces increase approximately linearly with increas-
ing body mass. This finding was based on measurements made at a single time
point for 12 healthy individuals with varying body mass. Other studies have reported
within-subject changes in joint forces with changes in body mass. Comparison of
knee joint compression forces during gait in a group of 157 obese knee osteoarthritis
patients before and after a 16-week diet intervention [1] showed that every kilogram
of weight loss lowered the peak knee joint load by 2.2 kg. An earlier study reported
that for each unit of weight loss, the joint loads were reduced by four units [8].

Increases in joint loads with increasing body mass are not only important in
assessing development of osteoarthritis. Preclinical arthroplasty implant endurance
testing (wear simulation testing) is a standard procedure used to test total joint
implants required for regulatory device approval. These tests are used to predict
the mechanical performance of total knee and hip replacements. Both are tested
under standardized protocols developed by the International Organization for
Standardization (ISO) or the American Society of Testing Materials International
(ASTM International). These standards specify peak force values of 3,000 N for the
hip (ISO 14242-1) and 2,600 N for the knee (ISO 14243-1). Our results indicate that
these maximal force values for testing implants are not sufficient for the loads that
implants may be subjected to in overweight and obese patients.

This study was limited by small group size, yet significant differences were
found even with the limited number of subjects. Additional limitations include
modeling the knee as a hinge joint and neglecting to include the influence of
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ligaments, cartilage, and other soft tissues in the model. However, the passive
force contributions by the ligaments, etc. have been shown to be small [12] and
would likely have had little influence on our results. Also, the muscle physiological
cross-sectional areas and moment arms were scaled from cadaveric data based on
each subject’s mass and height since these values are difficult to measure in vivo.
Predicted muscle forces (and thus joint forces) have been shown to be sensitive to
these parameters [9]. Inverse dynamics-derived estimates of joint forces in gait have
been found to predict higher joint forces than those measured using instrumented
implants by telemetry. Though this may be partly due to differences between
walking with total joints versus natural joints, it is likely also partly due to modeling
issues. Despite these limitations we believe that comparing the relative joint forces
of overweight to healthy weight subjects provides reasonable estimates that are
useful in understanding the negative consequences of obesity on joint health and
longevity.

5 Conclusions

This study revealed that compressive forces at the hip, knee, and ankle were in the
range of 40–48 % higher in an overweight group compared to a healthy weight group
during the stance phase of gait. Joint loads were found to increase approximately
linearly with body mass. Body mass accounted for 70–80 % of the variation in the
peak compressive load at the hip, knee, and ankle during gait. These findings support
the reasoning that increased body mass leads to increased biomechanical loading of
the joints and could be a factor linking obesity to osteoarthritis. It also suggests that
current testing standards used to estimate the service life of total joint implants may
need to be adjusted to accommodate the predicted 40–48 % increased loading due
to the global rise in obesity.
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Whole-Body Image Registration Using
Patient-Specific Nonlinear Finite Element Model

Mao Li, Adam Wittek, Grand Joldes, Guiyong Zhang, Feifei Dong,
Ron Kikinis, and Karol Miller

Abstract Registration of whole-body radiographic images is an important task
in analysis of the disease progression and assessment of responses to therapies.
Numerous registration algorithms have been successfully used in applications
where differences between source and target images are relatively small. However,
registration of whole-body CT scans remains extremely challenging for such
algorithms as it requires taking large deformations of body organs and articulated
skeletal motions into account. For registration problems involving large differences
between source and target images, registration using biomechanical models has
been recommended in the literature. Therefore, in this study, we propose a patient-
specific nonlinear finite element model to predict the movements and deformations
of body organs for the whole-body CT image registration. We conducted a
verification example in which a patient-specific torso model was implemented using
a suite of nonlinear finite element algorithms we previously developed, verified
and successfully used in neuroimaging registration. When defining the patient-
specific geometry for the generation of computational grid for our model, we
abandoned the time-consuming hard segmentation of radiographic images typically
used in patient-specific biomechanical modelling to divide the body into non-
overlapping constituents with different material properties. Instead, an automated
Fuzzy C-Means (FCM) algorithm for tissue classification was applied to assign the
constitutive properties at finite element mesh integration points. The loading was
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defined as a prescribed displacement of the vertebrae (treated as articulated rigid
bodies) between the two CT images. Contours of the abdominal organs obtained by
warping the source image using the deformation field within the body predicted
using our patient-specific finite element model differed by only up to only two
voxels from the actual organs’ contours in the target image. These results can
be regarded as encouraging step in confirming feasibility of conducting accurate
registration of whole-body CT images using nonlinear finite element models without
the necessity for time-consuming image segmentation when building patient-
specific finite element meshes.

1 Introduction

Analysis of disease progression and response to therapy often involves quantitative
comparison of two or more medical images of the whole body (or entire body
segments) at different times or in different modalities [1]. However, before such
comparison can be done, the images need to be aligned in a process known as image
registration [2].

Numerous registration algorithms relying on image processing techniques have
been proposed in the literature. Attempts have been made to use such algorithms for
problems that involve rigid-body motions of articulated bones and nonlinear defor-
mations of soft tissues. They have proved to be successful only in the registration of
selected body segments (e.g. neck images [3, 4]) and for limited range of rigid-body
motion and soft tissue (or soft organ) deformations. However, it has been recognised
in the literature [5, 6] that registration of the whole body/torso images remains very
challenging for the registration algorithms that are solely based on image processing
techniques as it necessitates accounting for differences between images caused by
complex rigid-body motions of articulated bones, motions of body organs and large
deformation of soft tissues.

For registration problems involving large deformations of anatomical structures
depicted in the image, many researchers advocate the use of patient-specific biome-
chanical models [6–10]. Our previous research in the development and application
of algorithms for image registration in image-guided neurosurgery indicates that
such algorithms can provide accurate and fast (within the real time constraints
of image-guided neurosurgery) prediction of the deformation field within the
organ (brain) undergoing surgery [11]. In this study, we apply the experience and
algorithms obtained in this research to the problem of registration of whole-body CT
images. We use registration of the torso CT images as an example to demonstrate
how we propose to solve the problem of efficient generation of computational grids
(finite element meshes) for patient-specific models required for computation of
deformations within the body and demonstrate the accuracy of such computation.
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2 Methods

2.1 Patient-Specific Biomechanical Model

How to generate patient-specific biomechanical models quickly and reliably
remains unresolved [11]. In this study, a set of methods are introduced to achieve
this goal.

2.1.1 Generation of FEM Meshes

In this study, the Finite Element Method (FEM) is employed to compute the
movement and deformation of the whole body. It is widely accepted that the
accuracy of the FEM heavily depends on the quality of mesh generation [12].
In practice, the tetrahedral mesh is the most popular type of discretisation in
computational biomechanics due to the availability of automatic mesh generation
for arbitrary geometries [6]. However, the four-noded tetrahedral element has an
intrinsic drawback of volume locking when the materials are incompressible or
nearly incompressible. Thus, we use the hexahedron element to discretise the whole-
body geometry.

The whole-body CT scans were acquired from the Slicer Registration
Library, Case #20: Intra-subject whole-body PET-CT (http://www.na-mic.org/
Wiki/index.php/Projects:RegistrationLibrary:RegLib_C20b). This CT had slices
with an acquisition matrix of 512� 512� 128, yielding a spatial resolution of
0.98� 0.98� 5 mm. The whole-body geometry was built using the 3D SLICER
(http://www.slicer.org/) and discretised by hexahedron elements using IA-FEMesh
(http://www.ccad.uiowa.edu/MIMX/projects/IA-FEMesh) and Hypermesh (Altair
Engineering, Troy, MI, USA).

2.1.2 Material Properties

Our previous studies show that the mechanical properties of the deformable contin-
uum make little impact on the displacement results when the deformation problem
is formulated as the pure displacement and displacement-zero traction problem
[11, 13]. A Fuzzy C-Means (FCM) algorithm is adopted here to classify tissues
and assign material properties automatically without the image segmentation for
each organ [14]. The key step of the algorithm is to build the relationships between
tissues and image intensity values. The FCM algorithm divides image intensity into
different groups by computing the membership function between each pixel and all
the specified cluster centres, and minimising the objective function [14].

http://www.na-mic.org/Wiki/index.php/Projects:RegistrationLibrary:RegLib_C20b
http://www.na-mic.org/Wiki/index.php/Projects:RegistrationLibrary:RegLib_C20b
http://www.slicer.org/
http://www.ccad.uiowa.edu/MIMX/projects/IA-FEMesh
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Fig. 1 Rigid registration of vertebra. (a) The vertebra from source images; (b) The vertebra from
target images and (c) is the result of rigid registration for (a) and (b)

2.1.3 Loading

The patient-specific biomechanical model is driven by an imposed displacement,
which is extracted from a pair of corresponding organs in whole-body images. We
compare spines in these two whole-body CT scans because it is easy to distinguish
the spine from surrounding soft tissues. A whole spine is divided into separate
vertebrae, and the rigid registration is applied to each pair of vertebrae, as shown
in Fig. 1. Then, the deformation field between two spines is calculated by
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where D is the distance between two corresponding points in the source image
and target image, pm(xm, ym, zm) is a point in the moving (source) image, while
pf(xf, yf, zf) is the corresponding point in the fixed (target) image, R is the rotation
transformation, T is the translation transformation and I is a diagonal matrix.

2.2 Numerical Solution

2.2.1 Total Lagrangian Explicit Dynamic Algorithm (TLED)

A detailed description of TLED algorithm can be referred in [15]. This algorithm
refers all variables to the original configuration, and the second Piola-Kirchhoff
stress and Green-Lagrangian strain are used. So, all the spatial derivatives with
respect to spatial coordinates at original configuration can be pre-computed.
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Moreover, the explicit scheme uses the central difference method to temporally
discretise derivatives so that discretised equation can be solved by one step without
any iteration.

2.2.2 Hourglass Control

The combination of hexahedron elements and one point integration leads to hour-
glass modes (zeros-energy modes). To address this problem, an effective method
for the hourglass control was presented in [16]. Also, this method was used for
hexahedron and quadrilateral elements with arbitrary geometry even undergoing
large deformations [17].

3 Computation and Results

3.1 Meshes of the Whole-Body Geometry

The whole-body geometry is built from CT images and discretised by hexahedron
elements, as shown in Fig. 2. The mesh quality is checked by two criteria, which are
the Jacobian and warpage. In this study, the minimum Jacobian value is 0.35 and
the maximum warpage value is 25. In total 51,479 elements and 55,944 nodes are
used to discretise the whole-body volume.

Fig. 2 Hexahedron meshes
of the whole-body model.
The discretised model
consists of 51,479
hexahedron elements and
55,944 nodes
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Table 1 Cluster centres and mechanical properties

Cluster centres �813 �476 �108 �31 41 185 396 777
Tissues Lung Lung Fat Diaphragm Muscle Bone Bone Bone
Young’s modulus

(kPa)
1.5 1.5 3.21 24.7 24.7 105 105 105

Poisson’s ratio 0.35 0.35 0.48 0.48 0.49 0.48 0.48 0.48
Mass density

(kg/m3)
700 700 950 1,059 1,059 1,817 1,817 1,817

3.2 Fuzzy C_Means Cluster Centres

Before applying the FCM algorithm to calculate the cluster centres, the number of
clusters should be determined. There is no standard criterion to determine how many
clusters are needed in a specific application, because the number of clusters depends
on the image intensity depicted in an image. In this paper, tissues in whole-body
images are divided into eight groups. Table 1 shows the computed cluster centres,
the corresponding tissues and mechanical properties.

3.3 Computed Results

To validate the feasibility of using patient-specific biomechanical models and the
TLED algorithm for the prediction of whole-body deformation, all the algorithms
were implemented by programming in Matlab. The computing computer is with a
standard Intel

®
Core™ i7-3930K @3.20 GHz CPU and windows 7 Enterprise with

Service Pack 1.
We verified the computation results by comparing the contours of abdomens,

kidneys and lungs. This is because the comparison of abdominal contours can
provide an overview of the accuracy of computation results, and the kidney and
lung are the typical soft organs in the whole body. In addition, it is relatively easy to
get the contours for abdomen, kidney and lungs from CT images.

3.3.1 Comparison of Abdominal Contour

The comparison of abdominal contours is presented in Fig. 3. The abdominal con-
tours are extracted from the target whole-body image (black solid line), the source
whole-body image (blue dotted line) and the predicted image (red dashed line)
which is warped by the computed deformation field, respectively. The difference
between the black solid line and blue dotted line shows that the transformation
from the source image to the target image is nonrigid. Also, it can be seen that the
black solid line (target image) matches the red dashed line (computed deformation)
very well in the front and bio-lateral areas of the body. However, an apparent
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Fig. 3 Comparison of abdominal contours. The target image is represented by the black solid line,
the computed deformation is represented by the red dashed line and the source image is represented
by the blue dotted-solid line

misalignment occurs on the right side of the back area of the body. The maximum
misalignment is less than 0.01 m, and the width of the body in x direction is
0.32 m. Normalising the misalignment by the total width, the relative error is less
than 3.2 %. The misalignment might result from errors when performing rigid
registration for vertebrae to calculate the deformation between two spines as the
imposed displacement field.

3.3.2 Comparison of Kidney Contours

Figure 4 shows the comparison of the cross section for kidneys. The red dashed line,
the white solid line and the yellow dotted line represent the kidney contour in the
deformed image, the target image and the source image, respectively. The difference
between source image and target image is very big and nonlinear, while the use of
patient-specific biomechanical model successfully predicts the transformation from
the source image to the target image.

3.3.3 Comparison of Lung Contours

In comparison with the abdomen and kidney, the structure of the lung is more
complex. Figure 5 shows that the source image (yellow dotted line) is very different
from the target image (white solid line). However, after applying the computed
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Fig. 4 Comparison of contours for the kidney. The red dashed line is extracted from the target
image, the white solid line is extracted from the computed deformation and the yellow dotted line
is extracted from the source image

deformation field to warp the source image, the predicted image (red dashed line)
can align to the target image. There may be two reasons for the misalignment.
Firstly, the errors from rigid registration for vertebrae will influence the result of
deformation prediction, as discussed previously. Secondly, the relative large space
resolution in perpendicular direction and the quick variation of lung from one slice
to another may cause the warped slice from the source image does not match exactly
to the corresponding slice in the target image.

4 Conclusions

Registration of whole-body CT scans is extremely challenging because nonlinear
deformations of body organs and articulated skeletal motions are involved and,
accordingly, the differences between the source image and the target image are very
large. Thus, a comprehensive patient-specific nonlinear finite element model and the
TLED algorithm are used to predict the deformation of body organs and soft tissues.

Due to the efficiency of using hexahedron elements for the computation of
incompressible biological tissues, the whole-body geometry is discretised by hex-
ahedron (eight-noded brick) elements. Accordingly, an efficient hourglass control
algorithm is employed to overcome the intrinsic zero energy mode of under-
integrated hexahedron elements. Moreover, the assignment of material properties



Whole-Body Image Registration Using Patient-Specific Nonlinear Finite. . . 121

Fig. 5 Comparison of contours for the lung. The red dashed line represents the computed
deformation, the white solid line represents the target image, and the yellow dotted line represents
the source image

is facilitated using the FCM algorithm for tissues classification without the hard
image segmentation. To drive the patient-specific model, an imposed displacement
which is obtained using the rigid registration for corresponding vertebrae is applied
on the spine.

To the authors’ knowledge, it is the first time to use a patient-specific nonlinear
finite element model to conduct the whole-body image registration. In this work,
we used a patient-specific torso example to verify the proposed algorithms, and the
results confirmed that our methods facilitate the accuracy of predicting the organs
deformations. In the next step, we will analyse more torso examples to demonstrate
the quantitative accuracy of our methods for the whole-body CT image registration.
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